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Abstract 

 

In recent years, the escalation of terroristic threats has caused an increase of security measures at 

sensible locations like airports and government buildings. Current methods for concealed weapon 

detection are either ineffective, slow or bulky, limiting their use mainly to security checkpoints. A 

fast imaging system for Concealed Weapon Detection implemented as a mobile gate, or in general 

as an easily transportable device, is considered as an ideal solution for fast screening of people at 

mass events. 

In this thesis report, the design of an UWB MIMO 2-D array-based Microwave Radar Imaging 

system based on a RF-multichannel scheme is presented. Requirements of the design are low power 

emission and minimization of data acquisition time, cost and complexity. UWB technology is used 

to obtain high resolution, while MIMO technique helps reducing the number of required antennas in 

the 2-D array without a net degradation of performance. The final RF-scheme was selected based on 

the availability of commercially off-the-shelves RF-components.  

The performance of the selected RF front-end was evaluated both via mathematical analysis and 

ADS simulations. The results of the simulations showed that by proper selection and positioning of 

filter in the basic RF-scheme, it is possible to achieve satisfactory performances in terms of 

harmonic suppression, detectability of targets and down-range resolution. 
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Chapter 1: Introduction 

 

Since the times of Galileo and van Leeuwenhoek, considered fathers of the telescope and 

microscope, respectively, man has been obsessed by the desire to see more clearly what was far way 

or what was very small. For centuries, efforts to capture visions beyond the range of the normal eye 

have long engaged scientists and engineers. In the 20th century, the development of the first photo 

camera and successively the discovery of X-rays were only the first of many achievements leading 

to the development of imaging devices which made possible what once would have been considered 

“magic”, such as the recording of forms of light to which the human eye is essentially blind and the 

penetration of veils both around us and within us. Nowadays, imaging devices are used as precious 

supports in many fields (military, medical, security, meteorological, space exploration, etc…), and 

they affect us in all aspects of life. 

In particular, radar has become one of the most ubiquitous of imaging technologies. Today, 

imaging radars are used to map the Earth and to reproduce weather patterns, they can provide 

pictures of other planets’ and celestial objects’ surfaces, and create images of objects buried in the 

ground, or hidden behind barriers.  

One of the applications of imaging radars that has recently emerged is the detection and imaging 

of objects concealed on humans to improve the security of sensible locations like airport, banks, 

malls, etc…, due to the increasing threats ranging from the less dramatic knife and gun carriers to 

the hardened terrorists.  

In this thesis report, we investigate the feasibility of an Imaging Radar System for concealed 

weapon detection, using Microwave Ultra-Wideband (UWB) technology, for fast screening of 

people flows at mass events. In this chapter, a general overview of the thesis report is given. In the 

first section, a brief introduction on the main research area of imaging radars is given, and the 

objectives of the thesis are stated. In section 1.2, a brief overview of state-of-the-art technologies for 

concealed weapon detection is given, with particular attention to active imaging radar systems. 

Section 1.3 describes the chosen approach to the research problem, addressing the challenges and 

the novelties of the thesis work. At last, the outline of the thesis is given in section 1.4. 
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1.1 Research problem description and objectives 

In the last decade, the field of security systems for concealed weapon detection, with particular 

attention to imaging radars, has been one of the major focuses of the research performed at the 

department of Microwave Technology and Systems for Radar (MTS-R) of the faculty of Electrical 

Engineering, Mathematics, and Computer Engineering (EEMCS) at Delft University of Technology 

(TU Delft). Imaging radars are devices that measure the intensity and the round-trip time of 

electromagnetic waves that are emitted by the radar antenna system and reflected off a distant target 

or surface, producing an image whose structure reproduces on a definite scale the spatial 

arrangement of the target. The challenge in this field is the design of imaging systems that are 

reliable, safe and cost-effective with no privacy concerns. 

Recently, MTS-R department joined the ATOM project (full title “Airport detection and 

Tracking Of dangerous Materials by passive and active sensors arrays”), supported through the 

European Commission's 7th Framework Programme as a capability project in the area of airport 

security. The objective of the ATOM project is to study, design and develop a functional prototype 

of an innovative multi-sensor based system, integrating active and passive radar sensors, with the 

purpose of improving security of both the terminal and gate areas of airports. The ATOM system 

will be a non-intrusive but pervasive security system, based on the integration of active and passive 

radar technology. MTS-R on behalf of TU Delft contributes to this project with the development of 

an ultra-wideband (UWB) radar technology that provides a high 3-D imaging capability and 

performs shape-based detection of concealed dangerous objects such as metallic weapons and 

explosive materials. The project started in 2009 and is currently in process. 

Following the ongoing research on the ATOM project at the MTS-R department [5,6,7,8], this 

thesis project consists of a fundamental study of a mobile scanner and the design of a high-

resolution radar sensor based on Microwave UWB technology with particular focus on the 

minimization of its cost and complexity in terms of electronics and number of antennas. 

1.2 State-of-the-art Active Imaging Radars for concealed weapon 

detection 

Currently, the state-of-the-art Active Imaging systems for concealed weapon detection mostly 

comprises imaging systems working with millimeter waves (MMW), implemented with two 

fundamentally different techniques, which are also suitable for microwave frequencies [18].  
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The first technique uses a focal-plane 2-D array placed at the focal point of a lens system, and 

operates in a manner analogous to optical video cameras. The scattered field is collected at the lens 

aperture, which focuses the RF energy into small volumes within its field of view. This makes it 

possible to scan image voxels (volume cells) in front of the lens, and to display a 3-D image in real-

time. The major advantage of this technique is the relative compactness of the imaging system. On 

the other hand, focal-plane array imagers have a number of shortcomings, including a relatively low 

resolution, a small aperture due to practical constraints in the lens size, and a limited field of view, 

in addition to the high cost due to the 2-D array. 

The other method, conceptually very similar to SAR, consists in a holographic radar imaging 

technique that allows reconstructing images of targets from data measured at different points of a 2-

D aperture. A holographic radar includes a radar transceiver which is scanned over a rectilinear 

planar aperture to actively illuminate the target. The scattered field is measured coherently (both 

amplitude and phase of the scattered signal are recorded), and the acquired data are finally used to 

mathematically reconstruct a focused image of the target without the need for a lens. The stronger 

points of this technique are near-real time operation, large aperture size allowing a full body view of 

the person under surveillance, high resolution, and the ability to mathematically focus the 

reconstructed image at any single depth.  

The millimeter-wave holographic-imaging technique has been extensively developed over the 

last two decades at the Pacific Northwest National Laboratory (PNNL), Richland, WA (USA), 

where several MMW holographic imaging systems, operating at different frequency bands from 10 

to 120 GHz, have been built and tested [18,19,20,21,22]. 

Among others, they have developed an image-reconstruction algorithm that essentially merges 

the microwave holographic approach and the SAR approach to form 3-D images of the target from 

data collected over a 2-D aperture, with the use of a wide frequency bandwidth.  

In [19] they show the advantages of wide-band holographic imaging over the single-frequency 

approach, by comparing the image quality of a 35 GHz single-frequency holographic imaging 

system with the same system converted to operate in the 27-33 GHz range. The system uses a linear 

array of sequentially switched antennas with a vertical scan. The array is made of an upper row of 

64 transmit elements and a lower row of 64 receive antennas, yielding a horizontal aperture width 

of about 0.75 m. The array is mounted on a fast mechanical scanner which moves the array over a 

vertical aperture of 2 m, allowing gathering a full image data set over the entire 0.75x2 m aperture 

in less than 1 s. 

In figure 1.1 are shown the holographic images of a man in front and back view, obtained with 

both the single-frequency (a and b) and the wideband (c and d) approaches. Wideband images have 
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a better quality than the single-frequency counterpart, which lacks of focus over many parts of the 

image. This can be explained by the fact that due to the close-range large-aperture operation, the 

single-frequency approach has a very short depth of field, which means that images of targets with 

significant depth, such as the human body, cannot be reconstructed in complete focus. On the 

contrary, with the wideband approach the use of a large frequency band dramatically improves the 

down-range resolution of the system, allowing the whole body to be in focus at the same time. In 

addition, wideband imaging also largely attenuates the effect of speckle, which is due to complex 

interference from varying reflection points on the target at different ranges, and is thus prevalent in 

single-frequency coherent imaging systems. 

 

Figure 1.1: Comparison of Single-frequency (35 GHz) images of a man (a, b) and Wide-band (27–

33 GHz) images of the same man (c, d), [18]. 

 

The MMW holographic imaging systems developed at PNNL have been extensively tested on 

personnel carrying weapon and other innocuous items, and their imaging results have confirmed 

how metallic weapons and innocuous items in general show up quite clearly in the images. 

Concealed threats fabricated with plastic materials such as C-4 explosives and plastic flare guns are 

also easily detectable in the images, although their reflectivity is lower than metallic items and the 

human body, and they appear less bright [20]. In [22], it was demonstrated that holographic imaging 

systems in the 10-20 GHz frequency band are also effective in the detection of biological and 
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chemical agents in envelopes and the detection and location of sealed containers concealed in body 

worn clothing fabricated with glass and plastic, which could contain harmful agents. 

In [19] and [21] they also demonstrate how polarimetric imaging techniques can be employed to 

obtain additional information from the target. Polarization dependent reflections can be exploited 

for personnel screening by allowing differentiation of smooth features, such as the human body, 

from sharper features present in many concealed items. Additionally, imaging artifacts due to 

multipath can be identified and eliminated.  

Recently, the researchers of PNNL have also developed a wideband holographic cylindrical 

imaging system which allows forming a complete 3-D reconstruction of the target, by inspecting the 

target from multiple angles. It uses a vertically oriented linear array scanned over a cylindrical 

aperture by a mechanical scanner, thus gathering data over the entire 360° around the target.  

The cylindrical imaging technique has been licensed to L3-Communications Safeview which has 

produced a commercial system, ProVision body scanner; this system has already been deployed in 

some of the major USA and European airports as a checkpoint security system [26].  

1.2.1 Other methods for Concealed Weapon Detection 

Apart from radar imaging systems, several methods exist and are in use for concealed weapon 

detection and imaging. 

Currently, most of personal screening security systems rely on metal detectors, which have been 

quite effective but suffer from a number of shortcomings. Metal detectors are able to detect only 

metal (or, in general, highly conductive) targets, but cannot distinguish an actual threat, like a gun 

or a knife, from innocuous items such as metal buttons, coins, keys, etc..., thus generating a rather 

high false alarm rate. Moreover, they are unable to detect non-metallic materials, thus being 

ineffective against modern threats such as plastic or ceramic weapons and explosives. Metal 

detectors are detection only systems, and thus provide poor information. 

A more effective method to detect weapons concealed under a person’s clothes consists in the 

use of X-Ray imaging systems. Recently, many airports in USA have installed whole body scanners 

based on X-ray imaging technology.  Thanks to the very high frequencies involved, X-ray imagers 

have a very good spatial resolution, which allows identifying possible threat items of every type of 

material. These devices make use of low energy x-rays which penetrate a few millimeters into the 

body tissues, that is not enough to find objects hidden within body cavities or concealed under 

heavy flesh. However, X-ray imagers for personnel screening have raised some privacy issues, due 

to the highly detailed anatomical information contained in the images. This problem could be 
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overcome by altering or blurring parts of the image to hide such anatomical details, but this solution 

would very likely decrease the image quality and clarity, thus reducing the ability to identify small 

items and objects concealed in the blurred parts of the body. Moreover, there are also safety 

concerns due to the fact that x-ray radiation is ionizing. Although the intensity of emitted radiation 

is much lower than the amount believed to be a threat to health, there still remains preoccupation 

and distrust of this technology among the public.  

A much safer method consists in the use of passive radar imagers. Passive systems do not use an 

illumination source, and thus they do not pose any health risk for the person being screened. As a 

matter of fact, a passive radar measures the electromagnetic radiation that is naturally emitted over a 

broad spectrum by all bodies, forming an image representing the intensity of this radiation. The 

intensity of the emitted radiation depends on the physical characteristics of the emitting body and its 

temperature.  

At MMW frequencies, for example, the human body has a high emissivity due to its temperature. 

When a person is screened using a passive system in the MMW region, any concealed item would 

appear as a dark spot in the image, in contrast to the brighter background of the human body. This 

difference in brightness is due to the different intensity of the radiation emitted by the concealed 

item and the human body.  

More recently, passive imagers have been realized also in the THz region, where many materials 

exhibit characteristic terahertz spectral features which can be used to identify them. This leads to 

the promise of direct detection of threat materials rather than simply inferring their possible 

presence by detecting an anomaly which has to be resolved through further, physical inspection. 

 Passive systems have shown their effectiveness in imaging concealed weapons, but their 

performance can drastically vary when used in different environments: in particular, in outdoor 

environments with large open space, the image quality is typically better than indoor, where it 

suffers from degradation due the higher intensity of background emissions.   
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Figure 1.2: Block diagram of a complete radar imaging system. 

1.3 Challenges, chosen approach and novelties 

The design of imaging systems for security applications is a challenging task, which requires the 

fulfillment of demands which often go in opposite directions. The main challenge in this field is the 

design of imaging systems that are reliable, safe and cost-effective with no privacy concerns. 

In terms of performances, the radar sensor must provide a fine resolution and a high signal-to-

noise ratio for the processing stage, while achieving fast data acquisition and processing times for 

near-real time sensing of people flows. In particular, the down-range resolution should be high 

enough to distinguish reflections from a human body and an object attached to it, and to allow for 

target-shape recognition after the processing stage.  

Fundamentally, the design of a complete imaging system is an interdisciplinary task that can be 

divided into four main parts: 

- the antenna system, which must have low sidelobes/grating lobes; 

- the radar front-end, that should provide a fine down-range resolution and a high dynamic 

range and signal-to-noise ratio for detection of strong and weak signals; 
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- the radar back-end, which should ensure a fast and efficient signal processing and imaging 

stage; 

- the control system, with the task of providing the correct signals to drive the source and the 

switches; 

However, the goal of this thesis is a fundamental study of a mobile scanner and the design of a 

microwave sensor based on UWB technology, with particular focus on the design of the radar front-

end; design of antenna system, radar back-end and control system are not treated in this thesis 

project, although some assumptions on the antenna system have been be made to come to a proper 

design of the radar front-end. 

In order to obtain the ultimate goals of this project, the first step was to perform a survey of 

state-of-the-art imaging systems for concealed weapon detection, in order to identify pros and cons 

of current imaging systems. From this, the need was clear for a safe and reliable imaging system 

which could achieve high performance and fast data acquisition time while minimizing its overall 

cost and complexity. 

The use of UWB radar technology is crucial to ensure the satisfaction of safety and reliability 

requirements, thanks to its several advantages: 

- high down-range resolution; 

- capability of detection and classification; 

- very low power radiation which is ideal for human body exposure; 

- good coexistence with other existing instruments; 

- robustness against interferences. 

UWB radar technology has been used in different applications, from ground penetrating radars to 

medical imaging. Nowadays the state-of-the-art of UWB radar systems are array-based radar 

systems, either using the Synthetic Aperture Radar concept or an array with sequential operations of 

identical transmit/receive pairs. In spite of their relatively fast scanning speed and high cross-

resolution capability, such systems can hardly fulfill the demand of real-time data acquisition and 

operation due to practical limitations. 

The development of a UWB array-based real-aperture system with multiple-input multiple-

output (MIMO) technique would help overcome these limitations, while reducing the element 

density in the array and decrease the overall cost of the system.  

The main novelty of this thesis project consists in the design of a multichannel RF-scheme 

specifically optimized for a MIMO antenna array, with minimized data acquisition time and 
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complexity, and designed with the use of commercial off-the-shelves RF-components to keep the 

overall cost of the system to the minimum. 

The final design has been evaluated in terms of performance, both by means of mathematical 

analysis and simulation with ADS, using real components specifications. 

1.4 Overview of the thesis report  

This thesis report is organized as follows. In chapter 2, the functional requirements of the UWB 

sensor for the selected application are discussed and some generic specifications are extrapolated. In 

particular, selection of appropriate frequency band and UWB technology are treated in this chapter. 

Successively, after a brief explanation of the theoretical concepts behind it, the number of elements 

required in the antenna array is estimated. 

Chapter 3 begins with an overview of theoretical concepts of FMCW radars, before going into a 

more detailed analysis of the tradeoffs required to arrive to an optimal RF-scheme. Definitive 

selection of the multichannel RF-scheme is based on the availability of off-the-shelves RF-

components, which were surveyed for this purpose. 

Chapter 4 presents the performance estimation of the selected RF-scheme. This includes power 

analysis, noise analysis and estimation of power budget and dynamic range. A detection analysis for 

typical targets such as a handgun and a knife is also performed. 

In chapter 5, the final multichannel RF-Scheme is simulated with microwave circuit simulator 

ADS
TM

. The purpose of the simulation is to investigate the influence of harmonics generated by the 

radar electronics on the beat signal, and the detectability of typical targets on the background of 

human body reflections. Verification of down-range resolution of the radar system is also 

performed via ADS simulations. 

Finally, chapter 6 includes conclusions of the thesis report: the obtained results are summarized, 

and suggestion and recommendations for improvements and future works are at last given in this 

chapter.  
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Chapter 2: Feasibility study  

 

In this chapter generic radar specifications for the design are estimated from functional 

requirements. Section 2.1 introduces the functional requirements derived from the typical 

application scenario and the purpose of the UWB imaging system. Section 2.2 explains the design 

choices behind selection of frequency band, describing the fundamental parameters which are 

affected by this choice. In section 2.3, the different UWB technologies currently available for the 

realization of radar systems are discussed, and the most appropriate technology for our design is 

selected. Section 2.4 gives a brief overview of the concepts behind the selection of the antenna 

array, and an estimation of the number of transmit and receive array elements supposed to be used 

for the radar system subject of the thesis. 

2.1 Functional requirements of the UWB sensor for concealed weapon 

detection 

In order to come to a proper design, it is necessary to define and quantify the functional 

requirements of the radar imaging system and from this derive the radar specifications.  

The UWB sensor is intended for short-range sensing of people at mass events, and its typical 

application scenario consists in the person under test standing in front of the radar antenna system at 

a distance comprised between 0.5 and 2 meters, corresponding to the operational range of the radar. 

In order to be able to scan the whole body at the same time at such short-range, the antenna array is 

required to have a size comparable with the human body. An antenna aperture of 1 m in width and 2 

m in height is thus selected for this purpose. 

For any active radar used to scan human beings it is important to keep a low emitted power, due 

to safety and health concerns. Given the academic purpose of this work, we won’t consider the very 

restrictive safety regulations by FFC for UWB systems, which in our case would limit the EIRP to -

41.3 dBm/MHz, but we’ll take as our power limit the typical emissions levels from mobile phones, 

i.e. 1 W (30 dBm). 

A crucial requirement for fast operations of the radar is the acquisition time. Since the radar is 

intended for fast screening of people flows, it should be fast enough to acquire target information in 

near-real time. For this, it is necessary a data acquisition time of at most 2 s. 
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Detection of targets attached to the human body requires a fine resolution in order to be able to 

distinguish reflections from the target itself and the human body. A resolution between 1 and 2 cm 

is desirable for such purpose.  

Furthermore, the ability to detect targets of any kind of material (ceramic, metal, plastic, etc…) 

requires a solid dynamic range, as the difference in signal strength due to reflection from different 

materials can be quite high.  

Apart from these functional requirements, an important aspect for this design is also represented 

by the cost and complexity of the radar system that should be both kept as low as possible. The 

employment of commercial off-the-shelves RF- components for the assembly of the radar system 

surely helps to keep the cost minimal. Moreover, optimization of the electronics in terms of number 

of components is also necessary to keep its complexity within bounds and reduce the cost to the 

minimum. 

Once the general requirements and specifications of the radar system have been decided, the 

following step is to investigate the feasibility of a radar system respecting such requirements. This 

feasibility study consists in the investigation of optimal frequency band and proper UWB 

technology to be used for the RF-front-end, and the estimation number of required transmit and 

receive elements in the antenna array. 

2.2 Selection of frequency band 

Selection of frequency band is crucial for several aspects of the design. Roughly speaking, the 

use of microwaves allow complying with most of the aforementioned requirements with more ease 

than millimeter waves, as it requires a much less dense spatial sampling (and thus less array 

elements, see section 2.4), consequently reducing the cost of the antenna system, the data 

acquisition time and the amount of computational power required for data-processing.  

Definitive selection of frequency band is usually determined by the required resolution for the 

intended application. The resolution of the radar measures its ability to distinguish between two 

closely spaced targets, and it is defined as the minimum resolvable distance between two targets.  

For concealed weapon detection, it is desirable to detect and classify weapons of any kind of 

material (metal, plastic, ceramic, etc…) attached to a human body, without revealing too much 

anatomical details of the person under test. While millimeter resolution typically results in a 

photographic-like picture of the naked body, thus breaching personal privacy, centimeter resolution 

is sufficient to provide enough details of the targets without raising ethical aspects. 
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For a wideband radar, the resolution in the resulting 3-D image depends on operational 

bandwidth, central frequency, range to target and the dimensions of the array aperture.  

In the down-range dimension, the resolution is purely determined by the radar operational 

bandwidth, and given by 

 

dr

c
=

2B


                     
 2.1  

 

where c is the velocity of propagation of the electromagnetic wave in the sensing medium, and B is 

the operational bandwidth at -10 dB level. As it can be seen from the formula above, high down-

range resolution can be obtained with the use of a large bandwidth. The use of UWB technology 

thus becomes necessary in order to ensure a fine down-range resolution. To obtain the required cm 

resolution, we must then select a bandwidth of at least 10 GHz, for a 1.5 cm resolution.  

On the other hand, the cross-range resolution is typically estimated in the height and width 

dimensions as: 
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where Lel and Laz represent the length of the effective aperture of the antenna array along the 

elevation and azimuth directions respectively, R is the range to target and λc is the wavelength at the 

central frequency fc.  

For a MIMO array, the length of its effective aperture is the sum of the lengths of both transmit 

and receive arrays [5]:  

 

tx rxL = L + L
                    

 2.4
 

 

If we consider identical transmit and receive antenna apertures, the cross-range resolutions 

become: 
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Considering a minimum aperture size of 1 m (azimuth direction), to obtain a cm resolution at 1 

m range in the produced 3-D image, a central wavelength of around 2 cm (corresponding to 15 

GHz) is necessary. Based on these preliminary considerations, we initially select an operational 

frequency band between 10 and 20 GHz. 

2.3 Selection of UWB technology 

UWB radars for concealed weapon detection can be realized based on different UWB 

technologies, such as video impulse, quasi-random noise, stepped-frequency continuous wave (SF-

CW) and frequency modulated continuous wave (FMCW). Selection of optimal technology for our 

design depends on the functional requirements of the radar, in particular the demand of low power 

and complexity, fast data acquisition time and high SNR. Based on these requirements, we can 

make some general consideration on the above mentioned UWB radar technologies, in order to 

select the most appropriate for our design. 

UWB radars can be realized either with Time-Domain and Frequency-Domain technologies. 

Pulse radars and noise radars are time-domain systems.  

Pulse radars physically transmit very short pulses (hundreds of picoseconds) without a carrier, 

resulting in a signal with an instantaneous ultra-wide bandwidth. Detection of pulses scattered from 

a target is typically performed via a simple threshold detector, or a more complicated sampler 

(direct or stroboscopic). The classical block scheme of the UWB video impulse radar is very 

simple, resulting in a relatively cheap, compact and robust radar design. On the other hand, the 

energy contained in such short pulses is very low, with the consequence that the peak power has to 

be very high in order to obtain reasonable SNR performances. Besides, this makes this technology 

quite sensitive to interferences from other narrowband services and noise, typically resulting in low 

SNRs. The most serious disadvantage of this technology is that the reception of high instantaneous 

bandwidth signals requires A/D converters with a very high sampling rate, which are either 

expensive or very difficult to realize. This problem is typically overcome by the use of stroboscopic 
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sampling, which requires repetitive measurements to gather enough samples to reconstruct the 

signal. Such approach mitigates the requirements on ADCs, but causes an increase of the 

acquisition time and a significant loss of signal energy. 

Noise radar technology is typically based on transmission of a continuous pseudo-random 

sequence of video pulses and correlation processing of reflected radar signals for optimal reception 

(matched filtering). Continuous transmission of short pulses within a sequence considerably 

increases the average transmitted power, thus improving the SNR with respect to the video impulse 

radar. However this also results in a more complex architecture than pulse radars, due to the high 

number of pulses required for transmission and the complexity of correlation receivers. 

UWB frequency-domain radar technologies acquire data in the frequency domain and transmit a 

continuous wave (CW), whose frequency changes over time. Frequency-domain radars have a solid 

background, due to the well-developed RF technology and a large selection of commercially 

available components. This technology typically leads to a higher signal-to-noise ratio due to a 

higher and more uniform spectral density of the radiated signal and, in principle, it allows the use of 

a much larger frequency bandwidth than the time-domain approach, and thus higher resolution [1]. 

There are basically two approaches to realize frequency-domain radars: the stepped frequency 

approach (or SFCW, Stepped-Frequency Continuous Wave), and the frequency sweep approach (or 

FMCW, Frequency Modulated Continuous Wave). A SFCW radar transmits a signal whose 

frequency changes in a step-like fashion, dwelling at each frequency long enough to allow received 

echo signals to reach the receiver. On the contrary, an FMCW radar, in its simplest form, transmits 

a signal whose frequency linearly changes with time, covering the whole operational bandwidth.  

Both approaches generally make it easier to implement a low power system, thanks to their high 

duty cycle, and the low complexity in their architectures. However, FMCW has in general a more 

efficient waveform (duty cycle of 100 %) w.r.t. SF-CW (where the duty cycle is decreased by the 

dwell time required at each frequency step), and thus FMCW reduces the peak power to the 

minimum. 

In principle, FMCW has a more straightforward implementation in terms of transmission and 

reception of signal than SFCW, and is thus preferred for our design, as the more convenient way to 

guarantee a high SNR, while keeping a low complexity in the RF-electronics. 

 

 

 



 

16 

 

2.4 Estimation of number of antennas 

Selection of a multichannel RF-scheme requires knowledge of the number of antennas in the 

array, in order to optimize the electronics in terms of number of channels, complexity and speed. 

Before going into a detailed estimation of the required number of antennas, the theoretical concepts 

behind this estimation are briefly explained.  

2.4.1 Data acquisition and spatial sampling 

To form a 3-D image of the target under test, the antenna system of an UWB short-range radar 

has to collect the data over different spatial points within a 2-D aperture in front of the target. Data 

gathering and the subsequent image reconstruction requires the collected data to be discretized, 

satisfying the Nyquist criterion.  

 

 

Figure 2.1: Geometry of 2-D planar aperture and positions of spatial sampling points, according to 

Nyquist criterion [6]. 

 

The Nyquist criterion states that in order to prevent unwanted grating lobes in the acquired data, 

which can severely reduce the contrast or dynamic range for imaging, the phase shift from one 

spatial point to the next must be less than π rad. The required spatial sampling depends on multiple 

factors, like size of array aperture and target, wavelength and distance to target. Practical imaging 

systems often employ spatial sampling in the order of λ/2.  
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For a wideband system, the Nyquist criterion needs to be satisfied for the smaller wavelength 

over the entire operational bandwidth. Thus, once the operational bandwidth and the aperture size 

are defined, the Nyquist criterion defines the number of spatial points over which the data will be 

collected, according to the formula: 
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where Laz and Lel are the array aperture size in the azimuth and elevation planes respectively, and 

λmin is the wavelength at the highest frequency. This number refers to the number of required 

receive antennas, independently from the number of used transmitters. 

Data acquisition for array-based imaging radars can be performed with two basic approaches: 

Real Aperture Radar (RAR) and Synthetic Aperture Radar (SAR).  

The RAR approach uses a planar antenna array whose size determines the size of the 2-D 

aperture. To satisfy the Nyquist criterion, a receive element must be placed on each spatial sampling 

point within the aperture, making theoretically possible the production of 3-D images in real-time 

by operating simultaneously all the array elements. On the other hand, this method is often limited 

by physical constraints such as a limited aperture size and a typically large number of required array 

elements, often leading to unrealistic costs and electronic fabrication problems. In addition, the 

simultaneous operation of all the array elements produces a huge amount of data, which would be 

difficult to handle for real-time operations.  

On the other hand, the SAR approach helps to reduce costs at the expense of a longer data-

acquisition time. A typical SAR uses a single transmit/receive antenna pair that is mechanically 

scanned over a set of spatial points (defining the 2-D aperture) to collect the data.  In this way, SAR 

allows synthesizing large 2-D apertures, without demanding a large number of array elements like 

for RAR approach. This results in a lower cost of antenna array, and requires just a single channel 

receiver, which makes also the electronics+- part cheaper. On the other hand, this method typically 

employs mechanical scanners to cover the whole 2-D aperture, resulting in a much larger data 

acquisition time than RAR, which makes it not feasible for real-time operations. In addition, the 

scanning procedure could cause errors in positioning of the radar with respect to the target under 

test, unless a very precise scanner is employed. Positioning errors eventually results in distortions of 

the image, which can be larger than distortions caused by non-linearities of the radar electronics.  
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A good compromise between low cost and fast acquisition time consists in a hybrid RAR-SAR 

approach, realized by replacing mechanical scanning in one direction with a linear array. The array 

is typically made of identical elementary radiators, and different antenna pairs are sequentially used 

as transmit and receive antennas. Such approach would require a much lower number of array 

elements compared to RAR, while achieving a faster acquisition time with respect to SAR, due to 

one dimensional scanning.  

Since the most important requirement in our design is fast acquisition time, the RAR approach is 

preferable. An antenna array working in the 10-20 GHz frequency band and covering a planar 

aperture with Laz = 1 m and Lel = 2 m, according to Nyquist criterion, would then require a total of 

135×268=36180 different spatial points over the aperture, for a total of 72360 antenna elements, 

assuming the case with the same number of transmit and receive elements. An array with so many 

elements would be very expensive and almost impossible to realize with current technology, and it 

would require an enormous computational power to process all the data. Array thinning is thus 

required. 

 

 

Figure 2.2: Phantom element positioned mid-point between the transmitter and the receiver [13]. 

 

2.4.2 MIMO approach and sparse array concept 

A good technique for array thinning that has recently emerged also for radar applications is the 

multiple-input multiple-output (MIMO) approach, which allows to obtain near-field beam patterns 

comparable to the ones of a dense array, by synthesizing filled apertures (λ/2  element spacing for 

both transmit and receive) with a much lower number of array elements than RAR approach. This 

technique is based on the notion of phantom transmit/receive elements, illustrated in figure 2.2, and 
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described in [13]. Considering a target in the far-field, signals from a bistatic transmit/receive pair 

would be identical to signals received from a monostatic transmit/receive element positioned mid-

point between transmit and receive elements of the bistatic pair. In a MIMO array, a phantom 

element is synthesized for each different transmit/receive pair in the array, thus making possible to 

synthesize a completely filled aperture comprising M×N virtual elements, by using only M transmit 

and N receive antennas. The total number of antennas will then be minimal by selecting equal 

number of elements in both transmit and receive arrays. For a wideband system, the number of 

required spatial sampling points or virtual elements is 
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With a planar aperture with Laz = 1 m and Lel = 2 m, and a 10-20 GHz frequency band, a MIMO 

array thus requires 135+268 = 403 elements, while with Nyquist criterion this number would have 

been 72360, assuming the case with the same number of transmit and receive elements.  

 

Figure 2.3: Example of 2-D synthesized planar array with 16 phantom elements (in red, using 2 

transmit and 8 receive elements [modified from 13]. 

 

For a MIMO antenna array, the effective array aperture is equal to the spatial convolution of 

transmit and receive antenna array apertures. As a result, it is possible to synthesize large and dense 

arrays while the real antenna aperture and the element spacing can be smaller and coarser. 

Furthermore, by using spatially distributed multiple transceivers, MIMO radars capitalize on the 

diversity of target illumination and scattering by viewing the target from multiple aspect angles, 

improving the detection capabilities and the possibility to reduce clutter. The advantages of MIMO 

antenna arrays are demonstrated in [9, 10 and 12]. 
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On the other hand, such method has a major drawback: as a matter of fact, array thinning 

typically results in a dramatic increase of grating lobes, which can severely reduce the contrast or 

dynamic range available for imaging. Reduction of these grating lobes is necessary to obtain good 

performances.  

The use of UWB signals for transmission is an effective approach to reduce the influence of 

grating lobes in thinned or sparse arrays. In [6] it is shown how under the condition that the 

fractional bandwidth of the transmitted signal is at least 100%, where B ≥ fc, a majority of the 

expected grating lobes occurs outside the IR (Interfering Region), thus not enhancing each other 

and drastically reducing their influence on the array pattern. To ensure the elimination of the entire 

grating plateau, one must ideally select a 200% fractional bandwidth. As a general rule the higher 

the fractional bandwidth, the lower the influence of grating lobes, as shown in figure 2.4.  

Apart from the signal bandwidth, the distribution and level of sidelobes is strictly related to the 

array topology. Previous research demonstrates that with aperture thinning and an appropriate array 

topology, it is possible to obtain a sidelobe level comparable with that of dense arrays with λ/2 

element spacing, while drastically reducing the number of array elements [5]. As a matter of fact, a 

well-done array topology optimization actually redirects side/grating lobes to different positions so 

that they don't enhance each other.  

 

Figure 2.4: Influence of fractional bandwidth on the grating/side lobe [dB]. The aperture size is 

100 λc with 2.5 λc element spacing. Image taken from [6]. 
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Also in [6], a method is described to determine the minimal number of array elements in a UWB 

array-based imaging system, based on the mainlobe-to-sidelobe ratio required in the resulting 

images. Under the ideal condition where all grating lobes have been eliminated, the mainlobe-to-

sidelobe ratio can be simply estimated by the ideal sidelobe level (ISL) defined as:  
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where NE is the total number of sampling points or virtual elements within the effective aperture. As 

already mentioned, for a MIMO array NE represents the product of transmit and receive elements, 

when no redundancy exists within the effective aperture: 

 

E tx rxN = N N
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while total number of antennas within the array is  

 

tx rxN= N + N
                                        (2.11)  

 

The ISL is a 1-D approximation of the maximum sidelobe level in the resulting image of a sparse 

UWB array aperture. However, the achievable sidelobe level in the near field is generally worse 

than the ideal case, due to spreading loss and near-field effects [6]. The ISL is thus used to derive 

the minimal number of virtual elements needed along each dimension of the 2-D array aperture 

based on the required dynamic range in the image. Anyhow, the total number of antennas will be 

minimal by selecting equal number of elements in both transmit and receive arrays, thus reducing it 

from N to 2 N .  

In our case, with the typical application scenario consisting of a person standing in front of the 

array aperture of 1 m azimuth and 2 m elevation, we require 30 dB dynamic range in the azimuth 

plane, and 40 dB in the elevation plane, due to the larger dimension of human body in that 

direction. This makes a number of 32 samples required on the azimuth plane and 100 samples along 

the elevation plane. A conventional 2-D array would then require 3200 spatial samples or elements 

that, if we consider the case with equal number of transmit and receive elements, with MIMO 

technique can be reduced to about 114 elements, with 57 transmit and 57 receive antennas. For 

convenience, we approximate this numbers to 60 transmit and 60 receive elements.  
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2.5 Conclusions 

In this chapter, generic radar specifications for the design of the UWB imaging systems have 

been derived from functional requirements and discussed. The UWB imaging system is intended for 

fast sensing of people flows at short distances. In the typical application scenario, the person under 

test stands in front of the radar at a distance between 0.5 and 2 m, selected as the operational range 

of the radar. Given its short operational range, the radar is required to emit low power (lower than 

typical emissions from mobile phones, i.e. 1 W), in order not to raise any health issue.  

A crucial requirement for fast operations is the data acquisition time, which should not exceed 

the 2 s. An antenna aperture of size comparable with the human body was considered ideal in order 

to entirely scan a person’s body at the same time, and thus we selected an antenna aperture of 2 m 

in height and 1 m in width.   

Particular attention was paid to minimization of cost and complexity of the electronics. For this, 

use of UWB microwave technology is ideal, since it guarantees the centimeter down-range 

resolution required for detection of targets attached to the human body, while at the same time it 

helps reducing the cost and complexity of the overall system, when compared to current state-of-

the-art Imaging Systems working in the millimeter wave region. Furthermore, a cm resolution was 

considered sufficient to provide enough details of the targets, without raising the privacy issues that 

accompany millimeter wave imaging systems. For our specific design, we preliminarily selected a 

frequency bandwidth of around 10 GHz, to achieve a down-range resolution between 1 and 2 cm. 

As to the implementation of the radar front-end, the FMCW technology was selected as the more 

convenient way to achieve a good SNR while keeping the cost and complexity of the electronics to 

the minimum.  

Use of an Multiple-Input-Multiple-Output (MIMO) antenna array was also considered crucial to 

respect the above requirements, since a well-designed MIMO antenna array allows reducing the 

number of antennas in the array without degrading its performance. A lower number of array 

elements entails a lower cost and complexity in both the antenna system and the RF-electronics, 

while reducing the amount of produced data and thus the required acquisition time and 

computational power. Given the requirements of our design, we finally estimated a total number of 

60 receive and 60 transmit elements for the MIMO antenna array. 
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Chapter 3: Development of FMCW multi-

channel scheme 

 

In this chapter, a more detailed explanation of design choices and tradeoffs for the selection of 

the RF-scheme for the UWB FMCW radar is given. In the first paragraph, basic theoretical 

concepts of FMCW radars are discussed. The second paragraph discusses the design choices and 

tradeoffs concerning complexity of the multichannel receiver and its data acquisition time that were 

made in order to arrive to a definitive choice of the RF-scheme. In the third paragraph, selection of 

off-the-shelves RF-components for the selected RF-scheme is performed, and definitive selection of 

number of receive channels and computation of data acquisition time for the optimal multichannel 

RF-scheme are illustrated.  

 

Figure 3.1: Homodyne FMCW radar front-end with separated transmit and receive antennas [17]. 

3.1 General description of homodyne FMCW radar block diagram 

Before going into detailed design of the RF multichannel scheme, it is convenient to give some 

theoretical concepts of FMCW radars.  

An FMCW radar system produces a continuous wave signal which is frequency modulated over 

a determined bandwidth. The basic ranging principle of FMCW radar consists in measuring the 

frequency shift caused by the time delay of a reflected signal, when the transmitted signal is 

frequency modulated by a periodic waveform.  

In its simplest form, FMCW radar uses a homodyne receiver which requires a reference signal 

directly coupled from the transmitter, to be mixed with the echo signal. As a matter of fact, the 
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signal generated by the radar is split into two parts: a smaller part is allowed to pass into the LO 

port of the mixer, where it is used as a reference signal for detection of echo signal, while the other, 

larger portion of the generated signal passes out into the antenna and is transmitted. By mixing the 

reference signal directly coupled from the transmitter with the echo signal, the receiver performs a 

direct conversion from RF to zero-IF frequency, extracting the target information in only one 

conversion stage. A typical FMCW radar front-end is shown in figure 3.1. The transmitted 

waveform is represented by the equation 

 

tx tx 0s (t) = A cos(2 f t+ 2 (t)) 
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where Atx is the amplitude of the transmitted waveform, f0 is the starting frequency,  
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is the phase variation due to the frequency sweep, and k is the modulation rate. 

The instantaneous frequency f(t) of the transmitted signal is then obtained by differentiating the 

instantaneous phase with respect to time:  
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Typically the modulation is linear in frequency, as shown in figure 3.2. This signal is also known 

as a chirp, named after the sound a bird makes when it increases the pitch of its call over a short 

period of time. The total time needed for the waveform to cover the entire frequency range B from 

f0 to f1 is the sweep time Tsweep. 
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Figure 3.2: Linear chirp signal in time-domain (left) and frequency-domain (right). 

 

The modulation rate k is thus represented as  
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sweep sweep
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After emission from a transmit antenna, the transmitted signal propagates into the air to a target 

where part of it is reflected back towards the radar. The echo signal is thus an attenuated version of 

the transmitted signal that is delayed by the time τ needed for the waveform to travel the two-way 

path between the target and the antenna, expressed as  

 

2R
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c

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where R represents the distance between the radar and the antenna, and c represents the propagation 

velocity of the waveform. The received signal is then expressed as  

 

rx rx 0s (t) = A cos(2 f (t- ) + 2 (t- ))   
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where Arx, the amplitude of the received signal, accounts for propagation losses, target reflectivity 

and a variety of radar performance parameters.  

At the mixer stage the received signal is multiplied with the reference signal that came into the 

LO port of the mixer. This process produces sum and difference frequency terms. The sum 

frequencies are in the order of twice the radar carrier frequency, and can be easily filtered out with a 

low pass filter. The other term represents the difference frequencies between transmitted and 
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received waveform, and is directly related to the time delay due to the two way path between radar 

and target, and thus their distance. This difference term, also called beat signal, is represented as: 

 

2
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The beat frequency is finally obtained by taking the first derivative of the phase: 
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Figure 3.3: Concept of beat frequency (left) and typical signals in FMCW radar (right). 

 

In FMCW radar applications, targets are found by performing Fourier analysis on the mixer’s 

output signal. Using a Fourier transform with a rectangular window of integration extending over a 

time interval of length Tsweep leads to the following representation of the power in the mixer output 

signal: 
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where f is the analysis frequency, and 2

rP beatA
 
is the power of the target echo. In terms of the 

standard radar equation, the target echo power Pr can be written as: 
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where Pt is the transmitted power (W), σ is the radar cross section of the target (m
2
), λ is the 

wavelength (m), R is the distance to target (m), and Gt and Gr are the transmit and receive antenna 

gains respectively.  

 

 

Figure 3.4: Beat signal at mixer output due to single target. 

3.2 Selection of the multi-channel RF-scheme 

 After discussion of the functional requirements and radar specifications in chapter 2, the next 

step in the design of the UWB radar consists in the selection of an RF-scheme which minimizes 

acquisition time and number of receive channels to keep a low complexity in the electronics. In 

particular, acquisition time is an important parameter that characterizes the performance of the radar 

system. In our application scenario, the UWB radar is used to quickly investigate people at mass 

events, which requires an acquisition time in the order of seconds. 

3.2.1 Tradeoff between data acquisition time and number of receive channels 

In our design, the UWB Radar is supposed to be connected to an antenna array in a MIMO 

configuration. A MIMO antenna system is made of multiple transmit and receive antennas, with 

transmission and reception performed in the simplest case with one transmit and one receive 

antenna at a time. For a MIMO array and the basic RF-scheme of figure 3.1 with one transmit and 

one receive channel, the total acquisition time would then be equal to the sweep time of the YIG 
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tuned oscillator, multiplied by the product of the number of transmit antennas with the number of 

receive antennas. However, the acquisition time can be reduced by parallelizing reception with 

multiple receive channels. Parallel transmission via multiple transmit channels would only be 

feasible in case of transmission of orthogonal signals, but such approach would severely increase 

the complexity of the electronics and is not considered. Thus in general the total acquisition time for 

the multichannel RF-scheme can be computed as: 
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where NTX and NRX are the number of transmitting and receiving antennas respectively, and NCH is 

the number of receive channels. 

As already mentioned in chapter 2, the antenna array of the UWB radar is supposed to be made 

of 60 transmit and 60 receive antennas in a MIMO structure, and given this high number of 

antennas, parallelization of reception via a multichannel receiver is necessary to keep the data 

acquisition time within the specified requirement of a few seconds.  

Selection of the optimal number of receive channels will be made based on the specifications of 

available RF-components, and will be treated in the next paragraph.                                                                                                      

3.2.2 Selection of commercial off-the shelves components and final selection of 

number of receive channels. 

After selection of the generic RF-scheme, the following step consists in finding the proper 

components which satisfy the given requirements.  

The basic FMCW scheme, with separated transmit and receive antennas, is shown in figure 3.1. 

The waveform generator represents a key component for the performance of the radar. Typically, a 

VCO (voltage controlled oscillator) is used to generate the FMCW signal, whose output frequency 

is determined by the input voltage. Ideally the output frequency should increase linearly with the 

input voltage, but in practice there are always deviations from the ideal case, as shown in figure 3.5. 

The most noticeable effect of these deviations is a degradation of down-range resolution. As a 

matter of fact, the generation of a non-linear frequency sweep results in a non-constant beat 

frequency for targets at a constant range. The degraded range resolution can be estimated as 
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Figure 3.5: Example of nonlinear frequency sweep and resulting beat frequency. 

 

2 2c
R ( ) (R Lin)

2B
                                          

 3.11
 

 

where Lin represents the linearity of the sweep, defined as the change in chirp slope, S=df/dt, 

normalized to the minimum slope: 

 

max min
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(S S )
Lin

S


                                        

 3.12
 

 

Commercially available VCOs specify their linearity as the deviation of frequency versus input 

voltage characteristic from the ideal straight-line case. YIG tuned oscillators have excellent linearity 

characteristics, much better than that of typical VCOs, and are thus the optimal choice as signal 

generator to reduce problems caused by nonlinearities. 

For the sake of high down-range resolution, the UWB radar requires a large frequency band, 

which was initially supposed to be in the 10-20 GHz range. After a survey of commercially 

available components, it was not possible to find a proper combination of components within the 

specified bandwidth to reproduce the RF-scheme, not without the use of multiple filters to adjust the 

bandwidth. Instead, an RF-scheme working in the 6-18 GHz bandwidth has been considered more 
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feasible, given the availability of a variety of devices, cables and connectors within that bandwidth. 

Among these, we have selected the following components as blocks of our UWB sensor: 

 

YIG-Tuned Oscillator (YTO), customized from model n. MLMH-0208, by Microlambda 

Wireless: 

 

 Frequency sweep: 3-9 GHz;  

 Tuning speed: 80 µs/GHz;  

 Output power, min.: + 14 dBm min.; 

 Harmonic level, min.: -15 dBc min.; 

 Spurious output, min.: - 70 dBc; 

 Phase Noise level, min.: –100 dBc/Hz @ 10 kHz offset and –120 dBc/Hz @ 100 

kHz offset; 

 Linearity: ± 0.25%; 

 

The YTO is controlled by means of a driver, a separate device which transforms the tuning 

voltage into current. For the sake of fast acquisition time, we preferred to select a combination of a 

fast sweep 3-9 GHz YTO and frequency doubler to produce the 6-18 GHz chirp signal, due to the 

fact that commercially available YTOs working in the 6-18 GHz band have sweep speeds of around 

1 ms/GHz. 

 

N. of receive channels 1 2 3 4 5 6 10 12 15 20 30 60 

Acquisition time  (s) 1,73 0,86 0,58 0,43 0,35 0,29 0,17 0,14 0,12 0,09 0,06 0,03 

Table 3.1: Relationship between number of receive channels and total acquisition time. 

 

With the selected YTO, one sweep is performed in less than 500 µs, which allows achieving a 

total acquisition time within a few seconds with a relatively low number of receive channels. In 

table 3.1, is reported for different numbers of receive channels the total acquisition time for the 

selected MIMO antenna array, with 60 transmit and 60 receive elements, computed with formula 

(3.13), with one transmission channel and a 500 µs sweep time.  

Given the requirement on acquisition time of 2 s, even a single channel receiver would be 

enough. However, for the sake of an enhanced quality of the gathered data, a higher number of 
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channels is preferred, as it allows performing repetitive measurements of the same target over the 

required acquisition time of 2 s, thus improving the SNR, as it will be shown in section 4.4.  

A receiver with 10 channels is considered a good compromise between speed, complexity of the 

receiver and quality of the data: the fast acquisition time (0.17 s per measurement) allows gathering 

10 full data-sets for a total acquisition time of 1.7 s, and is thus selected for the RF-scheme. 

Apart from the YIG VCO, the other components selected for the RF multichannel scheme are: 

 

- Frequency Doubler FDMP20401 by Teledyne Cougar: 

 Input frequency range: 2-10 GHz; 

 Output frequency range: 4-20 GHz; 

 Conversion Loss: 10.5 dB typ., 12 dB max.; 

 Suppression fundamental frequency: 32 dBc typ.; 

 Suppression 3
rd

 harmonics: 38 dBc typ.; 

 Input power: 10 dBm nominal, 23 dBm max (@ 25°);  

 

- Power amplifier AML618P2301 by AML-Microsemi: 

 RF bandwidth: 6-18 GHz; 

 Gain: 26 dB, min.; 

 Output P1dB: 30 dBm min.; 

 Input/Output VSWR: 2.0:1, nominal; 

 

- Directional Coupler CD-602-183-20S-R by Miteq: 

 RF bandwidth: 6-18 GHz 

 Coupling: 10 dB (Coupling loss: 0.46 dB) 

 Insertion Loss: 1.2 dB 

 Peak Power: 1 W. 

 VSWR: 1.4:1 

 

Now, since each RF-scheme has 10 channels, the LO reference signal coming out from the 

coupler has to be split over 10 branches, and amplified in order to be used by each channel. This 
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can be accomplished with the use of a power splitter and 10 power amplifiers. Selected models for 

our scheme are the following: 

 

- 10-way Power Divider, model n. PS10-11, by Microwave Communications Laboratories, Inc.: 

Industries, Inc.: 

 Frequency range: 6-18 GHz; 

 Coupling Loss: 10 dB, nom.; 

 Insertion Loss: 3.8 dB, min.; 

 Isolation: 10 dB, min.; 

 VSWR input: 2.0:1, max.; 

 VSWR output: 1.9:1, max.; 

 

- Power Amplifier, model n.  A2CP18629, by Teledyne Cougar: 

 RF bandwidth: 6-18 GHz; 

 Gain: 15 dB typ.; 

 Output P1dB: 28.5 dBm min.; 

 Input/Output VSWR: 2.0:1, nominal; 

 

For each receive channel, the following RF-components are selected: 

 

- Low Noise Amplifier, model n. CBL06182825, by Cernex, Inc.: 

 RF bandwidth: 6-18 GHz; 

 Gain: 28 dB;  

 Noise Figure: 2.5 dB; 

 Output P1dB: 15 dBm; 

 VSWR: 2.0:1. 

 

- IQ Mixer model n. IRM0618HC2Q, by MITEQ:  

 RF bandwidth: 6-18 GHz 
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 IF bandwidth: DC-500 MHz;  

 Conversion Loss: 12 dB typical, 13 dB max; 

 RF to LO isolation: 18 dB typ., 20 dB max; 

 Noise Figure: 10.5 dB; 

 Input P1dB: 15 dBm; 

 VSWR: 2.0:1. 

 

At both transmit and receive side, the 60 elements antenna array is supposed to be connected to 

the RF-system via a switching system. For this purpose, the best solution consists in a switching 

system with one SP6T switch and 6 SP10T switches at transmit side, and a single SP6T switch for 

each receive channel, as it is shown in figure 3.7. Among the commercially available 6-18 GHz RF-

switches, we selected the following models: 

 

- Switch SP6T by G.T. Microwave: 

 RF bandwidth: 6-18 GHz;  

 Insertion Loss: 2.6 dB (reflective) or 3 dB (absorptive); 

 Isolation: 60 dB; 

 Switching time 1 µs; 

 Input power: 30 dBm max; 

 VSWR 2.0:1 max.; 

 

- Switch SP10T by Herley General Microwave: 

 RF bandwidth: 6-18 GHz;  

 Insertion Loss: 4.3 dB (6-12 GHz) or 5.6 dB (12-18 GHz) max. 

 Isolation: 70 dB; 

 Switching time 700 ns max.; 

 Input power: 0.6 W max. (27.78 dBm); 

 VSWR 2.0:1 max.; 
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For the sake of thoroughness, the total switching time required to gather data for every 

combination of transmit and receive elements is also estimated. 

At reception, for each transmit antenna, the receiver’s switches will have to switch 5 times in 

order to receive with all the 60 receive antennas. Receive switching time is thus: 

 

 switch_ RX switch_SP6TT = 60 5 T [s] 
              

 3.14

 
 

which makes a total of 50 µs, to be added to the acquisition time of a single measurement. 

At transmission, for each position of the receive switches, transmitting sequentially with each 

transmit element will require the SP6T element to switch 5 times, while for every position of the 

SP6T switch, the downstream SP10T switches will switch 9 times each, thus making the total 

switch time at transmission equal to  

 

 switch _TX switch_SP6T switch_SP10TT = 5 5 T +5 (9 T ) [s]    
 

                       

 3.15
 

 

which makes a total of 182.5 µs to be added to the acquisition time of a single measurement.  

Total switching time is simply the sum of receive and transmit switching times, 232.5 µs, which 

is 3 orders of magnitude lower than the 170 ms data acquisition time of a single measurement, and 

is thus negligible. 

 

 

Figure 3.6: RF-scheme with selected components' specifications. For simplicity, only one of the 10 

receive channels is reported here. 
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Figure 3.7: Multichannel RF-scheme, with a single transmit channel with 60 TX antennas, and 10 

channels receiver, with 6 RX antennas per channel. 
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3.3 Conclusions 

In this chapter, the criteria and the tradeoffs followed for the final selection of the FMCW 

multichannel RF-scheme have been presented.  

In the first paragraph, it was simply presented the set of fundamental concepts of FMCW radars, 

with particular attention to the homodyne architecture, which was selected for our design because of 

its simplicity.  

Optimization of the RF-electronics in terms of number of channels and achieved data acquisition 

time was performed based on the number of transmit and receive elements in the MIMO array 

estimated in chapter 2, and the availability of commercial off-the-shelves RF-components, used to 

keep the cost to the minimum. 

After a survey of commercially available RF-components, the final choice consists of a 6-18 

GHz multi-channel RF-scheme with a single transmit channel and 10 parallel receive channels, with 

the chirp signal generated by a combination of  a fast sweep YTO working in the 3-9 GHz band, 

followed by a frequency doubler which generates the required 6-18 GHz chirp signal. 

The RF-scheme is connected to the antenna array via a series of switches, allowing to use any 

combination of transmit and receive antennas for the acquisition of a full dataset.  

The final RF-scheme is characterized by a data acquisition time of 0.17 s, while the total 

switching time required for each full data-set acquisition is about 1000 times less and thus 

negligible. Such a low data acquisition time is a very good result, and allows gathering 10 full 

datasets in a total of 1.7 s. 
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Chapter 4: FMCW performance analysis 

 

In this chapter, the performance of the selected RF-scheme is evaluated. In the first paragraph, a 

power analysis is performed; the strongest reflection from a target at minimal operational distance is 

estimated, in order to investigate the saturation point of the receiver. In the second paragraph, a 

noise analysis for the RF-scheme is performed. The noise floor of the receiver is estimated, and 

influence of phase noise on total noise power is also investigated. In the third paragraph, the power 

budget and dynamic range at the receiver input are estimated. In the fourth paragraph, a 

detectability analysis of typical targets and analysis of SNR are performed. 

4.1 Power Analysis 

A proper radar design requires knowledge of the received power from the target signal. In our 

typical scenario, where the UWB sensor is used to quickly investigate flows of people at mass 

events, the person under test stands in front of the sensor at a  minimal distance of 0.5 m. The 

stronger received signal will probably be the direct coupling between transmit and receive antennas. 

Antenna coupling represents a direct signal between transmit and receive antennas, whose 

magnitude and duration depends on both the type of antenna elements and their configuration. For a 

FMCW signal, where transmission and reception are performed together, antenna coupling could 

cause saturation of the receiver and thus hide reflections from targets. It is thus necessary to 

guarantee that the coupling levels don’t exceed the saturation point in the receiver. Then, if the 

coupled signals can be separated from target responses in the range profiles of each transmit/receive 

pair within the array, their influence in the resulting image will be minimal. On the other hand, if 

element coupling and target responses are overlapped, the dynamic range of the imaging system 

could be significantly reduced. 

A possible way to reduce antenna coupling could be the use of transmit and receive antennas 

with orthogonal polarizations. In this way, direct coupling between each transmit and receive 

element would be reduced, as the direct signal will have a different polarization than receive 

antenna. Use of absorbers to decrease the amount of leaking signal is also foreseen to reduce the 

problem. In any case, coupling compensation should be performed, by measuring the amount of 

antenna coupling for each transmit/receive pair before-hand, and successively subtract it from the 

acquired target data.  
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 In addition, other possibly strong signals could be originated by background reflections, but 

theoretically, if situations with strong reflectors in the vicinity of the radar are avoided, their 

contribution should be lower than reflections from actual target, and thus could be measured during 

calibration at the spot and compensated via background subtraction.  

 

 

Figure 4.1: a) Estimated reflectivity of human body and metal plate compared with more precise 

estimation of RCS of a handgun and a knife; b) Propagation loss due to reflection of Human Body 

at 0.5 m distance. 

 

Thus, if we assume a careful MIMO array design and a well-done calibration procedure, we'll 

suppose here that the stronger signal comes from a human body at 0.5 m, so the knowledge of the 

radar cross section (RCS) or the reflectivity of a human body in the 6-18 GHz bandwidth is 

required.  

The reflectivity of a human body has been estimated via near-field measurements in DUCAT, 

and the measurement setup and the estimation procedure are illustrated in Appendix A. As it can be 

seen from figure 4.1 (a), the highest estimated value of human body reflectivity is about 0.5 m
2
. 

Propagation losses in free space associated with the target signal can be then estimated by using 

the radar range equation:  

 

2t r
free_space

tx rx

G G l
L =10log[ ( ) ]

4 4 R R


                                                                                      

 4.1

 

 

where σ is the RCS of the target; Gt and Gr are the gains of the transmitting and receiving antennas 

respectively, and are considered here to be both 6 dBi; λ indicates the wavelength; Rtx and Rrx 

represent the distance between the transmit antenna and the target and between the target and the 

receive antenna respectively. The resulting propagation loss due to reflection from human body at 
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minimal operational distance of 0.5 m over the 6-18 GHz operational band is shown in figure 4.1 

(b). By using the peak value of measured reflectivity, the lowest propagation loss in free space is 

estimated as -40.5 dB. 

Next, we can estimate the maximum power at the receiver input, by simply summing this value 

to the signal power delivered to the transmit antennas. The YTO provides a 3-9 GHz signal with an 

output power of + 14 dBm, which is then frequency doubled to achieve a 6-18 GHz signal with 3.5 

dBm output. The power amplifier increases the signal power to 29.5 dBm. A directional coupler 

with coupling factor of 10 dB (which means 0.46 dB of coupling loss) and insertion loss of 1.2 dB, 

allows part of this power to go to the mixer as a reference signal (19.3 dBm), while 27.8 dBm are 

still available for transmission. However, the use of SP6T and SP10T switches with total insertion 

loss of 8.6 dB, and of about 1 m long RF-cables (with  1 dB attenuation) to connect the transmitter 

to the antenna array, further reduces the power delivered to the antenna array to 18.2 dBm. 

Signal power at the receiver input will then be given by the sum of the output power (which is a 

positive quantity) and the propagation loss (negative): 

 

r out free_spaceP = P + L [dB]
                                         

 4.2
 

 

The maximum allowed power at receiver input in our homodyne scheme mainly depends on the 

specification of the LNA and the mixer. Indeed, the maximum power allowed at LNA input is given 

by: 

 

LNA MIX LNAP = P1dB -G =15- 28 = -13 [dBm]
                                     

 4.3
 

 

If we also take into account the insertion loss of 3 dB due to the SP6T switches connecting the 

RF-board to the antenna array, and the 1 dB attenuation due to the 1 m long RF-cable, the 

maximum received power at the antenna, which causes saturation of the receiver, is -9 dBm. The 

maximum estimated signal arriving at the antenna is 

 

r_max out free_space_human_bodyP = P + L =18.2- 40.5 = -22.3 [dBm]
                                   (4.4)  

 

The maximum estimated signal is thus 13.3 dB lower than the saturation point of the receiver. 
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4.2 Noise Analysis 

One of the most important characteristics which determines the radar performance is its signal-

to-noise ratio or SNR, which quantifies how much a signal has been corrupted by noise. For an 

FMCW radar, it is defined as the ratio between received power and noise power: 

 

rP
SNR = [W]

N                    

 4.5

 

 

The total noise power N has different contributions, namely thermal noise, phase noise (or FM 

noise, from Frequency Modulation) and Amplitude Modulation (AM) noise.  

The thermal noise is generated by the random thermal motion of charge carriers inside an electric 

conductor. For a radar system, it is thermal noise generated by the receiver electronics that matters. 

The degradation of SNR in a receiver due to this thermal noise can be described by its noise factor 

F or the noise figure NF: 
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SNR
                        

 4.6
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 4.7

 

 

where SNRinput and SNRoutput represent SNR at receiver’s input and output, respectively.  

The thermal noise power due to environmental temperature alone and measured at receiver’s 

input is defined as: 

 

 0 0N = k B T [W] 
                     

 4.8
 

 

where k = 1.38∙10
-23

 J/K is the Boltzmann’s constant, B is the operational bandwidth of the radar, 

and T0 is the ambient temperature of 290 K. For the 12 GHz operational bandwidth, the thermal 

noise power due to environmental temperature is -73.2 dBm. 

Overall noise power takes into account also the thermal noise due to receiver’s electronics. Our 

receiver consists of LNA with noise figure NFLNA = 2.5 dB and gain GLNA = 28 dB, and a mixer 

with NFMIX = 10.5 dB.  The RF-port is supposed to be connected to the antenna array via a series of 



 

41 

 

SP6T switches with 3 dB insertion loss, and about  1 m long RF-cable with 1 dB attenuation, which 

means NFSW = 4 dB and GSW = -4 dB. 

The overall receiver’s noise factor can be computed with the Friis Formula for cascaded devices: 

 

LNA MIX
SW

SW SW LNA

F -1 F -1
F = F + +

G G G                                                                                                         

 4.9

 

 

where all terms are numeric ratios and are not in dB. The overall noise figure for a cascade, 

expressed in dB is simply 

 

 10NF =10 log F [dB]
                

 4.10

  

Another important characteristic of a radar receiver is its noise temperature, which is computed 

as: 

 

N 0T = (F-1) T [K]
                 

 4.11
 

 

For the selected components the noise figure equals 6.5 dB, which gives a noise temperature of 

1017.2 K. Note that the gain of LNA compensates for the high noise figure of mixer. 

From this, the thermal noise power generated by the receiver’s electronic and measured at 

receiver’s input can be computed as: 

 

Th NN = k B T [W] 
                

 4.12
 

 

where k = 1.38∙10
-23

 J/K is the Boltzmann’s constant, B is the operational bandwidth of the radar, 

and TN is the noise temperature computed above. The thermal noise power generated by the 

receiver’s electronic is thus -67.7 dBm. 

The total noise power at the receiver’s input can finally be determined as: 

 

 0 0RX_in 0 Th NN = N + N = k B T +T = k B F T [W]    
                       

 4.13
 

 

which in this case is -66.7 dBm. 



 

42 

 

However, in a FMCW Radar, the effect of noise on the received signal is better evaluated at 

mixer’s output, where the time domain beat frequency signal is transformed in the frequency 

domain via FFT for analysis. This operation essentially consists in band pass-filtering the beat 

signal with a bandwidth Bout = 1/Tsweep, and it spreads the noise power over all the available range 

bins, consequently increasing the SNR by a factor equal to the time-bandwidth product of the 

frequency modulated signal, B·Tsweep.  

Therefore, the total noise power at receiver’s output can be computed via: 

 

0

0

REC
RX_out _FFT out REC

sweep

k F T G
N = k F B T G [W]

T

  
    

            

 4.14

 

 

where GREC represents the total gain of the receiver: 

 

REC switch LNA mixerG = G G G 
               

 4.15
 

 

From this, noise power at receiver’s output is -122.5 dBm. 

 

 
Figure 4.2: a) Typical phase noise contributions of an FMCW radar [17]; b) Example of signal 

affected by phase noise. 

 

4.2.1 Phase noise estimation 

Anyhow, the noise level in an FMCW receiver is often higher than expected from thermal noise 

alone, due to phase (or frequency modulation, FM) noise and amplitude modulation (AM) noise.  

Phase noise is a measurement of phase and frequency perturbations added to the input signals by 

the receiver’s frequency-conversion oscillators. The effect of phase noise is that after the down-

mixing stage of the receiver, the signal power is spread to adjacent frequencies in the synthesized 
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range profiles, resulting in noise sidebands that degrade the receiver’s sensitivity, possibly 

obscuring weaker echoes, as shown in figure 4.2 (b).  

However, the frequency of the received signal is partially correlated with the transmitted 

frequency. The level of correlation decreases over time (decreases with increasing leaking signal 

path delay). The net effect is that the transmitter phase noise must be weighted by a correlation 

factor, estimated as: 

 

2

ph beat dC =4(sin( f T ))
                

 4.16
 

 

where fbeat is the beat frequency and Td is the time delay between the LO and the reflection 

causing the phase noise. 

 

 
Figure 4.3: a) correlation coefficient vs beat frequency; b) correlation coefficient vs time delay (b). 

 

In a dual antenna FMCW radar, phase noise is mainly caused by signals coupled from the 

transmit channel into the receive channel, like LO mixer leakage or antenna cross-talk, and by 

strong reflections at a short distance from the receiver. Phase noise typically decreases with 6 dB 

per octave. 

AM noise levels are typically much lower than FM noise, but their decay is slower (3 

dB/octave). In addition, AM noise doesn’t have a correlation effect like FM noise. 

In the following pages, the influence of phase noise on total noise at receiver’s output is 

investigated.  

The YTO by Microlambda Wireless selected for the UWB radar only specifies a phase noise 

value representing the combined effects of FM and AM noise, and thus we could only estimate their 
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combined contribution on total noise in the receiver. The manufacturer of the YTO specifies a 

single sideband phase noise density w.r.t. the carrier of -120 dBc/Hz, at 100 KHz offset.  

Minimum beat frequency of interest, corresponding to the minimal target range of 0.5 m, is 80 

KHz, and using the 6 dB/octave decay of phase noise, we can estimate it as -117.6 dBc/Hz at 80 

KHz offset. Maximum beat frequency of interest, corresponding to the maximum target range of 2 

m, is 320 KHz, and using the 6 dB/octave decay of phase noise, we can estimate it as -129.6 

dBc/Hz at 320 KHz offset. 

Furthermore, use of a frequency multiplier will degrade the phase noise of the YTO by a factor 

equal to 20·log(N), where N represents its multiplication factor. In our case, with N=2, degradation 

of noise floor is about 6 dB, which is accounted in the following computation of each phase noise 

contribution. 

  

Phase noise due to antenna cross-talk 
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where  

Pt = 18.2 dBm (power driven to TX antenna);  

SΦ = -123.6 dBc/Hz (-129.6 dBc/Hz at 320 KHz offset, plus 6 dB degradation due to frequency 

multiplication); 

Cant = phase noise correlation coefficient for antenna cross-talk; 

GREC = total receiver Gain; 

Iant = isolation between transmit and receive antennas; 

Tsweep = 500 µs; 

δant = path length difference between source-to-LO mixer port and source-to-tx-antenna-to-rx-

antenna-to-RF port mixer (m) (grey path in fig. 4.2 (a)); 

c = speed of light, 3×10
8
 m/s 

 

Based on [5], we assume here an isolation of at least 25 dB between each transmit/receive 

antenna pair, and assume the target at maximum operational range of 2 m; for δant, we have to 
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consider that maximum antenna coupling occurs for the minimal separation between transmit and 

receive antenna. For our MIMO array, we could estimate such distance as maximum 5 cm, not 

more.  

Furthermore, by careful design of the different path lengths along the RF-board, it is possible to 

reduce the time delay between direct and leaking signal, thus increasing the correlation factor and 

reducing the effect of phase noise: if we consider about 1 m long RF-cables to connect radar front-

end to antenna system, we would have then a total of 2.05 m between the coupler output and the 

mixer RF-input via antenna cross-talk; then if the path length between coupler’s output at transmit 

side and the LO input of the mixer is also set to the same length, we can assume a δant of a few cm. 

In this case, the phase noise due to antenna cross talk is estimated as -154.8 dBm, which is much 

lower than receiver noise of -122.5 dBm and its influence can be considered negligible. 

 

Phase noise due to mixer LO leakage 
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where 

Pt = 29.5 dBm (power at coupler’s input); 

SΦ = -123.6 dBc/Hz (-129.6 dBc/Hz at 320 KHz offset, plus 6 dB degradation due to frequency 

multiplication); 

Lcpl,f = 10 dB (coupling factor);  

Lmix,iso = 20 dB (mixer LO-to-RF isolation);  

Cmix = phase noise correlation coefficient mixer; 

δmix = path length difference between source-to-LO mixer port and source-via-mixer-to-rx-

antenna-to-RF port mixer (m) (red path in fig. 4.2 (a)); 

ν = propagation velocity of electromagnetic waves in coaxial cables, 2.3×10
8
 m/s (corresponding 

to 76.6 % velocity factor). 

 

; 
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For the worst case scenario, we assume the target at maximum operational range of 2 m; for δmix, 

we have to consider two-way distance between mixer and farthest receive antenna, which includes 1 

m long RF-cable plus distance from center point of the 1x2m array to one of the corners, which we 

could also assume about 1 m long. The total two way path length δmix would then be at most 4 m. 

We assume here the leaking signal is not attenuated in its passage from output to input port of LNA 

(see red path in fig. 4.2 (a)), due to lack of information, although some attenuation is to be expected 

from realistic case. 

In this case the maximum phase noise due to mixer LO leakage is estimated as -102.4 dBm, 

which is 26 dB higher than receiver noise and increases the total noise floor to -102.4 dBm. 

 

An additional phase noise contribution due to mixer leakage is due to signal leaking from LO-

port of the mixer to its RF-port, and finally converted to IF output. In this case the path length 

difference δmix between direct and leaked signal correspond to the internal path of the mixer, which 

is estimated as 2 cm.  
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In this case, the highest contribution is obtained for the higher expected beat frequency (320 

KHz), and is estimated as -145.9 dBm. 

 

Phase noise due short-range object 
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where 

SΦ = -111.6 dBc/Hz (-117.6 dBc/Hz at 80 KHz offset, plus 6 dB degradation due to frequency 

multiplication); 

Gtx = 6 dBi (transmit antenna gain); 

Grx = 6 dBi (receive antenna gain); 

λ = wavelength (m); 
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Lcpl,i = mainline loss of coupler (insertion loss + coupling loss) 

σobj = object radar cross section (m
2
) 

Cobj = phase noise correlation coefficient short-range object; 

 

For the worst case scenario, we assume a target with 1 m
2
 RCS at minimal operational range of 

0.5 m (80 KHz beat frequency), and we use the highest wavelength in the operational bandwidth, 

corresponding to 5 cm (6 GHz). The maximum phase noise due to short-range object is estimated as 

-149.8 dBm. 

Finally, we can estimate the influence of phase noise on total noise power at IF output by simple 

summation of each contribution.  

In the following graphs, we estimated total noise power at mixer’s output as a function of range 

to target. In figure 4.4 (a), the different phase noise contributions are reported for their maximum 

path length differences δant and δmix, while the target range varies between 0.1 and 2.5 m, while 

figure 4.4 (b) compares the total phase noise with receiver noise and total noise power.  

In conclusion, total phase noise, whose strongest contribution is given by signal leaking from LO 

port to-rx-antenna-to-RF port mixer (red path in fig. 4.2 (a)), in the worst case scenario increases 

total noise power by about 20 dB, for a total of 102.4 dBm. 

 

 
Figure 4.4: a) Phase noise contributions and b) comparison of total phase noise with thermal noise 

and total noise power vs. range. 
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4.3 Power Budget and Dynamic Range 

The power budget is a characteristic of the radar that accounts for the transmitted power and 

noise floor of the receiver, and, as such, it defines the acceptable propagation loss of signal power:  

 

tP
PowerBudget =

MDS
                           4.24  

 

where Pt represents signal power driven to the transmit antenna and MDS is the minimum 

detectable signal. Antenna gain is included into total propagation loss so it is omitted here. Our 

scheme drives 18.2 dBm of signal power into the transmit antenna, while minimum detectable 

signal is assumed to be 10 dB higher than noise floor. Then power budget is 110.6 dB at receiver 

output. 

Dynamic Range is an important characteristic of the receiver that defines the range of received 

power within which the output power depends linearly on the input power. Dynamic Range can be 

determined at the receiver input in the following way: 

LNA SW cable RX_in sat RX_inDynamicRange = P1dB-G -G - L - N = P - N [dB]
                                     

 4.25
 

 

where P1dB is the least 1 dB compression point between LNA (output) and mixer (input). Psat 

indicates the amount of input power which causes a 1 dB compression of the mixer's output. 

In our case both the mixer and the LNA have a P1dB of 15 dB, which gives a Psat = -9 dBm and 

a dynamic range at receiver’s input of 57.7 dB.  

Since both the power budget and the dynamic range depend on noise power they can be 

improved by signal processing, in particular by averaging which reduces the noise. Furthermore, 

FMCW signal processing is based on FFT that spreads the noise power over large frequency band 

and can be interpreted as averaging. 

Actually, it makes more sense in our case to estimate the dynamic range at IF output, after FFT 

processing. At this stage, the dynamic range can be simply estimated as: 

 

IF_out LNA_out mix RX_outDynamicRange = P1dB -G - N =15 12 ( 102.4) 105.4 [dB]             4.26
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4.4 Detectability Analysis 

The estimation of detection capability of our RF-scheme requires computation of the power 

reflected from typical targets, such as a gun and a knife, at the maximum operational distance of 2 

m.  

The RCS of the gun and the knife were measured in the TU Delft's Anechoic Chamber 

(DUCAT), and the measurement setup and data processing are described in Appendix A. The 

measured RCS values are used to compute the received power, which is then compared to the total 

receiver noise to verify if the receiver is able to detect the targets. Given a maximum transmitted 

power of 18.2 dBm, the received power due to the target's reflection can be computed as: 

 

 
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t r
r t 3 4
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 


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where σ represents the RCS values measured in DUCAT. Transmit and receive gains are 

considered to be 6 dBi. The results over the 6-18 GHz bandwidth for target distance of 2 m and 1.5 

m are shown in figures 4.5 (a) and 4.6 (a) respectively, where the noise power at receiver’s input of 

-66.7 dBm is also depicted as a detectability threshold, while figures 4.5 (b) and 4.6 (b) represents 

the computed SNR at 2 m and 1.5 m respectively 

At the maximum operational distance of 2 m, both targets show an acceptable SNR over the 

whole 6-18 operational frequency band. For the gun, the SNR at receiver input is between 17.5 and 

-0.3 dB, with an average SNR of 10.1 dB over the 6-18 GHz operational bandwidth, while for the 

knife the SNR varies between 5.6 and 14.7 dB, with an average SNR of 10.3 dB. Since reliable 

detection of radar echoes requires Signal-to-Noise Ratios in excess of 10 dB, we can say that the 

radar should be able to detect such targets at the maximum operational distance, based on their 

single-measurement SNR averaged over the 6-18 GHz band, although at higher frequencies (from 

12 GHz) their SNR  is constantly below the desired 10 dB. 

Although detection of such target at the maximum operational distance of 2 m seems to be 

validated by their average SNR, in some cases it could be necessary to reduce their distance to 1.5 

m, which would increase both the average and the minimal SNR by 5 dB, , as shown in table 4.1, 

and ensure a better detection capability. In any case, detection capability of the radar will be 

investigated also via simulation of the RF-scheme with ADS, and final decision on maximum 

operational distance will be made based also on the results presented in chapter 5. 
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Figure 4.5: a) Received power due to reflection of typical targets at 2 m distance, compared with 

estimated reflections from human body at 0.5 m distance; b) measured Signal-to-Noise ratio due to 

reflections of typical targets at 2 m distance. 

 

 
Figure 4.6: a) Received power due to reflection of typical targets at 1.5 m distance, compared with 

estimated reflections from human body at 0.5 m distance; b) measured Signal-to-Noise ratio due to 

reflections of typical targets at 1.5 m distance. 

 

Target Distance (m) SNR min (dB) SNR max (dB) SNR average (dB) 

 

Handgun 

1 11.8 29.6 22.2 

1.5 4.7 22.5 15.1 

2 -0.3 17.5 10.1 

 

Knife 

1 17.6 26.8 22.3 

1.5 10.6 19.7 15.3 

2 5.6 14.7 10.3 

Table 4.1: SNR of typical targets at different distances. 

 

Furthermore, actual detection is performed at signal processing stage, and the SNR at the 

receiver input can still be improved by acquisition and sequential averaging of a number of sweeps.  

We can define the Improvement Factor as 
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 SNR 10 avIF =10log N [dB]

               

 4.28
 

 

where Nav is the number of averages or sweeps, practically representing the number of repetitive 

measurements of the same target. Given a full-dataset acquisition time of 0.17 s, we could consider 

10 measurements, for a total acquisition time of 1.7 s, which improves the SNR of 10 dB. 

These values can be added to power budget and dynamic range that gives 120.6 dB and 115.4 dB 

respectively. 

4.5 Conclusions 

In this chapter a mathematical analysis of the performance of the selected multi-channel RF-

scheme has been presented.  

The power analysis shows that the output power at the transmitter side is about 18.2 dBm, and 

the designed radar can thus be considered a low power system. The mathematical analysis of the 

receiver side, characterized by a saturation point of -9 dBm at receiver’s input, demonstrates that 

the stronger estimated signal at receiver’s input, assumed to be due to reflection from human body 

at 0.5 m distance from the radar, is -22.3 dBm, and it doesn’t saturate the receiver. 

The noise analysis shows that the receiver has a noise figure of 6.5 dB, while the noise floor is 

estimated as -66.7 dBm at receiver’s input, and -102.4 dBm at receiver output. Phase noise due to 

the combination of antenna crosstalk, mixer LO leakage and short-range targets was also estimated, 

and it has a considerable effect on noise power at IF output, increasing it from -122.5 to -102.4 

dBm. 

The power budget of the selected RF-scheme is 110.6 dB at receiver output, while its dynamic 

range was computed as 57.7 dB at the receiver input and 105.4 dB at receiver output after FFT. 

The detectability analysis of typical targets like a handgun and a knife showed an acceptable 

average SNR of 10.1 dB for the gun and 10.3 dB for the knife when the targets are at 2 m distance 

from the radar. Although detection of such target at the maximum operational distance of 2 m 

seems to be validated by their SNR averaged over the 6-18 GHz band, in some cases it could be 

necessary to reduce their distance to 1.5 m to ensure a better detection capability. In any case, final 

selection of maximum operational range will be also based on results of ADS simulations, and is 

thus postponed to the next chapter. 
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Chapter 5: Simulation of the RF-scheme 

with ADS 

 

In this chapter are presented the procedure and the results of the simulations of the basic RF-

scheme for the UWB FMCW Radar Imaging system for concealed weapon detection, using 

Advanced Design System (ADS
TM

) software.  

For simplicity, we set-up a model reproducing the single-receive channel version of the RF-

scheme discussed in the previous chapters, with the  6-18 GHz chirp signal generated by the 

combination of a 3-9 GHz YTO and frequency doubler. The signal power has been adjusted in 

order to replicate the expected signal power in each channel for the multichannel RF-scheme. As a 

consequence, the results of the simulations of the single channel receiver correspond to the results 

that would have been obtained for each channel of the selected 10-channel receiver. 

In the first paragraph, a brief overview of ADS is given, explaining the type of simulation 

performed to evaluate the performance of the RF-scheme. Section 5.2 illustrates the objectives of 

the simulations and briefly explains which performance parameters have been evaluated through 

simulations. Section 5.3 illustrates in more depth the modeling process of the RF-schemes to be 

simulated. In section 5.4, the set-up of the simulation is explained. Section 5.5 gives the simulation 

results for the investigation on the influence of the harmonics generated by the RF-electronics at 

beat signal stage, together with solutions to decrease their effect. In section 5.6 a detectability 

analysis of the weakest estimated targets over the background of human body reflection is 

presented, while paragraph 5.7 presents the results on the investigation of down-range resolution 

obtained by the RF-schemes selected in paragraph 5.5. Section 5.8 simply gives the amplitude 

characteristics of the receiver, showing that strongest and weakest estimated received signals are 

within the linear characteristics of the receiver.  
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5.1 Brief overview of ADS  

ADS is a software package which enables to simulate circuits and RF systems designed for 

specific objectives. ADS provides many types of simulators, including DC, AC, S-parameter, 

Harmonic Balance, Circuit Envelope, Transient and RF-Budget simulations. For our purposes, only 

one of these types of simulations has been used for this thesis report, namely Circuit Envelope 

simulations.  

The Circuit Envelope simulator simulates high-frequency amplifiers, mixers, oscillators, and 

subsystems that involve transient or modulated RF signals. Circuit Envelope is highly efficient in 

analyzing circuits with digitally modulated signals, because the transient simulation takes place 

only around the carrier and its harmonics.  

Circuit Envelope simulation uses a combination of time- and frequency-domain analysis 

techniques, providing a fast and complete analysis of complex signals such as digitally modulated 

RF signals. In practice, this simulator permits input waveforms to be represented in the frequency 

domain as RF carriers, with modulation “envelopes” that are represented in the time domain. For 

more information about Circuit Envelope simulations, the reader is referred to [29]. 

 
Figure 5.1: Modulated signal in the time-domain [29]. 
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5.2 Objectives of the simulations 

Simulations in ADS were performed with the purpose of investigating the influence of 

harmonics generated by the RF-electronics on the beat signal at receiver’s output. The combination 

of YTO and frequency doubler, used to generate the desired 6-18 GHz chirp signal, also generates 

harmonics that could be interpreted as additional targets at the beat signal stage. The main objective 

of the simulations presented in this chapter is to estimate the level of these extra beat frequencies 

with respect to the fundamental beat signal, in order to speculate on maximum 2
nd

 harmonic level 

required at the generator to achieve a harmonics-free beat signal and, if necessary, to investigate 

alternative solutions to suppress their influence at beat signal stage when simulating realistic circuit. 

As it will be shown later in this chapter, an octave band RF-scheme using a 9-18 GHz chirp signal 

was also simulated as an alternative to the main multi-octave band RF-scheme, in order to show the 

difference in harmonic influence between the two cases. 

Important properties of the RF-scheme that need verification are the detectability of the weakest 

estimated reflections from typical targets (a handgun and a knife) and the ability to separate 

reflection from two close targets, i.e. its down-range resolution. 

In addition, we simulated different application scenarios, in order to investigate the saturation 

point and minimum detectable signal, and determine the amplitude characteristic of the receiver.  

 

 
Figure 5.2: ADS model of basic single-channel RF-scheme of the UWB FMCW Radar. 
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5.3 Modeling of basic RF-scheme for UWB FMCW radar system 

The ADS model of the basic RF-scheme of the UWB FMCW radar system is shown in figure 

5.2. As already mentioned earlier, we simulated for simplicity a single channel receiver, but the 

results are representative of each channel of the final multi-channel receiver. The basic RF-scheme 

is mainly made of three blocks: the transmitter, the target and the receiver.  

Every component simulated here reproduces as closely as possible the RF-components that were 

selected for the RF-scheme in chapter 3. Before going into detailed description, we should introduce 

some recurring parameters that are going to be used in several instances:  

- The sweep time Ts, also representing in our models the total simulation time, that 

according to real component specifications should be set to 500 μs, but it was reduced to 

5 μs due to software limitations.  

- The chirp excursion BW, which represents the frequency band of the fundamental chirp 

signal, set to 6 GHz; 

- The start frequency of the chirp Fs, set to 3 GHz. 

5.3.1 Modeling of the transmitter 

The model of the transmitter basically consists of an RF-signal generator, producing a 3-9 GHz 

chirp signal with 14 dBm output power, followed by a frequency multiplier which provides the 

desired 6-18 GHz sweep. The frequency multiplier has the function to generate harmonics of the 

input signal; the output power of each harmonic signal can then be controlled by changing the gain 

of the frequency multiplier. 
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Figure 5.3: Selection of parameters of frequency multiplier 

 

In our specific case, the desired 6-18 GHz output signal corresponds to the second harmonic, and 

it is decreased by 10.5 dB (representing the conversion loss of the selected frequency doubler) w.r.t 

the fundamental input harmonic; the other harmonics are suppressed much more, with the 

fundamental harmonic decreased by 42.5 dB, the third by 48.5 dB, the fourth by 50 dB and the fifth 

by 60 dB, as shown in figure 5.3. Thus the main signal at the frequency multiplier output is the 

second harmonic. The frequency doubler is followed by a 26 dB gain power amplifier which 

increases the main signal power to 29.5 dBm. A 10 dB directional coupler with 1.2 dB insertion 

loss will then split the signal over two branches, providing both the reference signal for the LO 

mixer input (18.2 dBm at coupled port output) and the signal to be driven to the transmit antenna, 

which is further reduced by an attenuator reproducing the insertion loss of the transmit switches (8.6 

dB in total). Attenuation due to RF-cables connecting the RF-board to the antenna system at both 

transmit and receive sides are taken into account in the target model, as an additional attenuation of 

1 dB each. The total power coming out of the transmitter block is then 19.2 dBm.  

For the chirp signal generator, two different models were realized, one ideal (without harmonics) 

and one realistic (with -15 dBc harmonics), and they are presented next. 

5.3.2 Modeling of ideal chirp signal generator 

The ideal chirp generator is simply modeled with a RF Pulse Train power source component, as 

shown in figure 5.4, on the left. In ADS, this RF pulse power source creates a pulse modulated RF 

carrier with optional frequency chirping, and by proper setting of width and period of the pulse, it is 

possible to simulate the transmission of a single chirp signal.  
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As a matter of fact, rise and fall time of the pulse are set to 1 ns, while width is set to Ts – 2 (ns), 

were Ts represents both the sweep time and the total simulation period. Setting the pulse period 

equal to Ts ensures the generation of a single chirp signal. The other parameters set for the model 

are the start frequency of the sweep, Fs (GHz), and the chirp frequency excursion BW (GHz). No 

harmonics were considered in the modeling of the ideal chirp generator.  

 

 
Figure 5.4: ADS Model of ideal chirp generator (left) and realistic chirp generator with -15 dBc 

second harmonic (right). 

5.3.3 Modeling of realistic chirp signal generator 

The model of the realistic chirp signal generator is shown in figure 5.4, on the right. As it can be 

seen, two RF Pulse Train power source components are used for this model: the first one simulates 

the fundamental 3-9 GHz chirp with an output power equal to Psrc, which represents the source 

output power of +14 dBm, while the second one represents the 6-18 GHz 2
nd

 harmonic chirp signal, 

which was set to a -15 dBc level, thus with an output power of -1 dBm. The start frequency of the 

2
nd

 harmonic chirp signal is set as twice Fs and its bandwidth is also twice BW. A power splitter is 

then used to combine the two signals. The 4.8 dB loss due to power splitting is balanced by the 4.8 

dB increment in output power in both power sources. 
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Figure 5.5: ADS model of receive channel. 

 

5.3.4 Modeling of the receiver 

The ADS model of the receiver block is shown in figure 5.5. It mainly consists of a cascade of a 

LNA and a mixer or down-converter: the LNA has the function to amplify the signal at the receiver 

input, while the mixer is used to deramp the received chirp signal. This is achieved by mixing the 

RF input of the mixer, corresponding to the received signal amplified by the LNA, with the LO 

input consisting of the reference signal coming from the transmitter. This mixing process produces 

the beat signal at the IF output. 

The LNA is modeled with the same basic component used for the Power Amplifiers. To 

reproduce the LNA component selected in chapter 3, we set the gain to 28 dB, the noise figure to 

2.5 dB and the output P1dB to 15 dBm.  

Although the RF-scheme selected in chapter 3 includes an IQ mixer, for our objectives it is not 

necessary to simulate such a device, and a simpler down-converter is thus used. This model 

includes a mixer component, with conversion gain set to -12 dB and noise figure set to 7.5 dB, 

which corresponds to the double sideband noise figure of the selected IQ mixer, as opposed to the 

single sided noise figure of 10.5 dB which is given in the component’s datasheet. We also set the 

input P1dB at 15 dBm. In order to take into account the realistic IF bandwidth at the mixer’s output, 

the mixer model also includes a DC-500 MHz low-pass Butterworth filter, as shown in figure 5.6. 
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Figure 5.6: ADS model of mixer with DC-500 MHz IF bandwidth. 

 

In order to account also for the insertion loss due to the receive switches, a 3 dB attenuator 

precedes the LNA in the proposed model. In addition, the reference signal which is input to the 

mixer LO port, is previously attenuated by 13.8 dB, to take into account the sum of coupling and 

insertion loss due to the 10-way power splitter used to provide the LO reference signal to each one 

of the intended 10 receive channels, and then amplified by a power amplifier reproducing the model 

A2CP18629 described in chapter 3, with 15 dB gain. At LO mixer input, the reference signal is then 

19.5 dBm. 

5.3.5 Modeling of targets 

For the target model, there are mainly two factors to be considered: the attenuation of the 

received signal w.r.t to the transmitted waveform, due to propagation loss and reflection from the 

target, and the time difference between transmission and reception due to the two-way travel time of 

the signal from radar to target and backwards. In ADS, the attenuation can be modeled with an 

attenuator, while travel time and therefore distance to target is modeled with a Time-Delay 

component.  

Figure 5.7 shows the modeling of a single target (left image), consisting of an attenuator, a Time-

Delay component and two isolators. The isolators simply avoid reflections of part of the signal in 

the opposite direction, and are used here to decrease the influence of targets modeling on transmitter 

and receiver; in addition, the 1 dB loss of each isolator  represents the attenuation due to RF-cables 

at both transmit and receive side (1 dB each). 
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Modeling of multiple targets is also possible, with the use of multiple attenuators and time-

delays, like shown in figure 5.7, on the right. The parameters of each target can be set 

independently. 

For this model, two important parameters have to be set-up: 

  ATTENn [dB, positive value], which represents the attenuation of the signal due to propagation 

of the electromagnetic wave in free space and reflection from the n
th

 target; the subtraction by 

2*4.8 in the Loss parameter is performed in order to balance the losses due to the use of power 

splitters. 

 TDn [nsec], which represents the radar-target two-way travel time from the n
th

 target, and is 

computed using the parameter Rn [m], which represents the distance between the radar and the 

n
th

 target. 

 
Figure 5.7: ADS models of single target (left) and double target (right). 

5.4 Set-up of Circuit Envelope simulations 

Once modeling of the realistic RF-scheme is complete, it is necessary to set-up the parameters 

for the specific simulation to be performed. ADS provides a different controller for each type of 

simulator, to allow defining several different aspects of the simulation to be performed. 

For the circuit envelope simulation, the primary parameters to be set-up are the stop time, which 

simply defines the time the simulation stops, and time step, which sets the fixed time step that the 

simulator uses to calculate the time-varying envelopes. In our specific case, the stop time 

corresponds to the sweep time of the transmitted signal, Ts. This parameter is very important as it 

also determines the resolution bandwidth of the spectrum. Consequently, it has to be large enough 

to resolve spectral components of interest. On the other hand, the time step defines the maximum 

allowed bandwidth (± 0.5/Time step) of the modulation envelope, and is thus required to be small 

enough to capture the highest modulation frequencies. These relations are illustrated in figure 5.8, 

on the left. 
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Another important parameter to be set in the controller is the list of analysis frequencies and their 

harmonics. In any case, the software requires the analysis frequency to be the same set to Fs, the 

starting frequency of the source signal, in order to ensure the most precise results. This means that 

the analysis frequency is 3 GHz for the multi-octave band RF-scheme, and 4.5 GHz for the octave 

band RF-scheme. It is also important to properly set the number of harmonics to be considered in 

the simulation, indicated by the frequency order in fig 5.8 (right) and set to 5. This number can be 

explained by looking at the output signal of the frequency multiplier in the transmitter. For a 3-9 

GHz input signal, the desired second harmonic signal (6-18 GHz) at the frequency multiplier’s 

output  will contain also part of  the 3
rd 

(9-27 GHz), 4
rth

 (12-36 GHz) and 5
th

 (15-45) harmonics 

signals.  In order to consider their effects in the beat signal, we set the harmonic number or 

frequency order to 5. 

For the octave RF-scheme, the analysis frequency is again set to the starting frequency of the 

chirp signal, in this case 4.5 GHz, while the number of harmonics is set to 3. 

Figure 5.8 (right) shows the ADS tab with the EC parameters set-up for the simulation of the 

multi-octave RF-scheme. 

 
Figure 5.8: Relation between stop time and resolution bandwidth, and between time step and 

modulation bandwidth (left); Summary of primary parameters set-up for the EC simulation (right). 

5.4.1 Technical limitations of the simulations 

The performed simulations allow estimating the behavior of the RF-circuit with realistic results, 

but for some parameters a precise simulation was not possible.  

The main limitation involves the stop time parameter Ts, which also represents the sweep time of 

the chirp generator. According to the selected YTO specifications, the stop time should be set to 

500 µs, but due to software limitations, we set a stop time of 5 µs. The consequence on the 
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simulation results is that the beat signal due to reflections from a target will appear at a beat 

frequency which is 100 times higher than the true value, according to the formula: 

 

 
beat

sweep

B 2R
f =

T c


                    

(5.1)

 

 
Figure 5.9: Beat frequency versus target range for the ADS simulations for both 6-18 GHz and 9-18 

GHz frequency band RF-schemes. 

 

In addition, the noise floor computed by ADS is influenced by the shorter sweep time, and it 

should thus result 20 dB higher than the total thermal noise power computed in section 4.2. 

However, the ADS models described here do not take into account the contributions due to phase 

noise, which actually increase total noise power by about 25 dB. This must be taken into account 

when evaluating the simulations results. 

A more serious limitation is represented by the fact that the simulations don’t take into account 

out-of-band behavior of the selected RF-components. As a matter of fact, the components’ 

specifications used to set-up the RF-circuit to simulate, refer to their behavior in the 6-18 GHz 

band, while outside from this band these parameters rapidly worsen. Data on out-of-band behavior 

of selected RF-components was not available, and it was not possible to simulate it. Because of this, 

the influence of out-of-band harmonics on the simulations results is stronger than the reality, and we 

must take this into account when evaluating the simulation results.  

5.5 Investigation on harmonics influence 

In order to examine the radar performance in different situations, we simulated the RF-scheme 

for different application scenarios. As shown in the following paragraphs, two slightly different RF-
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schemes were simulated: the multi-octave band RF-scheme, where a 6-18 GHz chirp signal is 

simulated, and the octave band RF-scheme, which instead uses a chirp signal covering the 9-18 

GHz frequency band. 

For both schemes, the simulation models have been designed to investigate the influence of 

harmonics at the beat signal stage. These harmonic signals are generated by both the YTO and the 

frequency doubler, and a careful investigation of their effect on beat signal should account their 

influence separately. Because of this, in the following each RF-scheme has been simulated at first 

without the frequency doubler, in order to evaluate the influence of only the YTO harmonics on the 

beat signal, and only then with the frequency doubler. 

From now on, we will refer to the RF-schemes without frequency doubler as RF-scheme A1 for 

the multi-octave band 6-18 GHz sweep, and RF-scheme A2 for the octave band 9-18 GHz sweep. 

The RF-schemes using the frequency doubler are referred to as RF-scheme B1 for the multi-octave 

3-9 GHz sweep, and RF-scheme B2 for the octave band 4.5-9 GHz sweep.  

In order to ensure suppression of harmonics for any application scenario, we investigated the 

influence of the harmonics in the case of strongest received signal, which was estimated in section 

4.1 from measurement of reflections from a human body at 0.5 m distance. If their influence is 

suppressed in such case, then for weaker signals their suppression will be even stronger. 

For this, the attenuation in the target model was set to replicate the lower propagation loss for the 

stronger received signal, estimated in section 4.1 as 40.5 dB, and approximated in these simulations 

to 40 dB. The results of these simulations are presented in the next paragraph. 

5.5.1 Simulation of RF-schemes A1 and A2 

The parameters used in these simulations for investigation of harmonic influence are shown in 

the list below: 

 

 

RF-scheme 

System Parameters Target parameters 

Fs (GHz) BW (GHz) Ts (ns) Attenuation (dB) Range (m) 

A1 6 12 5000 40 0.5 

A2 9 9 5000 40 0.5 

Table 5.2: Settings of the simulation parameters for the two RF-schemes without frequency doubler. 

 

The chirp generator directly generates the full band chirp signal without the use of a frequency 

doubler. In order to keep a comparable signal power in every simulation, for the RF-schemes A1 
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and A2 the output power of the source was set to 3.5 dBm, which corresponds to the output power 

of the selected YTO (14 dBm), minus the conversion loss (10.5 dB) of the frequency doubler. The 

results for both RF-schemes are presented in the following paragraphs, both for the ideal case with 

no harmonics and the real case with 2
nd

 harmonics at -15 dBc level in the YTO. 

5.5.1.1 Simulation for ideal 6-18 GHz chirp signal: RF-scheme A1 

The simulation results for ideal RF-scheme A1 are shown in figure 5.10. 

 
Figure 5.10: Simulation results for ideal RF-scheme A1: a) beat signal for Hanning window; b) 

raw beat signal. 

 

The peak in the beat signal, corresponding to -10.5 dBm, correctly appears at 8 MHz, resulting 

from: 

 

9

beat 6 8

sweep

B 2R 12 10 2 0.5
f = 8.00 MHz

T c 5 10 3 10

 
   

 
              

(5.2)

 

5.5.1.2 Simulation for realistic 6-18 GHz chirp signal: RF-scheme A1 

The simulation results for the realistic RF-scheme A1 with -15 dBc 2
nd

 harmonic are shown in 

figure 5.11.  
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Figure 5.11: Simulation results for ideal multi-octave RF-scheme, without frequency doubler: a) 

beat signal for Hanning window; b) raw beat signal. 

 

The main peak in the beat signal (-12.3 dBm) at 8 MHz corresponds to the fundamental 

harmonic signal, while the second and lower peak (-49.3), appearing at 16 MHz, is generated by the 

second harmonic produced in the source. At beat signal stage, the second harmonic level is 

decreased from -15 dB to about -37 dB with respect to main beat for Hanning window. 

5.5.1.3 Simulation for ideal 9-18 GHz chirp: RF-scheme A2 

The simulation results for ideal RF-scheme A2 are shown in figure 5.12.  

 
Figure 5.12: Simulation results for ideal RF-scheme A2: a) beat signal for Hanning window; b) 

raw beat signal. 

 

The peak in the beat signal, corresponding to -11.1 dBm, correctly appears at 6 MHz, resulting 

from: 
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9

beat 6 8

sweep

B 2R 9 10 2 0.5
f = 6.00 MHz

T c 5 10 3 10

 
   

 
               

(5.3)

 

5.5.1.4 Simulation for realistic 9-18 GHz chirp: RF-scheme A2 

The simulation results for realistic RF-scheme A2 are shown in figure 5.13.  

 
Figure 5.13: Simulation results for realistic RF-scheme A2: a) beat signal for Hanning window; b) 

raw beat signal. 

 

The main peak in the beat signal at 6 MHz (-11.3 dBm) corresponds to the fundamental 

harmonic signal, while the second and lower peak (at -48.8 dBm), appearing at 12 MHz, is 

generated by the second harmonic produced in the source. At beat signal, the second harmonic level 

is again decreased from 15 dBc to about 37 dBc for the Hanning window. 

By comparison, RF-schemes A1 and A2 obtain the same 2nd harmonic suppression, and in both 

cases the 2nd harmonic generates extra-beat frequencies that can be erroneously interpreted as a 

target. Thus none of the two schemes is suited to our objectives the way it is.  

In order to evaluate the required 2nd harmonic level which would cause the extra-beat 

frequencies to be at a level comparable with the -102.5 dBm noise floor, we performed simulations 

with lower 2nd harmonic levels. From this we estimated that in order to get rid of extra-beat 

frequencies, the 2nd harmonic level in the source should be around -40 dBc, as shown in figure 

5.14, where no harmonics pops up above the noise floor: 
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Figure 5.14: Beat signals for Hanning window of realistic RF-schemes, with -40 dBc 2nd 

harmonic:  a) RF-scheme A1; b) RF-scheme A2. 

5.5.2 Simulation of RF-schemes B1 and B2 

The parameters used in these simulations for investigation of harmonic influence are shown in 

the list below: 

 

 

RF-scheme 

System Parameters Target parameters 

Fs (GHz) BW (GHz) Ts (ns) Attenuation (dB) Range (m) 

B1 3 6 5000 40 0.5 

B2 4.5 4.5 5000 40 0.5 

Table 5.3: Settings of the simulation parameters for the two RF-schemes with frequency doubler. 

  

The source generates a chirp signal which is then passed through a frequency doubler to achieve 

the required sweep bandwidth. The results for RF-schemes B1 and B2 are presented next, both for 

the ideal case with no harmonics and the real case with 2
nd

 harmonics at -15 dBc level in the YTO. 

5.5.2.1 Simulation for ideal 3-9 GHz chirp: RF-scheme B1 

The simulation results for ideal RF-scheme B1 are shown in figure 5.15. 
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Figure 5.15: Simulation results for ideal RF-scheme B1: a) beat signal for Hanning window; b) 

raw beat signal. 

 

Given the 3-9 GHz chirp signal, the beat frequency of the fundamental chirp is computed as: 

 

9

beat 6 8

sweep

B 2R 6 10 2 0.5
f = 4.00 MHz

T c 5 10 3 10

 
   

 
              

(5.4)

 

 

Due to frequency doubling, the expected main peak in the beat signal appears at 8 MHz, with a 

magnitude of -7.4 dBm, corresponding to the 2
nd

 harmonic output of the frequency doubler. 

However figure 5.15 also shows a smaller peak (-74 dBm) at 4 MHz, caused by the fundamental 

harmonic of the 3-9 GHz chirp signal. This means that also the frequency doubler contributes to 

generate extra beat frequencies, although its relative influence is much smaller than that of 2
nd

 

harmonic generated by the YTO. If the frequency doubler had the ability to suppress the 

fundamental harmonic in the same way as it does with the third harmonic, there would have been no 

extra-beat frequency, as shown in figure 5.16. 
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Figure 5.16: Beat signal of RF-scheme B1 with ideal generator and with fundamental harmonic 

suppression of frequency doubler increased by 6 dB w.r.t real specifications. 

 

5.5.2.2 Simulation for ideal 4.5-9 GHz chirp: RF-scheme B2 

The simulation results for the ideal RF-scheme B2 are shown in figure 5.17. 

 
Figure 5.17: Simulation results for ideal RF-scheme B2: a) beat signal for Hanning window; b) 

raw beat signal. 

 

 The results are similar to the RF-scheme B1, with the frequency doubling suppression of 

fundamental harmonic not low enough.  

5.5.2.3 Simulation for realistic 3-9 GHz chirp: RF-scheme B1 

The simulation results for realistic RF-scheme B1 with -15 dBc 2
nd

 harmonic are shown in figure 

5.18.  
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Figure 5.18: Simulation results for realistic RF-scheme B1: a) beat signal for Hanning window; b) 

raw beat signal. 

 

5.5.2.4 Simulation for realistic 4.5-9 GHz chirp: RF-scheme B2 

The simulation results for RF-scheme B2 with -15 dBc 2
nd

 harmonic are shown in figure 5.19.  

 
Figure 5.19: Simulation results for realistic RF-scheme B2: a) beat signal for Hanning window; b) 

raw beat signal. 

 

From a quick comparison of the results, it is evident that both realistic RF-schemes B1 and B2 

suffer from extra beat frequencies at relatively high level caused by the fundamental and the third 

harmonics of the generated chirp signal. As a matter of fact the main peak has a magnitude of -8.9 

dBm, while the spurious spikes due to undesired fundamental and third harmonics have a 

magnitude of -34.6 and -49.4 dBm. Thus also RF-schemes B1 and B2 are not suited for our project 

the way they are. 

An improvement of the RF-schemes is thus necessary to achieve a higher suppression of 

harmonics and obtain a beat signal free from their influence. 
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5.5.3 Simulation of improved RF-schemes with harmonics suppression 

 
Figure 5.20: Chirp signal generator, with low-pass filter at its output to suppress harmonic. 

 

A practical way to reduce the influence of harmonics caused by the source consists in filtering 

the output of the chirp generator via a low-pass filter. This method is very efficient when the filtered 

chirp signal bandwidth is not larger than an octave, since it would not contain in-band harmonics. 

This is the case when using the 4.5-9 GHz chirp signal, while the 3-9 GHz chirp signal contains also 

part of its second harmonic (6-9 GHz), which is more difficult to eliminate. The improved RF-

schemes B1 and B2, with a low-pass filter inserted at the source output as shown in figure 5.20, will 

be referred to as RF-schemes C1 and C2, respectively. 

The low-pass filter has been designed to suppress the out-of band harmonics, while it does not 

have any effect on eventual in-band harmonics. A Butterworth low-pass filter was used to for this 

purpose and its parameters (illustrated in figure 5.21, a) were set as follows: 

- Pass-band edge frequency (Fpass) was set to the highest frequency of the chirp signal, 

computed as Fs+BW, and corresponding to 9 GHz in both RF-schemes C1 and C2; 

- Attenuation at passband edges (Apass) was set to 3 dB; 

- Stopband edge frequency (Fstop) was set to 1.5 (Fs+BW), corresponding to 13.5 GHz for 

both RF-schemes C1 and C2;  

- Attenuation at stopband edges (Astop) was set to 55 dB. 
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Figure 5.21: Typical transfer functions of low-pass filter (a) and band-pass filter (b). 

5.5.3.1 Simulation of realistic RF-schemes C1 and C2 

Figures 5.22 and 5.23 show the beat signals of RF-schemes C1 and C2, respectively. As it can be 

seen, low-pass filtering of the chirp signal improves the harmonics suppression of both schemes, 

but in a different way.  

RF-scheme C1, whose main peak has a magnitude of -11.8 dBm, achieves fundamental and third 

harmonic suppression of about 53.5 dB and 42 dB, respectively, but the extra spikes due to 

harmonics are still evident and appear to be larger.  

On the other side, the beat signal resulting from RF-scheme C2, whose main peak has a 

magnitude of -8.5 dBm, is very similar to the one obtained from the ideal case of RF-scheme B2, 

were the harmonics produced by the chirp generator were not simulated, and shown in figure 5.17. 

Fundamental and third harmonic suppression is quantified as around 68 dB and 76.5 dB 

respectively, and it is much higher than for RF-scheme C1. The harmonic rejection of the low-pass 

filter is much more effective for the RF-scheme C2, where the harmonics are entirely outside the 

main 9-18 GHz chirp frequency band.  
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Figure 5.22: Simulation results for realistic RF-scheme C1: a) beat signal for Hanning window; b) 

raw beat signal. 

 

 
Figure 5.23: Simulation results for realistic RF-scheme C2: a) beat signal for Hanning window; b) 

raw beat signal. 

 

In spite of improved situation, this harmonic suppression of RF-scheme C2 is still not enough to 

completely suppress the extra beat frequencies below the noise floor, since they still appear at about 

-68 and -76.5 dBc w.r.t. the main peak. However, it is important to remember that the results don’t 

take the out-of band behavior of the RF-components into account. In order to show this effect, an 

additional RF-scheme with band-pass filters (BPFs) in front of both RF and LO ports of the mixer 

was simulated for both cases with multi-octave band and octave band, to which we refer to as RF-

schemes D1 and D2 respectively (fig. 5.24). 
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Figure 5.24: RF-scheme D2 in ADS. 

5.5.3.2 Simulation of realistic RF-schemes D1 and D2 

The band-pass filter for RF-scheme D1 has been set with the following parameters (see figure 

5.21 (b) for reference): 

- Pass-band center frequency (Fcenter) was set to the center frequency of the 6-18 GHz chirp 

signal, i.e. 12 GHz; 

- Pass-band edge-to-edge width (BWpass) was also set to the chirp signal bandwidth, 12 

GHz; 

- Attenuation at pass-band edges (Apass) was set to 3 dB; 

- Stop-band edge-to-edge width (BWstop) was set to 17 GHz;  

- Attenuation at stop-band edges (Astop) was set to 25 dB. 
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Figure 5.25: Simulation results for realistic RF-scheme D1: a) beat signal for Hanning window; b) 

raw beat signal. 

 

The simulation results for RF-scheme D1, where the main peak has a magnitude of -13.8 dBm,  

show a better rejection of the first harmonic, decreasing its level by an additional 17 dB with respect 

to RF-scheme C1, while no improvement is shown in the suppression of third harmonic, which 

remains at a magnitude of -54.9 dBm.  

RF-scheme D2 was simulated in two different cases: in the first, the BPF has the same settings 

used in RF-scheme D1, since the selected RF-components are specified for a 6-18 GHz bandwidth. 

However, the results still show a small peak (-81.5 dBm) due to fundamental harmonic, which 

means further harmonic suppression is required. Because of this, RF-scheme D2 was also simulated 

with a 9-18 GHz BPF, with the following parameters: 

- Pass-band center frequency (Fcenter) was set to the center frequency of the 9-18 GHz chirp 

signal, i.e. 13.5 GHz; 

- Pass-band edge-to-edge width (BWpass) was also set to the chirp signal bandwidth, 9 

GHz; 

- Attenuation at pass-band edges (Apass) was set to 3 dB; 

- Stop-band edge-to-edge width (BWstop) was set to 14 GHz;  

- Attenuation at stop-band edges (Astop) was set to 25 dB. 

The results of simulation of RF-scheme D2 with 9-18 GHz BPF are shown in figure 5.25 (b). As 

it can be seen, the beat signal doesn’t have any extra beat frequency in this case, and the influence 

of harmonics has been totally suppressed.  

 

 
Figure 5.26: Simulation results for realistic RF-scheme D2: a) with 6-18 GHz band-pass filter; b) 

with 9-18 GHz band-pass filter. 
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5.5.3.3 Simulation of RF-scheme E1 

In order to try to improve the third harmonic suppression of RF-schemes C1 and D1, an 

additional RF-scheme E1 was simulated. Such RF-scheme includes BPFs in front of also the PAs 

and the LNA, with the following parameters: 

- Pass-band center frequency (Fcenter) was set to the center frequency of the 6-18 GHz chirp 

signal, i.e. 12 GHz; 

- Pass-band edge-to-edge width (BWpass) was also set to the chirp signal bandwidth, 12 

GHz; 

- Attenuation at pass-band edges (Apass) was set to 1 dB; 

- Stop-band edge-to-edge width (BWstop) was set to 17 GHz;  

- Attenuation at stop-band edges (Astop) was set to 25 dB. 

However, the simulation results do not show any improvement of third harmonic suppression, 

which remain about 40 dB lower than the -17.1 dBm main spike, which is widened by the use of 

these filters. In conclusion this solution has only worsened the situation, and based on the other 

results, the best compromise between complexity of the RF-scheme and suppression of higher 

harmonics for the multi-octave band case remains the RF-scheme C1. 

 

 
Figure 5.27: Simulation results for realistic RF-scheme E1: a) beat signal for Hanning window; b) 

raw beat signal. 

5.5.4 Summary of harmonic suppression 

To summarize, the main purpose of the simulations presented in this paragraph was to 

investigate the influence of harmonics generated by the YTO and the frequency doubler on the beat 
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signal. Beginning from the basic RF-scheme presented in chapter 3, where the desired chirp signal 

is directly generated by the YTO without using any frequency doubling, we simulated in total 5 

different types of RF-scheme, and for each type of RF-scheme two different implementations were 

simulated: implementation 1 uses a 6-18 GHz chirp signal, , while the implementation 2 is 

characterized by a 9-18 GHz chirp signal. 

Simulations of basic RF-scheme A1 and A2, where the chirp signal is directly generated by the 

YTO without the use of a frequency doubler, showed that the -15 dBc 2
nd

 harmonic of the chirp 

signal generated by the selected YTO has a consistent influence on the beat signal, generating extra 

beat signals at a relatively high level (-37 dB w.r.t main peak) which can be detected as additional 

targets. Further investigations showed that if the 2
nd

 harmonic level of the YTO was not higher than 

-40 dBc, the extra beat signals would have been below the -102.5 dBm noise floor computed in 

ADS. 

Simulations of RF-schemes B1 and B2, in which the chirp signal is generated by a series of a 

YTO and a frequency doubler, and is thus represented by the 2
nd

 harmonic signal generated by the 

latter component, showed that the lever of harmonics generated by the latter  alone is much lower 

than the ones generated by the YTO, but combined with the 2
nd

 harmonic generated by the YTO it 

causes generation of two strong additional beat signals (at about -40 dB and -31 dB level w.r.t main 

peak), the first corresponding to the fundamental harmonic generated by the YTO and reduced by 

the frequency doubler, and the second representing the third harmonic signal generated by the 

frequency doubler.  

In RF-schemes C1 and C2, in order to decrease the level of these additional signals, we tried to 

reduce the level of the 2
nd

 harmonics generated by the YTO, by adding a low pass filter at its 

output. For RF-scheme C1, where a 6-18 GHz low pass filter was used, the harmonics suppression 

was improved but the two additional beat signals, at a level of -54 dB and -42 dB respectively w.r.t 

main peak, were still evident. The reason for this is to be found in the fact that the chirp signal 

generated by the YTO (3-9 GHz) also contains part of its second harmonics, and their rejection with 

the use of a LPF is only partial. On the other hand, in RF-scheme C2, rejection of 2
nd

 harmonic of 

the YTO is more effective, since the 4.5-9 GHz chirp signal coming out of the YTO does not 

contain in-band harmonics, which are then totally suppressed by the downstream LPF. As a 

consequence, the two additional spikes in the beat signal have a much lower level than they had in 

RF-scheme C1, with a -68 dB and -76.5 dB level w.r.t higher peak. 

RF-schemes D1 and D2 contain two additional band-pass filters (with pass bands corresponding 

to the chirp bandwidth) in front of both the LO and the RF ports of the mixer, with the purpose to 

suppress the harmonics generated by the frequency doubler. However, the simulation results are 
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quite different for the two implementations. While RF-scheme D2 finally achieves a total harmonic 

rejection, RF-scheme D1 doesn’t show any improvement in rejecting the third harmonic. The 

reason for this can be explained by the fact that a big part of the 3
rd

 harmonic signal (9-27 GHz) is 

contained within the 6-18 GHz 2
nd

 harmonic, and no filters would be useful to suppress it. As a 

matter of fact, even if we insert additional BPF filters in front of the power amplifiers and the LNA, 

as we did in RF-scheme E1, the 3
rd

 harmonic suppression is not improved. 

In conclusion, the investigation on harmonic influence shows that harmonic rejection is more 

easily achieved when the chirp signal has a bandwidth not larger than an octave, and doesn’t have 

any in-band harmonics, making it possible to suppress the harmonics below the noise floor, as 

shown by simulation results of RF-scheme D2.  

On the other hand, for the 6-18 GHz multi-octave band chirp signal, the best results are achieved 

by RF-schemes C1 and D1, with the first one preferred as the best compromise between complexity 

of the electronics (since it only requires a LPF after the YTO) and minimal harmonic suppression of 

42 dB. 

5.6 Detectability analysis of weaker targets 

After selection of the final RF-schemes, we can now investigate the detectability of typical small 

targets like a handgun or a knife at the maximum operational distance. In Section 4.4 we performed 

a detectability analysis at the receiver input for a small handgun and a knife, based on the RCS 

measurements we performed in DUCAT and illustrated in Appendix A. According to our 

mathematical analysis, both targets have an average SNR slightly above 10 dB at the maximum 

operational distance of 2 m from the radar, which should be enough for detection.  

The average propagation loss of these targets was computed as -74.8 dB for the gun and -74.6 dB 

for the knife, when they are placed at 2 m distance from the radar. From figure 5.27, where ADS 

simulations of RF-schemes C1 and D2 with target set to 2 m distance and 75 dB attenuation are 

illustrated, we can see how even in these cases the target reflections are widely above the noise 

floor, with a magnitude of about -46 dBm both, and the weaker targets alone can thus be detected.   
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Figure 5.28: Simulation results for a weak target (75 dB attenuation) at 2 m distance: a) RF-

scheme C1; b) RF-scheme D2. 

 

However, in a realistic application scenario, the weapons are concealed on a person’s body, and 

the separation distance between the weapons and the human body in the down-range dimension will 

be quite short, let’s say not higher than 20 cm, with the weapons typically closer to the radar than 

the human body. 

Computation of propagation loss due to reflections from a human body and typical weapons, 

when they are at the same distance from the radar (2 m in fig. 5.29), shows that human body 

reflections are on average about 4 dB higher than weapons reflections, with a maximum difference 

of about 20 dB (not considering the evident dips in the propagation loss due to reflections from 

human body, which are due to near-field measurements of its reflectivity). 

 
Figure 5.29: Estimated propagation loss due to reflections from a human body, a handgun and a 

knife, placed at 2 m distance from the radar. 
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In the case of RF-scheme C1, applying amplitude selection by rejecting everything below -42 dB 

with respect to the stronger peak (which is likely to be due to reflections from human body), will 

ensure suppression of harmonics while keeping the reflections from smaller targets concealed on 

the human body (which will be at most 20 dB lower than human body reflection). Thus, detection 

of weapons concealed on the human body can be achieved even at the maximum operational 

distance. 

On the other hand, RF-scheme D2 requires a much lower amplitude threshold, set to -90 dBm to 

avoid contamination from oscillations of the noise floor. With such a low threshold, the detection of 

weak targets at maximum operational distance is ensured all the more so.  

5.7 Down-Range resolution of RF-schemes C1 and D2 

An additional series of simulations was performed in order to verify the down-range resolution 

of the selected RF-schemes C1 and D2. For our purposes, it is important to be able to distinguish 

reflections from two close targets. According to discussion in section 2.2, down-range resolution of 

the radar is computed as: 

 

dr

c
=

2B


                     

(5.5)

 

 

which gives a down-range resolution of 1.25 cm for the multi-octave band scheme, and 1.67 cm for 

the octave band scheme. In practice, we should be able to distinguish reflections from two targets 

separated by such distances, which should appear as two distinguishable spikes at beat signal level.  

However, simulation of RF-scheme C1 with two targets separated by 1.25 cm only show one 

spike, which means that the two targets are not distinguishable, as shown in fig. 5.30 (a). Further 

simulations shows how the RF-scheme C1 is able to distinguish the two targets when their minimal 

separation is 2 cm (fig. 5.31). For the sake of thoroughness, simulations for other target separations 

were performed, but the results were quite contradictory. As a matter of fact, the simulation results 

show only one spike when the target separation is increased to 2.5 cm (fig. 5.30 (b)) and again two 

spikes when it is set to 3 cm (fig. 5.32). Then, for target separations larger than 3 cm, the two 

reflections are always distinguishable (fig. 5.33). 
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Figure 5.30: Simulation results for RF-scheme C1 with two targets: a) target separation 1.25 cm; 

b) target separation 2.5 cm. 

 

 
Figure 5.31: Simulation results for RF-scheme C1 with two targets separated by 2 cm. 
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Figure 5.32: Simulation results for RF-scheme C1 with two targets separated by 3 cm. 

 

 
Figure 5.33: Simulation results for RF-scheme C1 with two targets separated by 3.5 cm. 

 

Similar results were obtained from simulation of RF-scheme D2. With 1.67 cm target separation, 

corresponding to the down-range resolution computed with (5.5), the simulation results show two 

distinguishable spikes (fig. 5.34). However, simulations of the same RF-scheme with larger target 

separations also show contradictory results: if we increase the target separation to 2 cm, the two 

targets become indistinguishable (fig. 5.35), and only when their separation is increased to 3.75 cm 

we can again see two distinguishable spikes (fig. 5.36). Then, for target separations larger than 3.75 

cm, the two reflections are always distinguishable. 
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Figure 5.34: Simulation results for RF-scheme D2 with two targets separated by 1.66 cm. 

 

 
Figure 5.35: Simulation results for RF-scheme D2 with two targets: a) target separation 2 cm; b) 

target separation 3.33 cm. 

 

 
Figure 5.36: Simulation results for RF-scheme D2 with two targets separated by 3.75 cm. 
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Figure 5.37: Simulation results for RF-scheme D2 with two targets separated by 4 cm. 

 

Even if we increase the number of points for the FFT, quadrupling their number, the results 

illustrated above remain the same for both RF-schemes. 

 
Figure 5.38: Hanning window in time domain (left) and frequency domain (right). 

 

These contradictory results probably originate from the use of a windowing function, which in 

this case is the Hanning window. As a matter of fact, the Hanning window is used to partially 

suppress the sidelobes present in the raw signal (for Hanning window, maximum sidelobe level is 

32 dB lower than main peak), but at the same time it causes a widening of the main peak, for a 

decrease of frequency resolution of about 44 % at -3 dB bandwidth, and of around 100% and -6 dB 

bandwidth [30]. In addition, when we have two close reflections, the sidelobes of the stronger one 

can overlap with the other reflection, either increasing or decreasing the latter. Use of different 
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smoothing windows didn’t show any improvement, and the results obtained for the down-range 

resolution were the same. 

In conclusion, the ADS simulations show a down-range resolution of 3 cm for the RF-scheme 

C1 and of 3.75 cm for the RF-scheme D2. 

5.8 Amplitude characteristic of the receiver. 

In order to investigate the minimum detectable signal and the saturation point of the receiver, 

and determine its amplitude characteristic, several simulations were performed with different target 

attenuations. The resulting amplitude characteristic of the receiver for both schemes C1 and D2 is 

shown in figure 5.39, where also the maximum and minimum estimated signals for typical targets 

are indicated. The amplitude thresholds used in the two schemes are not considered here, but this 

doesn’t change the fact that both the maximum and minimum estimated signals occur within the 

linear portion of the amplitude characteristic of the receiver, ranging from a max of about +3 dBm 

to a min of about -90 dBm, which means that the dynamic range of the receiver is wide enough to 

detect both strong and weak targets. 

However, the dynamic range obtained through simulations appears to be shorter than the value 

computed in section 4.3. This is due to the peak-to-peak variations of the noise floor, which causes 

the noise power to oscillate within ± 15 dB w.r.t. the -102.5 dBm noise floor, and thus decreases the 

dynamic range by about 15 dB. 

 
Figure 5.39: Amplitude characteristic of the radar receiver; the stronger and the weaker signal 

estimated from human body and typical targets, respectively, are also indicated to be within the 

linear part of the receiver’s amplitude characteristics. Input power is measured at RX switch input, 

output power refers to main peak of beat signal at mixer IF output. 
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5.9 Conclusions 

In this chapter, the procedure followed to simulate the RF-scheme in ADS was presented, along 

with simulation objectives and results for different versions and implementations of the RF-scheme 

and different scenarios. 

Two main versions of the RF-scheme were discussed and simulated: version 1, which uses a 

multi-octave band 6-18 GHz chirp signal, and version 2, where the chirp signal occupies the 9-18 

GHz octave band for a 66.7 % fractional bandwidth.   

The first important result obtained by simulations of the RF-scheme in ADS regards the 

investigation on the influence of harmonics generated by the YTO and the frequency doubler at beat 

signal stage. The basic RF-scheme selected for our design, with a cascade of a YTO and a 

frequency doubler for generating the required chirp signal (RF-schemes B1 and B2), produces a 

high level of harmonics, generating extra beat signals which can be erroneously interpreted as 

additional targets, and this makes it unsuitable for this project. Further investigation showed that the 

insertion of a low-pass filter after the YTO to suppress its second harmonics (RF-schemes C1 and 

C2) shows better results, achieving a higher harmonic rejection of 42 dB for RF-scheme C1 and 68 

dB for RF-scheme C2. This substantial difference in the harmonics suppression is explained by the 

fact that version 1 uses a multi-octave band chirp signal (6-18 GHz), whose second harmonics 

partially overlap with the fundamental signal band and can’t be completely suppressed by low-pass 

filtering the frequency content above 18 GHz. On the other hand, this approach is more effective in 

RF-scheme C2, since the harmonics of the 9-18 GHz chirp signal are not overlapped with the 

fundamental signal, and consequently they can be completely rejected by the low-pass filter. 

Additional simulations of more complex RF-schemes (D1 and E1), with insertion of 6-18 GHz 

band-pass filters in front of the power amplifiers, LNA and mixer, were also performed, but the 42 

dB harmonic suppression achieved with RF-Scheme C1 was not improved. As a consequence, RF-

scheme C1 was selected as the best solution to suppress the harmonics of the multi-octave band 

chirp signal. 

As for the octave band version of the RF-scheme, simulations of RF-scheme D2, with an 

additional 9-18 GHz BPF in front of both the RF and LO ports of the mixer, showed a complete 

suppression of harmonics below the noise floor, achieving a much better spurious free dynamic 

range than its multi-octave band counterpart. RF-scheme D2 was thus selected as the best solution 

for harmonics suppression when using the octave band chirp signal. 
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Additional simulations were performed for the two selected RF-schemes to evaluate the 

detectability of weaker targets on the background of a strong reflection (which is likely to be 

represented by the reflections from the human body). In principle, in order to avoid erroneous 

interpretation of higher harmonics as an additional target, RF-scheme C1 requires an amplitude 

threshold of -42 dB with respect to the stronger received signal. This means that its detection ability 

is limited to targets whose reflected signal power does not differ more than 42 dB from the stronger 

reflection. Luckily, investigation on the power reflected from typical targets in realistic application 

scenarios show that the difference between the strongest and the weakest signal is around 20 dB, 

and the selected RF-scheme C1 is consequently suitable for their correct detection even at the 

maximum operational distance of 2 m. 

All the more so, RF-scheme D2 is also capable to detect weaker targets at the maximum 

operational distance on the background of a strong reflection, since it has a twice wider dynamic 

range than RF-scheme C1. 

 For the sake of thoroughness, we also investigated the down-range resolution achieved by the 

two schemes via ADS simulations. Results showed in both cases a worse resolution than the ones 

computed via analytical formula (5.5), probably due to the use of Hanning window which slightly 

reduces the frequency resolution and whose sidelobes can overlap with a target reflection when two 

targets are very close. RF-scheme C1 achieves a down-range resolution of 3 cm, while for RF-

scheme D2, the ADS simulations showed a minimum down-range resolution of 3.75 cm. 

To summarize, ADS simulations have shown satisfactory results and the two selected solutions, 

namely RF-schemes C1 and D2, are both suitable for our project. In general, RF-scheme D2 

achieves a better harmonic suppression than RF-scheme C1, but this doesn’t make it better for our 

project, since both solutions have shown the capability to detect the weakest estimated targets at 

maximum operational distance with the background of human body reflections. In addition, RF-

scheme C1 uses a larger bandwidth and obtains a finer down-range resolution, finally tipping the 

balance in favor of this latter solution. 

In conclusion, RF-scheme C1 is the preferred solution because of its better bandwidth and down-

range resolution.  
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Chapter 6: Conclusions and 

recommendations 

6.1 Conclusions 

In this thesis project, an UWB radar front-end for security applications has been designed and 

simulated. The objectives of this thesis work were to investigate the feasibility of a radar sensor 

achieving high resolution, fast acquisition speed and high-performance in general, while keeping 

cost and complexity to the minimum.  

After a survey of state-of-the-art Imaging systems for security application, and a fundamental 

study of the ways to obtain particular performance requirements, we came to the conclusion that a 

microwave UWB MIMO array-based radar front-end would have been the best solution to the 

problem. FMCW homodyne architecture was selected for its low complexity in the electronics and 

the simplicity in the implementation. An antenna system based on the MIMO technique was 

deemed necessary to reduce the number of elements in the array, with the purpose to reduce its cost 

both in economical and computational terms, without a net deterioration of its performance. Use of 

commercially available components was considered in order to keep the costs low. Definitive 

selection of frequency band was also based on the availability of RF-components, and was selected 

as 6-18 GHz. Unluckily, we couldn’t find any fast YTOs in the 6-18 GHz bandwidth, and in order 

to achieve a fast data acquisition time, we selected a combination of a fast sweep 3-9 GHz YTO and 

a frequency doubler to generate the desired 6-18 GHz sweep, for a data acquisition speed 25 times 

faster than the one we would have obtained by direct sweeping of commercially available 6-18 GHz 

YTOs. 

The selected RF-scheme was finally simulated in ADS to examine its performance. At first, we 

investigated the influence of harmonics generated by the RF-electronics on the beat signal. As a 

matter of fact, the combination of YTO and frequency doubler selected to generate the desired 6-18 

GHz chirp signal also generated spurious harmonics, which at the beat signal stage appears as extra 

beat-signals that could be interpreted as additional targets. Simulations in ADS confirmed that the 

level of these harmonics is relatively high (-26 dB w.r.t main peak at beat signal stage), making the 

basic RF-scheme unsuitable for our design the way it was. Further investigations on possible ways 

to reduce the problem showed that the best solution consists in the insertion of a DC-9 GHz low-

pass filter at the YTO’s output, which allows decreasing the level of such harmonics down to -42 
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dB w.r.t the main peak at the beat signal stage. Total suppression of harmonics was not possible due 

to the fact that the main 6-18 GHz chirp signal contains in-band harmonics that cannot be rejected 

via filtering, and the use of an amplitude threshold to reject everything 42 dB below the strongest 

peak was deemed necessary to avoid detection of harmonics as additional targets. 

An alternative solution was represented by the use of a shorter chirp signal in the 9-18 GHz 

frequency band. Such signal does not contain in-band harmonics, and this makes it possible to 

suppress the harmonics generated by the RF-electronics via filtering. This was also confirmed via 

ADS simulations, which showed a total harmonic suppression with the use of a low-pass filter at 

YTO’s output, and 9-18 GHz band-pass filter at the input of both LO and RF port of the mixer. 

ADS simulations also showed that the 42 dB spurious free dynamic range of the 6-18 GHz RF-

scheme is wide enough to detect the weakest targets (represented by a handgun and a knife)  on the 

background of human body reflections even at the maximum operational distance of the radar, set to 

2 m, thus validating this RF-scheme for our project. All the more so, the 9-18 GHz harmonic free 

solution, given its wider dynamic range, is also capable to detect the weakest targets in the 

background of human body reflection. Additional investigation on their ability to separate 

reflections from two close targets showed a 3 cm down-range resolution for the 6-18 GHz RF-

scheme, and 3.75 cm for the 9-18 GHz RF-scheme. 

 

RF-scheme BW Fractional 

BW 

Harmonic 

suppression 

achieved 

Acquisition 

time 

Down-

range 

resolution 

C1 6-18 GHz 100% -42 dB 0.17 s 3 cm 

D2 9-18 GHz 66.7% -80 dB 0.13 s 3.75 cm 

Table 6.1: Comparative table of the two selected solutions. 

 

 To summarize, ADS simulations have shown satisfactory results, which are reported in table 

6.1, and the two possible solutions, namely RF-schemes C1 and D2, are both suitable for our 

project.  

However, the differences between the two RF-schemes are substantial: first of all, RF-scheme 

C1 has a larger bandwidth, corresponding to 100% fractional bandwidth against the 66.7% 

fractional bandwidth of RF-scheme D2. Considering the requirements on fractional bandwidth 

given in chapter 2, where a fractional bandwidth of at least 100% was required in order to reduce 

the number of elements in the MIMO array without loss of performance, RF-scheme C1 is to be 

preferred. 

In general, RF-scheme D2 achieves a better harmonic suppression than RF-scheme C1, but this 

doesn’t make it better for our project, since both solutions have shown the capability to detect the 
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weakest estimated targets at maximum operational distance in the background of human body 

reflections. In addition, RF-scheme C1 obtains a finer down-range resolution, finally tipping the 

balance in favor of this latter solution. 

In conclusion, RF-scheme C1 is the preferred solution because of its better bandwidth and down-

range resolution. This RF-scheme achieves good performance, and generally speaking, it allows 

achieving the objectives of this thesis. 

6.2 Recommendations, remarks and future work. 

The definitive RF-scheme with 6-18 GHz signal bandwidth meets the general requirements of 

this project, but there is still room for improvement of its performance, although this mainly 

depends on the availability of better RF-components.  

The major improvement would be achieved with the use of a fast and direct 6-18 GHz sweep 

generator (instead of the combination of a 3-9 GHz YTO and frequency doubler) with a lower level 

of 2
nd

 harmonics. According to the simulation results, if the 2
nd

 harmonics generated by YTO were 

around -40 dBc, no amplitude threshold would have been required. Moreover, such solution would 

also exclude the use of frequency doubler and filters, thus further reducing the complexity and cost 

of the electronics. However, a YTO with these characteristics is not available on the market, and a 

quick investigation of the possibilities to have it custom-made excludes such solution in the very 

near future. It is likely that a proper YTO for the ideal RF-scheme will be realized within the next 

few years, so I guess it’s just a question of time. 

On the other side, the results obtained by ADS simulations didn’t take into account out-of-band 

behavior of the selected RF-components, due to lack of data. A better characterization of the 

selected RF-components would certainly give more precise results. 

Another possible improvement on the work presented in this thesis report would be represented 

by the investigation of detectability for a wider variety of targets. As a matter of fact, we performed 

a detectability analysis of a handgun and a ceramic knife as typical targets, but the variety of 

possible threats is much wider, spacing from plastic and ceramic guns and knives to different types 

of explosives. An investigation on the capability of the selected RF-scheme to detect also these 

targets would certainly be useful to further validate the usefulness of this solution. 

Moreover, some assumptions were made on the MIMO array about the antenna coupling levels 

when estimating maximum received signal and about the ISL for the estimation of number of 
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antennas. Although these assumptions are realistic, a deeper study on the feasibility of such results 

is suggested to further validate the results obtained by this thesis project. 

Last but not least, the estimation of phase noise in section 4.2 was made in the worst case 

scenarios, but a careful design of the path length differences and optimization of RF-cable lengths 

could help decrease the total phase noise and thus the total noise power at receiver output. 

To conclude, the work presented in this thesis report shows the feasibility of a high resolution 

UWB radar sensor for concealed weapon detection working in the 6-18 GHz frequency band, with 

minimized acquisition time, cost and complexity.  
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Appendix A: Radar Cross Section 

Measurements 

A.1 Estimation of RCS of typical targets 

The analysis of the detection capability of the RF scheme requires the knowledge of the radar 

cross section of some typical targets, such as a gun and a knife, in the 6-18 GHz bandwidth. The 

scattering of these targets was studied by frequency-domain measurements. The 

Telecommunication Research Center of TU Delft is provided with an anechoic chamber for antenna 

measurements up to 26 GHz, called DUCAT, where we had the opportunity to perform these 

measurements. 

Initially we performed measurements of some reference targets with different antennas, in order 

to check how close the measured RCS would be to the RCS computed with the far-field formulas 

(physical optics approximation).The best results were obtained with a dual polarized wideband horn 

antenna in a monostatic configuration, which gave good results with a dihedral corner reflector as 

reference target, positioned at 3.5 meters distance from the antenna. Successively, the same setup 

was used to measure the scattering from a gun and a knife, placed at 1 m distance from the antenna. 

The results are shown in figures A.2 and A.3. 

The monostatic measurement setup is shown in figure A.1. The data were acquired in the 

frequency domain, between 5 and 18 GHz. The horn antenna was connected to a Vector Network 

Analyzer (VNA), which saved amplitude and phase of the 2-Ports scattering parameters of each 

target in a Touchstone file. These data were finally processed with MATLAB to compute the RCS 

of the targets. 
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Figure A.1: Monostatic setup used for RCS measurements. 

A.1.1 Description of the data processing 

A.1.1.1 Background subtraction 

The scattering parameters measured for each targets actually represent the phasor sum of the 

target plus the contribution of the chamber background.  One simple technique for reducing the 

clutter is “background subtraction”. The scattering parameters resulting from an empty chamber are 

also measured and saved, and successively subtracted from the ones measured from the targets. The 

resulting data is considered to represent the scattering characteristics of the target alone. This 

technique assumes that there is no shadowing of the chamber by the target and its support, so that 

the background contribution is not affected by the presence of the target. 

A.1.1.2 Time-domain processing of the data 

In order to improve the quality of the data, proper pre-processing is required. The frequency 

domain data are at first transformed into time domain via FFT. Windowing and time gating of the 

time-domain signal are then applied, in order to avoid ringing and other anti-causal artifacts. The 

time-domain signals after pre-processing and time gating are shown in figures A.2 and A.3. The 

pre-processed data are finally re-converted into frequency-domain via IFFT, and successively used 

to compute the RCS of the targets.  
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Figure A.2: Time domain signal of dihedral corner reflector, before and after time gating: a) V 

Polarization; b) H polarization. 

 

 
Figure A.3: Time domain signal of typical weapons at 1 m distance, before and after time gating: a) 

gun; b) knife. 

A.1.1.3 Computation of the RCS 

The RCS of a target can be computed with the formula: 

 

3 4
refl

2
transm rx tx

P (4 ) R
 =  

P G G


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
                  (A.1)  

 

If we consider our measurement setup as a 2-ports Network , the measured scattering parameters 

represent the voltage ratio of the wave reflected from the target and the transmitted wave:  

 

i_refl
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j_transm
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S *

V *
                              (A.2)  
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where the subscripts “ij” represents respectively input and output port. If we take the squared 

absolute value of each scattering parameter, we'll obtain the ratio of reflected and transmitted 

power, like in the RCS formula: 

 

i_refl2
ij

j_transm

P
S

P
                              (A.3)  

  

In our monostatic setup the horn antenna represents both the ports, which means we need the S11 

or S22 parameters, which, given the symmetry of our setup, are theoretically identical. Thus we can 

choose S11 for the computation of the RCS: 

 

3 4
2

2
rx tx

(4 ) R
 = S11  

G G





                                                                                                                 (A.4)  

 

The gain of the Dual Polarized Wideband Horn antenna was measured and used in the 

computation, and it is shown in figure A.4. 

 

 
Figure A.4: Dual Polarized Wideband Horn Antenna Gain (dBi). 

A.1.1.4 Results 

The measured RCS for the dihedral corner reflector, the gun and the knife are shown in figures 

A.5 and A.6. For the dihedral corner reflector, the measurements were performed both in vertical 

and horizontal polarization, with the target placed at 3.5 meters distance. From figure A.5 we can 
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see that the measured RCSs are in average about 2 dBsm higher than the RCS computed with the 

physical optics formula. 

For the gun and the knife, the measured RCS are shown in figure A.6. The RCS of the gun 

oscillates between a min of -19.4 dBsm and a max of -9.3 dBsm, while the RCS of the knife varies 

between a min of -12.76 dBsm and -10.02 dBsm. As it can be seen, between 6 and about 8.5 GHz 

the gun shows a slightly higher RCS than the knife, while from about 8.5 to 18 GHz, the knife 

response becomes stronger than the gun.  Over the 6-18 GHz frequency range, the average RCS of 

the gun is thus -13.55 dBsm (0.044 m
2
), while for the knife we have -11.22 dBsm (0.076 m

2
). 

 

 
Figure A.5: Comparison of RCS of dihedral corner reflector measured at both polarizations, with 

the RCS computed with the physical optics formula. 
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Figure A.6: Radar cross section (dBsm) of a knife and a gun measured at 1 meter distance from the 

antenna. 

A.2 Estimation of reflectivity of human body  

In DUCAT, we also performed measurements of human body and metal plate positioned at 0.5 

m distance from the Vivaldi antenna used to acquire the data.  

The main objective was to measure the reflectivity of the human body in the 6-18 GHz 

frequency band, in order to estimate the maximum received signal in section 4.1. The procedure 

followed to process the measured data is very similar to the one used in the previous paragraphs for 

the weapons, and it will only be briefly reported for simplicity. Anyway, the MATLAB code used 

to perform these operations is reported in Appendix B. 

A.2.1 Processing of measured data 

The first operation performed on the measured data was the background subtraction, explained in 

section A.1.1.1; successively, time gating of the data was performed. As it is noticeable in figure 

A.7 (c and d), the time-domain signal before processing contains two strong signals: one at about 3-

5 ns, corresponding to a distance of about 0.5 m, which is caused by reflections from human body, 

and another reflection at about 95 ns (14 m distance), representing an unwanted reflection or signal 

of indiscernible origin, as the maximum size of DUCAT is about 6 m. In any case, this second 

signal does not represent the reflection from human body, and only the signal at around 3 ns was 

taken with time gating. Successively, FFT was performed on the time gated signal, obtaining a 
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signal in the frequency domain. Finally, the reflectivity was estimated via the far-field formula for 

RCS: 

 

3 4

FFT 2
rx tx

(4 ) R
 =S  

G G


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
                            (A.5)  

 

where SFFT represents the squared absolute value of the resulting frequency-domain signal after 

FFT. 

 

 
Figure A.7: Time domain signal from reflections at 0.5 m distance: a) and b) metal plate; c) and d) 

human body. 
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However, although formula (A.5) is typically used to compute RCS of far-field targets, the data 

used to estimate human body reflectivity was measured in the near-field, and the RCS computed in 

this way oscillates a lot. Thus we will use its peak value to estimate the reflectivity of human body, 

to be used in section 4.1 to estimate stronger signal at receiver’s input. 

Figure A.8 shows the gain of the Vivaldi antenna used to perform the measurements of human 

body and metal plate, while A.9 shows the RCS of the gun and the knife and the estimated 

reflectivity of human body and the metal plate, both computed with (A.5).  

 

 

Figure A.8: Gain of Vivaldi antenna used for RCS measurements of human body and metal plate. 

 

 
Figure A.9: Comparison of RCS of gun and knife, with estimated reflectivity of human body and 

metal plate: a) in m
2
; b) in dBsm; 

 

As we can see, RCS of weapons appears to be quite close to the magnitude of reflections from 

human body. However the human reflectivity measured here oscillates a lot due to the near field 

measurements, and we thus only take its peak value, corresponding to -2.98 dBsm or 0.5 m
2
. 
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Appendix B: MATLAB codes 

 

B.1 RCS measurements in DUCAT: data processing 

B.1.1 Function process_gun 

function [RCS_gun, freq] = process_gun 

  
%% Read and save S-parameters 

  
[BG_S,Nport,freq]=readsp2('BG S11 Gun @1m.s2p',2); 
[S,Nport,freq]=readsp2('S11 Gun @1m.s2p',2); 

  
%% Background subtraction 

  
S_NoBG = S - BG_S; 

  
%% Preprocessing 

  
[s,t,Sp_full,ff,H,ph,fh]=tim_freq2time(S_NoBG(:,1,1),1e9,26e9,3e9,5e9,18e9,20e9,

4); 
win = ETWin(20808, 1750, 1850, 2050, 2150); 
s_win = s.*win'; 

  
 % plot the results 
figure(1); 
hold on; 
plot (t,s,'r');  
plot (t,s_win,'b'); 
ylabel('Voltage, [V]') 
xlabel('Time [s]') 
title('Time domain signal due to reflection from a gun at 1 m distance'); 
legend ('before time gating', 'after time gating') 

  
% FFT 
S_processed = 2*fft(s_win); 

  
%% Compute RCS 

  
load ('Gain_DPWH.mat');        % Gain is in linear scale, for computing RCS    
R = 1;                         % Measurement distance [m] 
S11 = S_processed(501:1801);   % Only consider values in 5-18 GHz band 
freq = ff(501:1801); 
Antenna_Gain = g_dpwh; 
lambda = 3e8./freq; 

  
RCS_gun = abs(S11).^2.*((4*pi)^3*R^4)./(Antenna_Gain.^2.*lambda.^2); 

  
figure(2); 
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hold on; 
plot(freq/1e9, 10*log10(RCS_gun))  
xlim([6 18]);grid; 
xlabel('Frequency [GHz]');ylabel('RCS [dBsm]'); 
title('Monostatic RCS of a gun, measured with Dual Polarized Wideband Horn 

antenna'); 

  
save ('Measured_MoRCS_gun_DPWH', 'RCS_gun', 'freq') 
 

B.1.2 Function process_knife 

 

function [RCS_knife, freq] = process_knife 

  
%% Read and save S-parameters 

  
[BG_S,Nport,freq]=readsp2('BG S11 knife @1m.s2p',2); 
[S,Nport,freq]=readsp2('S11 knife @1m.s2p',2); 

  
%% Background subtraction 

  
S_NoBG = S - BG_S; 

  
%% Preprocessing 

  
[s,t,Sp_full,ff,H,ph,fh]=tim_freq2time(S_NoBG(:,1,1),1e9,26e9,3e9,5e9,18e9,20e9,

4); 
 

win = ETWin(20808, 1750, 1850, 2050, 2150); 
s_win = s.*win'; 

  
 % plot the results 
figure(3); 
hold on; 
plot (t,s,'r');  
plot (t,s_win,'b'); 
ylabel('Voltage, [V]') 
xlabel('Time [s]') 
title('Time domain signal due to reflection from a knife at 1 m distance'); 
legend ('before time gating', 'after time gating') 

  
% FFT 
S_processed = 2*fft(s_win); 

  
%% Compute RCS 

  
load ('Gain_DPWH.mat'); 
R = 1;  
S11 = S_processed(501:1801);   % Only consider values in 5-18 GHz band 
freq = ff(501:1801); 
Antenna_Gain = g_dpwh; 
lambda = 3e8./freq; 

  
RCS_knife = abs(S11).^2.*((4*pi)^3*R^4)./(Antenna_Gain.^2.*lambda.^2); 
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figure(4); 
hold on; 
plot(freq/1e9, 10*log10(RCS_knife))  
xlim([6 18]);grid; 
xlabel('Frequency [GHz]');ylabel('RCS [dBsm]'); 
title('Monostatic RCS of a knife, measured with Dual Polarized Wideband Horn 

antenna'); 

  
save ('Measured_MoRCS_knife_DPWH', 'RCS_knife','freq') 

 

B.1.3 Function process_metal_plate 

 

function process_metal_plate 

  
load('MP_50cm001.mat'); 
S = CpxData; 

  
load('BG_MP50cm001.mat'); 
BG_S = CpxData; 

  
%% Background subtraction 

  
S_NoBG = S - BG_S; % S_NoBG here is in the form <1x2001x2> 

  
%% Preprocessing 

  
[s,t,Sp_full,ff,H,ph,fh]=tim_freq2time(S_NoBG(1,:,1),5e9,25e9,5.3e9,5.9e9,18e9,2

0e9,4); % position 1 

 
win = ETWin(20008, 620, 720, 1050, 1150); % Metal_plate_NoBG, position 1 and 2 

  
s_win = s.*win'; 

  
 % plot the results 
figure(1); 
hold on; 
plot (t,s,'r');  
plot (t,s_win,'b'); 
ylabel('Voltage, [V]') 
xlabel('Time [s]') 
title('Time domain signal due to reflection from a metal plate at 0.5 m 

distance'); 
legend ('before time gating', 'after time gating'); 

  
%% FFT 
S_processed = 2*fft(s_win); 
% S_processed and ff are defined from 0 to 200 GHz 
% in order to have them in 5-18 GHz band: 

  
S_fft_5_18_GHz_MP1 = S_processed(501:1801); 
freq = ff(501:1801); 

  
figure(2); 
hold on; 



 

108 

 

plot(freq/1e9, abs(S_fft_5_18_GHz_MP2).^2) 
xlim([6 18]);grid; 
xlabel('Frequency [GHz]');ylabel('Magnitude [dBm]'); 
title('Magnitude of reflection from metal plate at a distance of 0.5 m'); 

 
save ('S_fft_MP1', 'S_fft_5_18_GHz_MP1', 'freq') 

B.1.4 Function process_human_body 

function process_human_body 

  
load('Tim001.mat'); 
S = CpxData; 
clear CpxData; 

  
load('BG_Tim001.mat'); 
BG_S = CpxData; 
clear CpxData; 

 

%% Background subtraction 

  
S_NoBG = S - BG_S; % S_NoBG here is in the form <1x2001x2> 

  
%% Preprocessing 

  
[s,t,Sp_full,ff,H,ph,fh]=tim_freq2time(S_NoBG(1,:,1),5e9,25e9,5.3e9,5.9e9,18e9,2

0e9,4); % position 1 

 

win = ETWin(20008, 550, 650, 1250, 1350); % Human_NoBG, position 1 and 2 

  
s_win = s.*win'; 

  
 % plot the results 
figure(1); 
hold on; 
plot (t,s,'r');  
plot (t,s_win,'b'); 
ylabel('Voltage, [V]') 
xlabel('Time [s]') 
title('Time domain signal due to reflection from a human body at 0.5 m 

distance'); 
legend ('before time gating', 'after time gating') 

  

  
%% FFT 
S_processed = 2*fft(s_win); 
% S_processed and ff are defined from 0 to 200 GHz 
% in order to reduce them to 5-18 GHz band: 

  
S_fft_5_18_GHz_human1 = S_processed(501:1801); 
freq = ff(501:1801); 

  

 
figure(2); 
hold on; 
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plot(freq/1e9, abs(S_fft_5_18_GHz_human2).^2) 
xlim([5 18]);grid; 
xlabel('Frequency [GHz]');ylabel('Magnitude [?]'); 
title('Magnitude of reflection from human body at a distance of 0.5 m'); 

  

 
save ('S_fft_human1', 'S_fft_5_18_GHz_human1', 'freq') 

B.1.5 Function estimate_reflectivity_human_MP 

function [RCS_MP, RCS_human, freq] = estimate_reflectivity_human_MP 

  
%% Compute RCS 

  
load ('Zhuge_Vivaldi_Gains_5_18_GHz.mat'); 

  
R = 0.5; % to be used for human body and metal plate 
Antenna_Gain = Gain_rw_5_18_GHz_intp; 
lambda = 3e8./freq; 
freq = freq; 

  
load ('S_fft_human1.mat'); 
load ('S_fft_MP1.mat'); 

  
RCS_human = 

abs(S_fft_5_18_GHz_human1).^2.*((4*pi)^3*R^4)./(Antenna_Gain.^2.*lambda.^2); 
RCS_MP = 

abs(S_fft_5_18_GHz_MP1).^2.*((4*pi)^3*R^4)./(Antenna_Gain.^2.*lambda.^2); 
save ('RCS_human_body_MP', 'RCS_human', 'RCS_MP', 'freq') 

B.1.6 Function compare_RCS 

function compare_RCS 

  
load ('Meas_MoRCS_gun_DPWH.mat'); 
load ('Meas_MoRCS_knife_DPWH.mat'); 
load ('RCS_human_body_MP'); 

  
figure(4); 
hold on; 
plot(freq/1e9, 10*log10(RCS_human), 'k')  
plot(freq/1e9, 10*log10(RCS_MP), 'g')  
plot(freq/1e9, 10*log10(RCS_gun), 'b')  
plot(freq/1e9, 10*log10(RCS_knife), 'r')  
xlim([6 18]);grid; 
xlabel('Frequency [GHz]');ylabel('RCS [dBsm]'); 
legend('Human Body', 'Metal Plate', 'Gun','Knife', 'Location', 'SouthWest') 
title('Comparison of RCS of human body, metal plate, gun and knife, measured in 

DUCAT'); 

  
figure(5); 
hold on; 
plot(freq/1e9, RCS_human, 'k')  
plot(freq/1e9, RCS_MP, 'g')  
plot(freq/1e9, RCS_gun, 'b')  
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plot(freq/1e9, RCS_knife, 'r')  
xlim([6 18]);grid; 
xlabel('Frequency [GHz]');ylabel('RCS [m^2]'); 
legend('Human Body', 'Metal Plate', 'Gun','Knife', 'Location', 'SouthWest') 
title('Comparison of RCS of human body, metal plate, gun and knife, measured in 

DUCAT'); 

  
save ('RCS_comparison', 'RCS_human', 'RCS_MP', 'RCS_gun', 'RCS_knife', 'freq') 

 

B.1.7 Function compute_propagation_loss_received_power 

function compute_propagation_loss_received_power 

  
%% Compute propagation loss for power analysis 

  
load ('RCS_comparison'); 

  
Gt = 10^(0.6);      % transmit gain = 6 dBi 
Gr = 10^(0.6);      % receive gain = 6 dBi 
lambda = 3e8./freq; % wavelenght in the bandwith 6-18 GHz 
R = 0.5;            % range to target [m] 
Pnoise_dBm = -66.7; % Noise floor at RX input [dBm] 
Pt = 10^(1.824-3);  % Transmit power 18.24 dBm 
Antenna_Gain = 10^(0.6);                 % 6 dBi 

  
L_fs_human = 10*log10(RCS_human.*(Gt*Gr/(4*pi)).*(lambda./(4*pi*R^2)).^2); 
L_fs_gun = 10*log10(RCS_gun.*(Gt*Gr/(4*pi)).*(lambda./(4*pi*R^2)).^2); 
L_fs_knife = 10*log10(RCS_knife.*(Gt*Gr/(4*pi)).*(lambda./(4*pi*R^2)).^2); 

  
L_fs_gun_1m = 10*log10(RCS_gun.*(Gt*Gr/(4*pi)).*(lambda./(4*pi*(2*R)^2)).^2); 
L_fs_knife_1m = 

10*log10(RCS_knife.*(Gt*Gr/(4*pi)).*(lambda./(4*pi*(2*R)^2)).^2); 

  
L_fs_gun_1p5m = 10*log10(RCS_gun.*(Gt*Gr/(4*pi)).*(lambda./(4*pi*(3*R)^2)).^2); 
L_fs_knife_1p5m = 

10*log10(RCS_knife.*(Gt*Gr/(4*pi)).*(lambda./(4*pi*(3*R)^2)).^2); 

  
L_fs_gun_2m = 10*log10(RCS_gun.*(Gt*Gr/(4*pi)).*(lambda./(4*pi*(4*R)^2)).^2); 
L_fs_knife_2m = 

10*log10(RCS_knife.*(Gt*Gr/(4*pi)).*(lambda./(4*pi*(4*R)^2)).^2); 

  
Pr_human_dBm = 18.24 + L_fs_human; 
Pr_gun_50cm_dBm = 18.24 + L_fs_gun; 
Pr_knife_50cm_dBm = 18.24 + L_fs_knife; 

  
Pr_gun_1m_dBm = 18.24 + L_fs_gun_1m; 
Pr_knife_1m_dBm = 18.24 + L_fs_knife_1m; 

  
Pr_gun_1p5m_dBm = 18.24 + L_fs_gun_1p5m; 
Pr_knife_1p5m_dBm = 18.24 + L_fs_knife_1p5m; 

  
Pr_gun_2m_dBm = 18.24 + L_fs_gun_2m; 
Pr_knife_2m_dBm = 18.24 + L_fs_knife_2m; 

 
figure(1); 
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hold on; 
plot(freq/1e9, L_fs_human,'k') 
plot(freq/1e9, L_fs_gun,'b') 
plot(freq/1e9, L_fs_knife,'r') 
xlim([6 18]);grid; 
xlabel('Frequency [GHz]');ylabel('Propagation loss [dB]'); 
title('Propagation loss due to reflections from human body and typical 

targets'); 
legend('Human Body at 0.5 m', 'Gun at 0.5 m', 'Knife at 0.5 m', 'Location', 

'SouthWest') 
save ('Propagation_Loss@0.5m', 'L_fs_human', 'L_fs_gun', 'L_fs_knife', 'freq') 

  
figure(2); 
hold on; 
plot(freq/1e9, L_fs_human,'k') 
plot(freq/1e9, L_fs_gun_1m,'b') 
plot(freq/1e9, L_fs_knife_1m,'r') 
xlim([6 18]);grid; 
xlabel('Frequency [GHz]');ylabel('Propagation loss [dB]'); 
title('Propagation loss due to reflections from human body and typical 

targets'); 
legend('Human Body at 0.5 m', 'Gun at 1 m', 'Knife at 1 m', 'Location', 

'SouthWest') 
save ('Propagation_Loss_strong_weak', 'L_fs_human', 'L_fs_gun_1m', 

'L_fs_knife_1m', 'freq') 

  
figure(3); 
hold on; 
plot(freq/1e9, L_fs_human,'k') 
plot(freq/1e9, L_fs_gun_1p5m,'b') 
plot(freq/1e9, L_fs_knife_1p5m,'r') 
xlim([6 18]);grid; 
xlabel('Frequency [GHz]');ylabel('Propagation loss [dB]'); 
title('Propagation loss due to reflections from human body and typical 

targets'); 
legend('Human Body at 0.5 m', 'Gun at 1.5 m', 'Knife at 1.5 m', 'Location', 

'SouthWest') 
save ('Propagation_Loss_strong_weak', 'L_fs_human', 'L_fs_gun_1m', 

'L_fs_knife_1m', 'freq') 

  
figure(4); 
hold on; 
plot(freq/1e9, L_fs_human,'k') 
plot(freq/1e9, L_fs_gun_2m,'b') 
plot(freq/1e9, L_fs_knife_2m,'r') 
xlim([6 18]);grid; 
xlabel('Frequency [GHz]');ylabel('Propagation loss [dB]'); 
title('Propagation loss due to reflections from human body and typical 

targets'); 
legend('Human Body at 0.5 m', 'Gun at 2 m', 'Knife at 2 m', 'Location', 

'SouthWest') 
save ('Propagation_Loss_strong_weak', 'L_fs_human', 'L_fs_gun_1m', 

'L_fs_knife_1m', 'freq') 

  

  
figure(5); 
hold on; 
plot(freq/1e9, Pr_human_dBm,'k') 
plot(freq/1e9, Pr_gun_dBm,'b') 
plot(freq/1e9, Pr_knife_dBm,'r') 
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plot(freq/1e9, Pnoise_dBm,'g') 
xlim([6 18]);grid; 
xlabel('Frequency [GHz]');ylabel('Received Power [dBm]'); 
legend('Human Body at 0.5 m', 'Gun at 0.5 m', 'Knife at 0.5 m', 'Noise floor', 

'Location', 'SouthWest') 
title('Received power at RX input due to reflections from human body and typical 

targets'); 

  
figure(6); 
hold on; 
plot(freq/1e9, Pr_human_dBm+15,'k') 
plot(freq/1e9, Pr_gun_dBm+15,'b') 
plot(freq/1e9, Pr_knife_dBm+15,'r') 
xlim([6 18]);grid; 
xlabel('Frequency [GHz]');ylabel('Received Power [dBm]'); 
title('Received power at mixer output due to reflections from human body and 

typical targets'); 
legend('Human Body at 0.5 m', 'Gun at 0.5 m', 'Knife at 0.5 m', 'Location', 

'SouthWest') 

  
figure(7); 
hold on; 
plot(freq/1e9, Pr_human_dBm,'k') 
plot(freq/1e9, Pr_gun_1m_dBm,'b') 
plot(freq/1e9, Pr_knife_1m_dBm,'r') 
plot(freq/1e9, Pnoise_dBm,'g') 
xlim([6 18]);grid; 
xlabel('Frequency [GHz]');ylabel('Received Power [dBm]'); 
title('Received power at RX input due to reflections from human body and typical 

targets'); 
legend('Human Body at 0.5 m', 'Gun at 1 m', 'Knife at 1 m', 'Noise floor', 

'Location', 'SouthWest') 

  
figure(8); 
hold on; 
plot(freq/1e9, Pr_human_dBm+15,'k') 
plot(freq/1e9, Pr_gun_1m_dBm+15,'b') 
plot(freq/1e9, Pr_knife_1m_dBm+15,'r') 
xlim([6 18]);grid; 
xlabel('Frequency [GHz]');ylabel('Received Power [dBm]'); 
legend('Human Body at 0.5 m', 'Gun at 1 m', 'Knife at 1 m', 'Location', 

'SouthWest') 
title('Received power at mixer output due to reflections from human body and 

typical targets'); 

  
figure(9); 
hold on; 
plot(freq/1e9, Pr_human_dBm,'k') 
plot(freq/1e9, Pr_gun_1p5m_dBm,'b') 
plot(freq/1e9, Pr_knife_1p5m_dBm,'r') 
plot(freq/1e9, Pnoise_dBm,'g') 
xlim([6 18]);grid; 
xlabel('Frequency [GHz]');ylabel('Received Power [dBm]'); 
title('Received power at RX input due to reflections from human body and typical 

targets'); 
legend('Human Body at 0.5 m', 'Gun at 1.5 m', 'Knife at 1.5 m', 'Noise floor', 

'Location', 'SouthWest') 

  
figure(10); 
hold on; 
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plot(freq/1e9, Pr_human_dBm+15,'k') 
plot(freq/1e9, Pr_gun_1p5m_dBm+15,'b') 
plot(freq/1e9, Pr_knife_1p5m_dBm+15,'r') 
xlim([6 18]);grid; 
xlabel('Frequency [GHz]');ylabel('Received Power [dBm]'); 
legend('Human Body at 0.5 m', 'Gun at 1.5 m', 'Knife at 1.5 m', 'Location', 

'SouthWest') 
title('Received power at mixer output due to reflections from human body and 

typical targets'); 

  

  
figure(11); 
hold on; 
plot(freq/1e9, Pr_human_dBm,'k') 
plot(freq/1e9, Pr_gun_2m_dBm,'b') 
plot(freq/1e9, Pr_knife_2m_dBm,'r') 
plot(freq/1e9, Pnoise_dBm,'g') 
xlim([6 18]);grid; 
xlabel('Frequency [GHz]');ylabel('Received Power [dBm]'); 
title('Received power at RX input due to reflections from human body and typical 

targets'); 
legend('Human Body at 0.5 m', 'Gun at 2 m', 'Knife at 2 m', 'Noise floor', 

'Location', 'SouthWest') 

  
figure(12); 
hold on; 
plot(freq/1e9, Pr_human_dBm+15,'k') 
plot(freq/1e9, Pr_gun_2m_dBm+15,'b') 
plot(freq/1e9, Pr_knife_2m_dBm+15,'r') 
xlim([6 18]);grid; 
xlabel('Frequency [GHz]');ylabel('Received Power [dBm]'); 
legend('Human Body at 0.5 m', 'Gun at 2 m', 'Knife at 2 m', 'Location', 

'SouthWest') 
title('Received power at mixer output due to reflections from human body and 

typical targets'); 

  
figure(13); 
hold on; 
plot(freq/1e9, Pr_gun_dBm-Pnoise_dBm,'b') 
plot(freq/1e9, Pr_knife_dBm-Pnoise_dBm,'r') 
xlim([6 18]);grid; 
xlabel('Frequency [GHz]');ylabel('Signal-to-Noise Ratio [dB]'); 
title('SNR at RX input due to reflections from typical targets at 0.5 m 

distance'); 
legend('Gun', 'Knife', 'Location', 'SouthWest') 

  
figure(14); 
hold on; 
plot(freq/1e9, Pr_gun_1m_dBm-Pnoise_dBm,'b') 
plot(freq/1e9, Pr_knife_1m_dBm-Pnoise_dBm,'r') 
xlim([6 18]);grid; 
xlabel('Frequency [GHz]');ylabel('Signal-to-Noise Ratio [dB]'); 
title('SNR at RX input due to reflections from typical targets at 1 m 

distance'); 
legend('Gun', 'Knife', 'Location', 'SouthWest') 

  
figure(15); 
hold on; 
plot(freq/1e9, Pr_gun_1p5m_dBm-Pnoise_dBm,'b') 
plot(freq/1e9, Pr_knife_1p5m_dBm-Pnoise_dBm,'r') 
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xlim([6 18]);grid; 
xlabel('Frequency [GHz]');ylabel('Signal-to-Noise Ratio [dB]'); 
title('SNR at RX input due to reflections from typical targets at 1.5 m 

distance'); 
legend('Gun', 'Knife', 'Location', 'SouthWest') 

  
figure(16); 
hold on; 
plot(freq/1e9, Pr_gun_2m_dBm-Pnoise_dBm,'b') 
plot(freq/1e9, Pr_knife_2m_dBm-Pnoise_dBm,'r') 
xlim([6 18]);grid; 
xlabel('Frequency [GHz]');ylabel('Signal-to-Noise Ratio [dB]'); 
title('SNR at RX input due to reflections from typical targets at 2 m 

distance'); 
legend('Gun', 'Knife', 'Location', 'SouthWest') 

  

B.2 Phase noise 

B.2.1 Function Receiver_noise 

function [N_out_dBm] = Receiver_noise 

  
%% Receiver's parameters 

  
F_sw = 10^(0.4);              % F switch plus RF-cable = 4 dB 
G_sw = 10^(0-0.4);            % G switch plus RF-cable = -4 dB 
F_lna = 10^(0.25);            % F LNA = 2.5 dB 
G_lna = 10^(2.8);             % G LNA = 28 dB 
F_mix = 10^(1.05);            % F mixer = 10.5 dB 
G_mix = 10^(0-1.2);           % G mixer = -12 dB 
Gtot  = G_mix*G_lna*G_sw;     % Total gain of receiver 

  

  
%% Receiver's Noise factor 
F = F_sw + (F_lna-1)/G_sw + (F_mix-1)/(G_sw*G_lna);  

  
%% Receiver's Noise figure 
N_F = 10*log10(F);          % Noise figure of receiver  

  
%% Receiver's Noise temperature: 

  
T0 = 290;                      % Ambient temperature [K] 
Tn = (F-1)*T0;                 % Receiver's Noise temperature [K] 

  
%% Thermal noise at receiver's input 

  
k = 1.38e-23;                  % Boltzmann's constant [J/K] 
B = 12e9;                      % Operational Bandwidth [Hz] 

  
% Time domain: 

  
N0 = k*B*T0;                   % Thermal noise at receiver's input due to 

environmental temp.[W] 
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N0_dBm = 30+10*log10(N0);      % Thermal noise at receiver's input [dBm] 

  
%% Total noise power at receiver's input 

  
k = 1.38e-23;                         % Boltzmann's constant [J/K] 
B = 12e9;                             % Operational Bandwidth [Hz] 

  
% Time Domain: 
N_in = k*B*F*T0;                      % Total noise power at receiver's input 

[W] 
N_in_dBm = 30+10*log10(N_in);         % Total noise power at receiver's input 

[dBm] 

  
%% Noise Power at mixer's output 

  
T_sw = 5e-4;                          % Sweep Time [s] scheme 

  
% Frequency Domain:      
N_out = k*F*T0*Gtot/T_sw;             % Total noise power at receiver's output 

[W] 
N_out_dBm = 30+10*log10(N_out);       % Total noise power at receiver's output 

[dBm] 

  

B.2.2 Function N_ant 

 
function [N_ant]= N_ant (R, d_ant) 

  
%% Phase noise due to antenna reflections at mixer IF output 

  
B = 12e9;                     % Operational Bandwidth [Hz] 
c = 2.3e8;                    % Speed of electromagnetic wave in RF-cables [m/s] 
P_rf = 10^(1.824-3);          % Power driven at antenna [W]or 18.24 dBm 
G_sw = 10^(0-0.4);            % G switch plus RF_cable = -4 dB 
G_lna = 10^(2.8);             % G LNA = 28 dB 
G_mix = 10^(0-1.2);           % G mixer = -12 dB 
Grec = G_mix*G_lna*G_sw;      % Total gain of receiver 
Iant = 10^(2.5);              % Antenna isolation 25 dB 
Tsw = 5e-4;                   % Sweep Time (s) 
SS = 10^(0-12.96+2*log10(2)); % Single-sideband oscillator phase noise density  
                              % w.r.t. carrier [dBc/Hz]; -129.6 dBc/Hz @ 320 Khz 

offset 

  
% Phase noise correlation coefficient antenna: 
K_ant = 4*(sin(pi*2*R*B/(c*Tsw).*d_ant/c)).^2;  

  
% Phase noise due to antenna reflections at mixer IF output: 
N_ant = P_rf*SS.*K_ant.*Grec./(Tsw*Iant); % [W] 

 

B.2.3 Function N_mix 

function [N_mix]= N_mix (R, d_mix) 
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%% Phase noise due to antenna reflections at mixer IF output 

  

  

 
B = 12e9;                     % Operational Bandwidth [Hz] 
c = 2.3e8;                    % Speed of electromagnetic wave in RF-cables [m/s] 
Lcpl_f = 10^(1.046);          % Coupling Loss Coupler 10+0.46 dB 
P_rf = 10^(2.95);             % Input Power at coupler's [W] or 29.5 dBm 
G_sw = 10^(0-0.4);            % G switch and RF-cable = -4 dB 
G_lna = 10^(2.8);             % G LNA = 28 dB 
G_mix = 10^(0-1.2);           % G mixer = -12 dB 
Grec  = G_mix*G_lna*G_sw;     % Total gain of receiver 
Lmix_iso = 10^(2);            % Mixer LO-to-RF isolation 20 dB 
Tsw = 5e-4;                   % Sweep Time (s) 
SS = 10^(0-12.96+2*log10(2)); % Single-sideband oscillator phase noise density  
                              % w.r.t. carrier [dBc/Hz]; -129.6 dBc/Hz @ 320 Khz 

offset 
Refl = 10^((0-10)/10);        % Reflection coefficient, given 10 dB return loss 

  
% Phase noise correlation coefficient antenna: 
K_mix = 4*(sin(pi*2*R*B/(c*Tsw).*d_mix/c)).^2;  

  
% Phase noise due to antenna reflections at mixer IF output: 
N_mix = P_rf*(abs(Refl)^2)*SS.*K_mix*Grec/(Tsw*Lcpl_f*Lmix_iso); % [W] 

 

 B.2.4 Function N_obj 

function [N_obj, freq] = N_obj (R_obj, RCS_obj) 

  
%% Phase noise due to short-range object at mixer IF output 

  
B = 12e9;                    % Operational Bandwidth [Hz] 
c = 2.3e8;                     % Speed of light [m/s] 
Gtx = 10*log10(6/10);        % Transmit Gain 6 dBi 
Grx = 10*log10(6/10);        % Receive Gain 6 dBi 
freq = (60:180)*1e8;         % range of frequencies 6-18 GHz [Hz] with 121 

values 
lambda = c./freq;            % Wavelength [m] 
P_rf = 10^(1.824-3);         % Power driven at antenna [W] or 18.24 dBm 
Tsw = 5e-4;                  % Sweep Time [s] 
G_sw = 10^(0-0.4);           % G switch and RF-cable = -4 dB 
G_lna = 10^(2.8);            % G LNA = 28 dB 
G_mix = 10^(0-1.2);          % G mixer = -12 dB 
Grec  = G_mix*G_lna*G_sw;    % Total gain of receiver 
SS = 10^(0-11.76+2*log10(2)); % Single-sideband oscillator phase noise density  
                              % w.r.t. carrier [dBc/Hz]; -117.6 dBc/Hz @ 80 Khz 

offset 

  
% Phase noise correlation coefficient antenna: 
K_obj = 4*(sin(pi*2.*R_obj*B/(c*Tsw)*2.*R_obj/c)).^2;  

  
% Phase noise due to short-range pbject at mixer IF output: 
N_obj = 

P_rf*Gtx*Grx*SS.*K_obj*Grec.*RCS_obj.*(lambda.^2)./((4*pi)^3*Tsw.*R_obj.^4);   % 

[W] 
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 B.2.4 Function Total_noise_power 

function Total_noise_power 

  
%% Common Variables 

  
% R = (10:2:250)/100;         % Range to target between 0.1 and 2.5 [m] with 121 

values 

 
%% Thermal noise and Noise figure 

  
[Nf_out_dBm] = Receiver_noise; 

  
Nf_out = 10^((Nf_out_dBm-30)/10); 

  
%% Phase noise due to antenna crosstalk at mixer IF output 

  
d_ant = 0.05;              % time diff. source-to-LO mixer port and source-to-

tx-antenna-to-rx-antenna-RF port mixer [m] 

 
[N_antenna] = N_ant (R, d_ant);       % Phase Noise [W] 
N_ant_dBm = 30+10*log10(N_antenna);   % Phase Noise [dBm] 

  
%% Phase noise due to Mixer LO leakage at mixer IF output 

  
d_mix = 4; 

  
[N_mixer] = N_mix (R, d_mix);         % Phase Noise [W] 
N_mix_dBm = 30+10*log10(N_mixer);     % Phase Noise [dBm] 

  
%% Phase noise due to short-range object at mixer IF output 

  
RCS_obj = 1;                            % RCS of target [m^2] 

  
[N_object, freq] = N_obj(R,RCS_obj);    % Phase Noise [W] 
N_obj_dBm = 30+10*log10(N_object);      % Phase Noise [dBm] 

  

  

  
%% Total Phase Noise 

  
N_ph = N_antenna+N_mixer+max(N_object); % [W] 
N_tot = N_ph+Nf_out;                    % [W] 

  
% save ('Phase_noise@IF_output_vs_range.mat','N_antenna', 'N_mixer', 'N_object', 

'N_ph', 'N_tot', 'R') 
% save ('Phase_noise@IF_output_vs_delta.mat','N_antenna', 'N_mixer', 'N_object', 

'N_ph','N_tot', 'delta') 

  
 

%% Plot Noise vs Range 

  
figure(1); 
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hold on; 
plot(R, 30+10*log10(N_antenna),'r' ) 
plot(R, 30+10*log10(N_mixer),'g' ) 
plot(R, 30+10*log10(N_object),'b' ) 
plot(R, 30+10*log10(N_ph),'k') 

  
grid; xlabel('Range to target [m]'); ylabel('Noise Power [dBm]'); 
title('Phase noise contributions at mixer IF output, with maximum path length 

difference'); 
legend('Phase noise antenna', 'Phase noise Mixer', 'Phase noise short-range 

target', 'Total phase noise','Location', 'SouthEast') 

  
figure(4); 
hold on; 
plot(R, 30+10*log10(N_ph),'b' ) 
plot(R, 30+10*log10(N_tot),'k' ) 
plot(R, Nf_out_dBm,'r' ) 
grid; xlabel('Range to target [m]'); ylabel('Noise Power [dBm]'); 
title('Total noise spectral density at mixer IF output, with maximum path lenght 

difference'); 
legend('Total phase noise','Total Noise', 'Receiver Noise' ,'Location', 'Best') 

 

B.3 Load and plot ADS dataset 

B.3.1 Function load_and_plot_ADS_dataset 

function load_and_plot_ADS_dataset 

 
fid                 = fopen(strcat(‘ADS_dataset_filename.txt’)); 
[freq, beat_signal] = extract_data (fid); 

 

%% Plot data 

  
figure(1); 
hold on; 
plot(freq/1e6,beat_signal) 
grid; 
xlabel('Beat Frequency [MHz]');ylabel('Beat Signal [dBm]'); 
title('Beat signal of RF-scheme simulated in ADS') 

 

B.3.2 Function extract_data 

function [freq, beat_signal] = extract_data (fid) 

  
data_cellarray      = textscan(fid , '%s'); % extract data in a cell-array 
new_cell_array      = data_cellarray{1}; 
char_array          = char(new_cell_array); %transform data to char for better 

handling 
max_index           = size(char_array); 
freq                = []; 
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beat_signal         = []; 

  
counter             = 0; 
for index=3:2:max_index 
    counter             = counter+1; 
    X_axis(1,counter)   = textscan(char_array(index,:), '%f'); 
    freq (1,counter)    = X_axis {1,counter}; 
end; 

  
counter             =0; 
for index=4:2:max_index 
    counter             = counter+1; 
    Y_axis(1,counter)   = textscan(char_array(index,:), '%f'); 
    beat_signal (1,counter)   = Y_axis {1,counter}; 

  
end; 
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Appendix C: Selected RF-components’ 

datasheets 

YIG-tuned Oscillator: 
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Frequency Doubler FDMP20401 by Teledyne Cougar: 
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Power Amplifier by AML-Microsemi: 

 

 

 

 

 

 

 

 

 



 

126 

 

 

Power Amplifier model n. A2CP18629, by Teledyne Cougar: 
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Directional Coupler CD-602-183-20S-R by Miteq: 
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10-way Power Divider, model n. PS10-11, by Microwave Communications Laboratories, Inc.: 
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IQ Mixer model n. IRM0618HC2Q, by MITEQ: 
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Low Noise Amplifier, model n. CBL06182825, by Cernex, Inc.: 
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SP6T Switch by G.T. Microwave: 
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SP10T Switch by Herley Microwave: 
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List of Acronyms 

 

ADC: Analog-to-Digital Converter 

ADS: Advanced Design System. 

AM: Amplitude Modulation. 

ATOM: Airport detection and Tracking Of dangerous Materials by passive and active 

sensors arrays. 

BPF: Band-Pass Filter. 

CW: Continuous Wave. 

DUCAT: Delft University Chamber for Antenna Tests. 

EEMCS: Electrical Engineering, Mathematics, and Computer Engineering. 

EIRP: Equivalent Isotropic Radiated Power. 

FFC: Federal Communications Commission. 

FM: Frequency Modulation. 

FMCW: Frequency Modulated Continuous Wave. 

LO: Local Oscillator. 

LPF: Low-Pass Filter. 

MIMO: Multiple Input Multiple Output. 

MMW: MilliMeter Wave 

MTS-R: Microwave Technology and Systems for Radar. 

PSD: Power Spectral Density. 

RAR: Real Aperture Radar. 

RCS: Radar Cross Section. 

RF: Radar Frequency. 

SAR: Synthetic Aperture Radar. 

SFCW: Stepped Frequency Continuous Wave. 

SNR: Signal-to-Noise Ratio. 

UWB: Ultra Wide-Band. 

VCO: Voltage Controlled Oscillator. 

YIG: Yttrium Iron Garnet. 

YTO: YIG-tuned Oscillator. 

 


	Abstract
	Acknowledgements
	Chapter 1: Introduction
	1.1 Research problem description and objectives
	1.2 State-of-the-art Active Imaging Radars for concealed weapon detection
	1.2.1 Other methods for Concealed Weapon Detection

	1.3 Challenges, chosen approach and novelties
	1.4 Overview of the thesis report

	Chapter 2: Feasibility study
	2.1 Functional requirements of the UWB sensor for concealed weapon detection
	2.2 Selection of frequency band
	2.3 Selection of UWB technology
	2.4 Estimation of number of antennas
	2.4.1 Data acquisition and spatial sampling
	2.4.2 MIMO approach and sparse array concept

	2.5 Conclusions

	Chapter 3: Development of FMCW multi-channel scheme
	3.1 General description of homodyne FMCW radar block diagram
	3.2 Selection of the multi-channel RF-scheme
	3.2.1 Tradeoff between data acquisition time and number of receive channels
	3.2.2 Selection of commercial off-the shelves components and final selection of number of receive channels.

	3.3 Conclusions

	Chapter 4: FMCW performance analysis
	4.1 Power Analysis
	4.2 Noise Analysis
	4.2.1 Phase noise estimation

	4.3 Power Budget and Dynamic Range
	4.4 Detectability Analysis
	4.5 Conclusions

	Chapter 5: Simulation of the RF-scheme with ADS
	5.1 Brief overview of ADS
	5.2 Objectives of the simulations
	5.3 Modeling of basic RF-scheme for UWB FMCW radar system
	5.3.1 Modeling of the transmitter
	5.3.2 Modeling of ideal chirp signal generator
	5.3.3 Modeling of realistic chirp signal generator
	5.3.4 Modeling of the receiver
	5.3.5 Modeling of targets

	5.4 Set-up of Circuit Envelope simulations
	5.4.1 Technical limitations of the simulations

	5.5 Investigation on harmonics influence
	5.5.1 Simulation of RF-schemes A1 and A2
	5.5.1.1 Simulation for ideal 6-18 GHz chirp signal: RF-scheme A1
	5.5.1.2 Simulation for realistic 6-18 GHz chirp signal: RF-scheme A1
	5.5.1.3 Simulation for ideal 9-18 GHz chirp: RF-scheme A2
	5.5.1.4 Simulation for realistic 9-18 GHz chirp: RF-scheme A2

	5.5.2 Simulation of RF-schemes B1 and B2
	5.5.2.1 Simulation for ideal 3-9 GHz chirp: RF-scheme B1
	5.5.2.2 Simulation for ideal 4.5-9 GHz chirp: RF-scheme B2
	5.5.2.3 Simulation for realistic 3-9 GHz chirp: RF-scheme B1
	5.5.2.4 Simulation for realistic 4.5-9 GHz chirp: RF-scheme B2

	5.5.3 Simulation of improved RF-schemes with harmonics suppression
	5.5.3.1 Simulation of realistic RF-schemes C1 and C2
	5.5.3.2 Simulation of realistic RF-schemes D1 and D2
	5.5.3.3 Simulation of RF-scheme E1

	5.5.4 Summary of harmonic suppression

	5.6 Detectability analysis of weaker targets
	5.7 Down-Range resolution of RF-schemes C1 and D2
	5.8 Amplitude characteristic of the receiver.
	5.9 Conclusions

	Chapter 6: Conclusions and recommendations
	6.1 Conclusions
	6.2 Recommendations, remarks and future work.

	References
	Appendix A: Radar Cross Section Measurements
	A.1 Estimation of RCS of typical targets
	A.1.1 Description of the data processing
	A.1.1.1 Background subtraction
	A.1.1.2 Time-domain processing of the data
	A.1.1.3 Computation of the RCS
	A.1.1.4 Results


	A.2 Estimation of reflectivity of human body
	A.2.1 Processing of measured data


	Appendix B: MATLAB codes
	B.1 RCS measurements in DUCAT: data processing
	B.1.1 Function process_gun
	B.1.2 Function process_knife
	B.1.3 Function process_metal_plate
	B.1.4 Function process_human_body
	B.1.5 Function estimate_reflectivity_human_MP
	B.1.6 Function compare_RCS
	B.1.7 Function compute_propagation_loss_received_power

	B.2 Phase noise
	B.2.1 Function Receiver_noise
	B.2.2 Function N_ant
	B.2.3 Function N_mix
	B.2.4 Function N_obj
	B.2.4 Function Total_noise_power

	B.3 Load and plot ADS dataset
	B.3.1 Function load_and_plot_ADS_dataset
	B.3.2 Function extract_data


	Appendix C: Selected RF-components’ datasheets
	List of Acronyms

