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Abstract

Public deliberations play a crucial role in demo-
cratic systems. Howeyver, the unstructured nature
of deliberations leads to challenges for modera-
tors to analyze the large volume of data produced.
This paper aims to solve this challenge by auto-
matically identifying subjective topics behind pub-
lic discourse by leveraging Large Language Mod-
els (LLMs). The study is structured around two
core objectives: Identifying Gold Labels and Ex-
ploring Subjective Human Labels. The results
highlight that fine-tuning the LLaMa-2 model with
QLoRa outperforms other methods for Identify-
ing Gold Labels, while the Few-Shot Chain of
Thoughts method, enhanced with EmotionPrompt,
is particularly effective in capturing subjective vari-
ations in human annotations. However, the study
also underscores significant limitations, such as
the dependency on large, high-quality annotated
datasets and the tendency of models to produce hal-
lucinations. These findings highlight the potential
of LLMs to identify subjective topics behind pub-
lic discourse, while also emphasizing the need for
further research to address these challenges.

1 Introduction

Nowadays, due to an urgent demand for citizen participa-
tion in deliberations [1], engagement in public debates has
gained greater significance. Deliberative democracy is now
a thriving area and a vital component of the democratic sys-
tems [2]. Still, the unstructured nature of deliberations often
leads to challenges for moderators to comprehend and ana-
lyze the large volume of data produced [3]. The problem
arises when discussing scaling up deliberations because de-
liberative practices need to be sustained and effective on a
larger scale, influencing broader decision-making processes
and societal actions [4]. An essential first step in structuring
deliberations is to identify the topics within them, as public
debates often present various topics that uncover numerous
hidden subtopics within the context. This approach aims to
help moderators to understand the dominant contextual pat-
terns in public discourse.

In every classification problem, labeled data is essential,
but it necessitates employing a group of annotators to label
the dataset, a process that is both costly and time-consuming.
The challenge is further compounded when considering the
subjectivity of annotators, particularly in tasks like topic iden-
tification [5]. Here, variations in interpretation, context un-
derstanding, text ambiguity, and personal biases can result in
diverse annotations. Based on the hypothesis that disagree-
ment should be treated as signal rather than noise, and mi-
nority voices should not be excluded [6, 7, 8], this research
is divided into two parts: Identifying Gold Labels, a single
true set of possible labels, and Exploring Subjective Human
Labels to discover each annotator’s subjective decisions.

In recent years, the field of natural language processing
(NLP) has undergone a significant transformation with the

emergence of large language models (LLMs). The progress
in this domain is largely attributed to increasing the scale of
language models: enhancing the computational power, ex-
panding the number of model parameters, and extending the
training datasets [9]. Building on this foundation, these de-
velopments have led LLMs to approach human-level per-
formance when it comes to processing and generating text
with coherent communication [10], and performing complex
tasks across diverse fields [11, 12]. Advanced LLMs offer
a promising opportunity to revolutionize the identification of
subjective data annotation.

Previous studies have extensively explored the capabili-
ties of LLMs in diverse NLP applications, such as text clas-
sification [13, 14], topic modeling [15], as well as their
capabilities to outperform humans in annotating datasets
[16, 17, 18]. While the performance of LLMs for text annota-
tion is promising, several aspects remain unclear and require
further research, especially in leveraging LLMs to discover
subjective topics in annotators’ decisions during the labeling
process. To fill this gap, this research aims to answer the main
question:

“How can Large Language Models classify subjec-
tive topics behind public discourse?”

Addressing this research question could redefine the land-
scape of subjective data annotation, ultimately contributing
to the underlying problem of helping moderators structure de-
liberations. To help answer this main research question, two
secondary questions have been formulated:

o “What methods can we use to train LLMs to find subjec-
tive topics behind opinions?”

e “How can we evaluate the subjectivity of the topics gen-
erated by LLMs methods?”

Addressing these questions will provide a clearer understand-
ing of the process of utilizing LLMs as subjective annotators,
the techniques used to identify subjective topics, and which
method performs best. Moreover, to expand the possibilities
for automatic data annotation in subjective contexts, the pro-
cess of data preparation will be presented, from identifying
topic labels in an unlabeled dataset to the manual annotation
and aggregation of labels for evaluation. The manual annota-
tion process will further provide insights on the level of sub-
jectivity of the task, as complete label agreement towards a
given set of items happens very rarely [19, 20, 21].

This research is structured as follows. Section 2 provides
the background of the study, discussing topic modeling tech-
niques and the role of subjectivity in identifying topics. Sec-
tion 3 gives an overview of the data used during the experi-
ments, detailing the label extraction, annotation, and aggrega-
tion process. Section 4 introduces the research methodology,
detailing the experimental setup for prompting methods and
fine-tuning the LLM. Section 5 presents the approach used
to evaluate the methods and the results obtained from these
experiments. A detailed discussion in Section 5 expands on
the findings and addresses the study’s limitations. The paper
continues with Section 6, which considers the responsible re-
search aspects implemented throughout the study. Finally,
Section 7 summarizes the key findings, points out opportuni-
ties for further work, and concludes the research.



2 Background

This section explores topic modeling techniques to identify
the main topics within a dataset and examines the role of
subjectivity when identifying topics within a corpus of text.
Thus, it sets the foundation for the methodologies and exper-
iments discussed later in the research.

2.1 Topics modeling techniques

A topic is a central theme or subject that emerges from a text.
Topics discussed during deliberations often possess a com-
plex nature; they do not fit neatly within single disciplinary
boundaries and may span multiple fields of expertise [22].
While there may be a clear main subject in any discussion,
the context frequently reveals various subtopics that can be
significant for a deeper understanding and analysis of exten-
sive datasets.

To efficiently extract features from a vast corpus of text
data, various text mining approaches have been developed
with topic modeling being the most commonly employed
technique [23]. Topic modeling is fundamentally an unsuper-
vised approach that identifies underlying topics—represented
as distributions of words—across a document corpus and de-
termines each document’s affinity to these topics. It is a tech-
nique to identify thematic structures within textual data, en-
abling efficient exploration of large textual datasets.

Prior work has been focusing on topic modeling techniques
like Latent Dirichlet Allocation (LDA), Non-negative Matrix
Factorization (NMF), Top2Vec, and BERTopic [24]. These
techniques are forms of statistical modeling used in machine
learning and NLP that identify hidden topical patterns within
a collection of texts [25]. Topic modeling is particularly
valuable in this research context, as it serves as an effective
method for identifying dataset labels.

A comparative analysis of four methods determined the
most suitable topic modeling technique [26]. The methods
compared included LDA and NMF. LDA identifies topic pat-
terns by assuming each document is a mixture of latent top-
ics, each defined by a specific word distribution [27]. NMF
reveals hidden patterns by factoring a matrix into two lower-
ranking matrices. However, both methods overlook semantic
relationships among words.

Given these limitations, two other methods were consid-
ered: Top2Vec and BERTopic. Top2Vec uses a pre-trained
embedding model to map documents to a topic space but of-
ten produces overlapping topics, diluting clarity. In contrast,
BERTopic leverages a pre-trained BERT model to generate
nuanced topic representations, capturing semantic similarities
without topic overlap.

2.2 Role of subjectivity in identifying topics

When addressing classification problems, especially in the
realm of machine learning, researchers usually first determine
the true labels for their study [16]. This requires annotators
to label data, a process that can lead to varying results among
annotators, particularly in NLP tasks [28, 21]. The disagree-
ment between annotators is linked to the subjectivity of the
task. Subjectivity arises from an individual’s unique percep-
tions, biases, opinions, and personal experiences, all of which

shape their understanding of the world and are not entirely ob-
jective. Additionally, external factors such as the time of day
can influence how a person annotates, potentially affecting
subjective tasks. The same individual may annotate differ-
ently depending on when they perform the task.

Despite efforts to minimize inter-annotator disagreement,
every project involving linguistic annotation or text annota-
tion tasks has to deal with cases of diverging perceptions
among annotators [5]. Based on the hypothesis that a single
true label does not exist for subjective tasks, researchers sug-
gested that disagreement has to be treated as signal and not
noise. Thus, it has been proposed to use human label vari-
ation rather than the term disagreement [8] to capture that
more views might be plausible.

3 Data

The dataset employed in this study is not publicly accessible
and covers a deliberation on future energy policies, specif-
ically concerning the Energy in Stidwest-Fryslan'. The de-
liberation involved 1376 local residents, focusing on under-
standing their perspectives on shaping future energy policies
for their municipality. The dataset contains 482 responses
from the deliberation, translated into three languages: Frisian,
Dutch, and English. This research paper focuses on the En-
glish version of their replies.

3.1 Topic modeling with BERTopic

The dataset provided was unlabeled, with no predefined la-
bels for the topics. Consequently, the first step was to identify
the possible labels. Based on the comparative analysis shown
in the study previously mentioned in Section 2.1, BERTopic
[29] was selected to generate the topic labels. The unsu-
pervised approach operates through three primary phases, as
seen in Figure 1. Using a pre-trained BERT model, each
document is embedded into a high-dimensional vector space,
which is then reduced using UMAP in order to cluster the em-
beddings using the Hierarchical Density-Based Spatial Clus-
tering of Applications with Noise (HDBSCAN) algorithm,
which is effective in identifying clusters of varying density.
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Figure 1: Overview of BERTopic’s primary phases: Document Em-
bedding, Document Clustering and Topic representation

Finally, for each cluster, a topic representation is de-
rived using the class-based Term Frequency-Inverse Docu-
ment Frequency (c-TF-IDF) algorithm. Unlike traditional

"https://www.tudelft.nl/en/tpm/pve/case-studies/energy-in-
sudwest-fryslan



TF-IDF, which measures the importance of words within in-
dividual documents, c-TF-IDF evaluates the significance of
words for each cluster of documents, thereby enhancing the
clarity and coherence of the identified topics [29]. This is
done by computing the weight of every word within a cluster
and taking the most significant ones as follows. For a term x
within cluster c:

A

where t f,;, . represents the frequency of word z in cluster c,
fx is the frequency of word z across all clusters, and A is the
average number of words per cluster.

The final labels were determined after merging similar top-

represented by the equation below:

PP,
1-P,
The results of the annotation process are summarized in Ta-
ble 2, which displays the Fleiss Kappa scores for each topic,
as well as their interpretation [32]. These scores provide in-
sight into the degree of consensus among the annotators re-
garding the classification of each topic. Based on the inter-
pretation of the results, it can be concluded that there is gen-
erally moderate agreement among annotators. However, the

subjectivity of annotations is evident from the lack of consen-
sus among them.

KR =

2

ics and manually defining the names of the labels based on the Label No. | Total Number of | Fleiss | Interpretation
results of BERTopic (Appendix A). Data items that were not Annotations  per | Kappa
clustered into one of the six topics remained unclassified or Label Score .
less strongly associated, hence not fully accounted for in the ; é22 8'25 i/}l:;:r‘:t‘;ak;‘c’er:;‘:s“
primary topics. The labels, as well as each cluster size, can 3 a3 048 Moderate Agreement
be seen in Table 1. 4 44 0.34 Fair Agreement
5 34 0.6 Moderate Agreement
Label | Topic Label Cluster 6 0 NaN No significant result
No. Size Table 2: Fleiss Kappa Scores for Int tator A tand T
e : . — aple Z: €1SS Kappa Scores Ior Inter-annotator Agreement an O-
! nggipﬁétzniig;:i:if:s engage 133 tal Annotations per Label by 5 Raters
2 Energy storage and supplying en- | 88
ergy in The Netherlands The data annotation procedure was followed by data aggrega-
3 Wind and solar energy 14 tion, used for the training process and evaluation. A majority
4 Market Determination Dynamics a1 vote (>50%) was chosen as the aggregation method for Iden-
3 Landscapes and windmills tourism | 22 tifying Gold Lab?ls. Ip addition, a no-aggregation strategy
6 Hydrogen energy pipeline networks | 14 was qusued, to investigate how well LLMS can dete.ct the
7 Unclassified/Outliers 130 annotations for each rater, thereby analyzing the detection of

Table 1: Overview of Topics Identified by BERTopic and Cluster
Sizes

3.2 Data annotation and aggregation

Data annotation is the process of assigning labels to individ-
ual data items, in this case, assigning topics to text. Disagree-
ment among annotators is a common challenge in NLP [30],
often attributed to the subjective interpretations of the text
by each annotator. Consequently, the data annotation process
is crucial for exploring the subjectivity in identifying topics.
The annotation team comprised five computer science stu-
dents familiar with the dataset. Each annotator was briefed on
the multi-label classification problem and annotated 50 data
items, influenced by their personal opinions, contextual un-
derstanding, biases, and external factors.

To further investigate the subjectivity of the task, the
Fleiss’ Kappa metric [31] was employed to assess the agree-
ment between annotators for each label. This metric is es-
pecially useful in this case because, unlike Cohen’s Kappa,
Fleiss’ Kappa can evaluate agreement for any number of
raters. It is computed by dividing the degree of agreement
actually achieved above chance by the degree of agreement
that is attainable above chance. This relationship is formally

subjectivity for each annotator and Exploring Subjective Hu-
man Labels.

One important consideration is the number of data items
annotated as well as the balance of labels. Annotators labeled
50 data items, with a preference for the first topic label, as
can be observed in Table 2. By connecting the results to the
distribution of topics discovered by BERTopic, as outlined in
Table 1, it is observed a generally strong alignment between
the topics identified by the model and the frequency of anno-
tations by the raters. Labels such as 1 and 2 not only feature
prominently in the dataset but also receive a correspondingly
high number of annotations, indicating their clear definition
and relevance in the dataset. Conversely, the lack of annota-
tions for 6 despite its presence, suggests that this topic might
not be present in the selection of data items.

4 Methodology

The research aims to identify subjective topics behind public
discourse by leveraging LLMs. To achieve this, the problem
is defined as a multi-label classifier. Formally, the goal can be
defined as follows. Let T' = {t1, ta, ..., 1, } be aset of n texts
and L = {l1,ls,...,l;} a set of k binary labels representing
the possible topics from the dataset. Each text ; € 1" can be
associated with a subset of labels from L. Finally, a function
is defined f T — {0, 1}k where f(tz) = (yil; Yi2y vy yzk)
and y;; € {0, 1} indicates the presence (1) or absence (0) of



label /; for text ¢;. The goal of the problem is to use LLM
prompting and training methods f that map each text ¢; to
a vector of predicted labels f(ti) = (¥i1, Ji2, - - - » Gir.) such
that §J;; is as close as possible to the true label y;;.

Subjectivity is encapsulated in each annotator’s labeling
decisions, which serve as individual true values for Explor-
ing Subjective Human Labels. The labels can be aggregated
for Identifying Gold Labels to create the true values for the
multi-label classification problem defined above. This sec-
tion aims to explain the experiments conducted to address the
identification of subjective topics. It covers the choice of the
LLM used, prompt engineering strategies employed, and the
process of fine-tuning the LLM.

4.1 LLaMa-2 model

The LLaMA-2 7B model was selected as the LLM for this re-
search project, Meta’s foundational open-source model with
7B parameters that uses an optimized transformer architec-
ture. LLaMa models series tries to democratize the access
and study of LLMs, as they run on a single GPU [33] with
the support of Ollama tool® while being famous for parameter
efficiency and instruction tuning. Additionally, as an open-
source LLM, it provides significant data protection benefits,
ensuring that data is not shared with third parties, thereby en-
hancing security and confidentiality [34].

Another important consideration was the temperature pa-
rameter of the LLM. The temperature parameter regulates the
amount of randomness, leading to more diverse outputs. To
explore the subjectivity of the task, a temperature of 0.7 was
chosen to explore more creative outputs [35].

4.2 Prompt engineering strategies

Prompt engineering strategies were employed during the ex-
periments to compare which one performs the most accu-
rately for Identifying Gold Labels (using majority vote la-
bels for training and evaluation) and Exploring Subjective
Human Labels (using individual annotator labels for training
and evaluation). The specific prompting techniques used for
each task are summarized in Table 3 and the overview of the
prompt structure can be seen in Figure 2.

Given the recent advancements in LLMs, prompt engineer-
ing has become increasingly significant, so that the strategic
design of the inputs could provide more accurate outputs. It
serves as a bridge between human communication and the
computational capabilities of LLMs, by providing contex-
tual input and specifying desired output formats. The prompt
structure and the diagrams of the prompting techniques used
during the experiments are detailed in Appendix B, C and D.

Zero-shot prompting means that the prompt contains
only the task that the LLM is supposed to do and does not
contain any examples. This method leverages the LLM’s
generalization capabilities. However, due to its nature, it
cannot account for the subjectivity of each annotator and
is thus used solely for classifying text into a single true set
of topics.

*https://ollama.com/

Label category
Identifying Gold
Labels

Prompting Techniques
Zero-Shot Prompting; Chain of
Thoughts with Zero-Shot
Prompting; Few-Shot
Prompting; Chain of Thoughts
with Few-Shot Prompting
Few-Shot Prompting; Chain of
Thoughts with Few-Shot
Prompting; Two-step Rephrase
and Respond + Few-Shot Chain
of Thoughts Prompting;
Few-Shot Chain of Thoughts
Prompting + EmotionPrompt;
Two-step Rephrase and Respond
+ Few-Shot Chain of Thoughts
Prompting

Exploring Subjective
Human Labels

Table 3: Prompt engineering strategies used for Identifying Gold
Labels and Exploring Subjective Human Labels

Two step RaR + Few-shot CoT + EmotionalPrompt

Two step RaR + Few-shot CoT

Few-shot

coT with Zero-shot |
Zero-shot

Emotional

Examples Prompt stimuli

Reasoning

Rephrase |

Figure 2: Overview of Prompt Engineering Strategies used with
LLaMa-2 7B for Identifying Gold Labels and Exploring Subjective
Human Labels

Zero-shot Chain of Thoughts prompting uses prompting
twice, to extract both reasoning and the final answer. The first
prompt extracts the reasoning path from the language model
by adding "Let’s think step by step" at the end of
the prompt and then the second prompt is used to extract
the answer in the correct format from the reasoning text by
adding "Therefore, the final answer is " [36].

Few-shot prompting was adopted to identify both gold
labels and the subjectivity of the annotators. In this approach,
the model is given a few examples of the task during
inference as conditioning, but the model’s weights are not
updated. The few-shot method operates by providing K
examples of context and completion, followed by one final
example of context, with the model expected to provide
the completion [37]. For this research, K = 5, with
the note that for Exploring Subjective Human Labels, the
examples included each annotator’s labels to identify the
subjective views.



Few-shot Chain of Thoughts prompting is a method that
enhances the Few-shot prompting by adopting a logical
and sequential approach that enables more scientific and
human-like reasoning in LLMs [38]. This method is par-
ticularly useful when obtaining each annotator’s labels,
as it helps the LLM recognize the subjectivity inherent in
the task. For this, two reasoning strategies were adopted.
The first strategy involved adding the phrase "Let’s
think step by step" at the end the prompt, primar-
ily used to assist in Identifying Gold Labels effectively.
The second strategy utilized a comprehensive prompt de-
signed to delve into the subjective reasoning behind each
annotator’s labeling decisions: "For each label you
assign, please provide a detailed explanation
of your reasoning. Explain why each annotator
assigned each topic to the text. Remember
that they are classifying text into topics.

We aim to capture the subjective decisions of
each annotator in labeling the data based on
their previous labeling decisions and to find
correlations from their past choices."”

Two-step Rephrase and Respond + Few-shot Chain of
Thoughts prompting is a method that aims to reduce the
misinterpretation of questions by LLMs. Rephrase and
Respond (RaR) method [39] prompts the LLM to articu-
late the question and then respond in a two-step process:
"Given the above task, rephrase and expand it
to help you do better answering. Maintain all
information in the original question.". The re-
search explores this additional step, which complements the
Chain of Thoughts (CoT) method, to achieve performance
improvements.

Few-shot Chain of Thoughts prompting + Emotion-
Prompt leverages the fact that previous studies in psy-
chology have demonstrated that adding emotional stimuli
related to expectancy and confidence can positively impact
individuals and improve the responses of LLMs [40].
EmotionPrompt is a type of prompt that leverages the emo-
tional intelligence of LLMs. In conjunction with providing
examples and reasoning, a social cognitive stimulus was
introduced in the prompt: "Are you sure that’s your
final answer? Believe in your abilities and
strive for excellence. Your hard work will
yield remarkable results."

Two-step Rephrase and Respond + Few-shot Chain of
Thoughts prompting + EmotionPrompt is an additional
proposed method that combines the elimination of question
misinterpretation by the LLM, reasoning capabilities over the
subjective patterns of the annotators, and emotional stimuli.
This approach aims to integrate the previously discovered
prompt engineering methods to determine if it outperforms
the earlier presented methods.

4.3 Fine-tuning LLaMa-2 with QLora

Full parameter fine-tuning involves adjusting all the parame-
ters across all layers of a pre-trained model. While this ap-

proach often results in optimal performance, it requires sig-
nificant computational resources. In contrast, Parameter Effi-
cient Fine Tuning (PEFT) allows for model refinement using
minimal resources. QLoRA incorporates Quantization and
Low-Rank Adapters (LoRA) to make the process more acces-
sible, as can be seen in Figure 3 [41]. This approach democ-
ratizes fine-tuning by enabling the optimization of extremely
large models, which have billions of parameters, using rela-
tively small, highly available GPUs [41].

Full Finetuning LoRA QLoRA

(No Adapters)
Optimizer /—\ ...............
State HEC
(32bit 000 0 O @*DDD

| (11 1]]68
Adapters
(16 bit) l l O O o o 0o o

: t 11 ~7

w1 1)) (1 1) .

16-bit Transformer 16-bit Transformer 4-bit Transformer Paging Flow =i

Figure 3: Fine-tuning methods: Full Fine-tuning with no adapters,
LoRa and QLoRa [41]

Due to the low number of annotated data, a weakly super-
vised learning approach was implemented [42]. It combines
the small amount of human-labeled data with a large number
of weak labels generated by the BERTopic algorithm. Orig-
inally used to identify dataset labels, the algorithm now as-
signs each text cluster to a topic, thereby generating these
weak labels. As this cannot cover the subjectivity of each
annotator, this method was only used for Identifying Gold
Labels. Therefore, all 482 data items were used in the fine-
tuning process distributed across training, validation, and test
sets in an 80/10/10 split. The data annotated by the annota-
tors was evenly divided between the train and test set with a

50/50 ratio.
* @ »
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Figure 4: Topic Extraction Workflow: From Data Gathering to
Prompting the Fine-Tuned Model

After gathering the data, each prompt-responses pair was
formatted in an instruction-based manner:

<s>[INST]{prompt}[/INST]{response}</s>

The formatted data was then ready for the training of the
base model: NousResearch/Llama-2-7b-chat-hf with an eval-



uation step of 20. The training was limited to two epochs
to avoid overfitting, as extending beyond this resulted in the
model fitting too closely to the training data. After the train-
ing, the new weights were merged with the base model’s
weights, resulting in a new pre-trained model. This new
model was then used for Identifying Gold Labels using a
Zero-shot prompting strategy, without including any addi-
tional context. An overview of the process of extracting the
topics using a fine-tuned model can be seen in Figure 4.

5 Results

The results of this study provide insights into the accuracy of
different methods implemented to optimize the performance
of LLaMa-2 in Identifying Gold Labels and Exploring Sub-
Jjective Human Labels. By comparing various approaches, in-
cluding Zero-shot, Few-shot, and fine-tuning techniques, the
research highlights which method is more suitable for each
task. This section details the quantitative results from these
methods, evaluated using the Micro F1-score, and describes
the preprocessing steps performed prior to evaluation.

5.1 Preproccesing results and evaluation

To evaluate the methods, each training method was run ten
times for the first 50 data items, and the results were aggre-
gated using a majority vote (>50%). An exception was made
for the fine-tuning method, which used a subset of 25 data
items from the labeled data by annotators and another 23 from
the weakly labeled data.

Due to the unpredictability of the LLM’s output [43, 44],
especially for methods that involved reasoning, a preproc-
cesing step was performed. This involved eliminating any
extra information provided by the LLM and ensuring that the
output was formatted as follows: { Topics’: Topicl, Topic2,
...}. The primary issue was that the output list of topics often
did not match the topics from the label list (see Table 1). In-
stead, it contained contextually similar topics but with differ-
ent phrasing. Therefore, a mapping between the topics from
the output list and the label list was done using embeddings,
specifically Sentence Transformers’. To determine whether a
topic is mapped to one of the topics from the original list, co-
sine similarity was used with a threshold of 0.7. This ensured
that no relevant values were discarded from the results.

After the preprocessing of results was done, the training
methods can be evaluated. A suitable choice for an evalua-
tion metric was subject to the class imbalance in our dataset.
Therefore, a Micro Averaged F1-Score was chosen to take
into account the unbalance in the dataset:

2 - Precisionmico + Recallmicro

Flmicro = 3
fiero Precisionmico + Recallmicro )
3 o, TR,
P micro — n = 4
TeCiSi0Nmicro ST (TP, + D) 4)
noTP,
Recall picro = L1 5)

o (TP, + FN;)

*https://huggingface.co/sentence-transformers

5.2 Results for Identifying Gold Labels

After preprocessing and calculating the Micro F1-score, the
results were derived as follows. The outcomes for Identifying
Gold Labels, with training and evaluation performed using
the majority vote aggregated results, are presented in Table 5.

The Zero-shot approach served as a baseline with a score
of 0.64 while incorporating CoT reasoning slightly improved
the score to 0.657. The Few-shot and Few-shot with CoT
methods both significantly enhanced performance, achieving
a Micro F1- score of 0.817. The fine-tuning method achieved
the highest score, a Micro F1-score of 0.865. These findings
suggest that while CoT reasoning can enhance model per-
formance in a Zero-shot context, substantial improvements
are predominantly achieved through Few-shot prompting and
fine-tuning.

5.3 Results for Exploring Subjective Human
Labels

The results for Exploring Subjective Human Labels for each
prompting method per annotator are shown in Table 7, and the
averaged results of the annotators per method are displayed in
Table 6 for better comparison.

The Few-shot CoT v2 + EmotionPrompt method achieved
the highest averaged Micro F1-Score among all the methods
tested, with a score of 0.7824. This indicates that incorpo-
rating emotional stimuli into the Few-shot CoT v2 signifi-
cantly enhances performance in classifying subjective topics.
Moreover, the Few-shot CoT method scores variably (0.715
and 0.75 for v1 and v2, respectively), suggesting iterative im-
provements from the first prompt version to the second one.
The RaR + Few-shot CoT v2 method achieved the lowest
score among all the methods tested, with a score of 0.682,
indicating that rephrasing the prompt may not positively con-
tribute to performance in this particular use case.

Comparing RaR + Few-shot CoT v2 + EmotionPrompt
(0.7824) to Few-shot CoT v2 + Emotion-Prompt (0.779) sug-
gests that while the addition of EmotionPrompt generally en-
hances performance, its effectiveness might depend on the
foundational method it is paired with. The lower performance
of the RaR + Few-shot CoT v2 method without the Emo-
tionPrompt and the better performance of Few-shot CoT v2,
when paired with EmotionPrompt, indicate that the addition
of RaR may not enhance, and may indeed detract from the
overall accuracy. This implies that the positive contributions
are primarily from the EmotionPrompt.

5.4 Effectiveness of Fine-tuning with QLora

To assess the effectiveness of fine-tuning LLaMa-2 with
QLora, the loss for both the training and validation sets was
monitored. The training loss converged to 0.62, while the
evaluation loss converged to 0.85, as seen in Figure 5. The
results were gathered after two epochs. Using more epochs
led to an increase in validation loss while the training loss
continued to decrease, indicating potential overfitting.

6 Discussion and limitations

The study’s evaluation of various training methods for LLMs
to classify subjective topics behind public discourse presents



Prompting method Averaged Micro
F1-Score for all
Prompting/training Micro FI- annotators
methog SC6(Z‘-I’ e Few-shot 0.756
Zero-shot 0.
Zero-shot CoT 0.657 IECW-ShOt CoT 0.715
Few-shot 0817 ew-shot CoT v2 0.75
Few-shot CoT 0317 RaR + Few-shot CoT v2 0.682
Fine-tuning 0.865 Few-shot CoT v2 + EmotionPrompt 0.7824
RaR + Few-shot CoT v2 + Emotion- | 0.779
Table 5: Micro-F1 Score Results for Prompt

Identifying Gold Labels

Table 6: Averaged Micro-F1 Score Results for Prompting Meth-

ods for Exploring Subjective Human Labels

Prompting Method Annotatorl Annotator2 Annotator3 Annotator4 Annotator5
Few-shot 0.767 0.637 0.756 0.855 0.767
Few-shot CoT 0.733 0.593 0.715 0.785 0.748
Few-shot CoT v2 0.75 0.715 0.763 0.756 0.77

RaR + Few-shot CoT 0.725 0.615 0.707 0.711 0.652
Few-shot CoT + 0.742 0.756 0.826 0.84 0.748
EmotionPrompt

RaR + Few-shot CoT + | 0.758 0.744 0.826 0.815 0.752
EmotionPrompt

Table 7: Micro-F1 Score Results for Prompting Methods per each annotator for Exploring Subjective Human Labels

Training Loss
—e— Validation Loss

20 40 60 80 100 120 140 160
Step

Figure 5: Training and Validation Loss over Steps for fine-tuning
LLaMa-2 with QLora over two epochs

several notable findings and implications. The improvement
in performance from Zero-shot methods to Few-shot and fine-
tuning approaches highlights the LLMs’ capability to adapt to
complex classification tasks through enhanced prompting and
training techniques. CoT reasoning, particularly, has been
shown to add value by enabling the models to process and ar-
ticulate their reasoning steps, thereby increasing the accuracy
of classifications in contexts where logical reasoning is cru-
cial.

The enhanced performance observed in Identifying Gold
Labels compared to Exploring Subjective Human Labels
could be attributed to the relatively objective nature of the
task of identifying topics, as indicated by the moderate agree-
ment among annotators. This suggests that variations be-
tween annotations might not be substantial. However, the
model might expect variations in labeling patterns when given
the task of identifying the labels for multiple annotators, but

such variations were minimally present in this study. Addi-
tionally, the limited number of annotations made the process
of fine-tuning the model to identify annotators’ labeling pat-
terns not possible for this study. Nevertheless, the improve-
ment in performance through fine-tuning, suggests that fur-
ther refinement of the models could potentially enhance their
ability to capture subtler variations in annotation behavior.
This study relied on subjective annotations from five in-
dividuals with similar backgrounds. This is recognized as a
limitation, as including a broader range of perspectives in the
annotation process is essential to capture the variability in hu-
man judgments. To avoid excluding minority voices, a larger
and more diverse pool of annotators would be necessary.
However, the study’s results also bring to light the inherent
limitations of LLMs, such as their tendency towards generat-
ing hallucinations—fabricated information not supported by
the input data [45]. This erroneous reasoning can undermine
the reliability of model outputs, especially in high-stakes set-
tings such as public discourse analysis, where the accuracy
and trustworthiness of information are paramount [46].
Another important limitation of the LLMs is the depen-
dency on high-quality data. LLMs’ usefulness in generating
annotations depends on large, high-quality datasets. Never-
theless, this presents a scalability issue for LLM-based an-
notation projects. The research depended on manual anno-
tations and was therefore limited to a small dataset. Conse-
quently, the evaluation was carried out on a restricted number
of annotations. This limited data size may hinder the gener-
alizability of the findings. Moreover, this applies to the per-
formance of the fine-tuning method, as models trained under
weak supervision might not achieve the same level of accu-
racy as those trained with fully labeled, high-quality datasets.



7 Responsible Research

In the emerging field of artificial intelligence (AI) technolo-
gies, history has shown that new ethical dilemmas frequently
arise. This research, which primarily utilizes LLMs, faces its
unique set of challenges. As such, this section is dedicated
to discussing the ethical considerations and reproducibility of
the research. The aim is to mitigate any potential negative
social impacts stemming from the research and to provide a
foundation for academia to further explore and expand upon
this classification task.

7.1 Ethical considerations

Engineering ethics establish professional standards for prac-
tice. To ensure this, reflecting on the impact of the meth-
ods developed is essential. A first important consideration is
that the annotation process for this research was constrained
by time limitations, resulting in a relatively small dataset
for training and evaluating the methods. Despite these con-
straints, the findings suggest that LLMs hold promise for
identifying subjective topics. Moreover, to uphold the stan-
dards of privacy and ensure unbiased data collection, all an-
notators involved in the project were assigned random num-
bers as identifiers, preserving their anonymity throughout the
research process. The dataset used for the study was also
anonymized by experts, leading to a negligible risk of poten-
tial reidentification.

Future work should aim to expand the dataset with addi-
tional annotations and test these techniques across more di-
verse datasets to verify the robustness and performance of the
methods. As this research progresses, it is important to incor-
porate ethical considerations to ensure that the deployment of
these models adheres to principles of fairness, transparency,
and accountability. This approach is crucial as the research
is still in the preliminary stages of exploring how LLMs can
effectively handle variations in human labeling.

7.2 Reproducibility

Reproducibility, defined as the ability of an independent team
to duplicate results using the same methods under the same
conditions, is a pillar of scientific progress and lends credibil-
ity to research findings. This study faces several challenges
in achieving reproducibility. Notably, the datasets used are
private and restricted due to confidentiality, limiting external
validation and potentially affecting the generalizability of the
results. Additionally, the inherent variability in LLM perfor-
mance suggests that our results might not consistently repli-
cate across the same settings if the temperature parameter of
the LLM is different than O (which is the case for this study).
An attempt to mitigate this issue includes conducting experi-
ments multiple times and utilizing a data aggregation method
to stabilize the results, although variability remains a concern.

To address these and ensure reproducibility to the best ex-
tent possible, the study’s codebase has been made available as
open-source on GitHub”. This allows researchers to replicate
the work, provided they have access to the necessary datasets,
which can be obtained by contacting the authors of the case

*https://github.com/AnaCMarcu/ClassifyingSubjectiveTopics

study’. Additionally, detailed structures of the prompts used
are provided in the appendix of this document, offering trans-
parency and aiding in the reproduction of the study’s proce-
dures.

These challenges are acknowledged, and there is an em-
phasis on the necessity for further studies to verify these find-
ings under various conditions. This effort aligns with our goal
to contribute to the dialogue on the capabilities and limita-
tions of LLMs in identifying subjective topics behind public
discourse.

8 Conclusions and Future Work

This research explored the potential of LLMs to classify
subjective topics in public discourse, thereby assessing their
suitability for text classification challenges. Identifying the
topics within a public deliberation could lead to a sustainable
and effective practice in comprehending and analyzing the
large volumes of data produced during debates. Initially, the
study outlined the process of extracting potential labels from
the dataset by using the BERTopic method [29], followed
by a detailed description of data annotation and aggregation
procedures. Subsequently, the research examined prompting
techniques and fine-tuning to determine the most effective
method for subjective topic classification. Thereby, the
research was divided into two principal components: Identi-
fying Gold Labels and Exploring Subjective Human Labels.

For Identifying Gold Labels, the most effective method
proved to be the fine-tuning of the LLaMa-2 model using
the QLora [41], achieving a Micro Fl-score of 0.865. This
method utilized a weakly supervised learning technique
[42], which leveraged BERTopic’s weak labels to generate
the annotated dataset. However, this approach requires a
substantial pre-annotated dataset and carries the risk of
overfitting, potentially diminishing the model’s effectiveness
on novel, unseen data. Despite these challenges, alternative
methods like Few-shot and Few-shot CoT also demonstrated
significant performance.

For Exploring Subjective Human Labels, the Few-shot
CoT v2 enhanced with EmotionPrompt achieved the highest
accuracy, with a Micro Fl-score of 0.782. This method
underscores the benefits of integrating emotional stimuli with
Few-shot CoT. However, the study also highlights the limita-
tions in current LLM applications - primarily their reliance
on high-quality, well-annotated datasets and their suscepti-
bility to generating unreliable reasoning or hallucinations,
particularly when employing the CoT prompting method.

To further assess the reliability of the CoT methods,
conducting a qualitative analysis of the reasoning behind
the annotators’ labeling decisions could enhance the under-
standing of the hallucination issue. Additionally, exploring
strategies to prevent such hallucinations would not only
improve the method’s reliability but also validate its perfor-
mance.

An interesting direction for future work is to empirically
analyze the impact of the temperature parameter on LLMs
for classification problems. This study used a temperature

Shttps://www.tudelft.nl/en/tpm/pve/case-studies/energy-in-
sudwest-fryslan



setting of 0.7, but further exploration with different values
could yield insightful results. Additionally, incorporating
soft probabilistic labels during experiments could be benefi-
cial, as they may provide a more nuanced understanding of
annotator perceptions.

Future research should also focus on expanding the
annotated dataset to enhance the training and evaluation of
LLM training methods. A larger dataset would not only
provide more robust evaluations but also support the devel-
opment of a more accurately fine-tuned model for Identifying
Gold Labels, eliminating the reliance on weak labels. This
expansion would also facilitate the fine-tuning of models for
Exploring Subjective Human Labels. To further enhance the
potential of fine-tuned models, prompting techniques could
be incorporated. Moreover, to avoid excluding minority
voices and to ensure the detection of variability in human
judgment, a larger and more diverse pool of annotators will
be necessary.

Further exploration of different LLMs could provide
insights into which models are most effective for this specific
task, an area yet to be explored. Additionally, future studies
should address the ethical implications of deploying LLMs
in sensitive areas like public policy and discourse. It is vital
to ensure that these powerful tools are used responsibly
and contribute positively and equitably to societal discourse
analysis.
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Figure 6: Results achieved after running the BERTopic algorithm

Prompt parts

Content

system_prompt

You assign texts into topics. Answer with just the correct topics found in the text. Your
answer should have maximum three topics based on the content of the text. Do not add
any topics that are not listed. If no topics apply, respond with ’None of the topics are
applicable’.

system_prompt_subjectivity

You assign texts into topics. For each annotator, identify up to three relevant topics for the
text based on their previous responses. The topics should be relevant for the given text.
Only use topics that have been listed; do not introduce new ones. If no topics apply to a
text, respond with "None of the topics are applicable’.

user_prompt(text)

Text: + (text)

Topics:

1. Municipality and residents engagement in the energy sector
2. Energy storage and supplying energy in The Netherlands

3. Wind and solar energy

4. Market Determination Dynamics

5. Landscapes and windmills tourism

6. Hydrogen energy pipeline networks

prompt_format

The response should have the following format: {Topics: Topicl, Topic2, ...}

prompt_format_subjectivity

The response should have the following format:
Annotator 1 - {Topics: Topicl, Topic2, ...
Annotator 2 - {Topics: Topicl, Topic2, ...
Annotator 3 - {Topics: Topicl, Topic2, ...
Annotator 4 - {Topics: Topicl, Topic2, ...
Annotator 5 - {Topics: Topicl, Topic2, ...

A

reasoning_prompt

Let’s think step by step.

reasoning_prompt_v2

For each label you assign, please provide a detailed explanation of your reasoning.
Explain why each of the annotators assigned each topic to the text. Remember that they
are classifying text into topics. We aim to capture the subjective decisions of each
annotator in labeling the data based on their previous labeling decisions and to find
correlations from their previous decisions.

rephrase_and_respond_prompt

Given the above task, rephrase and expand it to help you do better answering. Maintain all
information in the original question.

emotion_prompt

Are you sure that’s your final answer? Believe in your abilities and strive for excellence.
Your hard work will yield remarkable results.

Table 4: Prompt content (the prompt part are used to explain the prompt structure in Appendix C and Appendix D)




C Prompts structure for Identifying Gold Labels

Zero-shot

{"role": "system", "content": system_prompt},

{"role": "user", "content": user_prompt(text) + prompt_format}

Few-shot

LLaMa-2 7B

: "system”, "content": system_prompt},

: "user”, "content": user_prompt(text1) + prompt_format},
: "assistant”, "content": Example classification 1},

: "user", "content": user_prompt(text5) + prompt_format},
assistant”, "content": Example classification 5},
user”, "content": user_prompt(text) + prompt_format}

v

Final response
{'Topics" Topic1, Topic2, ...}

Figure 7: Zero-shot and Few-shot Prompting Strategies for Identifying Gold Labels

Zero-shot CoT

{"role’

{"role™:
: "user”, "content": user_prompt(text) + prompt_format},

system", "content": system_prompt},

assistant”, "content": reasoning_prompt}

LLaMa-2 7B

— Reasoning response +

{"role": "assistant", "content": prompt_format},
{"role": "assistant", "content": "Therefore, the final answer is "}

LLaMa-2 7B

Final response
{'Topics': Topic1, Topic2, ...}

Figure 8: Zero-shot CoT Prompting Strategy for Identifying Gold Labels

Few-shot CoT

Reasoning response +

{"role":
{"role":
{"role":

{"role":
{"role":
{"role":
{"role":

"system", "content": system_prompt},

"user", "content": user_prompt(text1) + prompt_format},
"assistant", "content": Example classification 1},

"user", "content": user_prompt(text5) + prompt_format},
"assistant", "content": Example classification 5},

"user", "content": user_prompt(text) + prompt_format},
"assistant", "content": reasoning_prompt}

LLaMa-2 7B

{"role": "assistant", "content": prompt_format},
{"role": "assistant", "content": "Therefore, the final answer is "}

LLaMa-2 7B

Final response
{'Topics": Topic1, Topic2, ...}

Figure 9: Few-shot CoT Prompting Strategy for Identifying Gold Labels



D Prompts structure for Exploring Human Label Variation

Few-shot

{"role": "system", "content": system_prompt_subiectivity},
{"role": "user", "content": user_prompt(text1) + prompt_format_subiectivity},
{"role": aSS|stant", "content": Example classification 1}, LLaMa-2 7B

i"'role : "user”, "content": user_prompt(text5) + prompt_format_subiectivity},
{"role": aSS|stant", "content": Example classification 5},
{"role": "user", "content": user_prompt(text) + prompt_format_subiectivity}

Final response
{'Topics": Topic1, Topic2, ...}

Figure 10: Few-shot Prompting Strategy for getting the labels per each annotator
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" classification 5},
user" "content": user prompt(text) + prompt_format_subiectivity},
" g_prompt/r ing_prompt_v2}

LLaMa-2 7B

LLaMa-2 7B

Final response
{'Topics": Topic1, Topic2, ...}

Figure 11: Few-shot CoT Prompting Strategy for getting the labels per each annotator
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er’, "content user_ prompt(texts) + prompt_format_subiectivity},
le classification 5},

ser", "content": user, pmmpt(text) + prompt_format_subiectivity},

assmant" "content": rephrase_and_respond_prompt}

{"role":

LLaMa-2 7B

LLaMa-2 7B

Final response
{'Topics": Topic1, Topic2, ...}

Rephrase question +

{"role": "assistant", "content": reasoning_prompt_v2}

LLaMa-2 7B

l

Figure 12: RaR + Few-shot CoT Prompting Strategy for getting the labels per each annotator

Few-shot CoT + EmotionPrompt — Reasoning response +

em _prompt_. i {"role’ ssistant", "content": prompt_format_subiectivity},
user Conlent user Prompt(texﬂ) + prompt_ formal _subiectivity}, {"role": "assistant", "content": "Therefore, the final answer is "}

conlent user. prompt(texts) + prompt_ format_subiectivity},

er’, "content user prompt(text) + prompt_| format subiectivity},
g_prompt_v2 + emotion_prompt}

LLaMa-2 7B

LLaMa-2 7B

Final response
{'Topics": Topic1, Topic2, ...}

Figure 13: Few-shot CoT + EmotionPrompt Prompting Strategy for getting the labels per each annotator



Rar + Few-shot CoT + EmotionPrompt — Reasoning response +

{lrole”. "system", "content": system_prompt_subiectivity}, o {"role": "assistant", "content": prompt_format_subiectivity},
{'role": "user', "content": usﬁr_Pl'OmP}(telxﬂ).; prtqmp:_}format_sublectlvny), {"role": "assistant", "content": "Therefore, the final answer is "}
A :E classification 1},

{"role":

i;'}ole": "user", "content": user_prompt(text5) + prompt_format_subiectivity},
{"role": "assi " " E le classification 5},
"user", "content": user_prompt(text) + prompt_format_subiectivity},

",

{"role":
{"role": "assistant", "content": rephrase_and_respond_prompt}

LLaMa-2 7B

LLaMa-2 7B

Final response
{'Topics": Topic1, Topic2, ...}

Rephrase question +

{"role": "assistant", " " ing_prompt_v2+ emotion_prompt}

LLaMa-2 7B

Figure 14: RaR + Few-shot CoT + EmotionPrompt Prompting Strategy for getting the labels per each annotator



E Statement on the use of generative Al

In writing this paper Al (ChatGPT) was used to improve the grammar, style, and/or spelling of the text. Moreover, Al assisted
with LaTex formatting issues for tables. The prompt used are:

1. Check this text for grammar and spelling of the text.
2. Given table X, how can I format it so that it does Y in LaTex?
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