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Introduction

● Urban energy consumption

● Urban Energy Modeling
Better energy management
Cities’ design optimization
Inaccurate understanding of energy use
Missed opportunities for energy savings

● 3DBAG

● IEE project TABULA
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Research questions

● To what extent can machine learning correctly classify the building stock 
of the Netherlands?

○ What features are needed to infer the building types of the buildings of the 3DBAG?

○ Which data are required?

○ Which (combination of) machine learning algorithms is the most suitable to be used for 
the classification of the building stock of the Netherlands, with regards to the size and 
nature of the data used, the availability of computational resources, the interpretability of 
the results and the desired level of accuracy?
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Theoretical background and related work
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● Machine learning
○ Supervised learning - Unsupervised learning
○ Labelled data - Unlabelled data

■ = features + desired outcome
○ Classification + Regression - Clustering

■ = predict class labels → building types

● 3D building metrics (or features)
○ Measurable property or characteristics (of a building)
○ For example:

■ Footprint area and perimeter
■ Height, width, length and volume
■ Wall and roof areas

● Dutch residential buildings

Detached
Vrijstaande

Semi-detached
Twee-onder-een-kap

Terraced
Tussen

End
Hoek

Multi-family
Flat

Maisonette
Maisonnette

Common staircase 
without galleries

Portiek

Common staircase 
with galleries

Galerij



Method
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● 3DBAG → building stock geometry
○ 3D building models of the building stock of the Netherlands

● BAG → cadastral features
○ National cadastral dataset

● Rijssen-Holten → ground truth (labelled data)
○ Open testbed for energy applications, study area is located in municipality of 

Rijssen-Holten
● EP-online → ground truth (preprocessing needed)

○ Official national database containing energy labels and energy performance indicators 
of buildings



Method
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● 25 features extracted

● Selecting 7, based on:
○ ANOVA-F

○ Mutual Information

○ Impurity

○ Permutation



Method
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● Support Vector Machine

● Random Forest

● Confusion Matrix
○ Precision
○ Recall
○ F1-score



Method
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● Model application
● Hit-and-miss analysis

○ For example:

Label Prediction In Real Life

TH TH TH HIT!

TH TH SDH MISS!

TH SDH SDH HIT!



Implementation: Case studies
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# Location Usage

1 Rijssen-Holten Train model

2 Delft Train model

3 Duivendrecht Focus on: MFH

4 Bijlmer-Oost Focus on: Galerijwoning

5 Borneo-Sporenburg Focus on: Maisonette

6 Laakkwartier Focus on: Portiekwoning

7 Oud-Diemen Focus on: SDH, TH, EH

8 Laren Focus on: DH



Implementation: Feature engineering

11

● Analysis

○ Actual volume in LoD1
○ C. hull volume in LoD1
○ C. hull volume in LoD2
○ Wall area in LoD1
○ Roof area in LoD1
○ Maximum height in LoD1

● Selection

Removed based on correlation:



Implementation: Feature engineering
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● Analysis
● Selection

○ Number of adjacent buildings
○ Number of adjacent buildings 

of adjacent buildings
○ Number of dwellings in the 

building
○ Oriented bounding box width 

in LoD1

Most used:



Results
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● Case study 1 models:
(Test split 20%)

● Case study 2 models:
(Test split 20%)

● SVM is faster than RF
● C1 models are faster, because smaller (input) dataset
● Overall high accuracy, but lower balanced accuracy



Results
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● Model comparison:
○ Higher accuracies in C1
○ Even C2 on test split
○ While C2 has better class balance

● Model application:
○ Accuracy and

balanced accuracy higher



Discussion
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● Model comparison:

○ Classification reports
○ Effects of imbalanced class 

distribution



Discussion
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● Model application:
○ C1 better on SDH, EH and TH
○ C2 better on MFH, galerij, maisonette and portiek
○ c2 SVM MI model performed worse overall

● F1-score:
○ How well a model can recognize a specific building type



Discussion
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● Hit-and-miss analysis
○ Wrong labels

Label Prediction In Real Life

Galerij MFH MFH

○ Misleading definitions
○ Multi-part buildings
○ Combined subtypes



Discussion
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● Hit-and-miss analysis
○ Wrong labels
○ Misleading definitions

Label Prediction In Real Life

Portiek MFH MFH (?)

○ Multi-part buildings
○ Combined subtypes



Discussion
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● Hit-and-miss analysis
○ Wrong labels
○ Misleading definitions
○ Multi-part buildings

Label Prediction In Real Life

Galerij MFH Galerij or MFH?

○ Combined subtypes



Discussion
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● Hit-and-miss analysis
○ Wrong labels
○ Misleading definitions
○ Multi-part buildings
○ Combined subtypes

Label Prediction In Real Life

Portiek MFH MFH (or Portiekflat!)



Conclusion
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● MAIN:
○ Accuracies: 61.1% - 98.5%
○ Balanced accuracies: 51.6% - 94.2%
○ Performance varies across case studies
○ Quality of results depends on input data (quality)

● FEATURES:
○ Number of adjacent buildings
○ Number of adjacent buildings of adjacent buildings
○ Number of dwellings in the building
○ Oriented bounding box width in LoD1.2

● DATA:
○ Cadastre database (BAG)
○ Semantic 3D city model (3DBAG)
○ Labelled datasets (Rijssen-Holten & EP-online)

● ML:
○ Random Forest



Conclusion
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● Limitations
○ FEATURES

■ Absence of:
● Number of floors per dwelling
● Open porch presence
● Galleries presence

○ DATA
■ Ground truth

● Building type definitions
● Preprocessing of EP-online

○ ML
■ Limited to comparison between SVM & RF

● Recommendations and future work
○ Alternative sources for missing features, for example, BAG+ (number of floors per dwelling)
○ Improve ground truth

■ Standardize classification rules
■ ML to correct ground truth labels

○ Use advanced ML algorithms
■ Neural networks



The end
Questions?
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