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summary

With the ever-increasing digitalisation of society and the explosion of internet-enabled devices with
the Internet of Things (ToT), keeping services and devices secure is becoming more important. Logs
play a critical role in sustaining system reliability. Manual analysis of logs has become increasingly
difficult, accelerating the development of automated methods for log-anomaly detection. Despite signif-
icant progress in automating log analysis, current state-of-the-art methods face challenges dealing with
unstable log data, which means that the content of log messages evolves over time.

We show that LogBERT [26], a state-of-the-art technique based on Bidirectional Encoder Represen-
tations from Transformers (BERT), cannot deal with unstable log data. On the three most prevalent
publicly available log datasets, Mathew’s Correlation Coefficient (MCC) score (which measures the cor-
relation between a model’s output and the correct labels) of LogBERT dropped by 90% after increasing
log data instability from 1% to over 80% normal sequences containing logkeys in the test set. Log data
instability was increased by only reassigning samples between the train and test set. Furthermore, we
show that the high performance of LogBERT reported in the original paper [26] was achieved because
the model relied on a simple heuristic that only worked under specific conditions.

To address this issue, we propose a novel sequence anomaly detection technique based on BERT:
Vocabulary-Free BERT (VoBERT). VoBERT uses a novel pre-training task we designed specifically for
anomaly detection: Vocabulary-Free Masked Language Modeling (VF-MLM). We adapted traditional
MLM and removed the fixed vocabulary constraint, which allows VF-MLM to classify out-of-vocabulary
logkeys correctly.

We highlight that VoBERT is more stable than LogBERT and outperforms the latter in certain
situations where log data is very unstable. For the public datasets, the MCC score of the specific train-
test split used in the LogBERT paper dropped by 90% after reassigning the train-test split, increasing
log data instability. In addition to sequence-level anomaly predictions, we evaluated all approaches on
element level, providing a more granular performance assessment.

To assess the generalisation of the experimental results to real-world scenarios, we conducted a
case study evaluating the anomaly detection models on real-world security event data collected at a
large bank (50,0004 employees). We found that the simple heuristic did not work for this real-world
data, having a negative correlation with the correct results. VOBERT showed performance on par with
LogBERT on this real-world security event dataset.

We urge future researchers to evaluate their methods on real-world data, as we showed that the
commonly used public datasets do not represent real-world scenarios. Furthermore, it is important to
assess how difficult it is to detect anomalies in datasets used for evaluation. When a simple heuristic can
perform well, such datasets might not be well suited to evaluate a complex anomaly detection model.

This thesis is a proof of concept for the novel pre-training task VF-MLM and paves the way for
future work to refine this technique further, as well as to develop additional robust and adaptable
solutions for log and security event anomaly detection.
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Introduction

With the ever-increasing digitalisation of society and the explosion of internet-enabled devices with the
Internet of Things (IoT), keeping services and devices secure is becoming more important. Software
systems, such as extensive data systems and distributed micro-services, generate logs for troubleshooting.
Engineers can later use these log files to understand what happened during the execution of software.
Often, these logs consist of unstructured text messages used to record events or states of interest [76].
They are critical in sustaining system reliability and uninterrupted functioning [32]. An empirical study
on two Microsoft systems and a pair of open-source projects highlighted the widespread application of
logging [76]. The study revealed that, on average, for every 58 lines of source code, there exists one line
dedicated to logging [76], demonstrating the integral role logging plays in software development and
maintenance.

Logs are usually generated by special statements in the source code of a computer program. Logs
are the main method to store the most critical information (e.g., states, events) about the execution
of software or systems for postmortem analysis [76]. As these systems grow larger and more complex,
however, manual analysis of logs has become increasingly difficult, accelerating the development of
automated methods for log anomaly detection.

The rapid expansion and escalating complexity of software systems have transformed log anomaly
detection into a significant challenge within system maintenance and security. Manually sifting through
the vast amounts of log data to detect anomalies is no longer feasible. Moreover, the anomalies are
becoming increasingly intricate and subtle, often embedded within a sea of normal behaviour, thereby
amplifying the difficulty of manual detection. This increasing complexity demands not only a high
level of expertise and understanding but also an enormous amount of time. Therefore, the need for
automated, accurate, and efficient log anomaly detection methods is not just desirable but critical in
the modern, ever-evolving digital landscape.

There has been tremendous progress in automating log anomaly detection in recent years. Over
the years, many machine learning solutions based on feature extraction have been proposed [7, 31, 43,
71]. More recently, advancements in deep learning have led to even better sequential models capable
of capturing temporal and contextual information for log anomaly detection [37]. Recent examples
include [57, 68, 67, 21, 26, 75].

However, there are still many open challenges in this area, such as the issue of log data instability.
Log data instability means that the content of log messages changes over time, messages are removed, or
new messages are introduced. The primary contributors to log instability are updates to the system or
software that cause alterations to logging statements and noise introduced during log anomaly detection
pre-processing steps [75]. The effectiveness of most of the current state-of-the-art methods is significantly
limited by the instability of log data [75].

In a study [75] looking at log evolution in a real-world online Microsoft service, it was found that
when comparing version 1.0 to version 8.0, the number of changed or new logkeys accounts for 30.3%
of the total logkeys. Another study examining the stability of logging statements found that around
20% to 45% of logging statements changed throughout their lifetime [35]. In real-world settings, models
can often not be retrained in time to accommodate these changes [75]. This creates the need for a log
anomaly detection method that can naturally deal with unstable log data.



Typically, minor modifications to an existing log key can yield a new but semantically similar logkey.
Current approaches, however, interpret this as an entirely new log key [21, 31, 43, 71, 26]. That
means introducing new, different logkeys will always cause these methods to classify a sequence as
anomalous. Consequently, these approaches fail due to incompatibility with unseen logkeys or deliver
subpar performance because of incorrect classification [75].

In this thesis, we present VoOBERT (Vocabulary-Free BERT), a sequence anomaly detection model
based on Bidirectional Encoder Representations from Transformers (BERT) [19]. Transformers are a
type of artificial neural network architecture that have revolutionised the field of Natural Language
Processing (NLP). They were introduced in 2017 in the paper “Attention is All You Need” [66]. The
key innovation of transformers is using self-attention mechanisms, which allow the model to consider the
relationship between any two input tokens in a sequence rather than just those immediately adjacent.
The architecture of transformers has proven to be very effective in a wide range of NLP tasks, including
language translation, text classification, and question answering [66].

VoBERT uses a novel pre-training task we designed specifically for anomaly detection: Vocabulary-
Free Masked Language Modeling (VF-MLM). We adapted traditional Masked Language Modelling
(MLM) and removed the fixed vocabulary constraint, which allows VF-MLM to classify out-of-vocabulary
logkeys correctly. MLM is a pre-training task in Natural Language Processing (NLP) where a model
predicts missing words in a sentence. Traditional MLM requires a vocabulary to represent possible
output words or word pieces as it is used for NLP tasks. Because VF-MLM is designed for sequence
anomaly detection rather than NLP, the vocabulary can be removed since we do not need the model
output to be mapped back to natural language. We only need to know how well the trained model can
reconstruct the original sequence by predicting the masked logkeys to detect anomalies.

VF-MLM addresses the issue of log data instability by eliminating the reliance on a fixed vocabulary.
It leverages the fact that when MLM is used for anomaly detection, no vocabulary is required and takes
advantage of recent advances in NLP that allow the logkeys to be semantically embedded. Instead of
using a fixed vocabulary, VF-MLM uses a separate sentence encoder model to generate semantic embed-
dings for logkeys, which allows the model to adapt to new or modified logkeys without retraining. This
approach mitigates the problem that existing MLM-based models have: incorrectly labelling sequences
with unseen elements as anomalous.

We show that LogBERT [26], a current state-of-the-art technique based on BERT, cannot deal
with unstable log data. On the three most frequently used publicly available log datasets, the Mathew
Correlation Coefficient (MCC) score of LogBERT dropped by 90% after increasing log data instability.
Furthermore, we showed that the high performance of LogBERT reported in the original paper [26] was
only obtained because the model relied on a simple heuristic that only worked under specific conditions.

We highlight that our novel approach, VoBERT, using the novel pre-training task VF-MLM, is more
stable across varying levels of log data instability when evaluated on the three most commonly used
public datasets in this field. In addition to sequence-level anomaly predictions, all anomaly detection
methods were evaluated on element level, providing a more granular performance assessment.

To assess the generalisation of the experimental results to real-world scenarios, a case study is
conducted evaluating the anomaly detection models on real-world security event data collected at a
large bank (50,000+ employees). It was found that the simple heuristic did not work for this real-world
data; in fact, it was worse than a random guesser. VoOBERT showed performance on par with LogBERT
on this real-world security event dataset.

To summarise, this work makes the following contributions:

1. A reproduction and critical analysis of the results presented in LogBERT [26].

2. VoBERT, a BERT-based anomaly detection model using a novel pre-training task for sequence
anomaly detection: Vocabulary-Free Masked Language Modeling (VF-MLM).

3. A case study at a large bank (50,000+ employees), evaluating whether the proposed technique
can be applied in the context of security event sequence anomaly detection.



Problem Definition

2.1. Informal Definition

A simple example of log anomalies is depicted in Figure 2.1. In Figure 2.1a, a normal log flow of a user
logging into some systems is shown. In Figure 2.1b, a suspicious log flow is shown. In this flow, the
user is successfully logged in before entering a password. Finally, Figure 2.1c shows a normal log flow
is seen that might appear after the application’s logging statements are updated. The changed logkeys
still have a similar meaning, but their wording is slightly changed. This final example is an example of
unstable log data. However, it should be noted that this is not the only kind of unstable log data. Other
possibilities include the removal of log statements or the addition of completely new log statements.
Most existing literature focuses on detecting anomalous sequences (Figure 2.1b) from normal se-
quences (Figure 2.1a), but disregards the issues presented by the unstable log data (Figure 2.1c).

N

'd N\ (

Usemame field filled in Username field populated Username field filled in
. J ¢ . ¢
e ¢ Y 'd

Password field filled in Password field populated Login Succesfull
. J ¢ / \
'd ¢ Y N\ ¢

Login button clicked Login button clicked Password field filled in
A\ J ¢ J
) v . v
Login Succesfull Login Succesfull Login button clicked
. J
(a) Normal log sequence (b) Anomalous log sequence (c) Normal log sequence with slightly

changed log messages. This is an
example of log data instability

Figure 2.1: Simplified example of normal and anomalous log sequences

Figure 2.2 presents the typical steps of log analysis. Throughout each step of the workflow, the
effect this would have on the simple example with the login flow in Figure 2.1 is shown.

During the first step, the log messages are parsed. During this step, the log message is extracted
from the log line by removing other elements such as a timestamp and debugging level. Furthermore,
variable parts of the log message are replaced with a ’*. For the example in Figure 2.1 this would
mean that “26-06-2020 12:00 INFO Username field filled in with Armaster_11” would be changed into
“Username field filled in with *”. The final product is called a logkey.

The second step is log message grouping. During this step, log messages need to be grouped into
subsequences. This is often done with either fixed, sliding, or session windows.

3
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The example in Figure 2.1 could be produced using fixed windows. This would mean that one big
log file containing all three flows after each other in chronological order is split up in the three distinct
log sequences shown in Figure 2.1.

Finally, the actual log sequence anomaly detection can be done. Since there are almost always
none or very few labelled examples of anomalous log sequences, in most situations, a semi-supervised
approach is used, where a model is trained with a train set consisting only of normal sequences. For the
example in Figure 2.1, this would mean that a model is trained on a large dataset consisting of different
normal sequences such as Figure 2.1a. When tasked with making a prediction about Figure 2.1b, it
should ideally be able to classify this sequence correctly as anomalous. A model that can also handle
unstable log data should also be able to classify Figure 2.1c correctly as normal.

An extension of this problem is unstable log sequence anomaly detection.

When log data is unstable, the content of the log messages changes slightly but still contains a similar
meaning to the old version. An example of such a change can be seen in the first two log messages in
Figure 2.1c. In the ideal scenario, a model trained on a set of normal log sequences before this change
in log message was introduced should still be able to classify the sequence with slightly changed log
messages without requiring retraining. The constraint of not requiring retraining is valuable in practice,
as retraining is often not feasible [75].

1. Log Parsing ]

1. 081109 205931 13 INFO dfs.DataBlockScanner: X

BT .
| Verification succeeded for blk_4980916519894289 1 =9 | I+ Verification succeeded for

E Sliding windows | ' =3 (E1, Es, ..., Ep)

4. Deep Learning Models

[ RNN ] [ CNN ] [Transformer] [

____________________________________________________

Figure 2.2: The common deep learning log anomaly detection workflow [39]. Steps 1 and 2 are considered
pre-processing.
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2.2. Formal Definition
2.2.1. Parsing

e Input: L = (I3,ls,...,1,) where L is the sequence consisting of all lines in a log file produced by
an application, and [; is the i-th line is this logfile.

o Output: K = (ky,ka,...,l,) where K is the sequence consisting of all parsed lines in a log file
produced by an application, and k; is the i-th line is this logfile. The parsed lines are called log
keys.

The raw log messages are in free-text form and lack structure. They may contain the specific values
of some variables such as file name, numerical variables, or identificators such as IP address or block
number. These highly variable parts of the log message can reduce the performance of log anomaly
detection [31]. This can be solved by parsing, which is the process of extracting the constant part of
the log message by replacing the variable parts with a special symbol, often "*’. This constant part is
called the logkey, a term that is frequently used in the rest of this work. When all raw log messages are
parsed, the Vocabulary V' can be defined as the set consisting of all unique log keys in the sequence of
log keys K. In other words: V = {K}. This is the first step depicted in Figure 2.2.

2.2.2. Grouping
o Input: K = (ki,ka,...,k,) where K is the sequence consisting of all parsed lines in a log file
produced by an application, and k; is the i-th line is this logfile.
o Output: S = (s1,82,...,8m) where S is the list of log key sequences obtained by splitting the
complete sequence K into subsequences. s; is the i-th sequence which consists of log keys: s; =
(ko, k1, ..ey kn)Vk]“{ZJ eV.

After the parsing of the log messages into log keys, the log keys need to be grouped into sub-sequences
that can be analysed. Log grouping is the task of creating subsequences out of the big sequence that
is obtained after parsing the file. This is usually done with either a fixed, sliding or session window as
shown in step 2 of Figure 2.2.

2.2.3. Sequence Anomaly Detection
o Input: S = (s1,81,...,8m) where S is the list of log key sequences obtained by splitting the
complete sequence K into subsequences. s; is the i-th sequence which consists of log keys: s; =
(ko, ki,... )ij“{?] eV.
o Output: Spreq = (P1,D2,---,Pn) Where Sppeq is the sequence containing predictions that a given
sequence is either normal or anomalous. p; is the prediction that the i-th is anomalous. Each p;
is a boolean, where true denotes an anomalous sequence and false denotes a normal sequence.

After the pre-processing tasks (consisting of all previous tasks) are complete, the data is in the form
of a set of sequences of ordered logkeys S = {si, $2..., S, }, where s; indicates the logkey in the i-th
position.

The pre-processing tasks can be applied to a train set Spormar = {81,582, ..., 81} containing only
sequences marked as normal. The goal of log sequence anomaly detection is then to predict whether a
new log sequence Siest is anomalous based on this training dataset Shormal- This problem is equal to the
definition of semi-supervised sequence-based anomaly detection given in a survey on discrete sequence
anomaly detection in general by [10]:

Semi-Supervised Sequence based anomaly detection
Given a set of n sequences, S = {s1, s2, ..., S, } and a sequence ¢ belonging to a test data set
T, assign an anomaly score to ¢ with respect to the training sequences in S [10].

After applying a decision threshold to the anomaly score ¢ of all logkeys in the test data set T', Spred
is obtained.

Note that there does not seem to be a consensus on what to call this type of learning. This work calls
this semi-supervised learning, following two surveys on this subject: [10] and [37]. Some other works
call this type of learning self-supervised. There are also works that call the same scenario unsupervised.



2.3. Research Question 6

Often, these works assume that there are very few anomalies in the collected data, which is how they
justify using the unlabeled dataset as their normal training set.

A 2022 survey [37] on log anomaly detection has identified three main challenges: Unstructured
data, log instability, and the low availability of public datasets.

The first challenge is that log files predominantly appear in an unstructured or semi-structured
format, varying across different devices, operating systems, or even software versions. The absence of a
standardised structure and syntax for log files presents a significant hurdle. Centralising and processing
such diverse and irregular data is an intricate challenge.

Second, [75] recognised the issue of log instability, attributing it to two main factors: The evolution
of logging statements due to source code modifications and the introduction of noise during log data
pre-processing.

Third, since log files are typically unstructured and their contents sensitive, they often can not be
made publicly available due to security concerns. This lowers the availability of public datasets for
research purposes, slowing progress in the log analysis field.

2.3. Research Question

In this thesis, I answer the following research question:
How can anomalies in unstable sequential log data be detected?
To answer this question, I have decomposed it into the following sub-questions:

1. Element-Level Evaluation. What influence does each individual logkey have on the sequence
anomaly score?

2. Unstable Logkeys. How to adapt detection of anomalies in log sequences with a high ratio of
unseen logkeys?

3. Case Study. Is it possible to apply the log anomaly detection technique to detect anomalies in
real-world security event logs?



Related Work

3.1. Log Data Pre-processing

Log data is typically unstructured, which is why pre-processing is necessary before it can be used for
log anomaly detection. These steps include log parsing or tokenising and log grouping. A survey [37] on
deep learning for anomaly detection in log data has created an overview of the most common techniques
to solve these pre-processing problems, which are described in this section. The authors of the survey
also created a visual overview of the techniques, shown in Figure 3.1.

3.1.1. Parsing and Tokenising
Parsing and token-based strategies are the two main methods that have been identified for handling
unstructured log data [37].

Parsing Parsing, a commonly employed pre-processing strategy, involves using log parsers to pinpoint
the static part of each line, otherwise known as log key (KEY in Figure 3.1). Furthermore, the parsing
process aids in extracting all the necessary parameters from log events, including possible identifiers
and the timestamp. The latter is often used to apply time windows in the subsequent grouping stage
of pre-processing. There exist many available log parsing solutions, such as Spell [20], IPLoM [47],
Drain [30], and MoLFI [49]. In a study comparing log parsers, it was found that Drain achieves the
best performance of the log parsers evaluated [77]. The parsers were evaluated on accuracy, robustness,
and efficiency [77].

Accuracy measures how well a log parser can distinguish the constant parts from the variable parts
of a log line. Most existing log parsing evaluation studies focus on accuracy, as the accuracy of a log
parser has a large impact on the effectiveness of the downstream log analysis tasks [29].

Robustness measures how stable the log parser accuracy is tested on various datasets with different
characteristics. A robust log parser is versatile, which makes it well-suited for deployment in various
production settings.

Efficiency is a measure of how quickly it can process loglines. The faster a parser can parse a log
dataset, the higher the efficiency.

Token-Based On the other hand, token-based strategies (TOK in Figure 3.1) provide an alternative
approach. These methods break down log messages into word lists, typically using white spaces as
separators. Subsequent data cleaning steps include lowercasing all letters, removing special characters
and stop words, and ultimately generating the word vectors. Some techniques opt for a combined
approach, generating token vectors from parsed events as opposed to raw log lines [8, 27].

3.1.2. Grouping

The section describes the process of organising log events into groups, a necessary step for detecting
unusual patterns among multiple log events with deep-learning techniques. This process is visualised
in the "Event grouping’ part of Figure 3.1.
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The timestamps attached to most log events make them ideal for groupings [38]. Since these times-
tamps are typically located at the start of log entries, they are simple to extract. We typically use two
main methods to form groups based on time [32].

The first method involves creating sliding time windows. This involves moving a window of fixed
length across the log data in uniform steps. At every step, logs falling within the window’s current
timeframe are grouped together. However, this method can lead to a single log entry appearing in
several groups due to overlapping windows.

The second method employs fixed time windows, which is a variant of sliding time windows where
the step size equals the window size. Although this approach gives a less detailed view of the data, it
guarantees that each log event appears in only one time window, simplifying subsequent analyses like
time-series evaluations.

Additionally, we can form groups based on the number of lines instead of the time when using either
sliding or fixed windows. This method ensures all groups are the same size and eliminates the need to
process timestamps. However, it makes it harder to treat event frequencies as time series because the
windows now represent varying durations.

Lastly, session windows offer another way to group events. This method uses an event parameter
that serves as an identifier for a specific task or process from which the event originated. This grouping
method is useful for tracking event sequences that accurately reflect underlying workflows, even when
multiple sessions are running in parallel on the system. However, not all log data types include such
session identifiers.

|
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Figure 3.1: Overview of log data representation approaches used for Anomaly Detection [37]

3.2. Traditional ML Log Anomaly Detection

Over the years, numerous machine learning-based techniques for log anomaly detection have been de-
veloped. Some of them are supervised, many of which represent log sequences as log count vectors, and
then use a machine learning technique for anomaly detection. Researchers applied the following tradi-
tional Machine Learning methods to log count vectors: Support Vector Machine (SVM) [43], Logistic
Regression (LR) [12], and Decision Trees [6].

In addition to supervised learning, unsupervised learning methods for log anomaly detection have
also been widely explored. Unsupervised methods are trained only on unlabeled data. For instance,
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the method proposed by [71] employed Principal Component Analysis (PCA) to construct two distinct
subspaces from log count vectors: one representing normal events and the other representing anomalies.
A log sequence is deemed anomalous if its log count vector deviates significantly from the normal
space. Invariant Mining (IM) [45] and Anomaly Detection Rules (ADR) [74] are other examples of
unsupervised approaches where linear relationships among log events are discovered from log count
vectors. Log sequences violating these relationships are flagged as anomalous.

These traditional methods share a common framework: they all need a log parser for pre-processing
and extracting logkeys from log messages [40]. Subsequently, count vectors are created by counting the
frequency of all unique logkeys. The dimension of the log count vector corresponds to the total number
of unique logkeys. An example of these count vectors can be seen in Figure 3.1.

While these approaches have significantly contributed to the field, they also share inherent limita-
tions. One of the main issues stems from the instability of log data. When a new logkey is introduced
caused by, for example, the evolution of log statements or pre-processing noise, these traditional meth-
ods need to change the dimension of the log count vector, which means the model needs to be retrained
[75].

Additionally, using log count vectors can lead to losing important contextual information within the
log sequences [75]. These methods only use the frequency of logkeys appearing in a sequence, not using
the sequential nature of the data.

The final limitation lies in keeping these log anomaly detection methods up to date. To do so, a
model needs continuous re-training, which could carry an unacceptable cost when applied to large-scale
systems under active development [75].

More recently, deep-learning techniques have shown promise in overcoming some of these limitations.
These advanced methods have demonstrated better performance in log anomaly detection. Therefore,
the focus of this work is primarily on exploring and improving these deep-learning techniques rather
than focusing on traditional machine-learning methods.

3.3. Deep Log Anomaly Detection

In recent years, many deep-learning-based models have been proposed for log sequence anomaly de-
tection. Several recent surveys have been written on using deep learning for log sequence anomaly
detection, such as [21, 9, 37, 73, 39]. An overview of recent papers that apply deep learning to log
anomaly detection can be seen in Table 3.1. For older deep-learning log anomaly detection papers, an
extensive overview is available in [37].

Paper Year Input Representation Model Training Task  Mode
LogEncoder [57] 2023 Semantic (by BERT) LSTM HS, CL Semi
BERT-Log [13] 2022 Embedding Matrix Pre-trained BERT NN Semi
LogBERT [26] 2021 Embedding Matrix From scratch BERT HS, MLM Semi
0OC4Seq [70] 2021 Embedding Matrix 2x GRU 2x HS Semi
LogRobust [75] 2019 Semantic (FastText+TF-IDF) Bi-LSTM CE S

Table 3.1: Overview of deep-learning techniques used in recent literature. For older literature, see [37]
HS: Hyper-Sphere, CL: Contrastive Learning, MCR: Masked Context Reconstruction, GRU: Gated Recurrent Unit,
LSTM: Long short-term memory, MLM: Masked Language Modeling, CE: Cross Entropy, Semi: Semi-supervised, S:
Supervised

3.3.1. Supervised Deep Log Anomaly Detection

Although most log anomaly detection methods are semi-supervised, some supervised methods also exist.
These often achieve higher predictive performance, but can less easily be used in practice since, in reality,
there is rarely sufficient labelled data available, especially labelled data of anomalous sequences. The
rarity of such events primarily causes the lack of data on anomalous sequences.

The authors of [63] propose an improved version of the LogEvent2Vec [67] algorithm. The method
transforms parsed logs into vectors, which are then used for supervised binary classification. In contrast
to the original version, the authors decrease the analysis window. This made anomaly detection more
accurate. However, their approach has three main drawbacks. First, it is supervised. Second, their
approach is not evaluated on unstable log data. Third, since they combine all log vectors in the
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sequence to classify by taking the average, they lose the explainability to pinpoint which logs led to this
classification after it is made.

The authors of [13] propose a supervised learning-based approach that classifies log messages as
normal or anomalous. It uses a pre-trained BERT model to learn the vector representation of a log
sequence. It then uses a neural network to classify this representation vector as normal or anomalous.
The main drawback of this approach is that it is supervised.

LogRobust [75] introduces a new supervised method for log anomaly detection. This method works
by pulling out meaningful information from log events and turning them into something called semantic
vectors. To detect anomalies, LogRobust uses attention-based attention-based Bidirectional Long-Short-
Term Memory Neural Network (Bi-LSTM). This is a type of LSTM model which can use both past and
future input features [33]. LogRobust can understand the context in log sequences and automatically
figure out which log events are more important using the attention mechanism. Thanks to these features,
LogRobust is good at finding and dealing with unstable log events and sequences, making it an essential
development in the field of log anomaly detection. However, the main drawback is that it needs labelled
data of both normal and anomalous classes since it is a supervised approach. This makes it a lot less
feasible to use in a real-world scenario.

3.3.2. Semi-Supervised Deep Log Anomaly Detection

Because of the lack of labelled data availability and the data class imbalance problem, most recent
methods are semi-supervised or unsupervised. Usually, there is only one class available during training,
the 'normal’ class. A deep-learning model is trained to classify a data point as either part of this 'normal’
class, or as anomalous. This type of anomaly detection is called Semi-Supervised anomaly detection,
also known as Deep One-Class Classification.

OC4Seq [70] is a semi-supervised approach that employs Recurrent Neural Networks (RNNs) for
detecting anomalies in discrete event sequences. In particular, OC4Seq combines anomaly detection
with RNNs to transform discrete event sequences into latent spaces. Within these spaces, it is easier to
spot anomalies [70]. The research data and code are publicly available online!.

LogBERT [26] is a semi-supervised method for log anomaly detection that operates under the
same presumption as LAnoBERT [26]. LogBERT, built on the BERT framework, aims to uncover
log anomalies by learning and understanding the regular patterns found in normal log sequences. The
main training task of LogBERT is MLM, being supported by the additional training task Volume of
Hypersphere Minimisation. Masked Language Modeling was originally created as an NLP task, where
the goal is to train a model to predict the original tokens on some masked positions in a natural language
sentence. LogBERT uses MLM to detect anomalies in log data by training a model to do MLM on
normal sequences. The assumption is that if that model is then queried on anomalous sequences, it
will not be able to predict the masked logkeys in these sequences as accurately as it could for normal
sequences. Thus, using a distance metric between the real and predicted output of a trained model
anomalous and normal sequences can be distinguished by LogBERT. VHM aims to train the model in
such a way that the hypersphere that contains all vector representations of normal logkeys has a minimal
volume. The assumption is that anomalous logkeys will then lie outside of this sphere. Log sequences
that deviate from these identified patterns are then classified as anomalous [26]. The implementation
of LogBERT is publicly available?

During the writing of this thesis, LogEncoder was published. In [57], a semi-supervised method that
can deal with unstable log data is proposed. While this work also addresses the issue of unstable log
data, they do this with a different method than this thesis. Their framework consists of three mod-
ules: Log to embedding (Log2Emb), Embedding to representation (Emb2Rep), and Anomaly detection.
They utilise a pre-trained model to obtain semantic vectors from each log event and use one-class and
contrastive learning objectives to train a representation model. Their one-class learning objective is
inspired by the VHM objective, as introduced in DeepSVDD [62]. They then use a third model to clas-
sify the representations generated by the second model as anomalous or normal. When tested on three
benchmark datasets against six state-of-the-art methods, LogEncoder outperformed five of them and
performed comparably to a supervised method, LogRobust. Besides using a different, more complicated
structure, LogEncoder does not use Masked Language Modeling, which is the focus of this thesis.

Thttps://github.com/wzwtrevor/Multi-Scale-One-Class-Recurrent-Neural-Networks
%https://github. com/HelenGuohx/logbert
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Preliminaries

4.1. Transformers and BERT

In NLP tasks, the input is typically a sequence of word or subword tokens, and the goal is to predict
some property of the sequence, such as its sentiment, the named entities it contains, or the next word in
the sequence. The traditional approach to processing sequences uses recurrent neural networks (RNNs),
which pass information from one token to the next along a sequence. However, RNNs can be slow
to train and struggle to handle sequences of long length since each step needs information from the
previous.

Transformers solve these problems by using self-attention to dynamically weigh the importance of
different tokens in the input sequence. In a transformer, each token is first transformed into a vector
representation, which is then used to calculate the attention scores between all pairs of tokens. These
attention scores are used to weigh the contribution of each token to the representation of the whole
sequence, which is then passed through a feedforward neural network to make the final prediction.

The architecture of transformers has proven to be very effective in a wide range of NLP tasks,
including language translation, text classification, and question answering [66]. It has quickly become
the default choice for many NLP problems, and many state-of-the-art models in NLP are based on
transformers, of which perhaps the best well-known model is Bidirectional Encoder Representations
from Transformers (BERT) [19].

Bidirectional Encoder Representations from Transformers (BERT) is a language model introduced
by Devlin et al. in 2018 [19]. BERT revolutionised the field of Natural Language Processing (NLP)
by employing a bidirectional training approach. Unlike traditional language models that read the text
sequentially (either from left to right or right to left), BERT is designed to analyse the context of words
in both directions. This is made possible by its underlying transformer architecture and its attention
mechanism, enabling it to weigh the influence of different words when encoding the information of a
given word.

BERT’s training strategy consists of two steps: pre-training and fine-tuning. The pre-training phase
involves learning word representations from a large text corpus, where BERT is trained on tasks such as
Masked Language Modelling (MLM) and Next Sentence Prediction (NSP). This allows BERT to learn
a universal language model that understands syntax and semantics. In the fine-tuning phase, the pre-
trained BERT model is adapted to a specific task (such as question answering or sentiment analysis) with
a smaller amount of task-specific data. Despite the requirement of significant computational resources
for training and challenges in adapting to low-resource languages, BERT’s capacity to comprehend the
nuances of language has led to state-of-the-art results in numerous NLP tasks, contributing significantly
to the ongoing evolution of language understanding models.

In the original BERT model paper [19], text input is first tokenised using WordPiece tokenisation [65].
Each token is then converted into an embedding vector. These initial token embeddings are then updated
during the training of BERT.

11
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4.2. LogBERT

The proposed Vocabulary-Free Masked Language Modelling method is based on the traditional MLM
method used in LogBERT [26]. The goal of LogBERT is to classify sequences of logkeys produced by
the pre-processing steps as either normal or anomalous. The output of this task is a label y; (normal
or anomalous) for every log sequence s; as shown in Equation (4.1).

output = {(81,Y1), -, (SnsYn)} (4.1)

Where y; is the classification result made by the model for log sequence s;.

LogBERT [26] is a self-supervised framework for log anomaly detection based on BERT. It is self-
supervised because it is trained only on labelled normal data, no anomalous data is required. LogBERT
learns the patterns of normal log sequences by using Masked Language Modelling (MLM) supported
by a secondary training task: Volume of Hypersphere Minimisation (VHM). LogBERTS’ original imple-
mentation is publicly available®.

The main principle behind LogBERT is to use Masked Language Modeling as an anomaly detection
method. By training on normal sequences only, the model attains a certain proficiency in performing
Masked Language Modelling on normal sequences. After training, the accuracy with which LogBERT
can do Masked Language Modelling on average is higher for normal sequences than for anomalous
sequences, as it has never seen the latter during training. Using this, a predictive performance threshold
can be found below which sequences are marked as anomalous.

The core assumption made for LogBERT to work is that anomalous sequences differ from normal se-
quences to such an extent that MLM is more difficult on anomalous sequences than on normal sequences
for a model trained only on normal sequences.

4.2.1. Pre-Processing
Before the LogBERT model can be used, pre-processing of the logs is required. In this section, the
pre-processing steps used in the original LogBERT paper are described.

As the first pre-processing step, LogBERT uses the log parser Drain [30]. Then, for the TBird and
BGL datasets (Section 6.1.1), LogBERT uses a straightforward sliding window grouping method. It
uses a sliding window of size wsj,e Wwith slides with increments of wstep time across the parsed log file.
If a sequence is shorter than minimal sequence length [.,in, the sequence is discarded. If a sequence is
longer than the maximum sequence length [,.x, the sequence is truncated to a length of [,.x.

4.2.2. Embedding Layer

The logkeys need a numerical representation to be fed to the BERT model. LogBERT achieves this
by using a strategy we call matrix embedding. In matrix embedding, the logkeys all correspond to a
randomly generated vector, which is called the embedding of the log key. The vectors are stored in a
randomly generated matrix F € RI¥1*3¢ where d is the dimension of log key embedding vectors. The
authors call this the logkey embedding matrix. Positional embeddings are generated by using a sinusoid
function to encode positional information similar to their use in the original BERT implementation [19].
Thus, the input representation of the logkey k; is defined as z] = Cpi- This method is used, apart from

LogBERT, in [13, 70].

'https://github.com/HelenGuohx/LogBERT
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Figure 4.1: Masked Language Modelling. A trained BERT model predicts the masked tokens. The model correctly
predicted Log A for the first masked token and incorrectly predicted Log C for the second masked token. If g = 1 and
r = 1, then the sequence would be marked as anomalous.

4.2 3. Training

The goal of training a sequence model for anomaly detection is to be able to differentiate between
normal and anomalous sequences, by leveraging the temporal context information of the elements in
the sequence, in addition to looking at the elements separately. LogBERT introduces two distinct
training tasks to enhance anomaly detection in log sequences [26].

Firstly, the Masked Language Modelling task concentrates on predicting the log keys within normal
log sequences that have been randomly masked. Note that the authors of LogBERT call this task
Masked Log Key Prediction (MLKP), but since it is no different from the original MLM training task
originally introduced in [19] the term MLM is used in this work.

Secondly, the Volume of Hypersphere Minimisation task is designed to make normal log sequences
closer together in the embedding space. These combined efforts contribute to more accurate and efficient
detection of anomalies [26]. Other training tasks used by some other log anomaly detection works include
Contrastive Learning (used in [68, 57]) and Masked Context Reconstruction (used in [68]).

Training Task 1: Masked Language Modelling The first training task is Masked Language
Modelling, introduced by the original BERT paper [19]. The goal of training the model is to capture the
bidirectional context information present in log sequences. This is accomplished by randomly replacing
a certain ratio of logkeys with a special [MASK] token with a certain probability and then letting the
model predict the masked logs. This method is called ratio masking. LogBERT uses a masking ratio
of 15%.

If the log that was originally on the masked position is not among the top g candidate keys predicted
by the model, it is considered anomalous. Figure 4.1 displays a sequence of length 4 inserted into a
BERT model with a masking ratio of 50%. For the model’s output, only the logkey with the highest
predicted probability is shown, which depicts the situation when g = 1. In LogBERT [26], a log sequence
is labelled as anomalous if it contains > r anomalous logs keys. ¢ is a hyper-parameter, and r is used
as the decision threshold. In Figure 4.1, if r = 1, the sequence would be predicted as anomalous (since
1>1).
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The intermediate output of the BERT model is contextual embedding vectors of the [MASK] tokens.
The next step is to feed these vectors into a feed-forward neural network that has an output node
for each logkey in the vocabulary V of the model. The output is then fed into a softmax function,
which outputs a probability distribution over all possible logkeys in the model’s vocabulary V. The
computation of the model’s output for a particular masked token in a particular sequence is shown in
Equation (4.2). This output is a probability distribution over the entire vocabulary V:

Fhias, = Softmax (wch{MASKi] + bc> (4.2)

where 5’{1\/{ ASK;) is the output for the i-th masked token in the j-th sequence, h{M ASK;) is the output
of the BERT model, a contextual embedding, of the i-th masked token in the j-th sequence. W and
b are trainable parameters in the single-layer feedforward neural network.

After obtaining the model’s output, the MLM loss must be computed. The MLM loss is defined as
the Cross-Entropy Loss between the output probability distribution and the perfect probability distri-
bution. The perfect probability distribution for a certain masked position is defined as the probability
distribution where the original token has a probability of 1 and all other tokens in the vocabulary have
a probability of 0. After calculating the loss for all masked tokens, the loss is averaged to obtain a
sequence-level anomaly score. The MLM loss calculation can be seen in Equation (4.3).

N ]\/fj
Ly = N Z Z nyASKi] log(nyASKi]) (4.3)
J=1i=1

where y[JM ASK] is the label for the i-th masked token in the j-th sequence, Mj; is the total number

of masked tokens in the j-th log sequence, and ny ASK;] is the softmax probability for the i-th masked
token in the j-th sequence.
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Figure 4.2: Deep Support Vector Data Description (Deep SVDD) learns a neural network transformation ¢(-; W) with
weights W from input space X C R? to output space F C RP that aims to map the data network representations into a
hypersphere with centre ¢ and radius R in such a way that the volume is minimised. Normal samples fall within, and
anomalous samples fall outside the hypersphere [62].

Training Task 2: Volume of Hypersphere Minimisation This task is inspired by a paper on
Deep One Class Classification [62], where the objective is to minimise the volume of a data-enclosing
hypersphere. This is shown in Figure 4.2. BERT models have a special [CLS] (Classification) token,
and the corresponding output node for this token contains the sequence embedding for a sequence fed
to BERT. The BERT model is trained to minimise the distance between the sequence embedding of all
sequences during training. “The motivation is that normal log sequences should be concentrated and
close to each other in the embedding space, while the anomalous log sequences are far to the centre
of the sphere” [26]. The loss function of this training task is Ly . The exact formula can be found
in [19].

1 M 2
Lvam = N Z Hh{)IST - CH (4.4)
j=1
The total loss function is defined as:

L=Lyrm+oLlyvau (4.5)

where « is a hyper-parameter that determines the balance between the two training tasks.

4.2.4. Classification

Once trained, LogBERT can be utilised for detecting anomalies in log sequences. The core assumption is
that if a testing log sequence is normal, the model can accurately predict the masked logs. Therefore, the
anomalous score of a log sequence can be determined based on the model’s predictions for the [MASK]
tokens. If the log that was originally on the [MASK] spot is not among the top g candidate keys predicted
by the model, that logkey is considered anomalous. A log sequence is labelled as anomalous if it contains
> r anomalous logs. In LogBERT [26] ¢ is a hyperparameter, and r is used as a decision threshold.
LogBERT optimises this decision threshold on the test set, which does not reflect performance in real
situations. Therefore, this thesis will optimise the decision threshold on a development set instead.



Method

This chapter describes how the research questions were answered. For RQ1 about Element-Level Eval-
uation, a per-element masking method is introduced. To answer RQ2 about how to be more robust

with respect to Unstable Logkeys, a novel technique is proposed: Vocabulary-Free Masked Language
Modeling.

5.1. RQl: Element-Level Evaluation

In this section, we answer the following question:
RQ1: What influence does each individual logkey have on the sequence anomaly score?

To evaluate the influence of the logkeys in the sequence on the sequence anomaly score, we com-
puted anomaly scores per element. To achieve this, per-element masking instead of ratio masking was
implemented, as well as aggregation of per-element scores into sequence scores. The difference between
sequence and element-level evaluation is displayed in Figure 5.1. It was found that while Element-Level

evaluation can provide some additional accuracy and explainability, it comes at a great computational
cost.
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(a) Sequence-level Evaluation. Predictions are (b) Element-level Evaluation. Predictions are also

made only on sequence-level. made on element-level.

Figure 5.1: Sequence vs element-level evaluation visualised for the same three sequences.

We define the element-level score for each element e; in the sequence s of length n as the anomaly
score for a sequence s = (e, e, €;,e,) where only element e; is masked. Masking each element in a
sequence exactly once is not supported in the implementation of LogBERT, so we need to modify the
implementation to support element-level evaluation. To this end, multiple changes were introduced,
described in the rest of this section.

16
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5.1.1. Masking method

The masking of tokens is traditionally only reported on sequence-level. However, to assess the influence
of all elements, per-element masking is needed. The LogBERT implementation uses ratio masking, but
for computing an element-wise anomaly score, per-element masking is required. The difference between
ratio and per-element masking is visualised in Figure 5.2.
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(a) Ratio Masking (b) Per Element Masking

Figure 5.2: Ratio Masking versus Per Element Masking.

For per-element masking, instead of masking a predetermined ratio of tokens, all tokens are masked
one by one (see Figure 5.2b). There are two main benefits: First, the sequence-level anomaly score
might be more accurate since all tokens are masked once and therefore considered in computing the
sequence-level anomaly score, which eliminates the stochastic element of randomly choosing certain
tokens to mask. Second, this allows for the computation of per-element anomaly scores, which enable
an element-level evaluation. The drawback of this approach is that instead of the one prediction for
a sequence on length n that ratio-masking requires, computing the sequence-level anomaly score now
requires making n predictions. However, making a prediction has a relatively low computational cost,
and the maximum sequence length n,.x is known beforehand. The n predictions are aggregated into a
sequence-level prediction while retaining the element-level score.

5.1.2. Element Score Aggregation

After making all m predictions for each sequence to compute the element-level anomaly scores, the
sequence anomaly scores still need to be computed. The aggregation of element-level anomaly scores
into sequence-level scores differs between traditional MLM and VF-MLM pre-training tasks because
they use different loss functions. For VF-MLM, the aggregation is done by averaging all element-level
anomaly scores, as shown in Equation (5.1).

1 & ;
anomaly__score(s;) = - Z loss(s7) (5.1)
j=1

where s; is the i-th sequence in the test set, sf is the generated variation of the i-th sequence where
only the j-th element is masked, and m is the number of masked tokens in the sequence. For per-element
masking, m = n where n is the sequence length.

For traditional MLM, the aggregation is done by summing the number of masked tokens and amount
of undetected tokens of all element-level anomaly scores. The sequence-level anomaly score is then
defined as the ratio of undetected tokens, calculated by dividing the number of undetected tokens by
the number of masked tokens. For per-element masking, the number of masked tokens always equals
the sequence length. This calculation is shown in Equation (5.2).

1 & :
anomaly_score(s;) = — E num_ undetected(s]) (5.2)
m
Jj=1

where s; is the i-th sequence in the test set, sf is the generated variation of the i-th sequence where
only the j-th element is masked, and m is the number of masked tokens in the sequence. For per-
element masking, m = n where n is the sequence length. The algorithm used to generate all sequence
and masked position pairs for per-element masking is shown in Algorithm 1.
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Algorithm 1 Generation of per element masking dataloader key index

S > List of all sequences
k+{} > Stores sequence and mask index pairs for a given key index
c+0 > Initialise the index count to 0
for i € {0,...,|s| — 1} do
n < |si > Current sequence length
z+0 > Initialise mask index count
for je{c...,c+n—1} do
k;j « {i,z} > Assign key index values
T+ 1 > Increment mask index count
c—c+1 > Increment count
end for
end for

5.2. RQ2: Unstable logkeys

In this section, we answer the following question:

RQ2: How to adapt detection of anomalies in log sequences with a high ratio of unseen
logkeys?

To answer this question, we propose a novel BERT-based sequential anomaly detection model:
Vocabulary-Free BERT (VoBERT). VoBERT uses a novel pre-training task we designed specifically for
anomaly detection: Vocabulary-Free Masked Language Modeling (VF-MLM). We adapt the implemen-
tation of traditional MLM published by the authors of LogBERT [26] and remove the fixed-vocabulary
constraint. This is possible since VF-MLM is designed for sequence anomaly detection rather than
NLP, so we do not need the model output to be mapped back to natural language words. It is enough
to know how well the trained model can reconstruct the original sequence.

To enable vocabulary-free masked language modelling, two main challenges need to be solved:

1. Model Architecture. The model architecture needs to be changed in such a way that it is not
dependent on the vocabulary.

2. Token Embedding. The element embedding method needs to be able to generate an initial
embedding for any possible element, regardless of if it has seen this element before.

Both of these requirements are violated in traditional MLM, so a novel method needs to be found
for these requirements.

5.2.1. Vocabulary-Free Model Architecture

The VF-MLM model architecture is an extension of the MLM model architecture implemented in
LogBERT [26] (see Section 4.2). The implementation of VF-MLM created for this work is based on the
publicly available code of LogBERT and implemented using PyTorch [54]. The difference between the
traditional and vocabulary-free MLM model architecture is visualised in Figure 5.3.

Traditional MLM Architecture The traditional MLM model architecture is shown in Figure 5.3a.
When making an MLM prediction, some tokens are masked meaning they are replaced with a special
[MASK] value. As a next step, the initial embedding module generates an initial embedding for every
token in the sequence using the matrix embedding method explained in Section 4.2.2. The BERT model
then computes contextual embeddings for each token in the sequence. These contextual embeddings
are then passed to a single-layer fully connected feed-forward neural network (FFNN). For these output
positions, this layer has an output node for every possible token in the model’s vocabulary. As a final
step, the softmax function is applied to all output nodes of this FFNN layer, resulting in a probability
distribution over all tokens in the vocabulary. The outputs at the positions where the [MASK] tokens
were placed are selected. The probability distributions of these positions specify the probability that
the masked value is a certain token out of the vocabulary.



5.2. RQ2: Unstable logkeys

19

! Probability LOGA|=08 LOGA| =0.05
: Distributions LOGB|=0.1 LOGB =005
! over :
1 Vocabulary LOGC|=0.1 LOGC =009 :

L R Ao

[FFNN + Soﬂmax] [FFNN + SoftmaxJ

e — e i ;

1 Contextual H Contextual
i Embeddings D:?j D:E:' : i Embeddings
Initial Initial
i Embeddings i Embeddings
! Model ! Model
: Input Input
¢ Orginal | oea | | Losa | |Loce | |Loce | | LogE | Original

Sequence ' Sequence

'
i

(a) Traditional MLM Model Architecture. (b) Vocabulary-Free Model Architecture. Note that the

embedding method changed, and the FFNN + Softmax layer
is removed.

Figure 5.3: Vocabulary-Free MLM Model Architecture to traditional MLM model architecture. Adapted from [4].

Since the number of output nodes must be equal to the number of tokens in the vocabulary, the
model architecture is dependent on the vocabulary, violating the first requirement of VF-MLM: “The
model architecture needs to be changed in such a way that is not dependent on the vocabulary”.

Vocabulary-Free MLM architecture In Figure 5.3b, the proposed VF-MLM architecture is shown.
As visible in the picture, the FFNN layer and softmax function are removed. This means the model now
outputs the raw contextual vector for every token instead of a probability distribution over all tokens
in the vocabulary. This removes the dependency of the model architecture on the vocabulary.

Additionally, the initial embedding is changed from matrix embeddings to semantic embeddings.
This is explained in more detail in Section 5.2.2.

5.2.2. Vocabulary-Free Embedding Layer

Traditional MLM uses an embedding matrix to get the initial token embeddings. This method is
described in more detail in Section 4.2.2. This method violates the second constraint of VF-MLM:
“The element embedding method needs to be able to generate an initial embedding for any possible
element, regardless of if it has seen this element before”. A matrix embedding module can only generate
useful embeddings for tokens it has seen during training. If presented with a token it has not seen during
training, it generates a special unknown vector, often denoted as [UNK]. This unknown token is the
same as any token it has not seen during training, which means unseen tokens can not be distinguished
from one another after vectorisation.

To not violate the second constraint, a method is needed to create embeddings from the logkeys in
such a way that they can be generated for any logkey regardless of whether it was included in the train
set. This can be done by generating an embedding that captures the semantic meaning of the logkey.
Apart from that the produced vectors need to be of a fixed size, [75] identified two more requirements
semantic vectors should have: Compatibility and Discrimination.

Compatibility means that semantically similar logkeys should have similar vectors. For example,
“Username field filled in” and “Username field populated” are two logkeys with similar meanings, so
their embedding should also be similar.
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Figure 5.4: Comparison of the behaviour of matrix and semantic embedding methods.

Discrimination means that semantically different logkeys should have different vectors. For example,
“Login Succesful” and “Username filled in” are two logkeys with different meaning, so their embedding
should also be different.

Many prior studies [40], [75], [39], [14] have focused on log anomaly detection by utilising the
semantic information embedded in the log messages, and they show that this can have a significant
impact on performance. To extract semantics from text data, there are many NLP models available,
such as Glove [55], Word2Vec [52], and FastText [34]. More sophisticated approaches, such as the BERT
transformer model [19], also exist. The BERT transformer model has an advantage over models like
Word2Vec because, with Word2Vec, each word has a fixed representation that does not consider the
context of the word. On the other hand, BERT produces embeddings that consider the context, i.e.,
the words around them. A specific type of pre-trained BERT model is SentenceBERT [59], which is
pre-trained to embed English natural language sentences. The implementation of VF-MLM created in
this thesis uses SentenceBERT as the semantic embedding layer.

The difference between matrix and semantic embeddings is visualised in Figure 5.4. In Figure 5.4a,
the matrix embedding method is trained with the vocabulary of {LOGA, LOGB}. It generates random
embeddings for these tokens and updates the embeddings during each backward pass of the model’s
training. After training, it stores these embeddings for use during prediction. When faced with tokens
LOG C and LOG D, which were not present in the training set, it produces an UNKNOWN token as
shown in Figure 5.4b.

In Figure 5.4c, the semantic embedding method is trained on the same training set, which has a
vocabulary of {LOG A,LOG B}. It generates an embedding based on the token, which in this study is a
vector that captures the natural language meaning of the logkey. When presented with tokens LOG C
and LOG D during prediction as depicted in Figure 5.4d, it can still generate meaningful embeddings for
these tokens.

5.2.3. Vocabulary-Free Training

The main difference in the training process of VF-MLM compared to MLM is the loss function. In
general, the loss function of MLM is defined as the similarity between the predicted token and the label.
This similarity can be measured in different ways. As explained in Section 4.2, the loss function of
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traditional MLM is the cross-entropy loss between the output of the model for a masked position, which
is a probability distribution over all tokens in the vocabulary, and a perfect probability distribution in
which the token embedding that was originally on that position has a value of 1 and all other tokens
have a value of 0.
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Figure 5.5: Vocabulary-Free MLM compares initial and contextual embeddings of masked logkeys directly, whereas
traditional MLM compares the original logkey and the probability distribution over all logkeys in the vocabulary.

However, this method can not be used for VF-MLM since it does not output a probability distribution
over all tokens in the vocabulary. Doing so would make the model architecture dependent on the
vocabulary. Instead, the predicted contextual embeddings created by BERT and the initial embeddings
created by the embedding layer are compared directly. The difference in measuring similarity between
the masked and predicted token is visualised in Figure 5.5. Since the probability distribution is not
required, the final layer can be removed. The altered model output equation for VF-MLM is shown in
Equation (5.3). Note that the model’s output is simply the contextual embedding produced by BERT.

nyASKi] = thASKi] (5.3)

where )AffM ASK;] is the output for the i-th masked token in the j-th sequence, th ASK;] is the output

of the BERT model, a contextual embedding, of the i-th masked token in the j-th sequence. Note that
the softmax layer as well as the single feedforward layer are removed.

To compare the initial embedding to the predicted embedding, different loss criteria can be used,
such as L1 loss (Mean Absolute Error), L2 loss (Mean Squared Error), or cosine similarity loss. The
new loss function for VF-MLM using L1 loss can be seen in Equation (5.4).

N M;
1 1 . i
L:VF—MLM = 7N Z ﬁj Z nyASKi] - nyASKi] (54)
j=1 i=1

where 1/3-\/1 sk, indicates the real logkey for the i-th masked token in the j-th sequence, and M; is
the total number of masked tokens in the j-th log sequence.
The total loss function is then defined as Equation (5.5):
L=Lyr_pmim+aLlyviam (5.5)

where « is a hyper-parameter that determines the balance between the two training tasks.
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Similarly to the cross-entropy Loss in LogBERT, the loss only needs to take into account the model
output for masked tokens. In LogBERT, a standard PyTorch [54] functionality can be used, specifying
an ignore index for the cross-entropy loss. However, that functionality is not present for L1, L2, and
cosine similarity loss, because it is not normally used in such a way. Therefore, this was implemented
manually as shown in Algorithm 2.

Algorithm 2 The MLM loss computation, ignoring padding tokens. In the comments, the tensor shape
is denoted between parentheses. a: batch size, b: sequence length, c: token dimension

label > The labels for this batch. (a,b,c)
output > The generated output for this batch. (a,b,c)
MLM_ loss < loss__criterion(output, label]) > Loss measured by loss criterion (a,b,c)
non_pad_mask < label.sum(dim=2) # 0 > Boolean Mask to select non-padding tokens (a,b)
lnon_pad < non_pad mask.sum(dim=0) > Count non-padding tokens
MLM__loss +— MLM__loss[non__pad_ mask] > Non-padding tokens. (lnon pad, 768)
if lnon pada > 0 then

MLM_ loss + mean(MLM_ loss) > Compute mean of non-padding tokens
else

MLM_ loss < 0 > Set loss to zero if there are no non-padding tokens
end if

return MLM _ loss

5.2.4. Vocabulary-Free Classification

Once trained, the BERT-based model can be utilised for detecting anomalies in log sequences. The
anomalous score of a log sequence can be determined based on the model’s predictions for the MASK
tokens. For VF-MLM, the anomaly score of a sequence is the loss as measured by the same criterion
that is used during training, as shown in Equation (5.5).

To make an actual classification of normal or anomalous, an anomaly score decision threshold is
needed for the sequence or element anomaly score, above which a sequence or element is classified as
anomalous. The original LogBERT paper uses the test set to find the optimal threshold. While this
does show the model’s maximum theoretical performance, it is not indicative of real-world performance,
as in a real-world situation the labels of the set one needs to classify are unknown.

Therefore, the decision was made to select an optimal threshold on a development set and use that
threshold to measure classification performance on the test set. A development set needed to be created
instead of just using the validation set, since by design the validation set only contains non-anomalous
sequences.

The development set is created by concatenating the validation set with a certain ratio of randomly
sampled anomalous sequences from the test set. In this case, a 0.5 sample ratio was taken. The selected
sequences are then removed from the test set, so as a consequence, the test set size is reduced.

Dataset

Train Vel Test | Test | Dev
Dev

N
J
Normal Anomalous

Figure 5.6: The data split used. Red and green show that a set consists of anomalous and normal sequences,
respectively. The normal sequences in the development set and validation set are the same. The development set was
added compared to LogBERT [26].
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5.3. Unseen Logkey Heuristic

The two methods BERT-based methods are compared with a heuristic approach as a baseline. This
approach was made to evaluate the effectiveness of this heuristic when data instability increases. By
evaluating the effectiveness of a simple heuristic, the difficulty of detecting anomalies in the evaluated
situations can be gauged.

The unseen logkey heuristic is rather simple. Instead of using (deep) Machine Learning, the anomaly
score is created using a simple heuristic. For the unseen logkey heuristic, the anomaly score of a sequence
is the percentage of unseen logkeys in a sequence. For example, if a sequence of length 10 contains one
unseen logkey, the anomaly score for this sequence is 0.1 (10%).

To compare the heuristic as fairly as possible to the BERT-based approaches, the procedure is kept
as close as possible to the procedure of the BERT-based methods. Therefore, as with the BERT-based
approaches, an optimal decision threshold is found on the development set. The performance of the
method is thereafter measured on the test set.

Algorithm 3 Anomaly score prediction using the unseen logkey heuristic

S > List of all sequences to be classified
1% > All unique logkeys present in the train set (Vocabulary)
for s; € S do
n <+ |si > Current sequence length
z+0 > Initialise unseen logkey count
for [ € s do > Iterate over all logkeys in sequence
if l € V then
r+—ax+1
end if
end for
anomaly_ score; < & > Calculate Anomaly Score for sequence %
end for

return anomaly_ score




Evaluation

In this section, the experiment design is shown, including information about the datasets and evaluation
metrics. Thereafter, the experiments and their results are presented. After the experiment design, there
is a section dedicated to each research sub-question.

6.1. Experiment Design

6.1.1. Datasets

The proposed method is evaluated on the most frequently used public datasets in this field: The HDFS
dataset [71], BGL dataset [53], and a small version of the Thunderbird [53] dataset. The public datasets
are summarised in Table 6.2, and the case study data is described in Chapter 7.

To make the results comparable, the same pre-processing steps and settings are used as in LogBERT
[26]. In a nutshell, this includes the usage of the Drain [30] parser, and grouping using a sliding window
of size wsize With steps of size wgep. If a sequence is longer than lnay, it is truncated. If it is shorter
than [, it is discarded. Statistics of the raw datasets can be found in Table 6.2. The settings used for

grouping are shown in Table 6.1. Finally, statistics of the datasets after the pre-processing are shown
in Table 6.3.

Dataset Wsize (MINS)  Wstep (MINS)  Imin  Imax
HDFS [71] - - 10 512
BGL [53] 5 1 10 512
TBird Small [26] 1 0.5 10 512

Table 6.1: Pre-processing dataset window and sequence parameters. HDFS uses session window grouping. These are
the same settings as used in LogBERT [26]

Hadoop Distributed File System (HDFS) The Hadoop Distributed File System (HDFS) [71]
dataset is derived from the HDFS that is installed on a high-performance computing cluster featuring
203 nodes that execute a large number of standard MapReduce jobs. The dataset consists of over 24
million logs gathered over two days, and each log sequence corresponds to heterogeneous log events
for particular file blocks functioning as session identifiers. Several event sequences represent abnormal
execution paths that primarily relate to performance problems, such as write exceptions, and these
anomalous logs have been manually labelled. The HDFST dataset is labelled on sequence-level instead
of element-level. Furthermore, for the HDFS dataset, instead of using a sliding window to create
sequences, session IDs present in each log message are used to group logs together to form sequences.
On average, these log sequences have a length of 19 logs. This is short compared to the other datasets
and the maximum sequence length of VOBERT and LogBERT, which is 512.

BlueGene/L Supercomputer System (BGL) The BlueGene/L Supercomputer System (BGL)
dataset [53] comprises over four million log events that were collected for over 200 days from a Blue-

24
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Gene/L (BGL) supercomputer at the Lawrence Livermore National Labs. These log events have a
severity field that enables them to be classified into different categories. In addition to the severity
field, system administrators manually labelled the logs. The anomalies that occur in these logs can be
attributed to both hardware and software problems. For BGL, a sliding window of 5 minutes is used
to generate log sequences. Using this sliding window, the average sequence length before cutting off
sequences longer than I, windows is 562. After trimming these sequences to max [y, in length, the
average sequence length becomes 201.

Thunderbird (TBird) The Thunderbird (TBird) [53] dataset also is a big log dataset, collected
from a supercomputer system. TBird mini is a reduced-size dataset introduced by [26]. They select the
first 20,000,000 log messages from the full Thunderbird dataset. A sliding window is then applied to
the Thudnerbird mini dataset to generate log sequences. The average sequence length before cutting
off sequences longer than [, windows is 326. After trimming these sequences to max [,y in length,
the average sequence length becomes 164.

Dataset Data Type Label Granularity ~Number of logs Of which anomalous
HDFS [71] Logs Sequence 11,172,157 284,818 (3%)

BGL [53] Logs Element 4,747,963 348,460 (1%)

TBird [53] Logs Element 211,212,192 3,248,239 (2%)
TBird small [26] Logs Element 20,000,000 758,562 (4%)

Table 6.2: Datasets. 'Number of logs’ refers to the number of logs before they are grouped in sequences.

Dataset Sequences (total) Sequences (anomalous) Mean sequence length ~ Vocabulary size
HDF'S [71] 558,223 8,419 19 46

BGL [53] 16,744 1,313 201 857

TBird small [26] 76,208 46,224 164 1,167

Table 6.3: Pre-processed datasets. Using the specified pre-processing pipeline with the settings in Table 6.1

6.1.2. Evaluation Metrics

This work evaluates the anomaly detection performance of the log sequences based on the following
metrics: precision, recall, F1 score, and Mathews Correlation Coefficient (MCC) [48]. The MCC score
is a more robust metric for evaluating binary classification, which only yields a high score if the prediction
could achieve good results in all four confusion matrix categories (true positives, false negatives, true
negatives, and false positives) proportionally both to the size of positive and negative elements in the
dataset. It is well suited for evaluating binary classification performance on unbalanced datasets, which
is often the case when doing anomaly detection. The MCC score produces a more informative and
truthful metric in evaluating binary classifications than accuracy and F1 score. According to a log
anomaly detection survey [37], previous researches use evaluation metrics such as the F1 score, which
is known not to perform when data sets are highly imbalanced [37]. Given that, this research will use
the MCC instead.

To compute the aforementioned metrics, choosing a threshold is necessary. To provide a more
complete performance overview, a metric without the need for a threshold is also provided: Area Under
the Precision-Recall Curve (AUPRC). AUPRC provides a measure of the overall performance which
allows for the comparison of the performance of different models, irrespective of the chosen threshold.
While the Area Under the Receiver Operating Characteristic (AUROC) is also often used for this
purpose, the AUPRC is better suited for situations with unbalanced data [61]. Since log anomaly
detection data is highly unbalanced, the AUPRC is used in favour of the AUROC in this study.

Recall (Equation (6.1)) is the ratio of alerts correctly classified as malicious of all malicious alerts.

TP
R@CQ” = m (61)

Precision (Equation (6.2)) is the ratio of alerts correctly classified as malicious of all alerts classified

as malicious. Tp
PTeCiSY:OTL = m (62)
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The F1 score is the harmonic mean of the Accuracy and Recall:

B 2TP
T QTP+ FP+ FN

The MCC metric is calculated as in Equation (6.4). MCC values are in the range [-1, 1], and signify
the correlation of the predicted output and the labels. An MCC score of 1 is the highest score and
means a perfect positive correlation between the predicted output and labels. An MCC score of 0 means
that there is no correlation between the output and labels at all, which makes the predictions equivalent
to a random guess. -1 signifies a perfect negative correlation, which means that there is an absolute
discordance between the output and the labels.

F1

(6.3)

(TP x TN) — (FP x FN)

MCC =
/(TP + FP)(TP+ FN)(TN + FP)(TN + FN)

(6.4)

6.1.3. Experiment Setup

All experiments were run on a PC with the following specifications:

o CPU: 12th Gen Intel Core 19-12900k
« RAM: 32 GB
o GPU: NVIDIA GeForce RTX 4080 (16 GB)

For reproducibility, the code used to conduct the experiments and the implementation of VoBERT
is publicly available: https://github.com/daanh99/VoBERT.

6.2. RQl: Element-Level Evaluation

In this section, sub-research question 1 is answered. This research question is:
RQ1: What influence does each individual logkey have on the sequence anomaly score?

An issue in evaluating current literature was identified in a deep log anomaly detection [21]. Anomaly
detection methods are usually evaluated on sequence-level instead of element-level [21]. This means that
the whole sequence is classified as normal or anomalous instead of its elements. However, some elements
in a log or alert sequence may be normal, even if the sequence as a whole is considered anomalous because
it contains a few anomalous elements. Furthermore, evaluation on element-level provides additional
insight into the performance of log sequence anomaly detection methods. Additionally, it is useful for
analysts to know which specific elements in a log sequence are predicted as anomalous. Hence, this
work also evaluates log sequence anomaly detection on element-level.

Element-level evaluation can only be done for datasets labelled on the granularity of single events
rather than sequences [37]. The label granularity of the used datasets can be seen in Table 6.2.

6.2.1. Per Element Masking

To perform element-level evaluation, it is necessary to use per-element masking instead of the ratio-
masking approach used in LogBERT [26]. The difference between these two methods is explained in
Section 5.1.1. An experiment was done comparing the sequence-level anomaly detection performance
using ratio masking versus using per-element masking, as well as reproducing the results in the original
LogBERT paper. The results can be seen in Table 6.4. It can be seen that the reproduction is within
1 percent point of the performance reported by LogBERT.

Masking Method Precision Recall F1-Score MCC AUROC

Reported in Logbert [26] Ratio 89.40 92.32  90.83 - -
Reproduction Ratio 90.42 92.69 91.54 0.89 0.96
Reproduction Per element 90.21 93.72 91.93 0.90 0.96

Table 6.4: Performance of the LogBERT [26] reproduction on the full BGL dataset. Evaluated on sequence-level.
Parameters: a = 0.1 (Equation (4.5)), masking ratio = 0.5, top-g candidates = 15. Note that for a fair comparison, the
threshold is optimised on the test set, which is also done in the LogBERT paper [26].
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6.2.2. Results

Since HDF'S is not labelled on element-level, the element-level evaluation experiments were only done
for BGL and TBird.

BGL In Table 6.5, it can be seen that for the BGL dataset, element-level MCC score is higher than
sequence-level MCC score in all situations. Anomalous Sequence Only (ASO) element-level MCC score
is measured by only considering sequences the model predicted as anomalous. For both LogBERT and
VoBERT, ASO element-level evaluation MCC score is lower than regular element-level evaluation for
the original train-test split (Instability = Min). For both methods, ASO element-level is higher than
regular element-level for the train-test split with maximum data instability (Instability = Max). For
both LogBERT and VoBERT, the mean MCC score of the evaluated instability levels is the lowest at
sequence level, followed by regular element-level and is highest for ASO element-level.

TBird For the TBird dataset using MLM, the mean MCC score of the evaluated data instability levels
is highest at sequence-level. The mean regular and ASO element level MCC scores are comparable.
When using VoBERT for this dataset, the mean MCC score of the ASO element-level is highest, and
the sequence-level MCC score is comparable to that of the regular element-level. The most significant
difference between sequence-level and element-level MCC scores can be observed for the train-test split
with maximum data instability (Instability = Max).

Sequence-level Element-level Element-level ASO
Dataset Method Instability | F1 MCC PRC | F1 MCC PRC | F1 MCC PRC
Min 68.42 68.16 0.63 | - - - - - -
LogBERT Max 2.26 4.27 0.02 | - - - - - -
Mean 21.69 25.02 0.22 | - - - - - -
Min 7.89 17.31  0.15 | - - - - - -
HDFS VoBERT Max 2.23 3.91 0.02 | - - - - - -
Mean 4.53 9.94 0.06 - - - - - -
Min 41.87 50.74 0.62 | - - - - - -
Heuristic Max 2.25 4.33 0.02 - - - - - -
Mean 1542 23.19 0.22 | - - - - - -
Min 85.49 83.72 094 | 9298 92.15 0.89 | 93.11 81.16 0.91
LogBERT Max 25.56 1745 0.27 | 25.89 23.15 0.22 | 84.78 53.14 0.77
Mean 45.34  42.27 0.53 | 59.43 57.65 0.55 | 88.95 67.15 0.84
Min 49.10 45.02 0.45 | 68.34 66.84 0.39 | 86.97 61.22 0.68
BGL VoBERT Max 23.41 1053 0.12 | 22.65 17.48 0.11 | 82.66 44.52 0.67
Mean 36.34 30.17 0.25 | 45.49 42.16 0.25 | 84.82 52.87 0.68
Min 9256 9193 094 | - - - - - -
Heuristic Max 22.29 10.13 0.42 - - - - - -
Mean 43.48 39.35 0.56 | - - - - - -
Min 78.74 7292 098 | 61.06 64.26 0.47 | 61.46 61.61 0.47
LogBERT Max 18.79  2.67 0.26 | 12.14 14.69 0.06 | 23.51 18.15 0.14
Mean 56.52 44.90 0.62 | 36.60 39.48 0.27 | 42.48 39.88 0.30
Min 53.26 38.12 043 | 33.25 39.45 0.14 | 47.37 47.19 0.25
TBird VoBERT Max 48.01 29.98 0.42 | 30.55 37.35 0.13 | 59.94 59.64 0.40
Mean 53.98 39.57 047 | 31.90 38.40 0.14 | 53.66 53.42 0.32
Min 98.46 97.95 1.00 | - - - - - -
Heuristic Max 40.53  9.26 0.51 | - - - - - -
Mean 63.09 49.27 0.69 | - - - - - -

Table 6.5: Performance comparison between VoOBERT, LogBERT, and the unseen logkey heuristic Section 5.3.
Instability: Min= As in train/test split used in original LogBERT [26] paper, Max= Most unstable situation generated
by the method described in Section 6.3.1, Mean= Mean of all instability levels. ASO = Anomalous Sequences Only (as

predicted by the model). PRC = AUPRC.
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6.2.3. Discussion

Comparing element-level and sequence-level evaluations, the former outperforms on the BGL dataset
but underperforms on the TBird dataset when looking at the mean MCC score. We speculate that
different characteristics of the datasets could cause this.

For BGL, the reason that element-level evaluation performance is higher than sequence-level might
be that the model is often correct on the element-level for a particular sequence, but the sequence
anomaly threshold r is not correct for that particular sequence. In that situation, the model has a
higher element-level than sequence-level performance.

For TBird, the reason that element-level evaluation performance is lower than sequence-level might
be that the model is often wrong on the element-level for a particular sequence, but the sequence
anomaly threshold r is still set in such a way that the prediction on sequence-level is correct. In this
situation, the model would have a higher sequence-level than element-level performance.

While the element-level evaluation provides insight into which specific logs are anomalous in a
sequence, it comes at a high computational cost. The time complexity of making a classification goes
from O(1) to O(n) in terms of sequence length n. In practice, a good compromise might be only to make
element-level predictions on sequences that the model has predicted as being anomalous. This would
make sense in a real-world scenario since log analysts are naturally more interested in anomalous than
normal log sequences. Furthermore, element-level evaluation is important to improve explainability.

Note that in Table 6.5, the LogBERT performance on the original BGL train-test split (BGL,
LogBERT, No) is different from the performance reported in Table 6.4. The reason for this difference
is that for the experiments in Table 6.4 the threshold is optimised for the test set in order to allow
for direct comparison to the LogBERT paper. However, all other experiments (including Table 6.5)
optimise the threshold on a separate development set to better represent the model’s performance in
real-world scenarios. This explains the slightly lower performance in Table 6.5.
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6.3. RQ2: Unstable Logkeys

In this section, sub-research question 2 is answered. This research question is:

RQ2: How to make an anomaly-detecting method adapt to logkeys that were not seen during
training?

To answer this research question, traditional MLM and VF-MLM will be compared by evaluating
LogBERT and VoBERT on three public datasets. First, the performance will be compared on the
train/test split as used in the LogBERT paper [26]. Then, the performance of both methods will be
measured for other train/test splits with increasing data instability. The data instability is increased
by only reassigning sequences in the train and test set while keeping the train and test set sizes fixed.
We show that VoBERT is more stable than LogBERT when data instability is increased and that the
performance of LogBERT is not actually as good as presented in [26].

Train set Test set

Figure 6.1: Data redistribution process. Green represents normal sequences, and red represents anomalous sequences.

6.3.1. Data Redistribution Algorithm

To increase the log data instability, the test data should contain more sequences that contain unseen
logkeys, i.e., logkeys present in the test set that never occurred in any sequence in the train set. For the
three public datasets, we found that a large portion of the anomalous sequences in the test set already
contained unseen logkeys. This contrasts the normal sequences, of which almost none contain unseen
logkeys.

To increase the number of sequences, the percentage of normal test sequences containing unseen
logkeys must be increased since the number of anomalous test sequences can not be changed by much
in our case. The number of anomalous test sequences containing unseen logkeys can never be decreased.
That would mean that sequences containing logkeys occurring only in the anomalous test must be
moved to the train set, which is not allowed to contain anomalous sequences by design. The number of
anomalous test sequences containing unseen logkeys can not be increased much since the three public
datasets used in the evaluation is already close to 100% of the sequences.

The percentage of normal test sequences containing unseen logkeys is increased by reassigning se-
quences between the train set and the normal part of the test set, as shown in Figure 6.1. To achieve
this, a data redistribution algorithm was created that starts from the original train/test split as used
in [26] and gradually increases the data instability by increasing the percentage of normal sequences con-
taining unseen elements. The test and train set sizes are kept fixed during this process. The algorithm
data redistribution algorithm is shown in Algorithm 4.

The size of the train and test set are equal to the sizes used in the LogBERT paper and not changed
when data is redistributed. For all datasets, the train size is rather small. The train test split sizes are
shown in Table 6.6.

Dataset Train Size (seqs) Test Size (seqs) Normal seqs > 1 unseen  Anomalous seqs > 1 unseen
BGL  6.607 (37%) 11.360 (63%) 0.13% 86.75%
TBird 6.000 (6%) 93.320 (94%) 0.88% 99.16%
HDFS 4.855 (0.86%) 561.787 (99.14%) 0.01% 36.33%

Table 6.6: Train and Test set sizes as used in LogBERT [26]. Normal and anomalous sequences containing unseen
logkeys in the test set are shown. For consistency, these sizes are also used in this thesis. Note that the size is expressed
as the number of sequences, not individual logkeys. Additional statistics can be seen in Appendix A.
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Algorithm 4 Data redistribution algorithm. This algorithm increases the percentage of sequences
containing > 1 unseen element while keeping the training and test sizes fixed, starting with the original
train/test split. Vs: Vocabulary of set of sequences S

train > The train set
test__normal > The normal portion of the test set
test_ abnormal > The abnormal portion of the test set
save_ to_ file(train, test_normal, test_abnormal) > Save the original split

all_normal < train U test_normal
train_vocab < unique_elements(train)

N < |train|
AN + |all_samples| — |train|
for e; € train_vocab do
R + occur(all_normal, e;) > Which sequences of all normal contain element e;
if |[R| > 0 then
end if
end for
splits < 10 > The number of train/test splits to generate
S <« S.sort(|S;])
n<+ 0
while n < AN do
Shead < first_ N_unique__items(S, n) > Returns minimal set of sequences S so that Vg > n
train; < all_normal
Remove S}eqq from train;
test _normal; < Shead
if |train;| > N then > Reduce train size to N
selected, not__selected«— sample(train;, size=N)
train; < selected
test_normal; < not_ selected
end if
save_to_ file(train;, test_ normal)
n<<—n+ (Spllits x AN)
end while
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6.3.2. Increasing Data Instability

Statistics describing the different train/tests for the datasets obtained using this method can be seen in
Appendix A. In the figures, the x-axis identifies the different train/test splits, and x = 0 is the original
train/test split as used in the LogBERT [26] paper. For the BGL set, Figure A.lc shows the percentage
of sequences of the test set that contain at least one unseen element. This is the statistic that is used as
a measure of how dynamic the logkey train/test split is in the rest of this experiment. The vocabulary
size, i.e. the number of unique elements in each set is shown in Figure A.1b. Finally, Figure A.1a shows
the percentage of test set vocabulary that is unseen, i.e. the percentage of unique test set elements that
do not occur in the train set. Figures A.2 and A.3 show the same statistics, but for TBird and HDF'S,
respectively.

It is important to note that for all three datasets, the original train/test split used by LogBERT [26]
greatly favours the traditional MLM method used by LogBERT. For example, for BGL it can be seen
in Figure A.la and Figure A.lc that the normal sequences in the test set contain almost no unseen
logkeys, while almost all anomalous sequences in the test set contain unseen logkeys. The same is true
for the other datasets tested in this study.

This is highly beneficial for the traditional MLM method used by LogBERT since LogBERT inher-
ently has a very high chance of classifying sequences with unseen logkeys as anomalous. For the original
train/test split, using this heuristic results in a good performance.

LogBERT has a high chance of classifying sequences containing unseen logkeys as anomalous because
if it encounters an unseen logkey it is embedded as an [UNK] token (explained in Section 4.2). Because
by design an [UNK] token is never observed by the model during training, the model is very unlikely to
predict a masked [UNK] token correctly. Even if the other masked tokens in a log sequence are regular
logkey tokens, the prediction of these tokens is made harder because the [UNKNOWN] token provides
no valuable information on which to base the prediction. This effect is increased if more logkeys in a
sequence are [UNK] tokens.

For all of the increasingly unstable train/test splits for the datasets, the performance of LogBERT
and VoBERT is computed according to the metrics described in Section 6.1.2. The best threshold is
found by optimising for the biggest Mathews Correlation Coefficient (MCC) score on the development
set, and the MCC score obtained by using that threshold on the test set is plotted.

6.3.3. Results

The results of running both LogBERT and VoBERT on increasingly unstable log data can be seen in
Figure 6.2. The MCC score at the leftmost point (closest to z = 0) represents the MCC score when the
model is run on the original train/test split as used in LogBERT [26]. The settings of the models used
can be seen in Table 6.7

Dataset Loss (for VF-MLM) Loss (for MLM) top-g (for MLM) Mask ratio
BGL MSE Cross-Entropy Loss 15 0.5

HDFS MSE Cross-Entropy Loss 6 0.65
TBird MSE Cross-Entropy Loss 15 0.5

Table 6.7: Settings used for the experiments per dataset.

For all datasets, it can be observed that LogBERT is susceptible to significant performance degra-
dation when log data instability increases. When comparing the initial train/test split presented in the
LogBERT paper [26] and the reassigned train-test split of similar size with maximum data instability,
the performance of LogBERT (MLM) decreased with 94%, 79%, and 95% for the HDFS, BGL, and
TBird dataset, respectively. If we make the unseen logkey heuristic less effective by applying more
iterations of the data redistribution algorithm, we can see that the performance of LogBERT and the
unseen logkey heuristic converge. This suggests that LogBERT’s higher performance relies on the
unseen logkey heuristic. This conclusion is strengthened by the fact that LogBERT’s performance con-
verges with VoOBERT’s performance when the unseen logkey heuristic becomes less effective. VoOBERT
can be seen as LogBERT with the added ability to deal with unseen logkeys properly instead of always
classifying them as anomalous. This difference inherently prevents VoBERT from using the unseen
logkey heuristic.

Note that the unseen logkey heuristic significantly outperforms LogBERT and VoBERT for the BGL
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Figure 6.2: VoBERT, LogBERT, and the unseen logkey heuristic predictive performance (Mathews Correlation
Coefficient) for increasingly unstable data generated with the data redistribution algorithm (Section 6.3.1).

and TBird dataset when the specific train-test split of the LogBERT paper [26] is used. It achieves
an MCC score of close to 100% for TBird and around 90% for BGL. It can be concluded that the
train-test splits used in LogBERT [26] are not representative of anomaly detection performance on the
evaluated datasets since the simple unseen logkey heuristic obtains a comparable or higher MCC score.
Additionally, it is observed that the performance of LogBERT drops significantly for other train-test
splits.

BGL For the BGL dataset, it can be seen that the performance graph of LogBERT (MLM) is very
similar to that of the unseen logkey heuristic. The performance of VoOBERT (VF-MLM) is lower for
the original dataset, which makes sense as VF-MLM can inherently not use the unseen logkey heuristic.
After around 40%, the performance of VoBERT follows the performance of LogBERT and the unseen
logkey heuristic.

TBird For the TBird dataset, the performance of VoOBERT is more stable than that of logBERT and
the unseen logkey heuristic. As with the BGL dataset, the performance of LogBERT is very similar
to that of the unseen logkey heuristic. The performance of VoBERT, however, clearly outperforms
LogBERT and the unseen logkey heuristic when the data instability becomes greater than 70% of
sequences containing unseen logkeys.
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HDFS For the HDFS dataset, the data suggest the performance reported in the LogBERT paper [26]
relied on anomalous sequences containing unseen logkeys and the absence of sequences containing unseen
logkeys in the test set. As the amount of normal sequences containing unseen logkeys in the test set

increases, the MCC score drops sharply. After 30% of normal sequences in the test set contain unseen
logkeys, the MCC score of LogBERT, VoBERT, and the unseen logkey heuristic drops below 20%.

6.3.4. Discussion

The results show that the performance of LogBERT degrades significantly when data instability is
increased. The proposed more robust solution, VoOBERT, is shown to remain more stable when data
instability is increased. However, the performance of LogBERT (using traditional MLM) is higher than
SequanoBERT (using VF-MLM) for the train-test splits with a lower data instability for all datasets.
These are the train-test splits with a large difference between the percentage of normal and anomalous
sequences containing unseen logkeys. For this performance discrepancy, we have identified the following
potential reasons:

Unseen Logkey Heuristic The suspected main cause for the worse performance of VoBERT in
situations with limited or no data instability (e.g. few unseen logkeys) could be that LogBERT greatly
benefits from using the unseen logkey heuristic in these situations. This could mean that LogBERT is
actually not able to learn the difference between normal and anomalous log sequences but instead relies
on the unseen logkey heuristic (classifying sequences containing [UNKNOWN] tokens as anomalous).
VoBERT is inherently designed not to use this heuristic, as there are no [UNKNOWN] tokens in VF-
MLM.

The results also align with this hypothesis since the performance of LogBERT decreases when the
unseen logkey heuristic becomes less effective. At the same time, the performance of VoBERT stays
relatively stable, which is expected since VOBERT can not use the unseen logkey heuristic by design.
As expected, the performance eventually converges in the most unstable environments. For all three
evaluated datasets (HDFS, BGL, TBird), the anomalous part of the test set already contains a high
(>90%) percentage of sequences containing at least one unseen logkey. With every iteration of the
dataset redistribution algorithm, the percentage of unseen logkeys in the normal part of the test set
is increased. By decreasing the difference in the number of unseen logkeys between the normal and
anomalous part of the test set, the unseen logkey heuristic becomes less and less effective.

[37] found that it is far from challenging to achieve competitive detection rates on one of the most
frequently used evaluation datasets: HDFS [72]. Namely, the combination of a sequence length heuristic
and using the simple Stide algorithm [22] that moves a sliding window of a given length over the data and
looks for sub-sequences that have not been seen before in the training data could produce competitive
performance [37]. The survey’s findings affirm the hypothesis that, at least for HDFS, the reported
results in the LogBERT heavily rely on the unseen logkey heuristic instead of the model actually
learning to discern normal and anomalous sequences.

This is also in line with the sharp drop in performance observed in Figure 6.2c. Since the average
sequence length for the HDFS dataset after pre-processing is only 19 logkeys, this is probably too short
of a sequence to learn anything meaningful. In any case, for this specific dataset, it can be concluded
that using a heuristic such as sequence length and Stride as described in [37] is the most appropriate
approach.

Proxy Choice The percentage of sequences containing at least one unseen logkey might not be the
best proxy for log data instability. Other proxies could also be imagined, such as % of all raw logkeys
in the test set that is unseen (while counting duplicate logkeys). It could be that the effect might be
better observed using an alternative proxy for log data instability.

Amount of BERT Layers For LogBERT, which uses traditional MLM, the initial embeddings are
randomly generated before training starts. However, the embeddings are updated along with the rest
of the model during backpropagation in the training phase. The embeddings remain static in VF-MLM,
so VoBERT might need an extra BERT layer to compensate for the loss of trainable parameters.
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6.4. Sensitivity Analysis

After the main experiments were completed, a sensitivity analysis for VOBERT was conducted. In the
sensitivity analysis, the influence of loss functions, train set size, and parsing as pre-processing steps.

Category Setting Value 1 Value 2 Value 3
. Loss Function L1 Loss (MAE) L2 Loss (MSE) CosineSimilarity
VF-MLM Loss Function Include VHM  Yes No
. Training size  As in LogBERT [26] 80%-20% train-test
Pre-processing .
Parsing Yes No

Table 6.8: Variables and their settings evaluated as sensitivity analysis

6.4.1. Loss Function
The results of testing different loss functions for VF-MLM can be seen in Table 6.9. All experiments were
run on the original train/test split as used in LogBERT [26]. As visible from the table, the best results
were obtained using Mean Squared Error (MSE) as a loss function without Volume of Hypersphere
Minimisation (VHM). This setting is thus used for all other experiments.

The loss function used in LogBERT [26] is L1 loss with VHM. It should be noted that due to time
constraints, no hyperparameter tuning was performed for the alternative loss functions. The lack of
this will likely negatively influence the alternative loss functions.

Loss Function F1 MCC AUROC
VHM + L1 (MAE) 57.92 53.24 0.88
VHM + L2 (MSE) 51.94 47.27 0.86
VHM + CosineSimilarity 32.06 26.95 0.70
L1 (MAE) 57.41 52.92 0.88
L2 (MSE) 60.10 55.58 0.90
CosineSimilarity 23.78 11.54 0.53

Table 6.9: Sequence-level Performance on the BGL dataset of VF-MLM tested for different loss functions. All
experiments run on the original BGL train-test split as in LogBERT [26] with threshold selection on a development set.
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6.4.2. Parsing
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Figure 6.3: Sensitivity analysis for the effect of parsing on VoBERT. Anomaly detection performance for increasingly
unstable data generated with the data redistribution algorithm (Section 6.3.1).

One of the pre-processing steps of VoOBERT is to parse the logkeys. To test the influence of this
pre-processing step on the predictive performance of VoOBERT, additional experiments were conducted
using the same settings as the main results presented in Section 6.3, but without the parsing step during
pre-processing. The results are presented in Figure 6.3. In this graph, it can be seen that the average
performance does not vary significantly when not using parsing. However, using parsing, the MCC

score is slightly higher for both TBird and BGL.

Parsing (Sequence-level)  No Parsing (Sequence-level)

Dataset Method Instability | F1 MCC AUPRC | F1 MCC AUPRC
Min 49.10 45.02 0.45 31.33  26.21 0.29

BGL VoBERT Max 23.41 10.53 0.12 27.42 19.67 0.16
Mean 36.34 30.17 0.25 33.09 2752 0.29
Min 53.26 38.12 0.43 46.36  26.50 0.29

TBird VoBERT Max 48.01 29.98 0.42 46.08 26.15 041
Mean 53.98 39.57 0.47 52.04 36.40 0.40

Table 6.10: Comparing VoBERT performance with and without parsing as a pre-processing step. Stable As in
train/test split used in original LogBERT [26] paper, Unstable: Most unstable situation generated by the method
described in Section 6.3.1. Mean: mean performance of all train-test splits.
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6.4.3. Train-test split size
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Figure 6.4: Sensitivity analysis of train sizes. Train-test splits used: Small train= 37%-63%, Large train= 80%-20%.

The LogBERT [26] paper uses a small train set compared to the test set, as seen in Table 6.6. While
this might be sufficient for LogBERT since it can use the unseen logkeys heuristic, VoOBERT might
benefit from a more traditional split such as (80%-20%). Therefore, the experiment was repeated with
an 80%-20% train-test split for the BGL dataset. The results of this experiment are shown in Figure 6.4.

As seen in Figure 6.4, the performance of both LogBERT and VoBERT is better across all data
instability levels when using the larger trainset. The increase in performance of VoBERT is more
extensive when using the large train size than the increase in performance of LogBERT. Consequently,
the performance gap between LogBERT and VoBERT is smaller when using a larger trainset (80%-20%)
for the BGL dataset.

For train-test splits where the unseen logkey heuristic is effective, the larger performance increase
of VoBERT could be explained by the fact that LogBERT relies on the unseen logkey heuristic, so it
does not benefit significantly from extra training data. However, it should be noted that VoBERT’s
performance increase could also be greater than LogBERT simply because it has a lower starting
performance, which is easier to increase than a higher starting performance.

Small Train Size Large Train Size
Dataset Method Instability | F1 MCC AUPRC | F1 MCC AUPRC
Min 49.10 45.02 045 75.50 65.34 0.88
VoBERT  Max 23.41 10.53 0.12 62.47 45.50 0.78
BGL Mean 36.34  30.17 0.25 68.22 54.37 0.82
Min 85.49 83.72 0.94 94.11 91.93 0.96
LogBERT Max 25.56 17.45 0.27 50.68 27.15 0.75
Mean 45.34 42.27  0.53 69.00 56.32 0.85

Table 6.11: Sensitivity analysis of train-test split sizes for BGL and TBird.



Case Study: Security Events

In this case study, we answer sub-question 3:

Is it possible to apply the log anomaly detection technique to detect anomalies in real-world
security event logs?

7.1. Case Study Motivation

There has been a significant increase in the number of cyber-attacks and unauthorised activity on
computer networks in recent years [50]. As more and more services become accessible through the
internet, it is vital to ensure information security and protect against these attacks. A common method
is using an Intrusion Detection System (IDS). IDSs are vital for ensuring information security and
against unauthorised activity on computer networks. According to [5], Intrusion detection is “the
process of monitoring the events occurring in a computer system or network and analysing them for
signs of intrusions, defined as attempts to compromise the confidentiality, integrity, availability, or to
bypass the security mechanisms of a computer or network.” IDSs are hardware or software products that
automate this monitoring and analysis. Intrusion detection alert analysis is an attractive and active
topic [58]. Many researchers have been working in this field recently, and there exist several recent
surveys, literature reviews, and Systemic Mapping Studies such as [58, 51, 36, 41, 50].

A significant challenge within IDSs is the high number of alerts they generate, many of which are
false positives [44]. In fact, [3] found that 99% of IDS alerts are false positives and concluded that
analysts often spend a significant amount of time manually reviewing alarms to determine their validity.
This significant manual effort often leads to alert fatigue [28] and decreased responsiveness from security
analysts [16].

[18] found that companies deal with an average of 174,000 alerts per week, of which only 12,000
could be manually inspected. Furthermore, Cisco [1] reported in 2019 that in 41% of 3,540 organisations
included in the research, over 10,000 alerts per day were generated. Just 50.7% of the generated alerts
were manually inspected because of the limited amount of security operators available. Of the manually
inspected alerts, only 24.1% were actual attacks; the rest were false positives. Another reason for a
large number of alerts is that in a monitored network, often multiple different IDS systems, sensors, and
other detection tools that all generate alerts are installed. This often leads to many duplicated alerts
[69].

There has been tremendous progress in automating parts of the alert analysis workload in recent
years. Various methods have been proposed to reduce false positives. Some of these methods involve
different configurations of IDSs, while most of them propose the post-processing of alerts [58]. Despite
these efforts, the large number of alerts is still a problem [50].

Advancements in deep learning have led to sequential models capable of capturing temporal and
contextual information for alert and log anomaly detection [37]. The problem of alert anomaly detection
is essentially a problem of discrete sequence anomaly detection. Recently, there has been a surge in
sequential deep learning methods [37]. Apart from Security Event (alert) analysis, these methods aim
at a similar task: Log event anomaly detection. They can capture the temporal and context information
of event sequences and are well-suited for alert and log anomaly detection.

37
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From a structural point of view, logs can be seen as special alerts that only consist of the alert
description attribute. Oftentimes, IDS systems ingest logs and, through subsequent analysis, can then
flag which logs are suspicious in the form of alerts.

While much research is done into Alert analysis, there are still many open challenges in this area.
Over the years, many traditional machine learning models have been created to identify anomalous
alerts [41]. These methods extract features from alert sequences before feeding these features to an
ML model. Since there is often a significant imbalance between available training data for normal and
anomalous alerts, it is often not possible to use a supervised approach.

Therefore, many one-class classification or unsupervised models are used for alert analysis, such
as one-class Support Vector Machine (SVM) [42] or principal component analysis (PCA). However,
traditional machine learning models do not capture the temporal sequence information of the alert
sequence. Furthermore, since temporal sequence information is often lost in the feature extraction step,
it is often not possible to show what specific alerts have let to a classification as normal or anomalous.
Explainability techniques can help to partly alleviate this problem by providing local explainability on
a feature basis but are not able to pinpoint the influence of specific alerts. Missing this information is a
significant disadvantage since it can be very helpful to security analysts, for example, to do Root Cause
Analysis [60].

The effectiveness of traditional and vocabulary-free MLM is evaluated on real-world alert data col-
lected at a large international bank (50,000+ employees), hereafter called "The bank’. To our knowledge,
this is the first work evaluating the effectiveness of log analysis techniques for alert analysis.

7.2. Case Study Problem Context

The problem that alert analysis tries to solve is detecting malicious behaviour in a stream of alerts
generated by different IDSs. The goal is to timely detect and warn Security Analysts when an attack is
happening and provide helpful information about what alerts are related to this detected attack. This
will reduce alert fatigue for security analysts by reducing the number of false positive alerts.

Apart from reducing false positives, a large benefit of having an Alert Analysis system in place
is the ability to combine multiple alerts and aggregate them into one important alert, often called a
hyper-alert. This can augment detection by enabling the company to successfully recognise attacks by
combining several alerts that are not sufficiently suspicious on their own, but their joint presence is and
yields a detection that would otherwise not have occurred.

A typical situation with and without alert analysis in place can be seen in Figure 7.1
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Figure 7.1: A typical Intrusion Detection setup without (left) and with (right) alert analysis.

A typical alert analysis set-up is fed by multiple IDSs. Such a setup is called heterogeneous alert
analysis, as opposed to homogeneous alert analysis. With heterogeneous alert analysis, the alerts of all
of these systems are often collected centrally. This is also the situation in this case study, depicted in
Figure 7.1.

The alert analysis pipeline typically consists of three tasks: Normalisation, Grouping, and Sequence
Classification. An overview of the common anomaly detection with deep learning pipeline can be seen
in Figure 7.2. This case study focuses on the final step: Sequence Classification.
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Figure 7.2: A typical Alert Anomaly Detection pipeline. The focus of this work is highlighted in green.

Since there is a big unbalance between available training data of alerts, a semi-supervised approach
is well suited. That is why the assumption is made that anomalous alerts are likely attacks and normal
alerts are more likely not.

7.2.1. Formal Definition
The typical security event analysis pipeline consists of several steps, explained in this section.

Normalisation
e Input: L = (Iy,ls,...,1,) where L is the sequence consisting of all raw alerts, and [; is the i-th
alert in this collection.
o Output: A = (ay,...a,) where A is the sequence consisting of all normalised alerts, and a; is the
i-th alert in this collection.

First, alerts from different IDSs are merged into one stream and transformed into a common format.
This process is called Alert Normalisation. Oftentimes, the same network is monitored by multiple
kinds of IDSs from different vendors or other security systems such as firewalls and antivirus programs.
These systems all produce alerts in a different format [64]. To enable alert analysis across multiple alert
sources (known as heterogeneous analysis/correlation), these raw alerts must be converted to the same
format. For this reason, alert standards have been developed, such as the intrusion detection message
exchange format (IDMEF) [17].

The output of the normalisation step is a collection of alerts in a common format containing different
attributes. The specific attributes of alerts in this case study are specified in Table 7.1.

Grouping
e Input: A = (ay,...a,) where A is the sequence consisting of all normalised alerts, and a; is the
i-th alert in this collection.

e Output: S = (s1,...,8,) where s; is a sub-sequence of alerts, and S is a collection of grouped
sub-sequences of alerts.

The goal of the grouping step is to group related alerts together so that these groups can be further
analysed in subsequent steps. This is often done in two main ways: Time splitting and Correlation.
They can be done subsequently, or combined into a single step.
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Time splitting In this step, the stream of alerts is split into sequences based on the timestamp of
the alerts. The time window selection problem is the challenge of selecting the optimal time window
length. This is dependent on multiple factors, such as the environment the IDS is deployed in, the rate
at which new alerts come in, and the type of attack that the solution aims to detect. Some attacks are
spread over multiple days, such as Advanced Persistent Threats (APTs). For these types of attacks,
longer time windows are better suited. However, longer time windows might make sequences too long
in some environments. All alerts are split into sequences of a fixed time period of length [. The input
of this step is a sequence of alerts A. The output, 5, is a set of sub-sequences of A, where the alerts in
A are split based on what time window they fall in, as shown in Equation (7.1).

S = {51, ... 50} (7.1)

Where s; is a sub-sequence of alerts. Each s; C A. Each sub-sequence consists of alerts of which the
timestamp falls within the range of the time window of that sub-sequence.

SYSTEM BEHAVIOR

Figure 7.3: The role of Monitoring, Detection, and Correlation in Alert Analysis [36]

Alert Correlation In the alert correlation step, a sequence of raw alerts is grouped into subgroups
of related alerts. Alert Correlation aims to decrease the number of alerts by bundling correlated alerts
into subgroups and increase the quality of information about alerts by providing context and insights
into which and how alerts are related [25]. In figure 7.3, the role of Alert Correlation in Alert Analysis
can be seen. This is an active research field, and many recent surveys, literature reviews, and Systemic
Mapping Studies exist, such as [58, 51, 36, 41].

There are three main categories of alert correlation methods: similarity-based, step-based, and mixed
strategies [41]. Similarity-based correlation is based on defining some metric with which the distance
between two alerts is computed. Then, a clustering algorithm can be used to create clusters of similar
alerts. Step-based correlation groups alert together that belong to the same chain of events. This could
be used to reconstruct a user’s actions. Reconstructing a chain of events can either be done using prede-
termined information or statistical relationships. Strategies based on predetermined information could,
for example, use attack scenarios and vulnerability knowledge bases as sources of predetermined infor-
mation [41]. Statistical relationship-based methods do not use predetermined knowledge but instead
use statistical models such as Bayesian networks and regression analysis [41].

The output of this step is a collection of alert sub-sequences S, where each sub-sequence s; is a
sequence of related alerts s; € S. The exact meaning of “related” depends on the choice of alert
correlation method.

Sequence Classification
o Input: S = (s, ..., 8,) where each s; is the i-th sub-sequence of grouped alerts.
o Output: Sprea = {(51,¥1), - (Sn,Yn)} where y; is a label (malicious or benign) for alert sub-
sequence S;.

The final step of the alert analysis pipeline is often to detect relevant alerts. The sequences of alerts
produced by the previous step need to be classified as either requiring further action or as safe to be
ignored. Since, in most setups, real alerts requiring further action are much rarer than those that do not,
this process can also be seen as anomaly detection. In this view, the relevant alerts requiring further
action are seen as anomalies and the alerts that do not are seen as normal. The output of this task is
a binary label for every sequence.
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Spred = {(51791),---,(57“%,)} (72)

7.3. Case study Current Situation

The current situation at the bank was first researched and is summarised in this section. The bank has
built its own Alert Analysis module that is actively employed on top of its traditional SoC set-up in a
production environment. The Alert Analysis module built by the bank is called the Integration Layer
and is based on a traditional ML technique: Gradient Boosting. As shown in Figure 7.4, the Integration
Layer (IL) collects alerts from various sources and reports its findings back to the SIEM system so that
the Incident Response Team (IRT) can handle suspicious alerts. The IRT labels the suspicious alerts as
either an actual threat or a false alarm, and the Alert Analysis module is re-trained on this new data.
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Figure 7.4: The alert analysis situation at the bank. The traditional infrastructure is shown with full lines, and the
custom Alert Analysis-related infrastructure, called Integration Layer (IL), is shown with dashed lines.

7.3.1. Normalisation
The goal of this task is to collect alerts from different sources and transform them into a common
format. The situation at the bank can be seen in Figure 7.4. The bank collects alerts generated by
various systems: Security Information and Event Management (SIEM), Network Traffic Analysis (NTA),
Endpoint Detection and Response (EDR), and a custom security system they developed in-house. All
of these systems are created by different vendors, highlighting the importance of alert normalisation.
After normalising an alert, its original source is added as a new attribute for use in subsequent steps.

In addition to normalising all alerts from Intrusion Detection Systems, the Alert Analysis module
the bank has developed (IL in Figure 7.4) also fetches auxiliary data to enrich the alerts. For example,
the bank fetches information about the users’ Internet connections from the corporate web-proxy server.
This information is added to the alerts as a new attribute.

The output of this task is a sequence of alerts with attributes as specified in Table 7.1. A more
detailed version of this table can be found in Appendix B.

Attribute Type

Alert id String
Alert description String
Alert source (which IDS)  String
Start date Timestamp
End date Timestamp
Source 1P String
Destination IP String
Domain String
Email Address String
Corporate Key String
Technique List List<String>

Table 7.1: Case-study Alert Attributes after Normalisation
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7.3.2. Grouping
The bank performs alert grouping with a relatively simple method: Choosing one alert attribute and
grouping all alerts with an equal value for this attribute. At the bank, this attribute is the Corporate
Key associated with the alert. The bank defines an attack as: “A kill-chain related to the compromise
of a corporate user during a given period”. Thus, alerts are grouped per individual user, which can be
identified using a so-called Corporate Key (CK). The CK is a unique string identifying an individual
employed by the bank. Not all alerts have a CK attribute, or it is not trustworthy. Instead of dropping
all such alerts, the bank can infer the CK for most alerts based on some other attributes’ values. This is
done by making some simplifying assumptions, such as that during a single day, only one individual can
use a single workstation. Using this assumption, a missing CK value can be inferred using the “Source
IP” attribute.

After grouping the alerts using the CK, the alerts are further split using sliding windows of length
[ with step size t. At the bank, ¢t = one alert. This means that for every incoming alert, a new
time window is created. For most features, the time window is the previous day from 00:00 to 23:59.
However, some features have longer time windows, such as per week. The grouping step is performed
in the Correlator module in Figure 7.5.

7.3.3. Sequence Classification
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Figure 7.5: The steps used by the alert anomaly detection model currently deployed at the bank.

The bank uses a traditional supervised Machine Learning approach based on feature extraction
and a gradient boosting model. The classification step consists of three substeps, feature extraction,
classification, and explaining. These steps are happening in the Feature Extractor, Detector, and
Explainer module in Figure 7.5, respectively.

Feature Extraction For every sequence produced by the grouping step, features are extracted. These
summarising features describe an alert sequence using various numerical statistics. Every alert sequence
is aggregated into one row of statistics in a table, with the columns being the names of the various
statistics. Some example features are shown in Table 7.2.

Feature Window Value range

Number of alerts from the EDR system 1 day Integer, [0, ck_occurrence]
Number of alerts from the SIEM system 1 day Integer, [0, ck occurrence |
Did “Deprecated User-Agent” IN-HOUSE model trigger 1 day Binary, 0, 1

Sum of bytes-out in Proxy data per CK 1 day Integer, [0, co)

Percentage uncategorised domains / of ’dst’ domains 1 day Float, [0.0, 100.0]

Table 7.2: Some examples of features used by the bank. CK: Corporate Key.

It is important to note that by aggregating the alert sequences into these feature rows, the temporal
information about the alerts and their ordering is lost.

After the alert sequences are converted into features, feature selection is applied in two phases. First,
variables exhibiting significant intercorrelation are eliminated. Second, Principal Component Analysis
(PCA) - a strategy for decreasing the dimensionality of data - is employed to ensure that the minimal
collection of features is chosen to account for the maximum extent of data fluctuation.
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Classification For classification, a gradient boosting [23] algorithm is used. Specifically, CatBoost
[56]. The model is a supervised learning method, meaning that all data needs to be labelled. This
is challenging due to the unbalanced nature of alert anomaly detection. Attacks occur very rarely,
making it difficult to obtain labelled alerts corresponding to actual attacks. At the bank, this problem
is addressed by using red-team exercises as examples of alerts that correspond to actual attacks. Addi-
tionally, the bank uses Synthetic Minority Oversampling Technique (SMOTE) [11] to create additional
attack samples artificially.

To fine-tune XGBoost’s hyperparameters, such as the number of trees, maximum depth, and learning
rate, the bank uses a grid search using a 3-fold cross-validation method over the training data. In
addition, they use random sub-sampling of 80% and apply L1 regularisation.

Explaining The bank recognises the value of explainability and uses SHAP [46] to provide security
analysts with local explainability. This comes in addition to the global explainability that XGBoost
provides by default in the form of a feature importance view depicting relative feature importance.

However, due to the fact that the sequential nature of the data is lost in the feature extraction step,
explainability can not be provided on the individual alert level.

7.4. Adapting Alerts to Logs

The performance of both traditional MLM (evaluated with LogBERT) and VF-MLM (evaluated with
VoBERT) were evaluated on the case-study dataset. These techniques are explained in more detail in
Chapter 4 and Chapter 5, respectively. Both methods were compared to the CatBoost baseline model
developed by the bank, explained in the previous section. Since both models were not modified for the
case-study, the explanation of these anomaly detection methods is not repeated here.

The models were initially designed for log anomaly detection, which means they need to be adapted
for alerts. Although similar, there are some key distinctions between log and alert anomaly detection.
The differences between logs and alerts are summarised in Table 7.3.

A straightforward adaptation approach is chosen: We view alerts as logs by treating the alert
message as the log message, ignoring the other alert attributes besides the timestamp. Possible more
sophisticated methods for this adaptation are discussed in Chapter 8.

From a purely structural point of view, the alert description attribute can be seen as a log string,
ignoring all other alert attributes. When also considering what alerts and logs represent, the alert
message could be seen as a log string describing suspicious behaviour.

Alerts Logs
Source IDS Processes
Meaning  Suspicious behaviour  All behaviour
Structure Structured attributes Free text

Table 7.3: Key differences between Logs and Alerts

7.5. Case Study Results

In order to evaluate the proposed methods on real-world alert data, a case study is conducted at a large
bank with 50,0004 employees.

7.5.1. Data
The data used for evaluation was collected between 2021-06-05 and 2023-05-14. Statistics of the dataset
can be found in Table 7.5.

Pre-processing The data from the bank is pre-processed using the same steps as for the public
datasets. The specific settings used for grouping alerts are listed in Table 7.4. For parsing, Drain [30]
is used.
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Dataset  wsize (Mins)  Wstep (MINS)  Imin  Imax
Private 60 6 10 512

Table 7.4: Pre-processing dataset window and sequence parameters. HDFS uses session window grouping. These are
the same settings as used in LogBERT [26]

Dataset Data Type Label Granularity —Number of logs  Of which anomalous
Private  Alerts Element 399,061 6,466 (2%)

Table 7.5: Case study dataset statistics. 'Number of logs’ refers to the number of alerts before they are grouped in
sequences.

7.5.2. Experiment Setup
All case study experiments were run on Azure Databricks, using a Standard_NC6s_v3 GPU worker
node with 128GB of VRAM.

7.5.3. Evaluation Metrics
The evaluation metrics used for the case study are equal to those used for the main study, which are
described in Section 6.1.2.

7.5.4. Results

The Mathew Correlation Coefficient (MCC) performance of VOBERT and LogBERT measured at dif-
ferent train-test sets can be seen in Figure 7.6b. These varying train-test splits are of equal size; the
sequences are only reassigned between the train and test set in such a way that the number of normal
sequences containing at least one unseen element increases. The dataset at x = 0, on which 0 data redis-
tribution algorithm (see Section 6.3.1) iterations have been applied, is a randomly generated train-test
split. All subsequent splits are generated by running the data redistribution algorithm an increasing
number (z) of times.
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(a) Percentage of sequences in the test set that contains (b) VoBERT, LogBERT, and the unseen logkey heuristic
at least one unseen logkey. The data redistribution predictive performance (Mathews Correlation Coefficient)
algorithm is described in Section 6.3.1. for increasingly unstable data generated with the data

redistribution algorithm (Section 6.3.1).

Figure 7.6: Performance of VF-MLM, MLM, and a heuristic for different train test splits are shown in Figure 7.6b.
Statistics of the train-test splits are shown in figure 7.6a.

During the experiments on public datasets, it was found that some train-test splits are very easy to
classify correctly: Just using a simple heuristic is enough. The simple heuristic that was able to classify
the train-test splits of the public datasets with a high MCC score was the “unseen logkey heuristic”.
This heuristic is based on unseen logkeys. The anomaly scores it assigns to each sequence in the test set
is the ratio of logkeys in the sequence that did not occur in the train set. In other words, the anomaly
score of each sequence is the ratio of unseen logkeys when using the unseen logkey heuristic.

The main results of the experiment are shown in two plots in Figure 7.6. The first plot (Figure 7.6a)
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Dataset  Sequences (total) Sequences (anomalous) Mean sequence length ~ Vocabulary size (parsed)
Private 20,992 718 148 457

Table 7.6: Statistics describing the pre-processed case-study dataset. The data was pre-processed using the specified
pre-processing pipeline in Table 6.1

describes the train/test splits used for evaluating the methods. For each number of the dataset re-
distribution algorithm (Algorithm 4), the percentage of sequences containing unseen logkeys is shown.
This percentage is shown for both the normal sequences (normal) as well as the anomalous sequences
(abnormal) in the test set, and when looking at the test set as a whole (total).

Note that the percentage of sequences containing unseen logkeys in the entirety of the test set (total)
is not the sum of such sequences in the normal and abnormal part of the test set, since the number of
normal and abnormal sequences in the test set is not equal. The number of normal sequences is much
higher: 20,000 normal sequences vs 718 anomalous sequences in the test set.

While the anomalous sequences in the test set contain relatively more unseen logkeys than the
normal part of the test set for the initial train-test split, this difference is not as significant as for
the public datasets. After three iterations of the dataset redistribution algorithm, this balance shifts
and the normal sequences in the test set contain a larger percentage of sequences with unseen logkeys.
Additional statistics describing the train-test splits can be seen in appendix A.

The second plot (Figure 7.6a) shows the MCC scores of both deep anomaly detection methods as
well as the unseen logkey heuristic obtained at the train/test splits described in the first plot. The
train/test splits are characterised by increasing data instability. As in the main study, the log data
instability is measured by the percentage of unseen logkeys in the regular part of the test set. This is
the statistic shown on the x-axis of Figure 7.6a.

The MCC scores of all evaluated anomaly detection methods are quite low. They are, at most,
around 50. In contrast to the evaluation of these methods on the public datasets, the MCC scores
of both VF-MLM and MLM remain stable across the increasing data instability. The unseen logkey
heuristic works just as well as the deep anomaly detection methods on the initial split but decreases to
a negative correlation with the labels when data instability increases (MCC < 0). In contrast to the
public datasets, the unseen logkey heuristic never greatly outperforms MLM or VF-MLM.

Sequence-level

Dataset Method Instability | F1 MCC  AUPRC
Min 45.47 47.73  0.50
LogBERT Max 45.25 45.74  0.45
Mean 44.62 45.61 0.47
Min 39.50 40.79 0.41
Private ~ VoBERT Max 39.63 39.89 0.43
Mean 38.62 39.14 0.40
Min 45.21  50.82 0.70
Heuristic Max 17.58 -43.51 0.40
Mean 27.74 291 0.47

Table 7.7: Case study results. Min= Minimal data instability, obtained by randomly shuffling the train-test (80%-20%)
split. Max= Maximum data instability, created with five iterations of the data redistribution algorithm (Section 6.3.1).

7.5.5. Discussion
From the results, it can be seen that the MCC score remains stable across the increasing normal
sequences containing at least one unseen element. This contrasts with the public datasets that were
evaluated; on those datasets, the MCC score decreased significantly when the data instability increased.
This points to the fact that the unseen logkey heuristic (classifying sequences with unseen logkeys as
anomalous) is not effective on the dataset used by the bank, even when the normal sequences in the test
set contain no unseen elements at all. For the unseen logkey heuristic to be ineffective when there are
no unseen logkeys in any of the normal log sequences, there also needs to be a lack of unseen logkeys
in the anomalous sequences. This is indeed the case, as can be seen in figure 7.6a.

By analysing a real-life dataset, this case study highlights that the positive picture painted in some
of the papers in this field is sometimes too optimistic. It is paramount to evaluate the complexity of
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the evaluation datasets, and the specific train-test splits used. For the most frequently used public log
datasets, a simple heuristic can perform well under specific circumstances. LogBERT [26] was evaluated
under these circumstances, which has led to a reported performance evaluation that is not representative
of the real performance.

We show that both this simple heuristic, as well as LogBERT and VoBERT, did not perform as
well on real-world data as on the publicly available datasets. The average MCC score of LogBERT
evaluated on the public datasets dropped from 75% to 48% when compared to the real-world data.
This is a troubling finding since most current literature evaluates their approaches to these three public
datasets, which under some circumstances might not be challenging enough to evaluate complex anomaly
detection methods.



Limitations and Future Work

In this chapter, the study’s limitations and promising research directions for future work are discussed
per research question.

8.1. RQ1l: Element-level Evaluation

Hybrid masking methods In this work, ratio and per-element masking are compared. Per-element
masking is computationally very expensive. However, a mix between ratio and per-element masking
could also be evaluated. One such method is n-gram making, in which multiple predictions are made
for each sequence, just like per-element masking. However, instead of masking only one element per
prediction, n consecutive elements are masked. Compared to per-element masking, this lowers the
number of predictions required for a sequence of length [ from [ to [I/n]. n-gram masking is visualised
in Figure 8.1.
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Figure 8.1: n-Gram masking.

8.2. RQ2: Unstable Logkeys

Logkey Evolution The evaluation done in this work evaluates LogBERT (based on MLM) and
VoBERT (based on VF-MLM) across a varying degree of data instability, measured as the percentage
of normal sequences from the test set containing at least one logkey that was not seen in the training
set. This is a general measure of data instability, but it does not directly relate to a specific kind of
data instability, such as log key evolution (slight changes in logkey formulation but retaining similar
meaning). The performance was not explicitly evaluated for this type of data instability. Still, it would
be interesting to do so since the main strength of VF-MLM is the ability to classify normal sequences
containing unseen logkeys correctly. Having logkeys that are slightly changed would be a helping factor
for this task. Therefore, it is interesting to evaluate this type of log data instability specifically in future
work.

Limited hyperparameter Tuning As part of the sensitivity analysis, multiple loss functions were
evaluated. However, due to the time constraints of this project and the long time it takes to train and

47
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evaluate a BERT model from scratch, all loss functions are evaluated using the same hyperparameters.
This probably has a negative influence on some of the loss functions since the hyper-parameters are not
optimised for those loss functions. Specifically, the performance using cosine similarity was lower than
expected since this metric is often used to compare semantic vectors. Sub-optimal hyperparameters for
this loss function could cause this. It might thus be the case that e.g., cosine similarity could achieve the
highest predictive performance if the hyper-parameters are sufficiently tuned. Hence, we suggest future
researchers to do more extensive hyperparameter tuning on VoOBERT when using cosine similarity as a
loss function.

Alternative methods for the Semantic Embedding Layer Only one semantic embedding method
for the semantic embedding layer of VoOBERT is evaluated: Sentence Bert. Sentence Bert is pre-trained
on natural language and is not fine-tuned on log data. Using an encoder specifically suited for log
language to embed the logs instead of sentence-bert will probably improve predictive performance since
the quality of the semantic embeddings will be improved.

Apart from finetuning the selected model on log data, other models could also be tried. Promising
candidates include the combination of FastText [34] and TF-IDF [2], as well as SimCSE [24]. SimCSE
is a state-of-the-art sentence BERT-based contrastive learning framework for producing sentence em-
beddings. Evaluating VoOBERT performance using these alternative models as the semantic embedding
layer is a promising future direction.

Different number of BERT layers With traditional MLM, the initial embeddings are randomly
generated before training starts. However, the embeddings are updated along with the rest of the model
during backpropagation in the training phase. Since for MLM, the embeddings are also trained along
with the model but remain static in VF-MLM, the latter method might need an extra BERT layer
to compensate for this. Looking at the effect of adding more layers to the BERT model could be an
interesting direction for future research. Since extra trainable parameters are added, special care should
be taken to avoid overfitting.

Different instability proxies The percentage of sequences containing at least one unseen logkey
might not be the best proxy for log data instability. Other proxies could also be imagined, such as the
percentage of all raw logkeys in the test set that is unseen (while counting duplicate logkeys). It could
be that the effect might be better observed using one of these other proxies for log data instability.
Evaluating the performance using different instability proxies is a promising future direction.

8.3. RQ3: Security Events Case Study

When dealing with alerts, the “alert message” is seen as a log key, and the timestamp is used as is,
ignoring all other attributes. This leads to the loss of information stored in the other attributes, such as
source IP, the IDS system that generated the alert, the timestamp, etc. Hence, it could be interesting
to see the effect of incorporating these additional attributes into the semantic embeddings used by
VE-MLM. Three distinct methods for accomplishing this are proposed:
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Figure 8.2: Separately encoding string and numerical features. The bold feature and embedding method are what was
used in this research.
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Embed string and numerical features separately The above-mentioned semantic embedding
method could be used to create an embedding for the text fields of an alert, such as the description.
Other attributes could be embedded in a way fitting for the attribute type (categorical /numerical). For
instance, the alert source field is a categorical variable that denotes what IDS created the alert. The
possible values are known beforehand and are often small (i.e. < 10). This could be embedded using
one-hot encoding. Numerical attributes do not need conversion and could just be taken as is. Finally, all
embeddings could be combined by e.g. concatenation, summation, or calculating the mean. This way
of embedding the alerts is shown in Figure 8.2. This could be implemented using the LogAl framework
[15] developed by SalesForce. This framework provides different embedding methods out of the box and
is publicly available on GitHub !.
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Figure 8.3: Creating a combined string representation of an alert, and then encoding that string.

Embed string and numerical features together An alternative option could be to convert the
entire alert and all its attributes into a text string representation. This string could then be embedded
using standard NLP sentence embedding methods. It could, for example, be encoded using BERT. This
method of embedding an alert is shown in Figure 8.3.
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Figure 8.4: Extracting numerical features from the alerts and then using those features directly as the embedding.

Feature based embeddings Finally, an option could be to convert alerts into a vector consisting
of numerical features. For this approach, a feature selection step is needed, that extracts numerical
features from an alert. The features can be combined into one vector describing the alert, which can
then be used as the embedding. This way of embedding the alerts is shown in Figure 8.4.

Ihttps://github.com/salesforce/logai
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Conclusion

With the ever-increasing digitalisation of society and the explosion of internet-enabled devices with
ToT, keeping services and devices secure is becoming ever more important. Logs play a critical role
in sustaining system reliability. Manual analysis of logs has become increasingly difficult, accelerating
the development of automated methods for log anomaly detection. Despite significant progress in
automating log analysis, current state-of-the-art methods face challenges dealing with unstable log
data, which means that the content of log messages evolves over time. A study examining the stability
of logging statements found that around 20% to 45% of logging statements changed throughout their
lifetime [35]. Typically, minor modifications to an existing log key can yield a new but semantically
similar logkey. In real-world settings, models can often not be retrained in time to accommodate these
changes [75]. Current approaches interpret this as an entirely new log key [21, 31, 43, 71, 26], causing the
effectiveness of most of the current state-of-the-art methods to be significantly limited by the instability
of log data [75].

To address this issue, we answered the research question: “How can anomalies in unstable sequential
log data be detected?”. We highlighted the question’s relevance by showing the inability of a state-of-the-
art Bidirectional Encoder Representations from Transformers (BERT) based model called LogBERT [26]
to deal with unstable log data. It was also shown that the high performance reported in the LogBERT
paper was not representative of real-world performance but instead relied on a simple heuristic that
only works under specific circumstances.

To answer the research question, we proposed Vocabulary-Free BERT (VoBERT): A BERT-based
model that uses a novel pre-training task that we named Vocabulary-Free Masked Language Modeling
(VF-MLM). We have developed VF-MLM by adapting traditional Masked Language Modelling (MLM)
and removing the fixed vocabulary constraint. This is enabled by the vital insight that a fixed vocabulary,
while needed for traditional NLP tasks, is not required when using BERT for anomaly detection tasks.
To drop the fixed-vocabulary constraint, we removed the final layer of a traditional MLM-based model
and leveraged a second sentence encoder model to generate semantic initial embeddings. Doing so
increases VOBERT's robustness by enabling it to classify out-of-vocabulary logkeys correctly.

We showed that VoBERT is more stable across varying levels of log data instability. On the frequently
used Thunderbird log dataset, increasing data instability to 97% unseen logkeys caused the MCC score
of LogBERT to drop from 64% to 14%, while the MCC score of VF-MLM only dropped from 39%
to 37%. For the datasets that allowed it, we evaluated on element-level, providing a more granular
assessment of its performance.

To assess the generalisation of the experimental results to real-world scenarios, a case study was
conducted evaluating the anomaly detection models on real-world security event data collected at a
large bank (50,000+ employees). It was found that the simple heuristic LogBERT used did not work
for this real-world data. VoBERT showed performance on par with LogBERT on this real-world security
event dataset.

This work provides important insights into the challenges of unstable log data and is a proof of
concept for the novel pre-training task VF-MLM. Therefore, it is not only a significant contribution
to our understanding of handling unstable log data but also a stepping stone towards more innovative,
effective solutions in the domain of anomaly detection.
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A.l. Overview

Dataset Statistics

Dataset Instability Part % Vocab Unseen % Seqs Containing Unseen  Vocab Size Size
Train - - 179 6697

Min Test Normal 9.52 0.13 189 10,047

Test Anomalous 83.60 86.75 805 1,313

Test Total 79.21 10.14 11,360

BGL Train - - 15 6,697
Max Test Normal 93.33 90.34 195 10,047

Test Anomalous 98.26 99.24 805 1,313

Test Total 98.36 91.36 11,360

Train - - 843 6,000

Min Test Normal 20.38 0.88 1,055 70,208

Test Anomalous 19.75 99.16 886 23,112

. Test Total 27.84 25.22 93,320
TBird Train - - 13 6,000
Max Test Normal 98.77 96.75 1,058 70,208

Test Anomalous 98.87 100.00 886 23,112

Test Total 98.89 97.55 93,320

Train - - 15 4,855

Min Test Normal 21.05 0.01 19 553,368

Test Anomalous 67.39 36.33 46 8,419

Test Total 67.39 0.55 561,787

HDFS Train - - 5 4,855
Max Test Normal 73.68 83.47 19 553,368

Test Anomalous 89.13 82.63 46 8,419

Test Total 89.13 83.46 561,787

Table A.1: Statistics describing the used public datasets with the train and test sizes equal to the sizes in LogBERT
[26]. Instability: Min represents the original LogBERT paper [26] train/test split. Modified: Max represents the most

extremely modified train/test split obtained by applying the data redistribution algorithm (see Section 6.3.1).
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Dataset Instability Part % Vocab Unseen % Seqs Containing Unseen  Vocab Size Size
Train - - 438 16,219

Min Test Normal 0.24 0.02 413 4,055

Test Anomalous 5.51 29.25 272 718

Private Test Total 3.65 4.42 4,773
Train - - 211 16,219

Max Test Normal 52.05 98.52 438 4,055

Test Anomalous 31.25 62.67 272 718

Test Total 53.64 93.13 4,773

Table A.2: Statistics describing the used case study dataset. Instability: Min represents a randomly initialised

train-test split of size 80%-20% respectively. Modified: Max represents the most extremely modified train/test split
obtained by applying the data redistribution algorithm (see Section 6.3.1).
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A.2. BGL train-test splits
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Figure A.1: Statistics for varying the unseen ratio for the BGL dataset, generated with the data redistribution
algorithm (Section 6.3.1). Train and test size are kept fixed, as well as the ratio of anomalous sequences in the test set.
Every x = i represents i consecutive iterations of the data redistribution algorithm.
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A.3. TBird train-test splits
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Figure A.2: Statistics for varying the unseen ratio for the TBird dataset, generated with the data redistribution
algorithm (Section 6.3.1). Train and test size are kept fixed, as well as the ratio of anomalous sequences in the test set.
Every x = i represents i consecutive iterations of the data redistribution algorithm.
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A.4. HDFS train-test splits
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Figure A.3: Statistics for varying the unseen ratio for the HDFS dataset, generated with the data redistribution
algorithm (Section 6.3.1). Train and test size are kept fixed, as well as the ratio of anomalous sequences in the test set.
Every x = i represents i consecutive iterations of the data redistribution algorithm.
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A.5. Case Study train-test splits
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Figure A.4: Statistics for varying the unseen ratio for the case study dataset, generated with the data redistribution
algorithm (Section 6.3.1). Train and test size are kept fixed, as well as the ratio of anomalous sequences in the test set.
Every x = i represents i consecutive iterations of the data redistribution algorithm.



Alert Details

Attribute Type Example

Alert id String abcl

Alert description String Suspicious connection blocked by network protection
Alert source (which IDS)  String IDS_1

Start date Timestamp  12-02-2023

End date Timestamp 12-02-2023

Source IP String 10.0.1.1

Destination IP String 10.0.1.5

Email Address String John.Doe@company.com
Corporate Key String 1234ABC

Domain String company.com

Technique List String]] [Techniquel, Technique2]

Table B.1: Alert Attributes as present in the case study, after normalisation.
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