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Summary

With the onset of climate change and its calamitous consequences, it is crucial to investigate techno-
logical solutions to reduce or eliminate emissions. This impetus is particularly significant for the aviation
industry, which relies on the energy density of jet fuel and its combustion in gas turbine engines. To
improve the design of aircraft combustors, it is necessary to utilize computational models that are val-
idated with experiments for accurate results. However, acquiring experimental data in the turbulent,
multi-phase environment of a combustion chamber is often difficult. Fortunately, the advancements
in laser diagnostics over the past few decades have extended their capabilities for combustion re-
search by achieving non-intrusive measurements in gas-phase flows with high resolution. Out of all
the laser diagnostic techniques, hybrid femtosecond/picosecond (fs/ps) coherent Raman scattering
(CRS) is considered the gold standard for temperature and species concentration measurements in
gas flows and flames. Through employing ultrashort laser pulses, this technique can perform time- and
frequency-resolved measurements; a degenerate fs-duration pump/Stokes pulse excites the Raman-
active modes of the target molecule, while a ps-duration probe pulse is scattered from the excited
molecules to generate a coherent signal.

For this thesis project, the goal was to develop hybrid fs/ps CRS spectroscopy for the 𝜈2 vibrational
mode of methane. Methane merits investigation due to its status as a short-lived climate forcer along-
side its prospective use in the carbon-neutral production of hydrogen. While laser diagnostics have
been traditionally applied to methane’s 𝜈1 mode, the 𝜈2 mode spectrally overlaps with several other
species in a “molecular fingerprint” region and offers potential multi-species detection significant for
combustion. To characterize the 𝜈2 mode of methane the thesis focuses on three main areas: the be-
havior of the mode on a collision-independent timescale, the collisional dephasing of the mode at longer
timescales, and the spectroscopy of the mode in a laminar diffusion flame. An overall time-domain CRS
model was constructed using a methane spectral database and supplemented with a modified expo-
nential gap (MEG) model for the calculation of collisional dephasing coefficients, or Raman linewidths,
needed at longer timescales.

In this work, time-resolved CRS spectroscopy of the CH4 𝜈2 mode was performed at ambient condi-
tions with single-shot measurements for the collision-independent timescale below 100 ps and shot-
averaged measurements for a collision-dependent timescale up to 220 ps. For collision-independent
measurements, the model was able to replicate the intensity “beating patterns” of spectral lines while
considering only the fundamental mode and neglecting vibrational hot bands. For the collision-dependent
timescale, the main effort was the extraction of molecule-specific dephasing linewidths of the Q-branch
(Δ𝐽 = 0) through fitting parameters of the MEG model. The resulting fit of the model agreed well with
experimental measurements, although several limitations were identified and discussed for further im-
provements. Similar measurements were also performed for gas mixtures of CH4 with N2, Ar, and H2
to investigate the effect of collisional partners on the signal decay.

Finally, CRS spectroscopy was performed in a laminar CH4-air diffusion flame to assess the potential
of multi-species detection in the molecular fingerprint region. Spatially-resolved measurements were
taken at a collision-independent probe delay across the flame front starting at the fuel stream, pro-
gressing to the reaction zone, then ending in the oxidizer stream. Four different chemical species were
observed: the CH4 𝜈2 ro-vibrational spectrum, the CO2 Fermi dyad, pure-rotational lines of H2, and the
O2 ro-vibrational spectrum. In addition, the fundamental physical-chemical processes were observed
through the Raman spectrum of these species such as CH4 dissociation, H2 synthesis and consump-
tion, mass diffusion, and fuel/oxidizer mixing. Overall, the project demonstrates the feasibility of CRS
measurements for temperature and concentration quantification of the CH4 𝜈2 mode and of the greater
molecular fingerprint region. With continued improvements to the model, there is great promise for
further in-situ measurements of CH4-rich environments and more complex combustion diagnostics.
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1
Introduction

1.1. Background
The most omnipresent issue today is the onset of anthropogenic climate change and its catastrophic
effects on our environment. In 2017, human-induced warming of global mean temperature reached
approximately 1°C above pre-industrial levels. If global warming continues increasing at the current
rate, this temperature will likely reach 1.5°C between 2030 and 2052 [1]. While warming beyond 1.5°C
is not unavoidable, its development is dependent on current and future reduction of greenhouse gas
(GHG) emissions.

Aviation is estimated to contribute between 3.5 and 4.9% of total anthropogenic radiative forcing (RF)
and is expected to increase by a factor of 3 to 4 by 2050 [2]. The largest amount of aviation emissions
- such as CO2, H2O, and NO𝑥 gases - are produced at cruise altitudes of 8 to 12 km which increases
the impact of their climate forcing effects. Furthermore, aviation is uniquely reliant on combustion due
to the energy density of jet fuel and the lack of viable alternative energy sources for propulsion. In
addition, air quality and human health are affected, with an estimated 16000 early deaths occurring
each year due to air pollutant exposure [3].While the aviation industry has struggled over the course of
the global pandemic, the overall increase of air traffic demand will likely continue. From 1992 to 2005,
aviation passenger transport in terms of revenue passenger kilometer (RPK) increased at an average
rate of 5.2% per year despite multiple world crises in the same period [2]. In response to this trend,
many institutions have prepared initiatives to reduce the aviation impact on climate change.

The International Civil Aviation Organization (ICAO) has begun to implement the Carbon Offsetting
and Reduction Scheme for International Aviation, or CORSIA, with the goal of carbon-neutral growth
of international aviation relative to 2020 levels through market-based carbon offset measures [4]. The
measures include improvements in technology and operations, as well as increasing adoption of sus-
tainable jet fuels [5]. Likewise, the International Air Transport Association (IATA), an aviation trade
association whose members carry 82% of the world’s air traffic, has three main targets for its own air
transport emissions mitigation. The targets are an average improvement in fuel efficiency, carbon-
neutral growth, and net-zero carbon emissions by 2050 [6].

To accomplish goals like those set by ICAO and IATA, the aviation industry must reduce fuel consump-
tion through operational improvements and aircraft design while introducing alternative fuels to reduce
the amount of GHG emissions per unit of fuel consumption [7]. The implementation of new technologies
within aviation takes time and the benefits are not necessarily immediately realized, although short-term
improvements can be gained from air traffic management and alternative fuels [8]. Regardless of the
approach, the fundamental source of aviation emissions is the aircraft engine combustion process.

Combustion is a major source of global energy production and used in industrial processes, power
generation, and transportation. Research into the combustion process has primarily focused on fuel
efficiency but has developed to include air quality and environmental concerns as well. The design
process for combustors is heavily reliant on computational modeling and numerical simulations for
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2 1. Introduction

many reasons, including faster analysis of systems, the high cost of lab and field testing, and safety
precautions. However, combustion modeling is challenging due to the coupling between fluid dynamics
and chemical kinetics which influences the species concentrations, reaction progress, and pollutant
formation and emission. To ensure that combustion simulation results are both robust and accurate, it
is vital to validate models through comparison with experimental data [9].

In aircraft engines, the gas turbine combustor is the main component responsible for fuel efficiency
and emissions production. The combustion chamber is a turbulent multi-phase flow environment that
operates under conditions of high pressure and temperature, making acquisition of experimental data
difficult. Additionally, physical probes are limited in their temporal and spatial resolution and disrupt
the flow-field of the flames they are measuring [10]. Luckily, the advancement of laser diagnostic tech-
niques and their capabilities has expanded the possibilities of measurement acquisition in combustion
research.

Laser diagnostics have proven to be invaluable measurement tools in combustion research over the
past few decades of their development. With these techniques, laser light sources are used to probe
the molecules in gas-phase reacting flows and acquire non-intrusive, in-situ measurements that over-
come the drawbacks of physical probes [10]. Additionally, the techniques can measure temperature,
velocity, and species concentrations with very high temporal and spatial resolution [11, 12]. Applica-
tions to foundational combustion studies have been outlined in previous articles, with emphasis on the
iterative process between laser diagnostics and computational models for the purpose of optimizing
and controlling combustion processes [13].

1.2. Motivation and outline
Laser diagnostics have been applied to a variety of relevant fuels and gases in combustion andmethane
is no exception. It is a major natural gas component and used in many chemical processes. When
directly released into the environment methane is an influential greenhouse gas, however, as fuel
methane performs better than heavier hydrocarbons and coal. Therefore, the ability to quantitatively
detect temperature and concentration of methane molecules with high resolution in reactive systems
is significant.

One powerful diagnostic technique is coherent Raman scattering (CRS), which can achieve measure-
ments with very high precision and accuracy in gas-phase reacting flows. The advantages of the
method over other spectroscopic techniques are its spectral selectivity, directional coherent signal,
and micrometer spatial resolution [14]. State-of-the-art CRS techniques are based on the use of ultra-
short femtosecond (fs) or picosecond (ps) laser pulses which can measure the time-domain evolution
of the ro-vibrational motion of the target molecules.

In-situ detection of methane and its use as a probe molecule has progressed in the past several
decades, including applications of CRS techniques. Methane has four fundamental Raman-active
vibrational modes, for which the 𝜈1 mode consisting of a symmetric CH stretch has been extensively
characterized. While much of the focus has been on the CH4 𝜈1 Q-branch, the 𝜈2 mode comprised of
a H-C-H bending vibration lies within a suitable region for natural gas diagnostics. For this thesis, the
goal is to develop hybrid fs/ps CRS spectroscopy for the Raman-active CH4 𝜈2 vibrational mode. To
this end, it is necessary to acquire measurements of the time-domain response of the CH4 𝜈2 mode
and model its collisional dephasing.

The thesis report is sectioned into six parts. After the introduction (Chapter 1), the necessary theo-
retical background of molecular spectra, the CRS process, and time-resolved CRS spectroscopy will
be established in Chapter 2. Subsequently, the modeling approach towards the 𝜈2 mode of methane
and simulation of its molecular response will be discussed in Chapter 3. In Chapter 4 the experimental
methodology implemented in the thesis is presented, including the laboratory setup, procedure, and
processing of the output. Next, the results of the experimental campaign will be presented and dis-
cussed in Chapter 5. Finally, Chapter 6 will conclude the findings from the thesis research and suggest
future improvements.



2
Theoretical Background

Optical and laser diagnostics involve the scattering, absorption, and emission of light and interaction
with the molecules of interest. The structure of a molecule determines how it interacts with electromag-
netic radiation. Additionally, a molecule’s structure will affect its spectrum, or the absorption, emission,
or scattered intensity across the continuum of electromagnetic wavelengths. Therefore, fundamen-
tal understanding of molecular structure and the spectroscopy methods involved is necessary for the
analysis of experimental spectra and the aims of the project. This chapter provides an overview of
the theory related to molecular physics and spectra, the fundamentals of the CRS process, and the
specifics of time-resolved CRS spectroscopy.

2.1. Molecular structure and spectra
To interpret and analyze spectra, the corresponding molecular structure from which it is obtained must
first be understood. Consequently, a description of the quantized molecular energy levels is necessary.
This section of the theoretical background will present the related quantum physics including character-
ization of molecular energy levels, selection rules and allowed system transitions, and the population
distribution amongst energy levels. The preliminary theory will be focused on diatomic molecules for
simplicity, with additional information for polyatomic methane when relevant.

2.1.1. Molecular energy states
A molecule’s structure and its energy are directly related to the spectra it produces when absorbing,
emitting, or scattering electromagnetic radiation and are therefore relevant to understand for spec-
troscopy. Molecules are systems with discrete values of internal energy whose quantized energy spec-
tra are characteristic for specific species. With the Born-Oppenheimer approximation, which assumes
separable electronic and nuclear motion in molecules based on relative size and velocity, the internal
energy of a molecule can be written as follows:

𝐸 = 𝐸𝑒 + 𝐸𝑣 + 𝐸𝐽 (2.1)

As seen in Equation 2.1, the internal energy is composed of three contributions – electronic (𝐸𝑒), vi-
brational (𝐸𝑣), and rotational (𝐸𝐽) energy. The relative magnitude of each energy is 𝐸𝑒 > 𝐸𝑣 > 𝐸𝐽, with
multiple rotational states existing in a vibrational state and multiple vibrational states existing withing
an electronic state. The rotational and vibrational motion and energy levels of diatomic and polyatomic
molecules will be discussed in this sub-section, as they are of primary concern to the thesis. Explana-
tions of electronic structure is entrusted to other resources such as [15].

2.1.1.1 Rotational motion and energy levels

The rotational motion of a diatomic molecule can be described as a system consisting of two point-
masses connected by a massless, rigid rod which can rotate end-over-end, termed the rigid rotor ap-
proximation. A depiction of the model can be seen in Figure 2.1, where 𝑚1 and 𝑚2 are the point-mass

3
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representations of nuclei and 𝑟 is the internuclear distance. The system’s moment of inertia, with re-
spect to its center of mass, is 𝐼 = 𝜇𝑟2 with the reduced mass 𝜇 = 𝑚1𝑚2

𝑚1+𝑚2
and the previously mentioned

internuclear distance 𝑟.

r

m2

m1

Figure 2.1: Representation of diatomic rigid rotor model for rotational motion

For a rigid rotor, the rotational energy of the system in classical mechanics is 𝐸𝐽 =
1
2 𝐼𝜔

2, where 𝐼 is the
system’s moment of inertia and 𝜔 is the angular velocity. The expression for rotational energy can also
be written in terms of the system’s angular momentum, 𝑃 = 𝐼𝜔, which when substituted, results in the
expression: 𝐸𝐽 =

𝑃2
2𝐼 .

The fundamental motion of the molecule is described by the Schrödinger equation, given as:

�̂�𝜓 = 𝐸𝜓 (2.2)

in its time-independent form in terms of the Hamiltonian operator �̂�, the energy of the system 𝐸, and
wave function 𝜓 representing the probability amplitude of a quantum system (e.g. subatomic particle)
to occupy one specific state amongst those possible. Additionally, the actual probability of finding the
particle is given by the product of the wave function with its complex conjugate𝜓×𝜓∗. If the Schrödinger
equation is solved for the rigid rotor, the rotational energy becomes discretized and is represented by:
𝐸𝐽 =

ℎ2
8𝜋2𝐼 𝐽(𝐽 + 1) where ℎ is Planck’s constant and 𝐽 is the rotational quantum number which can

assume positive integer values [15].

The rotational energy equation can also be written in its term value form, which is the wave mechanic
form divided by Planck’s constant ℎ and the velocity of light 𝑐, as seen with Equation 2.3. By doing
this, the term values are measured by 𝑐𝑚−1, or wavenumber, which is easier to use in the context of
molecular spectroscopy.

𝐹(𝐽) =
𝐸𝐽
ℎ𝑐 = 𝐵𝐽(𝐽 + 1) (2.3)

The term 𝐵, known as the rotational constant, is inversely proportional to the molecule’s moment of
inertia 𝐼 and is defined as:

𝐵 = ℎ
8𝜋2𝑐𝐼 (2.4)

For realistic applications, the rigid rotor model must be corrected for real molecules. Two areas for
further model refinement are centrifugal stretching and the dependence of the rotational constant on the
vibrational state [14]. When a real molecule is rotating, it experiences a centrifugal force which affects its
internuclear distance. To account for this effect, the initial equation given for rotational term values can
bemodified via a Taylor expansion of the 𝐽(𝐽+1) term to obtain: 𝐹(𝐽) = 𝐵𝐽(𝐽+1)−𝐷𝐽2(𝐽+1)2+⋯, which
is truncated to the second order. For this expression, 𝐵 is the previously defined rotational constant
and 𝐷 is a centrifugal correction term approximated as 𝐷 = 4𝐵3

𝜔2 .
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After incorporating the effect of centrifugal force, the dependence on the molecule’s vibrational state
is considered. The rotational and vibrational motions of a molecule happen simultaneously, resulting
in a continuously changing internuclear distance 𝑟 and moment of inertia 𝐼. Therefore, the rotational
constant 𝐵 and centrifugal constant 𝐷 will be different for a given vibrational level 𝑣 compared to the
equilibrium position.

𝐵𝑣 = 𝐵𝑒 − 𝛼𝑒 (𝑣 +
1
2) + ... (2.5)

𝐷𝑣 = 𝐷𝑒 − 𝛽𝑒 (𝑣 +
1
2) + ... (2.6)

The vibrational level-dependent terms, with subscript 𝑣, can be defined using the equilibrium terms 𝐵𝑒
and 𝐷𝑒 with rotational-vibrational interaction constants 𝛼𝑒 and 𝛽𝑒. With these modifications accounted
for, the expression for rotational term values becomes:

𝐹𝑣(𝐽) = 𝐵𝑣𝐽(𝐽 + 1) − 𝐷𝑣𝐽2(𝐽 + 1)2 +⋯ (2.7)

2.1.1.2 Vibrational motion and energy levels

A diatomic molecule’s vibrations can be modeled as a harmonic oscillator, a system with a point-mass
under a restoring force that is proportional to the mass’ displacement 𝑥 from equilibrium. Like the rigid
rotor, the nuclei are represented by two point-masses, but instead of a rigid rod they are connected by
a spring as shown in Figure 2.2.

re

m2m1

Figure 2.2: Representation of diatomic harmonic oscillator model for vibrational motion

For this system, the potential energy is expressed in terms of the equilibrium internuclear distance 𝑟𝑒:

𝐸𝑣 =
1
2𝑘(𝑟 − 𝑟𝑒)

2 = 1
2𝑘𝑥

2 (2.8)

where 𝑥 is the displacement distance from equilibrium and 𝑘 is the spring or force constant. The value
of 𝑘 can be defined in terms of the molecule’s oscillation frequency 𝜈𝑜𝑠𝑐 and expressed as:

𝑘 = 4𝜋2𝜇𝜈2𝑜𝑠𝑐 (2.9)

When the potential energy expression is substituted in the Schrödinger equation, the quantized har-
monic oscillator energy levels are defined by the equation below, with the vibrational quantum number
𝑣 taking positive integer values [15].

𝐸𝑣 = ℎ𝜈𝑜𝑠𝑐 (𝑣 +
1
2) (2.10)

The term value arrangement for the vibrational energy can be seen in Equation 2.11:

𝐺(𝑣) = 𝐸𝑣
ℎ𝑐 = 𝜔 (𝑣 +

1
2) (2.11)
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where the vibrational frequency 𝜔 = 𝜈𝑜𝑠𝑐/𝑐 and is measured by wavenumber units of cm−1.

Like the initial rotational energy model, the harmonic oscillator model for vibrational motion is idealized.
If the potential energy defined in Equation 2.8 is plotted as a function of the internuclear distance, the
outcome will be a parabolic potential energy curve with equally spaced energy states. The minimum
energy of a potential curve for a particular electronic state defines the equilibrium internuclear distance
with a zero-point, or ground state, energy ℏ𝜔/2 above the minimum. While the model is valid at the
bottom of the potential and close to the equilibrium inter-nuclear distance, real molecules behave as
anharmonic oscillators. To approximate the entire potential function for an anharmonic oscillator, the
empirical Morse potential function is used:

𝐸𝑣 = 𝐷𝑒 [1 − 𝑒𝛽(𝑟−𝑟𝑒)]
2

(2.12)

where 𝐷𝑒 is the dissociation energy and the parameter 𝛽 is given by 𝛽 = √2𝜋2𝑐𝜇
𝐷𝑒ℎ

𝜔𝑒. In Figure 2.3,
the potential curves for each model are overlaid for comparison. The vibrational term-values for the
Morse potential are obtained from substituting the potential energy in the wave equation, resulting in
the expression:

𝐺(𝑣) = 𝜔𝑒 (𝑣 +
1
2) − 𝜔𝑒𝑥𝑒 (𝑣 +

1
2)

2
+ 𝜔𝑒𝑦𝑒 (𝑣 +

1
2)

3
+ ... (2.13)

En
er

gy

Internuclear distance 

Harmonic potential           
Anharmonic potential 

Rotational levels

Vibrational levels

re

Figure 2.3: Harmonic and anharmonic potentials with rotational and vibrational states. Wave functions are shown for vibrational
levels of harmonic energy potential. For the anharmonic potential some vibrational levels are omitted and only one set of rotational
levels are shown for clarity, but rotational sub-levels are present for all vibrational states.

2.1.2. Energy level transitions and selection rules
In the previous section, the possible energy levels of a molecule – rotational, vibrational, and electronic
- were detailed. However, not all energy level transitions will occur when a photon and a molecule
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interact. Transitions that obey certain requirements, or selection rules, are called allowed transitions
while those that do not are designated as forbidden transitions. For transition notation, the upper state
is commonly listed first. An arrow may be added, such as 𝐴 → 𝐵 or 𝐴 ← 𝐵, to clarify whether the
observed transition is emission or absorption.

Selection rules filter the transitions that can occur in principle and exist for rotational, vibrational, and
electronic levels. The probability of a transition is based on the value of the transition moment 𝑅, shown
in Equation 2.14:

𝑅 = ∫𝜓′𝜇 𝜓″𝑑𝜏 (2.14)

where 𝜇 is the transition moment operator and 𝜓′ and 𝜓″ are the wave functions of the upper and lower
states, respectively. If the moment has a non-zero value, the transition is allowed and if it is zero then
the transition is forbidden. The probability or intensity of the transition is proportional to the square of
the magnitude of the transition moment |𝑅|2. In addition, the value of the moment is dependent on the
quantum numbers characterizing the wave functions of the states [15].

Due to the Born-Oppenheimer approximation and the consequent separability of energy contributions,
there are separate selection rules for the electronic, vibrational, and rotational levels. Furthermore, the
applicable selection rules are dependent on the symmetry of the molecule. A molecule may have one
or more elements of symmetry that correspond to symmetry operations of reflection or rotation. While
a linear molecule has an infinite number of symmetry elements, nonlinear molecules are typically con-
strained by a finite combination of symmetry elements termed point groups [15]. Polyatomic molecules
are characterized by their three principal moments of inertia (𝐼𝐴,𝐼𝐵, and 𝐼𝐶), whose axes pass through
the center of mass and are mutually perpendicular. The relative magnitudes of the principal moments of
inertia are the basis for polyatomic classification, leading to groups of linear (𝐼𝐴 ≈ 0, 𝐼𝐵 = 𝐼𝐶), symmetric
top (𝐼𝐴 ≠ 𝐼𝐵 = 𝐼𝐶), spherical top (𝐼𝐴 = 𝐼𝐵 = 𝐼𝐶), and asymmetric rotor (𝐼𝐴 ≠ 𝐼𝐵 ≠ 𝐼𝐶) molecules.
Methane is classified as a spherical top molecule with three equal principal moments of inertia. This
thesis is focused on the analysis of the methane ro-vibrational spectra. Therefore, electronic selection
rules will not be detailed here. The rotational and vibrational selection rules will be elaborated on for
diatomic molecules first, then extended to the polyatomic CH4.

2.1.2.1 Rotational selection rules

The spectrum and transitions of interest are that of Raman scattering, a process which will be discussed
with further detail in upcoming sections. The molecular property of most importance in scattering is the
polarizability 𝛼, which is a measure of how much the electric dipole of a molecule can be distorted by
application of an external electromagnetic field. For pure rotational spectroscopy the gross selection
rule is that themoleculemust be anisotropically polarizable, where its properties are different dependent
on direction [16]. Rotational energy levels of a molecule can be characterized by the rotational quantum
number 𝐽, as previously mentioned. The specific selection rule for diatomic rotational Raman scattering
is:

Δ𝐽 = ±2

Since Raman spectroscopy mainly uses lasers as incident radiation for scattering, it is useful to define
the Raman wavenumber displacement as ΔΩ = Ω−Ω𝐿, where Ω𝐿 is the exciting radiation wavenumber.
The form of the rotational Raman spectrum can be predicted by applying the selection rule to the
rotational energy levels, as shown below:

Δ𝐹 = 𝐹(𝐽 + 2) − 𝐹(𝐽) = ΔΩ
For spontaneous Raman scattering, the transition wavenumber can be found for Stokes transitions
(Δ𝐽 = +2) and anti-Stokes transitions (Δ𝐽 = −2) through the expressions:

ΔΩ𝑆 = −2𝐵(2𝐽 + 3) (2.15)

ΔΩ𝐴𝑆 = 2𝐵(2𝐽 − 1) (2.16)
The context for why there are two possible transition outcomes will be expanded upon later. When
extending the expected spectra and selection rules to methane, the polarizability of the molecule must
be examined.
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2.1.2.2 Vibrational selection rules

For vibrational motion, the energy levels are indicated by the vibrational quantum number 𝑣. The gross
selection rule for pure vibrational spectroscopy is that a molecule’s polarizability must change during
its vibration. The vibrational Raman transition moment is evaluated with the molecule polarizability 𝛼
to find the specific harmonic selection rule:

Δ𝑣 = ±1

which holds for both homonuclear and heteronuclear diatomic molecules. When anharmonicity is in-
corporated the vibrational term values and wave functions are modified and the vibration wavenumber
𝜔𝑒 cannot be directly measured [16]. One effect is the modification of the specific selection rule to:

Δ𝑣 = ±1,±2,±3, ...

to include weaker overtone transitions of Δ𝑣 = ±2,±3, ... alongside the main Δ𝑣 = ±1 transition. In
addition, wavenumbers for fundamental, overtones, and hot band transitions are given by [16]:

𝑣 = 1 ← 𝑣 = 0 ∶ ΔΩ𝑓𝑢𝑛𝑑𝑎𝑚𝑒𝑛𝑡𝑎𝑙 = �̃�𝑒(1 − 2𝜒𝑒) (2.17)

𝑣 = 2 ← 𝑣 = 0 ∶ ΔΩ𝑜𝑣𝑒𝑟𝑡𝑜𝑛𝑒 = 2�̃�𝑒(1 − 3𝜒𝑒) (2.18)

𝑣 = 2 ← 𝑣 = 1 ∶ ΔΩℎ𝑜𝑡 = �̃�𝑒(1 − 4𝜒𝑒) (2.19)

where �̃�𝑒 is the equilibrium vibrational frequency in wavenumbers and 𝜒𝑒 is the anharmonicity constant.
Although all the possible transitions have been listed, mainly fundamental transitions are present in a
Raman spectrum for diatomic molecules at room temperature. However, at high temperature hot bands
can become even more prominent than the fundamental bands.

With a nonlinear N-atomic molecule there will be 3𝑁 − 6 vibrational modes, where all nuclei are in
harmonic motion with the same oscillation frequency [16]. Through application, it follows that the CH4
molecule will have nine vibrational modes. In an approximation analogous to diatomic molecules poly-
atomic vibrations can be treated as harmonic oscillators, called the polyad approximation. If two or
more different states of a molecule are measured to have the same energy value, then are considered
degenerate.

For each normal vibration 𝑖, the non-degenerate vibrational term values 𝐺(𝑣𝑖) are defined using the
classical vibration wavenumber 𝜔𝑖 and the vibrational quantum number 𝑣𝑖 in the following expression:

𝐺(𝑣𝑖) = 𝜔𝑖 (𝑣𝑖 +
1
2) (2.20)

For vibrations with a degree of degeneracy, the term value expression incorporates the degeneracy 𝑑𝑖
and becomes:

𝐺(𝑣𝑖) = 𝜔𝑖 (𝑣𝑖 +
𝑑𝑖
2 ) (2.21)

Furthermore, the polyatomic general selection rule is the same as that for diatomic molecules, where
the vibrational transitions follow:

Δ𝑣𝑖 = ±1
For vibrational transitions to be allowed in the Raman spectrum, the induced dipole moment of the
molecule must have a change of amplitude that requires further symmetry-dependent selection rules.
While the application of group theory to methane will not be detailed here, more information about the
procedure can be found in literature such as [17].

2.1.2.3 Rotation-vibration selection rules

In previous sections, the idea of lower-energy rotational sub-levels associated with vibrational en-
ergy levels was introduced. Unlike pure rotational or vibrational spectroscopy, rotation-vibration, or
ro-vibrational, spectroscopy observes transitions between the rotational energy levels of two different
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vibrational levels. For diatomic molecules, the rotational selection rule for ro-vibrational transitions is
given by [16]:

Δ𝐽 = 0,±2
This rule results in three possible branches when a molecule transitions between two vibrational levels:
the Q branch, O branch, and S branch. In the Q branch, the transition between the vibrational levels
occurs without any rotational change (Δ𝐽 = 0). In the O and S branches the rotational change is
(Δ𝐽 = −2) or (Δ𝐽 = +2), respectively. In Figure 2.4, the three branches can be seen and compared
to one another. While not relevant to the selection rule at hand, the P and R branches with rotational
change of (Δ𝐽 = −1) or (Δ𝐽 = +1), respectively, are included for context.

v = 0

v = 1

0

1

2

3

4

Q-branch   
ΔJ = 0

0

1

2

3

4
J

O-branch
ΔJ = -2

P-branch
ΔJ = -1

R-branch
ΔJ = +1

S-branch
ΔJ = +2

Figure 2.4: Depiction of rotational energy levels 𝐽 imposed on vibrational levels v with possible ro-vibrational transitions and
respective branch labels

If it is assumed that 𝐵1 = 𝐵0 = 𝐵, then the transition wavenumbers of the O, Q, and S branches are:

ΔΩ𝑂 = 𝜔0 − 4𝐵𝐽 + 2𝐵 (2.22)

ΔΩ𝑄 = 𝜔0 (2.23)
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ΔΩ𝑆 = 𝜔0 + 4𝐵𝐽 + 2𝐵 (2.24)

where 𝜔0 is the separation of the vibrational levels in wavenumber. The approach to polyatomic
molecules is similar to that for diatomic molecules. The resulting term values 𝑆 of such transitions
are the sum of the rotational and vibrational term values, where 𝑖 is for a particular vibration:

𝑆 = 𝐹𝑣𝑖 + 𝐺(𝑣𝑖) (2.25)

2.1.3. Population distribution
While transition selection rules determine the spacing of lines in a spectrum, the strength of the spec-
tral lines is dependent on the transition probability. Equation 2.14 describes a microscopic transition
probability, where only the probability of a single molecule transiting between states is considered. For
macroscopic ensemble of molecules, the microscopic probability is incorporated into statistical descrip-
tions such as the Boltzmann distribution to predict the average number of molecules per ro-vibrational
state. If the system is in thermal equilibrium, the population of energy states will have a certain proba-
bility. In addition, higher molecular energy states are populated at higher temperatures. For a particular
energy state 𝑚, the fraction of molecules in that state as a function of temperature 𝑇 is found by:

𝜌𝑚 =
𝑁𝑚
𝑁𝑡𝑜𝑡

=
𝑔𝐽𝑔𝑚 𝑒𝑥𝑝 [−

𝐸𝑚
𝑘𝐵𝑇

]
𝑍(𝑇) where 𝑍(𝑇) =∑

𝑚
𝑔𝑚 𝑒𝑥𝑝 [−

𝐸𝑚
𝑘𝐵𝑇

] (2.26)

where 𝐸𝑚 is the energy of the state, 𝑘𝐵 is the Boltzmann constant, 𝑁𝑚 is the number density of state𝑚,
𝑁𝑡𝑜𝑡 is the total number density of the chemical species, 𝑔𝐽 is spin degeneracy, 𝑔𝑚 is the degeneracy
of the rotational state, and 𝑍(𝑇) is the partition function which can be factorized into electronic, vibra-
tional, and rotational components. The partition function is the sum of the population in all possible
states and serves as a normalizing factor for the Boltzmann distribution. In Figure 2.5, the fractional
population distribution for molecular nitrogen is shown for rotational and vibrational states across a
range of temperatures. In the figure, the Boltzmann population is distributed among lower rotational
quantum numbers for lower temperatures. Additionally, nearly all molecules reside in the first vibra-
tional state. As the temperature rises, higher quantum levels for both rotational and vibrational states
become increasingly populated.

(a) (b)

Figure 2.5: Boltzmann population distributions for rotational (a) and vibrational (b) states of 𝑁2 between 300 to 2000 K

When considering a transition between an upper energy state 𝑓 and lower energy state 𝑖, the population
ratio between them can be given by the Boltzmann distribution law:

𝜌𝑓
𝜌𝑖
=
𝑁𝑓
𝑁𝑖
=
𝑔𝑓
𝑔𝑖
𝑒𝑥𝑝 [−

Δ𝐸𝑓𝑖
𝑘𝐵𝑇

] (2.27)

For spontaneous emission, Raman scattering, and incoherent optical processes in general, the intensity
of a transition can be evaluated using the transition probability 𝐴𝑓𝑖, Planck’s constant ℎ, the transition
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frequency 𝜈, and the initial state population 𝑁𝑖 using Equation 2.28.

𝐼𝑓𝑖 = 𝐴𝑓𝑖𝑁𝑖ℎ𝜈 (2.28)

In upcoming sections, descriptions will be provided for the intensity of coherent scattering which is
mainly differentiated by scaling with the square of the number density 𝑁2 instead of scaling linearly
like in Equation 2.28. Through these expressions, the spectral line intensities of an atom or molecule
can be predicted. Conversely, the application of the Boltzmann distribution allows for thermometry of
a chemical species using the information of its populated states. Excluding the effect of other terms
included in 𝐴𝑓𝑖, the acquired intensity spectrum of a molecule represents the thermal Boltzmann dis-
tribution of its rotational and vibrational populations. Due to this, CRS is regarded as a very effective
thermometric technique.

2.2. Fundamentals of coherent Raman scattering
With the theory related to molecular physics and spectra covered, the fundamentals of coherent Raman
scattering, or CRS, needs to be described. This diagnostic technique is relevant to the thesis as the
main method to obtain methane spectra and characterize its bending mode. In this section, the light
scattering, the theory underlying the CRS process, and factors affecting the molecular response will be
presented.

2.2.1. Scattering of light
Even if a photon incident on amolecule does not result in absorption, it can still interact with themolecule
through either stimulated emission or a process called scattering. Scattering can be thought of as a
collision between a photon and amolecule that excites themolecule to a virtual state, which immediately
relaxes and emits another photon. If the energy of the molecule and emitted photon is unchanged, the
process is called elastic Rayleigh scattering. In the case of inelastic Raman scattering, the emitted
photon is changed through a loss or gain of energy, or Stokes or anti-Stokes, respectively.

In Stokes scattering, the molecule relaxes to a higher state than its initial state, while anti-Stokes scat-
tering results in a molecule relaxing to a state lower than its initial state. The difference in energy of
the photon before and after its scattering is called a Raman shift. When observed experimentally, the
Stokes scattered intensity is greater than the anti-Stokes scattered intensity. This difference is due to
the Boltzmann statics that demonstrate that the excited states will be less populated than the ground
state at thermal equilibrium. In Figure 2.6, a diagram is provided for comparison of elastic and inelastic
scattering processes with virtual energy states 𝑣0 and 𝑣1.

Virtual 
energy state 

E1

E0

ωAS

ωS

Rayleigh scattering 
(elastic)

Raman scattering 
(inelastic)

ΩR

Figure 2.6: Energy level diagram for elastic and inelastic scattering processes [16]
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Scattering can be distinguished from other photophysical processes such as stimulated absorption and
emission, as well as spontaneous emission, because the molecule is excited to a virtual state instead
of an observable state. In addition, the probabilities of each type of scattering vary widely. Rayleigh
scattering is the most dominant process, with Raman scattering several orders of magnitude less likely
to occur. Despite these rare occurrences, the process can be coupled to a laser to achieve higher
signal intensity and probe otherwise inaccessible molecules in the visible spectral region.

2.2.2. Coherent Raman scattering processes
Coherent Raman scattering is a resonant, coherent technique used to obtain spectroscopic information
on Raman-active molecules with a considerably higher efficiency than spontaneous Raman scattering.
The four-wave mixing (FWM) process utilizes the third-order nonlinear interaction of two lasers to excite
a molecule that is then probed by a third laser to generate a fourth, coherent signal. This process
can be implemented in both its Stokes and anti-Stokes forms, respectively CSRS and CARS, whose
spectra are identically dependent onmolecular parameters. There is a general preference for the CARS
technique due to the convenience of producing its probe beam and fluorescence rejection, resulting in
more extensive experimental use than CSRS. Therefore, the process explanation will primarily be in
reference to CARS, however, it is also applicable to CSRS. A diagram visualizing the CARS process
is presented in Figure 2.7.

Ev,J

Virtual energy states 

ΩR

ω1

ω2

ω3

ω4

Ev’,J’

Figure 2.7: Diagram of molecular states and generation of the CARS signal [14]

The first two beams, called the pump (𝜔1) and Stokes (𝜔2), interfere with each other and create a
beating frequency (𝜔 = 𝜔1 − 𝜔2) which can be set to coincide with a ro-vibrational transition in the
molecule (𝜔 = Ω𝑅), resulting in an induced Raman coherence. A third beam termed the probe (𝜔3)
interacts with the excited molecules in an a coherent ro-vibrational state via Raman scattering, which
generates a fourth signal at the anti-Stokes frequency such that:

𝜔4 = 𝜔1 − 𝜔2 + 𝜔3 (2.29)

The fourth signal is then sent to a spectrometer and the spectrum is acquired by a sensor or camera.
The process is distinctly nonlinear in contrast to the to the previously named processes (i.e. Rayleigh
and Raman scattering, absorption, and spontaneous and stimulated emission) and occurs only at high
enough light intensities to modify the optical properties of the system, typically through use of lasers.
When an applied electric field of strength �̃�(𝑡) interacts with a system, there is an induced dipole
moment per unit volume, or polarization �̃�(𝑡) of a macroscopic medium. The response of the medium
can be described using the polarization expressed as a power series in the field �̃�(𝑡) as:

�̃�(𝑡) = 𝜖0 [𝜒(1)�̃�(𝑡) + 𝜒(2)�̃�(𝑡)2 + 𝜒(3)�̃�(𝑡)3 + ...] (2.30)

where 𝜖0 is the permittivity of free space, 𝜒(1) is the linear susceptibility, and 𝜒(2) and 𝜒(3) are the
second- and third-order nonlinear optical susceptibilities. The first-order susceptibility term is the most
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significant in low-intensity fields, while the higher order terms become more dominant at very high field
strengths [18]. Furthermore, CARS is termed a third-order nonlinear process because of the absence
of second-order effects due the inversion symmetry of gas or liquid mediums, leaving 𝜒(3) as the lowest
order nonlinearity present.

The third-order nonlinear susceptibility 𝜒(3) is responsible for four-wave mixing processes, in which
three electromagnetic fields interact to produce a fourth field. Within a dielectric medium, the first field
creates an initial polarization. With a second field is applied, the wave interference results in harmonics
at the sum and difference frequencies. When the third field is introduced, it beats with the other two
fields and the sum and difference frequencies of all fields and generates the fourth field. This general
process of induced nonlinear polarization can result in many different interactions, one of which is CARS
[19].

In addition to the resonant CARS signal, a non-resonant background (NRB) CARS signal is also gen-
erated from the four-wave mixing process. Instead of originating from resonance with the molecular
energy state, the NRB signal is a result of the instantaneous electronic response of the medium and
will always be present where the three input fields, i.e., the pump, Stokes, and probe, overlap in time
[20]. As seen in Figure 2.8, the NRB process is a combination of the same frequencies as resonant
CARS but do not correspond to a resonant state.

Ev,J
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ω1

ω2

ω3

ω4
ω1

ω3

ω2

ω4

Figure 2.8: Diagrams of FWM processes for resonant and non-resonant CARS [20]

Accounting for both parts of the four-wave mixing, the total susceptibility can be defined as a sum of
the resonant part and the non-resonant part:

𝜒(3) = 𝜒𝑁𝑅 + 𝜒𝑟𝑒𝑠 (2.31)

In the absence of nearby resonances or a low number density of resonant species, the CARS signal will
be dominated by the non-resonant susceptibility. Furthermore, the NRB interferes with the resonant
CARS signal and limits the sensitivity of the technique [18]. There are several methods to remove the
contribution of the NRB and are ideally applied in conjunction with optimizing the resonant CARS signal
itself.

The resonant CARS signal intensity can be derived from solving Maxwell’s equations for a nonlinear
optical medium, resulting in the expression:

𝐼𝐶𝐴𝑅𝑆(𝑧) =
16𝜋2𝜔2𝐶𝐴𝑅𝑆
𝑛4𝑐4 𝐼𝑝𝑢𝑚𝑝𝐼𝑆𝑡𝑜𝑘𝑒𝑠𝐼𝑃𝑟𝑜𝑏𝑒 |𝜒(3)𝑟𝑒𝑠|

2
𝑧2𝑠𝑖𝑛𝑐2 (Δ𝑘𝑧2 ) (2.32)

where 𝜔𝐶𝐴𝑅𝑆 is the frequency of the CARS signal, 𝑛 is the refractive index, 𝐼𝑝𝑢𝑚𝑝, 𝐼𝑆𝑡𝑜𝑘𝑒𝑠, and 𝐼𝑝𝑟𝑜𝑏𝑒
are the incident beam intensities, 𝜒(3) is the third-order susceptibility, 𝑧 is the probe volume length,



14 2. Theoretical Background

and 𝑠𝑖𝑛𝑐2 (Δ𝑘𝑧2 ) is known as the phase mismatch factor [21]. The intensity is linearly dependent on
each of the input beams and quadratically dependent on a combined pump-Stokes beam, which is
regularly implemented in experimental CARS set-ups. In addition, the signal strength is proportional to
the square of the third-order susceptibility magnitude and the phasemismatch factor, or phasematching
condition. The phase matching condition is reliant on the mismatch of the wavevectors of the beams,
expressed as:

Δ𝑘 = (𝑘𝑝𝑢𝑚𝑝 − 𝑘𝑆𝑡𝑜𝑘𝑒𝑠 + 𝑘𝑃𝑟𝑜𝑏𝑒) − 𝑘𝐶𝐴𝑅𝑆 (2.33)

The CARS signal is only efficiently generated if Δ𝑘𝑧2 ≪ 1, with Δ𝑘 = 0 called perfect phase matching.
This is due to the coherent summation of the anti-Stokes fields emitted from the points along 𝑧 for the
total field that requires the fields to be in phase to achieve constructive interference [20]. The phase
matching angle 𝜃 between the incoming beams is determined by the Raman resonance frequency
(𝜔𝑅 = 𝜔𝑝𝑢𝑚𝑝 − 𝜔𝑆𝑡𝑜𝑘𝑒𝑠) and the dispersion of the medium, given by [22]:

𝜃 ≈ 𝜔𝑅 √
2

𝑛1𝜔1
⋅ 𝜕𝑛𝜕𝜔 (2.34)

where 𝑛1 is the refractive index of the medium at 𝜔1 and 𝜕𝑛/𝜕𝜔 is the dispersion of the medium. For
small Raman shifts and non-dispersing gaseous media, the phase matching angle 𝜃 approaches zero
and results in a collinear geometry where the desired signal must be separated using spectral filters.
However, the collinear configuration has disadvantages resulting from the beams’ spatial overlap, such
as ambiguous spatial resolution. This can be overcome through other geometries like the BOXCARS
approach, which considerably increases spatial resolution, allows for the separation of the output beam
via apertures and beam stops, and improves the signal-to-noise ratio of the CARS signal [23, 24].

A depiction of the BOXCARS approach can be seen in Figure 2.9, along with a vector representation of
the phase-matching condition. Since initial CARS investigations done in the 1960s, the development
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Figure 2.9: BOXCARS configuration (left) and phase-matching condition diagram (right) [14]

of the technique has progressed significantly in its application to gas-phase flows. For sufficient CARS
signals, pulsed lasers are implemented due to their high peak power. Nanosecond (ns = 10−9s) pulse
width lasers are the most common diagnostic method which has focused on extending simultaneous
temperature and multiple-species concentration measurements. This has been done through a variety
of techniques such as: dual- and triple- pump CARS, dual-broadband CARS, and dual-pump dual-
broadband CARS. However, the non-resonant background (NRB) signal remains a drawback of this
approach and limits its accuracy, sensitivity, and applicability in environments rich in hydrocarbons [25].

Picosecond (ps = 10−12s) and femtosecond (fs = 10−15s) CARS were developed to overcome the lim-
itations of NRB interference, dependence on the collisional environment, and the low data-acquisition
rate [14]. In ps-CARS, the NRB is suppressed through delaying the probe beam in time from the pump
and Stokes beams while measuring state relaxation rates through the same delay [26]. Despite this im-
provement, ps-CARS alone still contains the same collisional dependence and data-acquisition effects
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as ns-CARS. Fs-CARS can address collisional dependence, species-selectivity, and NRB suppression
through its significantly higher 1 kHz or greater repetition rate when compared to ns- or ps- lasers [27].
However, fs-CARS is unable to conduct single-shot measurements due to the need to reconstruct the
time-domain Raman response of the medium by scanning the fs probe.

At the Faculty of Aerospace Engineering, the experimental set-up is capable of hybrid fs/ps CRS with
fs pump and Stokes and ps probe pulse durations. In this configuration, there is high-resolution si-
multaneous detection of Raman transitions, easily discriminated effects of collisions, and the ability to
suppress NRB through temporal pulse delay [28]. Further details of the set-up will be discussed in
Chapter 4.

2.2.3. CRS spectra and molecular response
Now that the CRS process has been introduced, this section will take a closer focus on the CRS molec-
ular response and factors that affect the experimental spectra. As previously discussed, the CRS signal
is created through the interaction between the probe beam and the excited Raman coherence and is
imbued with the spectral signature of the molecule’s state. The resonance or line position, response
strength, and spectral line broadening are all significant for the interpretation of the signal. The loca-
tion of spectral lines is governed by the molecular structure and allowed transitions, which have been
detailed in Section 2.1. The strength of the molecular response is determined by the population distri-
bution of states for a molecule. Therefore, this section will primarily deal with spectral line broadening
and its significance to the molecular response.

Theoretically, transitions are introduced as entirely discrete with corresponding spectral lines that can
be described with the Dirac 𝛿-function. However, in practice there is always a finite linewidth for experi-
mental spectral transitions. The broadening of spectral lines significantly complicate spectral modeling.
Consequently, Raman linewidth models are utilized to account for different broadening effects. Spec-
tral line broadening is attributable to several factors, but three main sources are natural broadening,
Doppler broadening, and collisional or pressure broadening.

The Heisenberg uncertainty principle relates the uncertainties of an excited state’s energy 𝐸𝑖 and mean
lifetime 𝜏𝑖 through the expression:

Δ𝐸𝑖 ⋅ 𝜏𝑖 ≥ ℏ (2.35)

The excited state would have an exactly defined energy with an infinite lifetime, however, there is
always a finite radiative lifetime that results in natural line broadening. Using the uncertainty principle
and energy uncertainty Δ𝐸 = ℎΔ𝜈, the frequency spread from natural broadening can be related to the
lifetime with:

Δ𝜈𝑁 ≈
1

2𝜋𝑐𝜏𝑖
(2.36)

Since all atoms or molecules are affected equally, the effect is designated as homogeneous line broad-
ening and results in a characteristic Lorentzian line shape. Natural line broadening is not typically di-
rectly observed due to the dominating influence of other sources but sets the absolute minimum width
of spectral lines.

For Doppler broadening, the broadening effect is due to the thermal motion of atoms or molecules
relative to the observer. It is dependent on the Maxwell velocity distribution and is inhomogeneous,
resulting in a Gaussian line shape. Therefore, Doppler broadening becomes more significant at shorter
wavelengths and higher temperatures. The characteristic broadening is given by:

Δ𝜈𝐷 =
𝜈
2𝜋𝑐

√8𝑘𝐵𝑇 ln 2
𝑀 (2.37)

where 𝜈 is the transition frequency, 𝑇 is the temperature, and𝑀 is the mass of the atom or molecule. In
the visible and UV regions, Doppler broadening exceeds natural linewidth broadening by approximately
two orders of magnitude [23].

The last main source is collisional or pressure broadening, resulting from the collisional energy ex-
change between gas-phase atoms or molecules that reduces the lifetime of the state. The effect is
homogeneous, and the rate of collisions is dependent on the density and temperature of the species.
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Figure 2.10: Overlaid profiles for Gaussian, Lorentzian, and Voigt line shapes

If a collision is elastic, then no internal energy of the collision partners is transferred and inelastic oth-
erwise. The characteristic line broadening caused by elastic collisions is defined by:

Δ𝜈𝑐𝑜𝑙,𝑒𝑙𝑎𝑠𝑡𝑖𝑐 =
1
2𝜋𝑁𝐵 ⋅ �̄� ⋅ 𝜎𝑏 (2.38)

where 𝑁𝐵 is the number density of collision parameters 𝐵, �̄� is the mean relative velocity, and 𝜎𝑏 is the
broadening collisional cross-section. For inelastic collisions where the excitation energy of the atom is
partially or entirely transferred to its collisional partner’s internal energy or into translational energy, the
collision is called a quenching collision. The line broadening attributed to inelastic collisions is given
as:

Δ𝜈𝑐𝑜𝑙,𝑖𝑛𝑒𝑙𝑎𝑠𝑡𝑖𝑐 =
1
2𝜋𝜎𝑖𝑘√

8
𝜋𝜇𝑘𝐵𝑇

⋅ 𝑝𝐵 (2.39)

where 𝜎𝑖𝑘 is the collisional cross-section, 𝜇 is the reduced mass of the partners, 𝑇 is the gas tem-
perature, and 𝑝𝐵 is the pressure. Similar to natural broadening, the effect produces a Lorentzian line
shape. However, the experimental collision-induced line shape is dependent on the interaction poten-
tial between collision partners and often deviates from a pure Lorentzian profile [23]. Overall, the most
dominant types of broadening are from collision effects, but other types such as Stark and instrument
broadening can affect spectral lines as well.

In practice, experimental set-ups will need to consider multiple line broadening effects that are defined
with different line shapes. If the effects are independent of one another, then the line shape or profile
is a convolution of the individual effects. As a result, the line shape typically used for spectral fitting is
a convolution of the Gaussian and Lorentz profiles named the Voigt profile.

Shown in Figure 2.10, the three profiles are overlaid on each other for comparison of their features.
Both the Lorentzian and Gaussian (or Doppler) profiles are normalized in area, so characteristics of
each shape are defined by their distribution around the central wavelength. From observation, the
Gaussian line shape has a higher peak while the Lorentzian line shape has larger ”tails”. If line broad-
ening parameters are known for the molecule of interest, then a realistic line shape can be simulated.
Conversely if quantitative spectral measurements have been taken, then the broadening parameters
can be found from a spectral fitting algorithm. Through the implementation of linewidth models, quan-
tities such as temperature and concentration of the species can be extracted from experimental CARS
measurements [29].
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2.3. Time-resolved CRS spectroscopy
Time-domain spectroscopy of CH4 is the primary focus of this thesis project and requires the com-
parison of a model with experimental measurements to characterize the 𝜈2 vibrational mode. In spec-
troscopy the most familiar domain is the frequency domain, where a ‘steady state’ spectrum is observed
through radiation intensity dependent on wavelength. However, if frequency-domain spectra are mea-
sured at discrete time intervals, the time-dependent progression can be observed. Utilization of time-
domain spectroscopy can allow for the investigation of fast processes, such as motion of atoms and
molecules or decay of excited energy levels, as well as provide insight about the dynamics of transient
environments.

For experimental study of fast processes, the method used must have a sufficient time resolution. This
means that the minimum time interval that can be resolved must be shorter than the timescale of the
observed process. Through the maturation of ultrashort laser pulses and spectroscopic techniques,
very high time resolution has been achieved in the femtosecond to attosecond range [23]. As a re-
sult, time-resolved ultrafast laser spectroscopy can acquire useful measurements in both the time and
frequency domains [30].

In addition to other pump-probe methods, ultrashort laser pulses have been implemented in time-
resolved Raman spectroscopy and CARS [31]. To review, CARS involves three input pulses - pump,
Stokes, and probe - which are spatially coincident at the measurement location and ideally phase-
matching for momentum conservation. For time-resolved CARS, the Raman coherence is excited in
the medium through the simultaneous arrival of the pump and Stokes pulses. The decay of the co-
herence is then measured with the probe pulse, which is time-delayed by using a translational stage
to vary the difference in path length. The process is represented in Figure 2.11 where a broadband fs
pump/Stokes exciting the Raman coherence is separated from the ps probe pulse by time delay 𝜏.

Pump/Stokes 
[fs]

Probe [ps]

Molecular response 
χ(3)

CARS

Time [ps]0 10 20 30 40

τ

Figure 2.11: Time-domain spectroscopy process illustrating probing of the coherence decay after time delay 𝜏

As mentioned previously in Section 2.2.2, the temporal delay of the probe pulse suppresses the non-
resonant background, which is highest when all three beams temporally coincide and interfere with the
observed spectrum [32]. Initially, the ro-vibrational modes are in phase but begin to oscillate at their
natural frequency and dephase. Due to the destructive interference caused by the natural dephasing of
each Raman transition, the resonant CARS signal exhibits a beating pattern with the process termed
frequency-spread dephasing [33]. By delaying the probe relative to the excitation pump and probe
pulses, the temporal evolution of excited states can be analyzed.

The time and frequency domains are related through a Fourier transformation, resulting in the time-
domain signal decay and period corresponding to the frequency-domain spectrum bandwidth and fre-
quency, respectively [31]. The radiation intensity resulting from a transition can be described in the
time-domain as an exponentially decaying sine wave, which can be seen in Figure 2.12. The decay
rate of the signal is dependent on molecular composition, temperature, and pressure, all of which af-
fect the rate of collisions. Time-resolved CARS can be used to acquire temperature and concentration
measurements but has been focused on molecular dynamics and coherence decay [34].
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Figure 2.12: Comparison between frequency and time domain Raman spectroscopy [31]

Hybrid femtosecond/picosecond (fs/ps) CARS is a variation of time-resolved CARS that substitutes a
broadband, fs probe pulse (𝜔3) with a time-delayed narrowband, ps pulse for multiplexed detection of
molecular Raman frequencies while maintaining ultrafast time resolution [35]. With this configuration,
the relatively narrowband ps-duration probe allows for time-resolved frequency-domain information
while a scan through probe delays can provide time-domain information. The technique is unrivalled for
non-intrusive gas-phase thermometry due to its comparable precision to fs time-domain spectroscopy
with higher accuracy and ability to obtain kHz rate single-shot temperature measurements [35–37].
There are several advantages to hybrid fs/ps CARS that motivate its use in this project.

One of themost significant advantages of fs/ps CARS is the temporal discrimination of the non-resonant
background contribution resulting from FWM. Through the probe pulse delay, the non-resonant back-
ground can be effectively eliminated while maintaining an adequate signal-to-noise ratio (SNR) [38].
Furthermore, a feature of this approach is the interdependence between the time delay of the probe
pulse and the frequency-domain signal that exists due to the spectrally narrow bandwidth of the probe
[39]. In addition, the technique can perform measurements within the first few picoseconds of the initial
signal decay, which is not affected by collision rates, and extract gas-phase temperatures [34].
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Time-Domain CRS Model

With the background theory established, this chapter will focus on modeling the methane Raman spec-
trum for its 𝑣2 mode. The modeling approach for generating synthetic CH4 𝑣2 spectra will be detailed,
along with the spectroscopic database used for Raman transitions. Python was used for the initial for-
matting and filtering of the spectroscopic database while the main model was developed in MATLAB.
Section 3.1 introduces prior characterization of methane spectra using various Raman techniques and
previous spectroscopy of the 𝑣2 mode. Subsequently, Section 3.2 describes the modeling approach
for fs/ps CRS in the time and frequency domains. In Section 3.3 an overview of the database for CH4
Raman transitions is presented with the procedure for theoretical spectra generation. Finally, Section
3.4 describes the fitting routine to extract quantitative parameters from experimental data.

3.1. Methane characterization and Raman spectra
Methane (CH4) is a primary constituent in natural gas and used as feedstock in chemical reforming. Its
status as the second most important anthropogenic greenhouse gas makes it a crucial species to be
able to detect and measure with high resolution. Despite its relatively small atmospheric concentration,
its global warming potential (GWP) is 28 times that of CO2 over 100 years and 84 times more influential
over 20 years [40]. This section will present previous endeavors to research and characterize the
spectral features of CH4, as well as identifying the literature gap that the thesis aims to address.

Assignment Symmetry Degeneracy Frequency (cm−1)
𝜈1 A1 - symmetric stretch 1 2932.369
𝜈2 E - bending 2 1533.333
𝜈3 F2 - stretching 3 3018.529
𝜈4 F2 - bending 3 1310.761

Table 3.1: CH4 fundamental vibrational frequencies, symmetry, and degeneracy [41, 42]

Methane is a XY4 tetrahedral molecule with 9 total vibrational modes that can be described using four
Raman-active fundamental modes, depicted in Figure 3.1a. The four normal vibrational frequencies of
methane are given in Table 3.1, along with their symmetry groups and degeneracy [41, 42]. A vibrational
state of methane can be described using a set of quantum numbers (𝜈1,𝜈2,𝜈3,𝜈4) with the fundamental
frequencies satisfying the relation between stretching and bending modes:

𝜈1(𝐴1) ≅ 𝜈3(𝐹2) ≅ 2𝜈2(𝐸) ≅ 2𝜈4(𝐹2)
Due to this coupling and interaction between the modes, the methane spectrum consists of groups
of vibrational states called polyads. Each polyad (𝑃𝑛) and its polyad quantum number can be defined
through fundamental vibrational modes using the relation:

𝑛 = 2(𝜈1 + 𝜈3) + 𝜈2 + 𝜈4 (3.1)

19
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𝑣1(𝐴1) 𝑣2(𝐸) 𝑣3(𝐹2) 𝑣4(𝐹2)

(b)

(a)

Figure 3.1: (a) Diagrams of the motion of the four fundamental vibrational modes of CH4 (b) Corresponding spectra labeled for
different modes across between Raman shift of 1200 to 3300 cm−1 [43]

The dyad (n=2) is the first of the polyads, occurring around 1500 cm−1 and consists of the 𝜈2 and 𝜈4
bendingmodes as individual transitions. The second polyad is the pentad which is present around 3000
cm−1 and contains five Raman transitions: 𝜈1, 𝜈3, 2𝜈2, 2𝜈4, and 𝜈2 + 𝜈4. The distortion of a molecule’s
electric dipole under an applied field, or polarizability, can be represented in various directions by its
polarizability ellipsoid. Since CH4 is a spherical top molecule, its polarizability ellipsoid is isotropic in
its ground vibrational state and in the 𝜈1 mode, resulting in no Raman-active pure rotational transi-
tions. In Figure 3.1b, ro-vibrational Raman spectra of the dyad and pentad are given for a range of
temperatures with labeled peaks identifying the contributions of fundamental, overtone (2𝜈2 and 2𝜈4),
and combination (𝜈2 + 𝜈4) modes.

The detection and characterization of methane has developed over the past few decades with use of
laser-based non-linear Raman techniques such as stimulated Raman scattering [44, 45], continuous
wave (CW) CARS [46–49], and ns CARS [50–56]. In addition, hybrid fs/ps CARS has been utilized
for studies of the methane Raman spectrum. Thermometry and species detection of CH4 have been
achieved with high spectral and spatial resolution using fs/ps CARS [57–61], including single-shot [57]
and one-dimensional [58, 61] measurements. Time-domain fs/ps CARS measurements of CH4 were
performed first at room temperature [60] and later expanded upon at higher temperatures and for longer
probe delays [61].

The 𝜈1 symmetric stretching mode of methane has been one of the most thoroughly characterized CH4
Raman bands under varying temperature, pressure, and gas mixture conditions [45–61]. This is due to
the relatively high intensity and larger Raman scattering cross-section of the 𝜈1 Q-branch, which is 86
times larger than that of the CH4 𝜈2 mode [62]. As such, the capability of the 𝜈1 Q-branch to be used
for thermometry has been verified using spontaneous Raman scattering measurements [43, 63, 64],
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ns CARS [56], and hybrid fs/ps CARS [61] along with validation of spectral characteristics of the 𝜈1 hot
band. However, the 𝜈2 bending mode has also been considered to have diagnostic potential.

Figure 3.2: Raman spectrum of natural gas in the range 250-2500 cm−1 [65]

While the high intensity CH4 𝜈1 mode has been sufficiently characterized, other Raman bands of
methane are useful in the context of gas-phase diagnostics [62, 65]. For example, diagnostics for
natural gas components composition have been developed for the spectral range of 250-2500 cm−1

where the 𝜈2 and 2𝜈4 CH4 modes are observed. As seen in Figure 3.2 the CH4 𝜈2 band intensity is
dominant in this spectral range, which also contains the stretching C-C bond vibrations of heavier hy-
drocarbons and CO2 and N2 bands [65]. Furthermore, the spontaneous Raman gas analyzer used in
[65] was used to study the influence of temperature [66], pressure [67], and gas-mixture [68] on the
CH4 Raman spectrum and 𝜈2 band.
The CH4 𝜈2 bending mode has been previously studied with infrared absorption focused on collisional
effects [69, 70], infrared emission [41], and spontaneous Raman measurements at high temperature
[63]. Additionally, spontaneous Raman scattering has been used to acquire high-resolution CH4 spec-
tra in the 𝜈2 dyad range 1100-1800 cm−1 for a temperature range of 300-860 K [43]. The region was
chosen for its importance to combustion diagnostics, since it coincides with bands in the spectra of CO2
and O2. The spectral resolution of the experimental set-up in [43] was sufficient to resolve the P and
R (Δ𝐽 = ±1) and S and O (Δ𝐽 = ±2) branch transitions, but not adequate to resolve the 𝜈2 Q-branch
ro-vibrational transitions. While [64] does not consider the CH4 dyad because of its low SRS signal in-
tensity, it acknowledges the rotational temperature information that could be extracted from the Q, P, O,
R, and S branches. With the present research into the 𝜈2 band, there are no known CRS applications,
time-domain measurements, or flame spectroscopy focused on this spectral region of methane.

3.2. Modeling approach
The fs/ps CRS signal intensity can be described as a function of time 𝑡 and temporal spacing between
the pump-Stokes (𝜏12) and Stokes-probe (𝜏23) pulses:

𝑆𝐶𝑅𝑆(𝑡, 𝜏12, 𝜏23) ∝ |𝑃(3)𝑟𝑒𝑠(𝑡, 𝜏12, 𝜏23) + 𝑃(3)𝑁𝑅 (𝑡, 𝜏12, 𝜏23)|
2

(3.2)

with 𝜏12 and 𝜏23 representing the time delays between the pump-Stokes and Stokes-probe pulses.
Time-domain modeling of the coherent Raman scattering process can begin with the third-order polar-
ization, previously described as the macroscopic non-linear response of a medium to an applied electric
field. While the induced polarization includes both resonant and non-resonant components, only the
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resonant polarization is considered due to the rapid dephasing of the non-resonant contribution un-
der the assumption of non-resonant input laser fields oscillating at optical frequencies. The resulting
time-dependent resonant polarization can be viewed as the gas-phase medium response, or electric
susceptibility 𝜒(3), convolved with the input electric field envelopes and written as [39]:

𝑃(3)𝑅𝑒𝑠(𝑡, 𝜏12, 𝜏23) = (
𝑖
ℏ)

3
∫
∞

0
𝑑𝑡3∫

∞

0
𝑑𝑡2∫

∞

0
𝑑𝑡1 [ 𝜒(3)(𝑡3, 𝑡2, 𝑡1) × 𝐸3(𝑡 − 𝑡3) × 𝐸∗2(𝑡 + 𝜏23 − 𝑡3 − 𝑡2)

× 𝐸1(𝑡 + 𝜏23 + 𝜏12 − 𝑡3 − 𝑡2 − 𝑡1) 𝑒𝑖(𝜔1−𝜔2+𝜔3)𝑡3 𝑒𝑖(𝜔1−𝜔2)𝑡2 𝑒𝑖𝜔1𝑡1 (3.3)

where 𝐸1, 𝐸2, and 𝐸3 are the electric field envelopes for the pump, Stokes, and probe pulses, respec-
tively. The corresponding frequencies of the pulses are𝜔1, 𝜔2, and𝜔3 while 𝑡1, 𝑡2, 𝑡3 are the coherence
timescales during the pump-Stokes, Stokes-probe, and probe-CRS interactions.

Computing the numerical integration of Equation 3.3 can be time intensive because of the three inte-
gration domains and motivates simplifications when applicable. The first simplifying assumption is the
instantaneous dephasing of the electronic coherence for virtual states, meaning an impulsive molec-
ular response with respect to variations of the pump-Stokes pulses and probe-CRS pulses over the
𝑡1 and 𝑡3 timescales, respectively. Consequently, the molecular response function 𝜒(3)(𝑡3, 𝑡2, 𝑡1) can
be modified to 𝛿(𝑡3)𝜒(3)(𝑡2)𝛿(𝑡1), replacing the response over the first and third coherence timescales
with a Dirac delta function. Second, the pump-Stokes time delay can be set equal to zero (𝜏12 = 0)
and their electric fields can be written as a single degenerate pulse envelope 𝐸12 due to the two-beam
experimental setup. With these assumptions, Equation 3.3 can be simplified to the expression:

𝑃(3)𝑅𝑒𝑠(𝑡, 𝜏23) = (
𝑖
ℏ)

3
𝐸3(𝑡)∫

∞

0
𝑑𝑡2 [ 𝜒(3)(𝑡2) × 𝐸12(𝑡 + 𝜏23 − 𝑡2)𝑒𝑖(𝜔1−𝜔2)𝑡2] (3.4)

One last assumption is that of an impulsively excited Raman coherence where the envelope of the
degenerate pump/Stokes pulse 𝐸12 is assumed to be short with respect to the oscillations of 𝜒(3),
allowing 𝐸12 to be modeled as a Dirac delta function as well and reducing Equation 3.4 further to:

𝑃(3)𝐶𝑅𝑆(𝑡) = 𝛼 𝐸3(𝑡 − 𝜏)𝜒(3)(𝑡) (3.5)

With this, the time-domain CRS polarization is obtained as the simple product of the probe pulse en-
velope and the optical susceptibility instead of the temporal convolution between the pump and Stokes
envelopes. When the pump, Stokes, and probe pulses are known, the foundation of the model is based
on the molecular response 𝜒(3), or the third-order nonlinear susceptibility. A phenomenological model
describes the molecular response as a sum of dampened oscillations with frequencies corresponding
to Raman-active transitions, expressed as:

𝜒(3)𝐶𝑆𝑅𝑆 =∑
𝑘
∑
𝑣
∑
𝐽
𝑋𝑘𝐼(𝑘)(𝑣𝑓 ,𝐽𝑓)←(𝑣𝑖 ,𝐽𝑖) exp [(𝑖𝜔

(𝑘)
(𝑣𝑓 ,𝐽𝑓)←(𝑣𝑖 ,𝐽𝑖) − Γ

(𝑘)
(𝑣𝑓 ,𝐽𝑓)←(𝑣𝑖 ,𝐽𝑖)) 𝑡 ] (3.6)

for transitions between initial (𝑣𝑖 , 𝐽𝑖) and final (𝑣𝑓 , 𝐽𝑓) ro-vibrational energy states. In Equation 3.6, Χ𝑘
is the mole fraction of the k-th species in the medium, 𝐼 is the Boltzmann-weighted Raman transition
intensity, 𝜔 is the frequency of the transition, and Γ is the transition spectral linewidth, or dephasing
coefficient [37]. Further elaboration will be provided for each element of Equation 3.6.

The transition frequency is proportional to the energy difference between the initial and final ro-vibrational
states. For CH4 𝜈2 transitions, the energy of any state 𝐸𝑣𝐽 is assumed to be the sum of the vibrational
and rotational components. If the energies are known, the frequency can be calculated as:

𝜔(𝑣𝑓 ,𝐽𝑓)←(𝑣𝑖 ,𝐽𝑖) =
1
ℏ𝑐 (𝐸𝑣𝐽,𝑓 − 𝐸𝑣𝐽,𝑖) (3.7)

The rotational energy levels are calculated using Equations 3.2 truncated to the second order. While
the basics of vibrational energy levels were explained in Section 2.1.1, their calculation differs for poly-
atomic molecules with high symmetry such as CH4. Instead, the vibrational energy is defined using the
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quantum numbers 𝑣𝑖 for the i-th fundamental vibrational mode with:

𝐸𝑣 = (𝐸𝑣1𝑣1) + (𝐸𝑣2𝑣2) + (𝐸𝑣3𝑣3) + (𝐸𝑣4𝑣4) (3.8)

For each mode at 𝐽 = 0, the energies are given as: 𝐸𝑣1−2771𝑐𝑚−1, 𝐸𝑣2−1444𝑐𝑚−1, 𝐸𝑣3−2930𝑐𝑚−1,
and 𝐸𝑣4 − 1282𝑐𝑚−1. When calculating the vibrational energy, the molecule is treated as a harmonic
oscillator and the contribution of individual modes are summed for a polyad vibrational state.

In the molecular response function given by Equation 3.6 each Raman transition has a corresponding
transition strength proportional to the molecular wave function overlap of the two considered states
(⟨Ψ𝑓 |𝛼|Ψ𝑖⟩), carried out by transforming the initial state wave function by the polarizability operator
𝛼 and projecting it onto the wave function of the final state. The Raman transition strength can be
expressed as a function of the differential Raman cross-section ( 𝜕𝜎𝜕Ω) and the population difference
Δ𝜌𝑖𝑓 = 𝜌𝑓 − 𝜌𝑖 between the initial and final energy states:

𝐼𝑖𝑓 ∝ (
𝜕𝜎
𝜕Ω)Δ𝜌𝑖𝑓(𝑇) (3.9)

where the fractional population of an individual state can be found using Equation 2.26. The differential
Raman scattering cross-section is proportional to the probability of an incident photon being scattered
at a particular Raman shift and varies for rotational or vibrational transitions, as well as the spectral
branch of the transition. Theoretical Raman transition cross-sections can be expressed in terms of
quantum numbers for simpler molecules through the Placzek approximation of the polarizability tensor
[71]. Typically, the Raman cross-section expressions are represented in a form such as the N2 pure
rotational S-branch cross-section [72]:

𝜕𝜎
𝜕Ω𝑆−𝑏𝑟𝑎𝑛𝑐ℎ

∝ 4
45𝑏𝐽+2,𝐽 𝛾

′2𝐹𝑆(𝐽) (3.10)

where 𝑏 is the Placzek-Teller coefficient, 𝛾′2 is the polarization anisotropy dependent on the transition
and molecule type, and 𝐹(𝐽) is the Herman-Wallis factor. The Placzek-Teller coefficient quantifies the
probability of coupling different angular momenta in a two-photon interaction such as Raman scattering,
while the Herman-Wallis factor accounts for the influence of ro-vibrational coupling on rotational line
intensity. However, a different approach is required for CH4 and other spherical top molecules.

The symmetry properties of spherical top molecules increase the degeneracy of their energy levels and
complicate descriptions of ro-vibrational interactions. The vibration-rotation energy levels and transition
moments of spherical top molecules can be given as straightforward formulas, derived from the rigid
rotor and harmonic oscillator approximations, which predict simple, low-resolution spectra [73]. For
spherical top spectra of higher resolution, the complexity of the rotational fine structure cannot be
predicted by analytical formulas due to the spectral density of ro-vibrational states. This has led to
the modeling of states using tetrahedral formalism well-suited for numerical implementation. The full
theory involved with this approach goes beyond the scope of the thesis, but is thoroughly detailed in
References [73, 74]. Alternatively, a brief description is given for the calculation of the relevant Raman
line intensities. For a transition between two states i and f, the Boltzmann-weighted Raman intensity
strength for a spherical top molecule is given as [74]:

𝐼𝑖𝑓 = 𝑅𝑖𝑓 𝑔𝑖 𝑒
−ℎ𝑐𝐸𝑖
𝑘𝐵𝑇 (2𝐽𝑖 + 1)(2𝐽𝑓 + 1) (𝑆0 |ℐ𝑖𝑓|

2 + 𝑆2 |𝒜𝑖𝑓|
2) (3.11)

where 𝑅𝑖𝑓 is a constant depending on experimental conditions and 𝑔𝑖 is the nuclear spin statistical
weight of level 𝐸𝑖 which is equal to 5, 2, and 3 for A, E, and F symmetries, respectively. The terms
𝑆0 and 𝑆2 are Stone coefficients that depend on the direction of observation and polarizations of the
involved electric fields [63]. Finally, the terms ℐ𝑖𝑓 and 𝒜𝑖𝑓 correspond, respectively, to the isotropic
and anisotropic parts of the polarizability. Because the 𝑣2 mode is entirely anisotropic and results in
a depolarized Raman scatter, only the anisotropic part of the polarizability tensor is non-zero when
considering the 𝜈2 transition intensity [43].
The final term of the molecular response in Equation 3.6 is the Raman linewidth Γ. In order to interpret
CRS spectra it is necessary to have accurate frequency-domain linewidth, or time-domain decay rate,
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models. For hybrid fs/ps CARS the width of the observed CRS spectral lines are dominated by the
contribution of the probe pulse linewidth for gas-phase experiments at atmospheric pressure, due to a
longer molecular decay timescale relative to the probe decay time [39]. However, since the dephasing
mechanism is independent of the probe, the linewidth becomes dictated by collisions once the the
probe linewidth is deconvolved.

The coherence lifetime, or linewidth, of an excited ro-vibrational mode is a function of the mechanisms
introduced in Section 2.2.3. At atmospheric pressure, most molecules are mainly affected by inelastic
collisions resulting in rotational energy transfer with a negligible contribution from Doppler broadening.
Because of the spectral and temporal resolution of fs/ps CRS, the collisional dephasing rates of indi-
vidual rotational lines can be measured through recording peak intensities while delaying the ps- probe
pulse in time. Once signal intensity is plotted as a function of probe time delay, the collisional lifetimes
associated with state-resolved molecular transitions can be directly measured through the time-decay
constant of a single-exponential fit. In turn, collisional frequency-domain linewidths are determined
by their respective time constants. For example, an isolated Raman transition will have a Lorentzian
linewidth Γ related to the exponential time decay constant 𝜏 through the expression Γ = (2𝜋𝑐𝜏)−1 with
the speed of light 𝑐 as a result of inelastic collisional dephasing [75]. Linewidths have been directly
measured in the time-domain using time-resolved CARS, but much of the focus has been on diatomic
molecules [75–78] - such as N2, O2, and H2 – or basic triatomic molecules like CO2 [79].

Linewidths for Raman transitions have been modeled through a variety of methods, such as semi-
classical calculations, the modified exponential energy gap scaling law (MEG), and energy corrected
sudden scaling law (ECS) [29]. For the CH4 𝜈2 mode specifically, ro-vibrational line broadening coeffi-
cients were compared with experimental IR absorption spectra for CH4-He and CH4-Ar mixtures using
semi-classical calculations [70]. However, there are no known studies including 𝜈2 band linewidth
modeling and validation using CRS measurements.

For CARS measurements of CH4, linewidths of the 𝜈1 Q-branch have been determined through a
quantum model for rotational energy transfer [80], semi-classical calculations [54, 56] and MEG mod-
eling [61]. Although [61] focuses on the 𝜈1 CH4 Q-branch, it employs hybrid fs/ps CARS to acquire
time-domain measurements for validation of its simplified MEG model. In [61], the choice of a MEG
scaling law for a linewidth model is justified through its ability to be directly validated by time-domain
data and previous success with its use for linewidth fitting of 𝑁2 and 𝑂2 [38, 76, 80]. As a result, the
thesis is focused on the modeling approach of [61] and aims to achieve a similar outcome for the
𝜈2 ro-vibrational mode. Therefore, a modified exponential gap law is implemented for the calculation
of Raman linewidths. The MEG model is a semi-empirical scaling law based on experimental data,
expressed as [81]:

Γ𝑗𝑖 = 𝑝𝛼 (
𝑇
𝑇0
)
−𝑛
(
1 + 𝑎ℏ𝜔𝑣+1,𝐽𝑖/𝑘𝐵𝑇𝛿
1 + 𝑎ℏ𝜔𝑣+1,𝐽𝑖/𝑘𝐵𝑇

)
2
× exp(−𝛽ℏ(𝜔𝑣+1,𝐽𝑗 − 𝜔𝑣+1,𝐽𝑖)/𝑘𝐵𝑇) (3.12)

Γ𝑖𝑗 = Γ𝑗𝑖
2𝐽𝑖 + 1
2𝐽𝑗 + 1

exp(ℏ(𝜔𝑣+1,𝐽𝑗 − 𝜔𝑣+1,𝐽𝑖)/𝑘𝐵𝑇) (3.13)

Γ𝑗 =∑
𝑖≠𝑗
Γ𝑖𝑗 (3.14)

where Γ𝑗𝑖 is the upward collisional transition from the i-th rotational state to the j-th rotational state (𝐽𝑖 →
𝐽𝑗), Γ𝑖𝑗 is the downward collisional transition of the rotational states (𝐽𝑗 → 𝐽𝑖), Γ𝑗 is the transition linewidth
of rotational energy level 𝐽𝑗, 𝑝 is the pressure, 𝑇 is the temperature, 𝑇0 is the reference temperature, 𝑎
is a species-specific constant set to 2, 𝜔𝑣+1,𝐽𝑖 and 𝜔𝑣+1,𝐽𝑗 are the frequencies of the states, and 𝛼,𝛽,𝛿,
and 𝑛 are adjustable parameters for least-squares fitting of experimental linewidths. In the study, the
linewidth parameters 𝛼,𝛽,𝛿, and 𝑛 were determined using the model and fitting of the time-domain fs/ps
CH4 CARS measurements. However, only two parameters were varied at a time to reduce the number
of simulated spectra, resulting in two fitted linewidth models: one validated at 295 K and a second
validated from 500 K to 1000 K [61].
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3.3. Synthetic molecular response and spectral simulation
The generation of synthetic spectra is required for qualitative and quantitative measurements of the
CH4 𝜈2 spectrum time-domain response. To accomplish this, the model described in Section 3.2 is
implemented as a MATLAB code which can simulate the spectral response across a range of probe
delays. The 𝜈2 Raman transitions were obtained from the Methane Calculated Spectroscopic Database
provided by the Virtual Atomic andMolecular Data Centre (VAMDC) Consortium [82]. First the database
will be introduced, along with the details and format of its calculated line lists. Then, adjustments to the
MeCaSDa line lists needed to generate the CRS response will be covered. Finally, an overview of the
code for spectral simulation will be described.

The Methane Calculated Spectroscopic Database (MeCaSDa) is a theoretical database containing
ro-vibrational methane line lists for both absorption and Raman scattering data [83]. The effective
Hamiltonian, dipole moment, and polarizability parameters used to calculate the data were acquired
from fits of assigned experimental lines using the XTDS software, developed by the Dijon group [84].
Then calculated line lists for 12CH4 were generated from an XTDS global analysis of the first four
polyads. The database information includes line positions, line intensities, and full descriptions of upper
and lower states with associated quantum numbers and symmetries. For the purposes of the thesis
only the relevant 𝜈2 region between 1200 and 2000 cm−1 was considered, yielding a total of 16 million
lines across four different sets of polyad transitions.

Figure 3.3: CH4 Raman transitions included in MeCaSDa, with polyads labeled at the top of the figure [83]

Twomainmodifications weremade to theMeCaSDa line lists before generating synthetic spectra: filter-
ing for only 𝜈2-relevant transitions and rescaling the transition intensities. When constrained between
1200 and 2000 cm−1, the initial line lists of polyad transitions contained both 𝜈2 and 𝜈4 Dyad transitions.
A filter was applied to include any transitions with a change in the vibrational quantum number for the
𝜈2 bending mode, resulting in about 11 million transitions. After the filter, it was necessary to rescale
the database intensity values which were calculated for spontaneous Raman transitions. While sponta-
neous Raman includes the entire Boltzmann population of each ro-vibrational state, CARS and CSRS
only account for molecules in a coherent ro-vibrational state. First, the Boltzmann population at the
database reference temperature (1450 K) was factored from all the transition intensities. Then, the re-
maining transition probabilities were multiplied by the population difference (Δ𝜌𝑖,𝑓) at room temperature
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to obtain the correct intensity weighting. This weighting can be expressed with Equation 3.15:

𝑊(𝑣𝑖 ,𝐽𝑖)→(𝑣𝑓 ,𝐽𝑓) = 𝐼(𝑣𝑖 ,𝐽𝑖)→(𝑣𝑓 ,𝐽𝑓) (
𝜌(𝑣𝑓 ,𝐽𝑓) − 𝜌(𝑣𝑖 ,𝐽𝑖)

𝜌(𝑣𝑖 ,𝐽𝑖)|𝑇0
) (3.15)

where 𝑊(𝑣𝑖 ,𝐽𝑖)→(𝑣𝑓 ,𝐽𝑓) are the CRS-weighted line intensities, 𝐼(𝑣𝑖 ,𝐽𝑖)→(𝑣𝑓 ,𝐽𝑓) are the spectral database in-
tensities, and 𝜌𝑣,𝐽 is the Boltzmann distribution of a given state.
After adjusting the database values, the synthetic molecular response and spectrum could be gener-
ated. Due to the large number of transitions remaining an intensity-based filter was implemented to
reduce the line list to a few million lines. Using a time vector encompassing 1 ns with 8 fs time steps,
the time-domain molecular response was calculated with Equation 3.6. In order to not exceed memory
limits, the computation of 𝜒(3) was implemented as a running sum for every transition input. Subse-
quently, the time-domain signal was generated by multiplying the molecular response with the probe
electric field then performing a Fourier-transform to compute the frequency-domain spectrum.

3.4. Theoretical library and fitting routine
To extract quantitative information from CRS spectra, it is necessary to generate a theoretical library
to fit experimental measurements. Generally, the theoretical library is created by simulating spectra
across a range for the values of interest, such as temperature, concentration, or linewidth parameters.
After generation of the library, a spectral fitting technique can be performed to find the best fit for
the experimental spectra. For this thesis, the parameters 𝛼 and 𝛽 were chosen to fit the collisional
dephasing of the CH4 𝜈2 mode at room temperature to reduce the number of synthetic spectra needed
for the theoretical library. At every experimental probe delay, the CH4 𝜈2 Q-branch intensity is summed
and stored as a function of probe delay.

The fitting routine begins with calculating the sum of squares (SSQ) of the residuals between the syn-
thetic (𝐼𝑠𝑦𝑛) and experimental (𝐼𝑒𝑥𝑝) spectra with:

𝑆𝑆𝑄 =∑
𝑖
(𝐼𝑠𝑦𝑛𝑖 − 𝐼𝑒𝑥𝑝𝑖 )2 (3.16)

where 𝐼 is the intensity of the spectrum at pixel 𝑖. Once all synthetic spectra in library have been
evaluated, the calculated SSQ values can be represented as an optimization surface as a function of
the two fitting parameters, such as in Figure 3.4. The minimum of the resulting curve is the best fit of
the measured spectrum and optimized parameters. Furthermore, this process can be repeated with
increasingly refined libraries until the desired precision of fitting parameters is reached.

Figure 3.4: SSQ optimization surface for coarse MEG library. Sum of squares values are not normalized for comparison between
different library fits.



4
Experimental Methodology

Previous sections have now covered the theoretical background and the modeling approach to the
CH4 𝜈2 mode molecular response in the time-domain. In the current section, the methodology used
to acquire and process experimental data will be detailed. Section 4.1 describes the laboratory setup
used to acquire time-resolved measurements and its limitations. In Section 4.2, an overview of the
general experimental procedure for spectral measurements will be provided. Finally, the format of the
experimental output and data processing measures will be presented in Section 4.3.

4.1. Laboratory setup
The experimental setup used for this project is in the Advanced Laser Diagnostics and Flame Lab-
oratory at the TU Delft Aerospace Engineering faculty. It is primarily used for species concentration
and temperature measurements in gases and flames. Additionally, the setup incorporates recent CRS
spectroscopy advances into the two-beam hybrid fs/ps laser diagnostics system.

In Figure 4.1, a diagram of the system layout is presented where the components are positioned on an
optical table with space for measurements across an open-air burner. The layout is based around an
ultrafast regenerative amplifier system (7.5 mJ, 1 kHz, Astrella Coherent) which outputs automatically
repetition-wise synchronized laser pulses. The output is split into a temporally compressed 35 fs beam
( 65%, 4.5 mJ) and an uncompressed chirped beam ( 35%, 2.5 mJ) that is diverted before the amplifier’s
internal compressor.

The compressed beam is sent to a second harmonic bandwidth compressor (SHBC, Light Conversion)
to produce a narrowband 5 ps duration probe pulse. The SHBC-produced probe pulse must be spec-
trally filtered due to the presence of sidebands resulting from higher-order chirp terms in the bandwidth
compression, conducted through sum-frequency generation (SFG) of the pulse. To prevent interfer-
ence with the CRS signal, the sideband frequencies are removed using a 4f filter in transmission. With
the 4f-filter, a transmission grating separates the frequency components of the beam which are then
collimated by a lens. At one focal plane behind the lens, the spatial Fourier transform of the input beam
is formed and unwanted frequencies are removed with a mechanical slit. After being re-collimated by
the second lens, the last transmission grating spatially reconstructs the pulse. Meanwhile, the uncom-
pressed beam is delivered to an external compressor that provides a transform-limited pump/Stokes
pulse of 35 fs duration. A transform-limited pulse is one with the shortest possible duration for its optical
spectrum, meaning its time-bandwidth product is at a minimum and its instantaneous frequency is time-
independent. Furthermore, the external compressor is used to control pulse chirp and compensate for
dispersion along the beam path. The final pump/Stokes and probe pulses are centered at 800 nm and
400 nm, respectively.

The difference in path length between the pump/Stokes and probe pulses is offset using an optical delay
line, where the relative pulse arrival time set by the position of an automated translation stage with sub-
10 fs resolution (Thorlabs). Half-wave plates for 400 nm and 800 nm (Eksma Optics) are placed in the
paths of the probe and pump/Stokes beams. Half-wave plates change the polarization orientation of
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Figure 4.1: Diagram of the ultrabroadband two-beam CRS system. The regenerative amplifier output is split 65%-35% and fed
into a second-harmonic bandwidth compressor (SHBC) and external compressor, respectively. TG, transmission gratings; S,
slit; SL, spherical lens; CL𝑣 , cylindrical lenses with vertical alignment symmetry axis; TS, automated translation stage; 𝜆/2,
half-wave plates; P, polarizer; PBS, polarization beam splitter; TF, angle-tuneable band-pass filter; BS, beam stop; B, burner.

incident light and are utilized for three goals in this setup: aligning the probe beam with the axis of its
transmission gratings (>90% diffraction efficiency at 400 nm, S-pol), controlling the relative polarization
of the pump/Stokes beam relative to the probe beam, and rotating the CRS beam polarization to align
with the polarization beam splitter and spectrometer grating. Finally, the pump/Stokes and probe beams
are crossed following a two-beam phase-matching scheme [28] and focused over the burner using
spherical lenses (f:=500 mm pump/Stokes, f:=300 mm probe) for point measurements.

In two-beam CRS the excitation efficiency at a given Raman shift, or the number of constructive
pump/Stokes photon pairsmatching the Raman frequency difference, is determined by the bandwidth of
the fs pump/Stokes pulse. However, commercially available ultrafast regenerative amplifiers are unable
to generate pulse bandwidths capable of exciting transitions past 400 cm−1. To measure the ‘molecular
fingerprint’ region between 800 and 1800 cm−1, an ultrabroadband pump/Stokes pulse is needed to
excite Raman transitions. The experimental setup generates the compressed supercontinuum in-situ,
or ‘on-site’ at the measurement location, through the process of fs- laser-induced filamentation [85].
With the high irradiance of the focused pump/Stokes pulse, an intensity-dependent refractive index is
induced via the nonlinear Kerr effect. The change in the refractive index causes self-focusing of the
pulse and local ionization of the gas medium which produces a visible filament, or plasma channel.
In addition, the pulse undergoes self-phase modulation where a phase-shift in the time-domain leads
to new frequency components in the pulse spectrum and their temporal compression via nonlinear
dispersion in the plasma medium.

Across the burner, the probe beam and CSRS signal are collected and collimated by another spherical
lens (f:=400 mm). Because the probe beam co-propagates with the CSRS signal, an angle-tuned
spectral band-pass filter (Semrock) is used to reject the probe beam before the detector plane. A high-
resolution transmission grating (3040 lines/mm, Ibsen Photonics) and a spherical lens are combined
to work as a coherent imaging spectrometer to relay and disperse the signal. At the image plane of the
spectrometer, a sCMOS camera (Zyla 4.2, Andor) acquires the dispersed signal from a cropped region
(100 × 2048 pixels) at a 1 kHz frame rate with a quantum efficiency of 40% at 400 nm.
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4.2. Experimental procedure
With the time-resolved CRS spectroscopy theory covered in Section 2.3, this section will present the
specifics of the measurement procedure and further experimental details. The main aim of the exper-
iments is to acquire time-resolved measurements of the CH4 𝜈2 spectrum to validate the collisional
dephasing model. This is achieved through performing a probe delay scan, which consists of varying
the time delay 𝜏 of the probe relative to the pump/Stokes pulse to measure the decay of the coherently
excited ro-vibrational mode. Furthermore, measurements were taken across a CH4/air diffusion flame
to demonstrate the diagnostics potential of CH4 𝜈2 CRS spectroscopy in chemically reacting flows.

The time-resolved CH4 𝜈2 measurements were taken in a gas flow provided by a Bunsen burner made
of a stainless-steel pipe. The internal diameter of the pipe was measured to be 19 mm with a length
selected for fully developed flow at the pipe exit. The methane gas flow was supplied by a pressurized
tank and regulated by a mass flow controller (Bronkhorst) while keeping the volumetric flow rate below
5 standard liter per minute (SLPM) to ensure laminar flow.

Separate from the primary CH4 measurements, argon gas is also supplied to the burner pipe to char-
acterize the probe pulse and measure the non-resonant spectrum. Argon is chosen because it is a
noble gas with no resonant Raman transitions. The time-domain envelope of the probe pulse is mea-
sured through its own probe-delay scan in argon, which allows for the definition of the probe peak at
𝑡 = 0 relative to the delay stage position. Furthermore, the non-resonant spectrum and its background
is acquired in argon to measure the pump and Stokes electric field envelopes (𝐸∗2 × 𝐸1 in Equation
3.4) and determine the frequency-dependent excitation efficiency of the Raman coherence. With the
known excitation efficiency, the resonant CRS spectrum can be corrected through normalization with
the non-resonant spectrum.

P

CL

TS

WP

BP

Figure 4.2: Diagram of optical setup for pump/Stokes beam alignment. TS, translation stage; P, polarizer; WP, wedge plate; CL,
cylindrical lens; BP, beam profiler.

An important consideration during themeasurements was themaintenance of the beam alignment while
moving the optical delay stage, which would cause changes in the vertical position of the pump/Stokes
beam. As a result, the change in beam position was compensated for by adjusting the pitch of the
delay stage mirrors. A reference was needed to ensure that the beam was as close as possible to its
original position. After the delay stage, a combination of a polarizer with a half-wave plate was used
to attenuate a rejected portion of the beam as the position reference. Then, the rejected part of the
beam (∼ 100𝜇𝐽) was directed to a wedge plate and focused by a cylindrical lens (f:=500 mm) onto a
beam profiler (DataRay). The initial position of the resulting sheet was marked at the beginning of each
experiment and was used as a reference for beam re-adjustment after each movement of the delay
stage.
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For all experiments, the gas flow was started earlier than the measurements to guarantee stable flow.
The background signal was acquired in the gas flow for later image processing. A general procedure
was followed for the acquisition of time-resolved CRS measurements. First, the optical delay stage
was set for probe delay ∼ 30 ps and the initial position of the reference beam would be recorded. After
checking the quality and position of the dispersed signal, the camera was used to acquire spectra with
initial acquisition settings. Between measurements, the delay stage would be moved with steps of 5 ps
while re-adjusting the beam to match the reference position each time. This acquisition process was
repeated until the signal could no longer be detected. For the delay step immediately before this point,
the same spectrum was re-recorded with an increased exposure time to obtain a point of comparison
between the two acquisition halves of the probe delay scan. Then, the acquisition procedure continued
with the increased exposure until the signal disappeared once again. Overall, for collisional dephasing
measurements the probe pulse could be delayed up to 180 ps for single-shot and 10-shot averaged
spectra and up to 220 ps for exposure times of 10 and 20 ms. Further details of the acquisition settings
and output image processing are provided in Section 4.3.

y [mm]
0 12

Figure 4.3: Measurement locations
across a CH4/air diffusion flame for
𝜏𝑝𝑟 = 32 ps. Acquisitions were taken
at 25 locations in steps of 0.5mm.

In the same manner as for pure CH4, collisional dephasing measure-
ments were acquired in different gas mixtures of CH4 with N2, Ar, and
H2. At room temperature and atmospheric pressure, measurements
were performed in a gas flow provided through a stainless-steel T-
junction and managed by digital flow controllers. Acquisitions began
in a pure CH4 flow as a control, starting with an exposure time of 10
ms and increasing to 20 ms when the CRS signal diminished. With
each gas mixture, the CH4 flow was first replaced by 25%, then 50%
of either with N2, Ar, or H2. The maximum achievable probe pulse
delay was dependent on mixture and ranged from 170 ps to 230 ps.

In addition to the probe delay scans, point-wise measurements were
taken across a laminar CH4/air diffusion flame provided by the Bunsen
burner. The CH4 flow was set to a velocity of 2.65 cm/s for laminar flow
and a steel mesh was placed 15 mm above the burner to stabilize the
flame. The measurements were positioned ∼1 mm above the burner
rim and acquired at 25 locations across the flame front. The sequence
of measurements is shown in Figure 4.3, beginning at the center of the
burner (y=0 mm) to beyond the flame front (y=12 mm) in steps of 0.5
mm. At each measurement location, 10-shot-averaged CRS spectra
were acquired at a constant probe delay of 𝜏𝑝𝑟 = 32 ps.

4.3. Output and data processing
The result of the pump/Stokes and probe pulse interaction is the CSRS signal containing the spectral
response of the 𝜈2 mode. As previously discussed, the co-propagating probe beam is rejected before
the CSRS signal is directed to a coherent imaging spectrometer. The signal is then dispersed into its
frequency components and focused onto the pixels of the camera. This section covers the acquisition
settings used for both single-shot and shot-averaged measurements. In addition, the processing steps
taken to extract final spectra from the raw image measurements are presented.

At the end of the spectrometer, the signal is captured with an Andor Zyla 4.2 sCMOS camera using
its accompanying Andor Solis software. The sCMOS camera sensor measures 13.3×13.3 mm and
contains a pixel array of 2048×2048, leading to a pixel size of 6.5 μm. The pixel array was cropped
to a region 50×2048 pixels to collect the spectra while forgoing unnecessary image acquisition of the
surrounding sensor array. The collected photons at the pixels are represented as the image intensity,
with each pixel saturating at 65535 photon counts. The primary factors for determining the acquisition
settings were the signal intensity and the signal-to-background ratio (SBR), as viewed through the
camera software.

For every measurement of the resonant signal, 1000 frames are acquired to compensate for shot-to-
shot fluctuations. Initially the CRS signal intensity would be sufficient for a ‘single-shot’ measurement,
or the capturing of the dynamic process using a single excitation pulse, with a repetition rate of 1 kHz
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and exposure time of 1 ms. Single-shot acquisitions were implemented as long as possible for higher
measurement accuracy and precision. However, as the measured coherence decay (or probe delay)
progressed, the signal intensity and signal-to-background ratio diminished. This prompted the change
to acquiring to shot-averaged measurements, where the exposure time was increased to 10 ms for a
10-shot average to improve the signal-to-background ratio of the spectra. The resulting data series of
each measurement were read from the Solis software into MATLAB as intensity matrices for further
processing.

The captured raw camera imagesmust first be processed into relatively uniform spectra before applying
a fitting routine for the model. The processing includes measures such as background subtraction, bin-
ning, spectrum calibration, and baseline correction. For acquisitions with substantial noise, smoothing
procedures may also be applied. Additionally, the intensity between the single-shot and shot-averaged
measurements must be reconciled for consistency during the probe delay.

Pixel number, x-axis

Wavenumber [cm-1]

P
ix

el
 n

u
m

b
er

, y
-a

xi
s

In
te

n
si

ty
 [

ar
b

.]
 

(c)

(d)

(b)

(a)

O2  Q-branch CO2  Q-branch peaks

Figure 4.4: General image processing for each acquired spectra shown at probe delay of 𝜏 = 48.3 ps. (a) Single shot raw
image captured with 1 ms exposure time. (b) Image after background subtraction and 2x2 binning. (c) Calibration spectrum
containing O2 and CO2 Q-branch peaks used to convert x-axis pixels to wavenumber [cm−1]. (d) Resonant line spectrum after
frame-averaging, normalization, and wavenumber calibration.

Background subtraction, binning, and frequency calibration were implemented for all acquired spec-
tra. In Figure 4.4 each step of the process is shown, starting with the raw camera image of the CRS
signal (Figure 4.4a). For a set of resonant acquisitions, the corresponding non-resonant background
was averaged over 100 frames and subtracted from all the resonant images. The subtraction of the
background is meant to reduce the image noise through removing possible stray light. Next digital bin-
ning is applied to the spectra, which is the grouping of adjacent pixels into one output intensity value.
The measurement images are binned 2×2 to increase the signal intensity at the expense of resolution
(Figure 4.4b). Finally, the spectral x-axis of the spectra must be calibrated for the correct Raman shift.
Calibration is accomplished through measuring the frequency difference of two known peaks, then scal-
ing the axis with the ratio between frequency and pixel number. For this purpose, another acquisition
was taken in air while exhaling so that the resulting spectrum contained known fundamental peaks of
O2 and CO2 (Figure 4.4c). An example of a processed spectrum is shown in Figure 4.4d, where the
intensity of the vertical pixels has been summed and the 1000 frames are averaged to produce a single
line spectrum plot along the calibrated x-axis.

Most acquired spectra were of good quality with a high signal-to-background ratio, but further adjust-
ment was sometimes needed on an individual basis. One of the most frequent adjustments was the
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correction of the spectrum baseline for uniform peak measurements. Uneven baselines present in
the data were attributed to possible amplified spontaneous emission (ASE) from the filament which is
spatially coherent and can be detected by the sensor. In this thesis, the baseline was corrected using
polynomial curve-fitting to preserve the spectral contours and intensities of the resonant Raman spectra
[86]. Furthermore, the spectra SBR typically decreased with a probe delay increase, making it harder
to identify clear spectral peaks. The effect of the baseline correction is demonstrated in Figure 4.5 for
a longer probe delay (𝜏 = 153.3 ps) and shows the resulting difference in peak intensity. In the small
number of cases that required it, the remaining noise was attenuated by smoothing the spectra using
a Savitsky-Golay (SG) filter [87]. However, the trade-off in using a smoothing filter is the possibility of
losing smaller spectral peaks amongst the noise.

Figure 4.5: Individual processing steps conducted for probe delay 𝜏 = 153.3 ps. After normalization with the NR spectrum, the
baseline of the 𝜈2 spectrum may still be offset along the y-axis. The baseline is corrected through subtracting a polynomial curve
fit [86]. For acquisitions in the latter half of the probe delay scan, the intensity was scaled to match the relative magnitude of the
initial half on the basis of exposure time.

The last processing measure was based on reconciling the single-shot and shot-averaged segments
of the probe delay scan. Because the purpose of the scan is to measure the signal coherence decay,
the spectral intensity must be consistent across all measurements. Under the assumption that the
intensity was proportional to the number of laser pulses detected within the exposure time, the 10-
shot-averaged measurements were divided by a factor of 10 to obtain spectra comparable to single-
shot measurements. This process was repeated for other data sets with different acquisition conditions,
but always using the intensity of the initial probe delay to determine the value used in scalar division
of intensity. In Figure 4.5 the result of this scaling is shown to greatly diminish peak intensity, which
is dependent on the difference of exposure time between the two image acquisition sets. One further
method was attempted with the use of a doubly-acquired spectra to compute a scaling factor to apply
on the latter-acquired spectra. This was done by dividing the two spectra at the same point to obtain a
pixel-by-pixel scale across the different Raman shift frequencies. The implications of these two scaling
methods on the collisional dephasing parameters will be discussed in Chapter 5.



5
Results and Discussion

The focus of this chapter is the presentation of the experimental measurements and the resulting
linewidth fitting parameters from the time-domain model. Section 5.1 introduces the structure of the
CH4 𝜈2 spectrum and the time-resolved measurements of its initial collision-independent coherence
decay (𝜏𝑝𝑟 <∼ 80 ps). Furthermore, experimental results for different spectral branches are compared
with the output of the theoretical model. Following this, Section 5.2 will present acquired measurements
for longer probe delays (𝜏𝑝𝑟 >∼ 80 ps) in addition to the fitting results of the MEG model used to char-
acterize the collisional dephasing. Finally, Section 5.3 will show CH4/air diffusion flame measurements
to evaluate the diagnostic potential of the CH4 𝜈2 spectrum for reacting flows.

5.1. Time-resolved CH4 𝑣2 measurements
A necessary step for characterizing the CH4 𝜈2 Raman spectrum is the measurement of its time-domain
response. After the Raman coherence is impulsively excited by the pump/Stokes beam, the probe
pulse is delayed in order to measure the coherence dephasing, or decay, of the 𝜈2 mode. For the initial
coherence decay the CH4 𝜈2 spectrum was measured in a room-temperature gas flow with single-
shot acquisitions. In Figure 5.1, the CH4 𝜈2 coherent Stokes Raman scattering (CSRS) spectrum is
presented in the spectral range 1200-1900 cm−1.
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Figure 5.1: Single-shot CH4 𝜈2 CSRS spectrum acquired at T = 296 K and 𝜏𝑝𝑟 = 28.3 ps. Spectral branches are labeled in
reverse from that of a CARS spectrum, with negative quantum number transitions (Δ𝐽=-1,-2 for P- and O- branch, respectively)
appearing at a higher frequencies.

The spectrum was acquired on the Stokes side of the overall CRS signal and is negatively shifted from
the probe frequency opposite to the positively shifted anti-Stokes spectrum. Consequently, any nega-
tive changes in the total angular momentum quantum number appear at larger transition frequencies.
While the previously discussed theory and spectroscopic CH4 data is still applicable to CSRS spectra,
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the order of the branch labels must be reversed such that O- and P- branches occur at higher Raman
shifts compared to R- and S- branches.

With selection rules allowing Δ𝐽 = 0,±1,±2 ro-vibrational transitions, the 𝜈2 spectrum contains all five
spectral branches as labeled in the figure. The Q-branch is present at 1535 cm−1 as a single convolved
peak. Although the Q-branch contains a finer rotational structure, the probe bandwidth of 4.1 cm−1

limits the spectral resolution. At room temperature, the distinguishable peaks in the frequency-domain
extend from S(8) around 1344 cm−1 to O(14) present at 1841 cm−1 for Δ𝐽 = ±2 transitions. The R-
and P- branches can be determined from their closer spacing (approximately 2B apart) and overlap
with the S- and O- branches, resulting in convolved spectral lines. Figure 5.1 presents clear R-branch
peaks up to R(8) at 1449 cm−1 while the P-branch extends to P(11) at 1656 cm−1.

The time-domain response of the 𝜈2 spectrum was recorded through the probe delay scan procedure
described in Section 4.2. From these measurements a spectrogram can be constructed to visualize
both frequency- and time-domain behavior. Figure 5.2 provides two spectrograms to compare exper-
imental measurements with the modeling results for the CH4 𝜈2 CRS spectrum. For the experimental
spectrogram in Figure 5.2(a), each single-shot CSRS spectrum was normalized to its maximum inten-
sity and plotted for its probe pulse delay relative to the pump/Stokes from 32 to 85 ps with delay steps
of 2.2 ps. The time-domain CRS model was used to generate a synthetic spectrogram spanning the
same range of probe delays which is shown in Figure 5.2(b).
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Figure 5.2: Time-resolved CH4 𝜈2 CRS spectrograms with probe pulse delay extending from 𝜏𝑝𝑟 = 32 ps to 𝜏𝑝𝑟 = 85 ps
for comparison of experimental and time-domain model results. Individual spectra at each probe delay are normalized to their
maximum intensity value. (a) Experimental spectrogram of the CH4 𝜈2 mode acquired in a CH4 gas flow with single-shot
measurements at T = 296 K and ambient pressure. (b) Modeled spectrogram at T=296 K considering only the fundamental 𝜈2
mode (0000 ← 0100) which limits the included rotational states from J=1 to J=23
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There is excellent agreement between the experimental and synthetic spectrograms, as seen from the
recreation of the beating behavior of the spectrum. Coherence beating, or the increase and decrease
of peak intensity over time, results from spectral lines unresolved by the probe pulse bandwidth. Within
this timescale the close spacing of the frequency content of the spectrum produces interference, which
in turn causes the initial decay of the macroscopic Raman polarization, contributes to peak convolution,
and affects the beating intensity and complexity [34]. In addition, coherence beating is sensitive to
temperature since the presence of hot bands increases the number of transitions included in convolution
of spectral peaks. For hybrid fs/ps CRS spectra, coherence beating has been observed for unresolved
S-branch triplet transitions of O2 [88] and as a result of unresolved hot bands in high-temperature N2
and CO2 measurements [89, 90].

The dynamic behavior of the room-temperature CH4 𝜈2 CRS spectrum can be further analyzed through
comparison with the output of the time-domain model. Considering the timescale of this initial behavior,
the main factor in modeling the 𝜈2 coherence beating is the number of Raman transitions included in
the summation of Equation 3.6. As explained in Section 3.3, the spectral database was first filtered
to only include fundamental 𝜈2 transitions between the ground and first vibrationally excited states
(0000←0100), then filtered again through an intensity-based cut-off value to reduce computational time.
A similar procedure was carried out in [61], where the number of transitions taken into account for
modeling the 𝜈1 mode was limited to 336 lines at 295 K. Because the time-domain model can recreate
the temporal beating seen in Figure 5.2(a), it can be inferred that vibrational hot bands do not influence
room-temperature CH4 𝜈2 CRS spectrum. For an intensity cut-off value of 1e−4, the number of included
lines is reduced to 3244 for all branches, appearing sufficient for modeling the overall beating pattern
of the 𝜈2 spectrum. Each of the branches in Figure 5.2 can be investigated in further detail to better
understand the beating characteristics for different components of the spectrum.
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Figure 5.3: Comparison between experimental and modeled CH4 𝜈2 Q-branch spectrograms. (a) Experimental Q-branch spec-
trogram acquired in room-temperature CH4 flow. (b) Modeled spectrogram using 558 filtered spectral lines to model the 𝜈2
Q-branch.

Figure 5.3 presents the 𝜈2 Q-branch as spectrograms isolated from Figure 5.2. While the Q-branch
appears as an unresolved feature in frequency-domain spectra, the experimental spectrogram in Figure
5.3(a) reveals a complicated initial beating pattern centred around 1535 cm−1. The Q-branch peak is
seen to shift by as much as 5 cm−1 and occasionally splits below a probe pulse delay of 60 ps. After
the filtering was applied to the spectral database, the remaining number of Q-branch lines included in
the model was 558 which consequently limited the included rotational states from J=1 up to J=23; this
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was sufficient to replicate the specific beating characteristics of the Q-branch as seen in Figure 5.3(b).

In addition to the Q-branch, interesting dynamic behavior is observed for S-, R-, P-, and O-branches
of the CH4 𝜈2 CRS spectrum. As shown in Figure 5.4, different beating phenomena can occur on both
sides of the spectrum, as well as for isolated and overlapping ro-vibrational lines. Starting with Figure
5.4(a) and its modeled counterpart in Figure 5.4(b), convolved P(7) and O(4) ro-vibrational lines are
centered at 1610 cm−1 with pronounced coherence beating until the line splits at a probe delay of 80 ps.
In Figures 5.4(c) and (d), an isolated O(8) line at 1700 cm−1 initially behaves as a sinusoidal pattern,
undergoes line splitting at 𝜏𝑝𝑟 = 60 ps, then returns to its initial behavior for the rest of the probe delay
duration. Two examples from the R- and S-branch spectra are provided as well: an isolated R(5) line
at 1472 cm−1 in Figure 5.4(e),(f) and convolved R(2) and S(0) lines located at 1502 cm−1 in Figure
5.4(g),(h).
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Figure 5.4: Spectrograms selected from the S-, R-, P-, and O-branches of the CH4 𝜈2 spectrum comparing experimental CRS
measurements with modeled ro-vibrational lines. (a) Experimental spectrogram of the convolved P(7) andO(4) lines. (b) Modeled
spectrogram of the convolved P(7) and O(4) lines. (c) Experimental spectrogram of the O(8) line in the O-branch spectrum. (d)
Modeled spectrogram of the O(8) line in the O-branch spectrum. (e) Experimental spectrogram of the R(5) line in the R-branch
spectrum. (f) Modeled spectrogram of the R(5) line in the R-branch spectrum. (g) Experimental spectrogram of the convolved
R(2) and S(0) lines. (h) Modeled spectrogram of the convolved R(2) and S(0) lines. Individual spectral lines are normalized to
their own maximum intensity to better visualize their behavior.

Spectral branch overlaps occur for every other line in the P- and R-branch spectra due to the separation
of the rotational lines in these branches (2B) and in the O- and S- branches (4B). In these instances,
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the result of the overlap is expected to vary with a sinusoidal beating pattern corresponding to interfer-
ence between the two lines, as seen in Figure 5.4(g),(h) where the R- and S- branches overlap. For
Figure 5.4(a),(b) the P- and O-branches also overlap, but differ from the beating observed in Figure
5.4(g),(h) by substantial shifting of the peak across 1610 cm−1 and the previously described line split-
ting. While completely isolated lines can produce simple beating, such as O(9) at 1723 cm−1, some
isolated lines exhibit significant coherence beating beyond a lone sinusoidal pattern. This beating is
displayed in Figures 5.4(c),(d) and (e),(f) which show isolated O(8) and R(5) lines, respectively. From
the beating patterns of isolated O(8) and R(5) lines, along with the convolved P(7)-O(4) line beating,
it can be determined that there are further contributing effects other than unresolved overlapping lines
or vibrational hot bands.

Vibrational motion

Vibrational motion 
with Coriolis effect

Figure 5.5: Coriolis effect on the CH4 𝜈2 vibrational
mode. As a result of vibrations, the atoms of CH4
are moving relative to the rotating coordinate sys-
tem. Blue arrows depict the original vibrational mo-
tion, while orange arrows depict the contributions of
the Coriolis effect.

With the potential effects of other contributions ruled out,
the dramatic coherence beating patterns seen in Figure 5.4
result from intra-molecular interaction and coupling. For a
quantum system, the degeneracy of an energy level is re-
lated to the symmetry of the molecule and its wave func-
tion. However, when perturbed through an external field or
coupling, the symmetry can be broken and results in the
splitting of the degenerate level into many distinct energy
levels instead, as seen in [88]. Furthermore, energy level-
splitting is relevant to the CH4 𝜈2 mode Raman spectrum
where the doubly degenerate 𝜈2 mode is coupled to the
𝜈4 mode through Coriolis interaction, depicted in Figure 5.5
[91]. Through the Coriolis coupling the degeneracy related
to the total angular momentum quantum number J and its
ro-vibrational energy is lifted, leading to distinct rotational
sub-states which are convolved into the beating pattern.
This is supported through the close replication of experi-
mental coherence beating by the time-domain CRS model
such as for the Q-branch spectrum in Figure 5.3(b) which
involves only 558 lines and rotational states up to J=23, re-
sulting from the inclusion of the Coriolis coupling of the fun-
damental 𝜈2 and 𝜈4 modes in the spectral database [92, 93].

5.2. Linewidth measurements
At longer dephasing timescales inelastic collisions between molecules become relevant and cause
rotational energy transfer, changing the amount of coherent molecules and the CRS signal strength
as a function of time. In this way collisions act as a damping mechanism and manifest as a time-
domain decay constant or frequency-domain linewidth for a given Raman transition, as identified in
Equation 3.6. Raman linewidths are notably affected by thermodynamic properties that govern the
rate of collisions, such as pressure and temperature, and the efficiency of the rotational energy transfer
process in each collision, leading to dependence on chemical composition. To account for these effects
on the CH4 𝜈2 dephasing, a modified exponential gap (MEG) scaling law is implemented in the time-
domain CRS model and described in Equations 3.12, 3.13, and 3.14.

The MEG scaling law is commonly applied to calculate collisional linewidths for time-resolved CRS
techniques and involves four fitting parameters 𝛼, 𝛽, 𝛿, and 𝑛, which adjust the contributions of the
pressure, temperature, and energy gap between the two considered states. The predominant collision
energy transfer is assumed to be rotational due to the large energy gaps between vibrational and elec-
tronic states [94]. The MEG model assumes an exponential dependence of linewidth on the energy
gap between rotational sublevels, a linear relationship to pressure, and a complicated dependence
on temperature-dependent terms. Because the rate of energy transfer is exponentially dependent on
the energy gap between initial and final states, higher rotational energy states will result in decreas-
ing energy transfer rates, or linewidth values, and decay more slowly than lower rotational states [81].
Furthermore, the rate of energy transfer is modified by two temperature-dependent terms: a tempera-
ture ratio taken to power 𝑛 to reproduce high-temperature rates and a complex empirical term relating
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rotational energy, temperature, and fitting parameter 𝛿 [95].
To reduce the number of simulated spectra required for fitting it is possible to simplify the MEG model
and its four fitting parameters. For CH4 𝜈1 Q-branch modeling in [61], room temperature spectra were
used to first optimize parameters 𝛼 and 𝛽 while the parameters involved with high-temperature correc-
tions were set to 𝛿 = 1 and 𝑛 = 0. The optimized parameters were then used for fitting 𝛿 and 𝑛 with
high temperature spectra, resulting in two fitted linewidth models validated for different temperature
ranges. Since the CH4 𝜈2 probe delay scan was conducted at room temperature a similar approach to
[61] is taken for the MEG model, albeit truncated, with 𝛿 = 1 and 𝑛 = 0 while parameters 𝛼 and 𝛽 are
varied during library generation.

Figure 5.6: Collisional dephasing of the CH4 𝜈2 Q-branch CRS signal. Experimental 𝜈2 CRS spectra were acquired between
𝜏𝑝𝑟=35 and 𝜏𝑝𝑟=220 ps for room temperature and atmospheric pressure. The Q-branch (Δ𝐽 = 0) peak was isolated and summed
for fitting in the time-domain. MEG linewidth parameters were determined through a least-squares fitting routine with 𝛼=0.0445
and 𝛽=1.52.

Figure 5.7: Calculated transition rate matrix from 𝜈2 Q-branch MEG fit at 296 K and 1 atm. Only rotational states from J=1 to
J=23 are included as a result of the database filtering. The intensity of an element represents the rate of transition between
its respective states. The total matrix is separated into two parts: an upper triangle corresponding to transitions from a higher
rotational state to lower state (Equation 3.12) and a lower triangle corresponding to transitions from a lower rotational state to a
higher one (Equation 3.13).
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Figure 5.6 shows the experimental probe delay scan of the CH4 𝜈2 Q-branch alongside the result
of fitting the MEG model in the time-domain. Overall, the experimental Q-branch intensity beating
across the probe delay is effectively duplicated by the Q-branch synthetic dephasing with parameters
𝛼=0.0445 and 𝛽=1.52. Collisional beating is almost exactly reproduced for the first 150 ps, after which
the synthetic beating contains the same behavior but begins to deviate slightly from experimental data.
This could be attributed to the decrease of the signal-to-background ratio of the spectra which becomes
more pronounced at longer probe delays. Furthermore, the comparison reinforces that inclusion of
only fundamental 𝜈2 mode transitions and further intensity-based cutoff leaves an adequate amount of
Raman lines for the time-domain CRS model.

In addition, it is interesting to consider the transition rate matrix resulting from the MEG fitting shown in
Figure 5.7, including rotational states from J=1 to J=23. The matrix is separated into two components:
an upper triangle calculated from Equation 3.12 representing upwards transitions from a lower rota-
tional state to a higher state (𝐽𝑖 → 𝐽𝑗) and a lower triangle calculated from Equation 3.13 representing
downward transitions from a higher rotational state to a lower state (𝐽𝑖 ← 𝐽𝑗). The diagonal elements of
the matrix are zero since there cannot be a transition between molecules in the same rotational state.
The total rate of collisional energy transfer for an initial rotational state 𝐽𝑖 is obtained by summing each
column in the matrix according to Equation 3.14, including transitions both upwards and downwards
on the rotational energy ladder.

(0.0445, 1.52, 0.4911)

Figure 5.8: Evaluated sum of squares (SSQ) values across generated library entries, represented as an optimization surface as
a function of the two fitting parameters 𝛼 and 𝛽.

While the main procedure for fitting routine is presented in Section 3.4, a few observations are made for
the optimization of the MEG parameters 𝛼 and 𝛽. For the initial approach to least-squares fitting, library
generation was very coarse to ensure that relevant parameter values were not excluded. The optimal
coarse fit approached the lower bound of 𝛼, so another coarse library was generated with α between
0.01 and 0.15, within the magnitudes of the 𝛼 values reported in [61]. After further refinement, the sur-
face of evaluated SSQ values began to resemble a valley of minima or uni-modal optimization surface.
The SSQ surface for the final fit is shown in Figure 5.8, with a marked minimum value containing the
optimized MEG parameters.

One last consideration for MEG fitting is the applied scaling between the two acquisition sets of the
probe delay scan. In addition to the scalar division to the latter half of the probe delay, Section 4.3
explains how the doubly-acquired point in the probe delay is used to create a scaling factor as an
alternative to the initial scaling method. This resulted in slightly lower intensity values, as shown in
Figure 5.9. where the original Q-branch intensity and the outcome of the two scaling methods are
compared. These two methods had only a minor effect in the outcome of the MEG fitting, where the
double-acquisition scaling was fit with only a 0.7% difference for 𝛽 and no change in 𝛼. While sufficient
for the Q-branch, other isolated peaks may be more affected by the non-uniform scaling factor.
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Figure 5.9: Comparison between scaling methods for the latter half of collisional dephasing measurements of the CH4 𝜈2 Q-
branch. Up to the first 160 ps, data points with 10 ms exposure time remain the same. At 160 ps the differences between the
scaling methods and the original intensity are observable.

Although the current results of the model match quite well with experimental data, there are still limits
and assumptions affecting the applicability of the MEG model for calculating collisional transfer rates.
The main limit of the model is the lack of validation under more extensive experimental conditions.
Validation at a wider range of pressures and temperatures can provide further understanding of the
linewidth behavior and dependencies. For the pressure and high-temperature measurements in [61],
all four MEG parameters were utilized and parameter α was found to have a non-constant value across
different pressures. In addition, the probe delay scans of [61] extended well-past the 220 ps achieved in
this thesis. This is mainly attributable to the difference in Raman scattering cross-sections between the
𝜈1 and 𝜈2 modes, but longer probe delays for 𝜈2 could potentially be measured using longer exposure
times from the outset of the experiments.

Furthermore, several assumptions were included in the modeling of the linewidths for anisotropic, vibra-
tionally degenerate CH4 𝜈2 Raman transitions. The main assumptions to acknowledge with regards to
the applicability of the MEG model are based on the symmetry of ro-vibrational states and the state-to-
state collisional dephasing processes. Symmetry is foundational for molecular spectroscopy because it
constrains possible forms of the molecular wave function and determines selection and intensity rules;
a visual representation of the molecular wave function is given for harmonic vibrational states in Figure
2.3. Methane is a high symmetry molecule belonging to the tetrahedral point group T𝑑; its total wave
function Ψ can be represented as the product of separable functions under the Born-Oppenheimer
approximation:

Ψ = Ψ𝑇Ψ𝐸Ψ𝑉Ψ𝑅Ψ𝑆 (5.1)

where Ψ𝑇 is the translational wave function, Ψ𝐸 electronic wave function, Ψ𝑉 vibrational wave function,
Ψ𝑅 rotational wave function, and Ψ𝑆 nuclear spin wave function. Both the translational Ψ𝑇 and elec-
tronic Ψ𝐸 wave functions are completely symmetric in the electronic ground state, designated as A.
The vibrational wave function symmetry is restricted by the minimal set of possible representations, or
irreducible representations, for point group T𝑑, resulting in the previously discussed fundamental CH4
vibrational modes. In addition to defining rotational states with quantum number J, the total angular
momentum projection with respect to an inertial frame is specified using quantum number M. The rota-
tional wave function of CH4 is also constrained by the tetrahedral symmetry of the molecule, resulting
in it being further defined by linearly combining symmetries A, E, and F irreducible representations,
whose dimensions and degeneracies are given in Table 5.1 [96]. The CH4 nuclear spin wave function
is determined by symmetry through the linear combination 5A + E + 3F which yields 16 possible spin
states. Under Pauli’s exclusion principle, the global wave function of CH4 is constrained to have A
symmetry. This main constraining symmetry determines both the allowed transitions and wave func-
tions (i.e. combinations of ro-vibrational motion of nuclei with spin and electron energy), affecting the
statistical weighting of ro-vibrational population distributions.

These symmetry restrictions for CH4 also have implications for the assumptions made during collisional
linewidth modeling. In this thesis, the linewidths for the same quantum number J but of different nuclear
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T𝑑 Representation
A 1D (non-degenerate)
E 2D (doubly-degenerate)
F 3D (triply-degenerate)

Table 5.1: Point group T𝑑 irreducible representations and associated spatial dimensions and degeneracy.

spin (A, E, or F) were assumed to be the same and entered the time-domain response calculation
without nuclear spin specificity. The assumption was also made in [61] during linewidth modeling of
the isotropic CH4 𝜈1 Q-branch. While it is important to state this assumption, its effect is ultimately
negligible on the collisional linewidth model and the agreement with experimental data. Additionally,
the linewidth model neglects rotational wave function symmetry, meaning that the computed linewidth
for a rotational quantum number J is used regardless of its symmetry components similar to the nuclear
spin wave function.

Finally, the sum rule in Equation 3.14 is not exactly applicable for the CH4 𝜈2 spectrum because of its
anisotropic transitions and degenerate states, requiring further considerations when modeling inelastic
collisions and line coupling [97, 98]. By neglecting these additional aspects, the determined CH4 𝜈2
collisional linewidths are only a first approximation. This has been proven to be adequate for model-
ing the P- and R- branch linewidths of CO2 absorption spectra [99]. Because the experiments were
conducted only under ambient conditions, neglecting molecular reorientation from collisions and intra-
branch coupling while using the MEG model as a first approximation for the CH4 𝜈2 Q-branch spectrum
dephasing is justified, as was found for measurements of the N2 Raman Q-branch [100]. However, ad-
ditional approaches for analysis of anisotropic, tetrahedral molecules exist and could be implemented
to extend the applicability of the model for CH4 𝜈2 spectra [101, 102].

Figure 5.10: Probe delay scans of the CH4 𝜈2 Q-branch for varying CH4-gas mixtures at T = 296 K and atmospheric pressure.
Three different colliding partners N2, Ar, and H2 are mixed with CH4 for 25% and 50% of the gas flow. All measurements are
normalized to their intensity at 𝜏𝑝𝑟 for comparison of their time-domain beating behavior.

To further characterize the dephasing behavior of the CH4 𝜈2mode, it is necessary to measure the effect
of different collisional partners, particularly those relevant to combustion. For this purpose, several
probe delay scans were conducted for different gas mixtures of CH4 with nitrogen, argon, and hydrogen
at room temperature and atmospheric pressure. An initial measurement of pure methane was acquired
as a control while an increasing percentage of the gas flow was substituted with either N2, Ar, or H2 for
subsequent probe delay scans, as detailed further in Section 4.2. Like previous collisional dephasing
measurements, the CH4 𝜈2 Q-branch was isolated and summed at each probe delay. In Figure 5.10,
the collisional dephasing measurements for all experimental conditions are presented for comparison,
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extending from 35 to 230 ps as a whole. The same measurements are separated by gas mixture in
Figure 5.11 for clarity.

As seen in Figure 5.10, the general features of coherence beating are shared for all gas mixtures but
the overall rate decay rate is influenced by the colliding perturbers. The effects of mixture composition
are most noticeable after a probe delay of approximately 80 ps, also called the critical probe delay for
collisional partner independence. An estimation of the timescale for the critical probe delay can be
calculated and compared with experimental observations using the kinetic theory of gases. The prob-
ability that a molecule survives t seconds without any collision is 𝑒𝑥𝑝(−𝑡/𝜏) where 𝜏 is the mean time
between collisions, calculated to be 100 ps for CH4 under standard conditions. For a probability of 50%
the corresponding probe delay is 69 ps, however, this is well-before the time-domain measurements
begin to deviate. At the critical probe delay of 80 ps, this probability drops to 45% and more than half of
the considered molecules have collided. This agrees fairly well with the plots in Figure 5.11, where the
dephasing of all gases are nearly overlaid with the pure CH4 dephasing until 𝜏𝑝𝑟 = 80 ps. It is worth
noting that despite the initial divergences at 80 ps, the dephasing lines of the diluted gas flows remain
closely parallel to the pure methane flow until approximately 125 ps where the probability of finding a
collision-free molecule has fallen to 29%. This timescale is defined as the “collision sensitivity time” in
[61], indicating that there is a weak influence of collisional partners on the CRS dephasing.

(a)

(b)

(c)

Figure 5.11: Separated probe delay scans for CH4 𝜈2 Q-branch under gas mixtures with N2, Ar, and H2. The same pure CH4
probe delay scan is shown in each sub-figure for comparison. The extent of the measured dephasing timescale is different for
each case due to the rate of decay in signal intensity for each mixtures. (a) Collisional dephasing for 75%/25% and 50%/50% gas
mixtures of CH4-N2, respectively. (b) Collisional dephasing for 75%/25% and 50%/50% gas mixtures of CH4-Ar. (c) Collisional
dephasing for 75%/25% and 50%/50% gas mixtures of CH4-H2.

More qualitative comparisons can be made between gas mixtures to analyze the collisional partner
dependence on the dephasing of the CH4 𝜈2 mode. In Figure 5.11, the differences between N2, Ar,
and H2 are more prominent; N2 results in the shortest probe delay scan ending at 170 ps while H2 has
the longest probe delay at 230 ps. Past the critical probe delay CH4/H2 mixtures lead to the largest
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decrease in the dephasing rate, followed then by CH4/Ar and CH4/N2 gas mixtures. These dephasing
distinctions are due to the energy transfer process between the rotational structures of the two consid-
ered molecules, the observed radiator and the perturber. If the colliding partners are identical, such as
CH4/CH4, then the neighboring rotational states of the radiator and perturber are as well and result in
a higher probability of energy transfer during a collision. In the case of two different collisional partners
like CH4 and H2, there are more disparities between the neighboring rotational states which reduces
the energy transfer and decay of the beating pattern. A diagram of this process is provided in Figure
5.12 where the distribution of rotational state energies are given for CH4 and H2. The differences in
the energy gaps of the molecules are due to their rotational constants: for CH4 its constant is B = 5.24
cm−1, N2 has B = 1.99 cm−1, and for H2 its constant is B = 60.8 cm−1. The differences in rotational
constants are also reflected in Figure 5.11, where the CH4/N2 dephasing is the closest to the pure CH4
dephasing (5.24 cm−1 vs. 1.99 cm−1) and the CH4/H2 deviates the most (5.24 cm−1 vs. 60.8 cm−1).
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Figure 5.12: Collisionally induced rotational energy transfer process between a radiator CH4 and different perturbers CH4 and
H2. With more adjacent states between the radiator and perturber, the energy transfer process is more likely.

5.3. CH4/air flame measurements
Under ambient conditions the time-domain behavior and collisional dephasing of the CH4 𝜈2 mode has
been characterized. The eventual goal of developing time- and frequency-resolved spectroscopy for the
𝜈2 mode is the application of this knowledge to combustion and gas diagnostics. The spectral range of
the 𝜈2 mode is deemed as a molecular “fingerprint” region where most molecular species have uniquely
identifiable vibrational spectra, making it an appealing focus of investigation for potential quantitative
temperature and concentration measurements. This section presents and discusses spatially resolved
CRS measurements taken in a CH4/air diffusion flame for this purpose.

Although the procedure for flame measurements has been introduced in Section 4.2, a brief summary
will be provided to contextualize the results. Point measurements were taken in steps of 0.5 mm across
the flame front of a laminar CH4/air diffusion flame, resulting in 25 measured locations from the fuel to
oxidizer as seen in Figure 4.3. While single-shot spectra were acquired in the fuel stream at the center
of the burner, the intensity of the CH4 𝜈2 CRS signal degraded as the reaction zone of the flame front
was approached. To ensure complete detection of the 𝜈2 mode without the interference of temperature
the acquisition of all measurements was changed to a 10-shot-average, resulting in spectra with very
good signal-to-background ratios needing minimal processing.

In Figure 5.13, the CRS spectra are plotted along the transverse position of the flame. There are several
spectral structures which indicate the threemain regions of the flame: the fuel flow (a), reaction zone (b),
and oxidizer flow (c). Within the molecular fingerprint region, the spectra are attributed to four different
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species: the CH4 ro-vibrational 𝜈2 spectrum (1400 to 1950 cm−1), the CO2 Fermi dyad (Q-branches
at 1285 and 1388 cm−1), four pure-rotational lines of H2 (O-branch lines at 1246, 1447, 1637, and
1815 cm−1), and the O2 ro-vibrational spectrum (1400 to 1700 cm−1. In addition to the overall spectra,
specific slices were chosen from the three main regions and shown in Figure 5.14 for a closer look at
the physical-chemical processes taking place.
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(c)

(b)
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Figure 5.13: CRS spectra acquired across a laminar CH4/air diffusion flame. Three labeled slices of the spatially resolved
measurements are shown with greater detail in Figure 5.14. All spectra were acquired with a probe delay of 𝜏𝑝𝑟 Because of
the overwhelming intensity of the O2 Q-branch, it was necessary to compress the color-scale (Gamma compression) during
post-processing to reveal other spectral features.

Starting in sequence with the measurements, the first spectrum shown in Figure 5.14(a) is that of
the fuel flow from the center of the burner at y=0 mm to the beginning of the reaction zone around
y=4 mm. While the ro-vibrational lines of the CH4 𝜈2 mode are clearly visible in this range, they are
overshadowed by the CO2 “blue” Q-branch centered at 1388 cm−1 as part of the Fermi dyad [90].
Due to the relative molecular masses of CH4 and CO2 (𝑀𝐶𝐻4 = 16 versus 𝑀𝐶𝑂2 = 44), the center of
the fuel flow experiences a buoyancy effect with the CO2 produced from the reaction zone and the
CO2 undergoes internal recirculation. Furthermore, mixing of the fuel and oxidizer is observed with the
ro-vibrational O2 Q-branch peak appearing at 1556 cm−1.

The reaction zone spectrum is fully discernable at the position of y=8.5 mm and presented in Figure
5.14(b). Here, the most prominent lines are the Q-branches of O2 and CO2, followed by four lines of
the H2 O-branch; the ro-vibrational spectrum of CH4 𝜈2 mode is no longer visible. In this zone, the
heat of the combustion reaction causes the pyrolysis of the CH4 fuel. The resulting radicals are used
in the synthesis of the H2, with its peaks showing up in Figure 5.14(b). The lack of the H2 O-branch
peaks at approximately y=9 mm indicates that the hydrogen is consumed in the reaction soon after.
Furthermore, the heat release and resulting temperature increase can be seen through the hot bands
of CO2 and particularly O2.

Finally, in Figure 5.14(c) the spectrum of the oxidizer flow is given and primarily consists of the ro-
vibrational O2 spectrum accompanied by a much smaller amount of CO2 as the result of mass diffusion.
The ambient air supply also decreases the temperature of the spectral lines, shown by the growth in
magnitude of the low-temperature O2 spectra. One point of significance is the CO2 presence far within
the fuel flow of the flame. Because of its relatively large specific heat capacity, the observed CO2
recirculation within the flame is predicted to affect the heat transfer and combustion process. Overall,
the appearance of the four discussed chemical species is invaluable for fuel and oxidizer tracking and
contributes to the understanding of complex chemical reaction mechanisms.
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Figure 5.14: Three spectral slices in the molecular fingerprint region containing the CH4 𝜈2 mode. Each spectrum is acquired at
a different location in the flame. (a) Fuel flow at burner center (y=1 mm) containing the full spectrum of CH4 𝜈2 and ro-vibrational
peaks of CO2. (b) Reaction zone (y=8.5 mm) where several species such as H2, O2, and CO2 are present, with a vast range of
intensities indicating increased temperature. (c) Oxidizer flow (y=11.5 mm) displaying spectral branches of both O2 and CO2.





6
Conclusions and Recommendations

The purpose of this thesis was the measurement and analysis of the CH4 𝜈2 mode using time- and
frequency-resolved fs/ps coherent Raman scattering. The interest in characterizing methane spectra
generally lies in its importance to both energy generation and climate change. While often overlooked
in favor of the 𝜈1 mode, the appeal of the 𝜈2 specifically is found in its distinctive ro-vibrational structure
along with its spectral location in a “molecular fingerprint” region. In Chapter 2, theoretical background
for molecular spectra, coherent Raman scattering, and time-resolved CRS spectroscopy was provided
to give context to the subsequent work.

Next, Chapter 3 was focused on the time-domain modeling of the CH4 𝜈2 mode. Beginning with the
context of general spectroscopy of methane, mainly of the 𝜈1 mode, the first section narrows down to
previous studies of the 𝜈2 mode specifically and identifies the gap in literature that the thesis aims to fill.
Then, the modeling approach is described for the time-domain response of CH4 𝜈2 after its induced po-
larization by the excitation pulses; this includes the introduction of the modified exponential gap (MEG)
scaling law applied to model the collisional energy transfer linewidths of rotational 𝜈2 states. The spec-
tral Raman database MeCaSDa was described in addition to the necessary adjustments made, such
that the line information was made relevant to the coherent scattering process. Last, the theoretical
library and fitting routine process for extracting Raman linewidths characteristic to the 𝜈2 time-domain
dephasing behavior was explained.

Chapter 4 features the experimental methodology: the laboratory setup, the experimental procedure,
and the measurement processing performed to assure consistency and quality of acquired spectra.
The experimental setup implemented a two-beam hybrid fs/ps CRS system for acquisitions of time- and
frequency-resolved measurements. This setup was employed for three main components of the exper-
imental campaign: time-resolved single-shot measurements of the CH4 𝜈2 spectrum for a collision-free
timescale, collisional dephasing measurements of the spectrum own its own and with gas mixtures, and
spatially resolved spectrum measurements across a laminar flame-front to assess its diagnostic poten-
tial. The main measurement procedure consisted of a “probe delay scan” where the relative timing
of the pump/Stokes and probe pulses is varied to acquire the time-domain behavior of the frequency-
resolved spectrum, repeated for all time-resolved measurements. The chapter closes with the format of
the acquired measurements and explanations of the background subtract, binning, calibration, baseline
correction, and intensity reconciliation processing steps.

In the first experiment, time-domain measurements were obtained for the CH4 𝜈2 CSRS spectrum
containing all five ro-vibrational branches. All spectral lines were observed to have intensity “beating”
as the dephasing unfolded in the time domain, but the source of the coherence beating was attributed
to a combination of different effects. As an example, the complex beating pattern of the convolved
Q-branch peak results from the closely spaced Δ𝐽 = 0 transitions which cannot be resolved by the
4.1 cm−1 probe bandwidth. Moreover, various beating features of the S-, R-, O-, and P-branches
are interpreted as the effects of branch overlap and degenerate energy level splitting. All experimental
results were well-reproduced by the time-domain CRSmodel, capturing themain features of the beating

47
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while neglecting hot bands and applying a transition intensity cutoff.

For the second set of experiments, the CH4 𝜈2 spectrum was measured for a longer timescale to
measure the collisional dephasing of the CRS signal with gas flows of pure CH4 and CH4 mixtures.
The MEG model used to calculate the collisional linewidths of the state-to-state energy transfer for the
𝜈2 Q-branch. The MEG parameters were reduced to 𝛼 and 𝛽 to reduce the number of spectra needed
for fitting. After library generation and least-squares fitting, the linewidth parameters were found to be
𝛼 = 0.0445 and 𝛽 = 1.52 with a satisfactory fit to the experimental Q-branch dephasing.
In addition, time-resolved measurements were acquired for gas mixtures of CH4 with N2, Ar, and H2 in
various proportions to analyze the influence of different collisional partner. For N2 and Ar some slight
changes in the dephasing were observed, but H2 affected the rate of dephasing the most which is
attributed to larger discrepancy between neighboring rotational states and probability of energy transfer
during a collision. A critical probe delay was determined at 𝜏𝑝𝑟 = 80 ps, corresponding to the extent
of the previous collision-free measurements. Following this, analysis of the dephasing variations and
collision probabilities of different probe delays led to the defining of a collision sensitivity time between
80 and 125 ps, during which the measurements are not collision-free but are weakly influenced by
the collisional partners. These results agree with previous findings in literature, where the collision
sensitivity time for the 𝜈1 Q-branch was found to be approximately 100 ps [61].
Several limitations and assumptions are important to highlight for the applicability of the MEG linewidth
model. First, the validation of the model was limited to room temperature and the MEG fitting pa-
rameters were reduced to 𝛼 and 𝛽 out of four total parameters. Second, while differences in nuclear
spin and rotational state symmetries were included in the time-domain response through the calcu-
lated MeCaSDa transitions, linewidths for the same quantum numberJ were assumed to be the same
regardless of symmetry. Finally, the sum rule of the MEG scaling law is not entirely applicable for
anisotropic, vibrationally degenerate CH4 𝜈2 spectra, making this method of linewidth calculation a first
approximation.

The final experiment acquired point-wise measurements across a laminar CH4 diffusion flame to con-
duct CRS spectroscopy in the molecular fingerprint region. A set of 25 measurement locations across
the flame capture spectra from the fuel stream, the combustion reaction zone, and the oxidizer stream
outside the flame. Four main species were found in this spectral region: the CH4 𝜈2 ro-vibrational spec-
trum, the CO2 Fermi dyad, the O2 ro-vibrational spectrum, and pure-rotational lines of H2. Through the
presence and intensity of the species’ spectra, inferences could be made about the reaction progress
and combustion mechanisms such as CH4 dissociation, H2 creation and consumption, and the recircu-
lation and diffusion of CO2. With this information obtained from a purely qualitative assessment, there
is a positive outlook for CRS spectroscopy of the CH4 𝜈2 mode and its use in in-situ diagnostics for
thermometry and concentration measurements.

While the thesis results are satisfactory and lay the foundation for the characterization of the CH4
𝜈2 mode, a few recommendations can be given for any continuation of the work. Because the CRS
measurements were mainly conducted under ambient conditions several aspects of the model were
unfulfilled, such as validation and parameter fitting at high temperatures, which would be beneficial for
combustion. In addition, the length of the achievable probe delay was limited by the CRS signal of the
𝜈2 mode but could be slightly supplemented through an initially higher exposure time at the expense of
single-shot measurements. The intensity-scaling reconciliation between the two datasets of the probe
delays led to only a minor difference in fitting, but repeating this process again to extend the delay might
include measurements with worse signal-to-background ratios and skew the linewidth fitting.

For further work on modeling, the MEG scaling law for linewidths could be expanded in various ways,
such as utilizing all four fitting parameters with temperature-varying experimental data. Moreover, the
time-domain model would benefit from validation at high temperature and with various pressures, rel-
evant to those found in combustion environments. Last, the MEG model should include adjustments
for the symmetry-specificity of rotational states and its sum rule to fully account for the anisotropic,
vibrationally degenerate spectra of the CH4 𝜈2 ro-vibrational mode.
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