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 a b s t r a c t

Partial Differential Equations (PDEs) are central to science and engineering. Since solving them is 
computationally expensive, a lot of effort has been put into approximating their solution operator 
via both traditional and recently increasingly Deep Learning (DL) techniques. In this paper, we 
propose an autoregressive and data-driven method using the analogy with classical numerical 
solvers for time-dependent, parametric and (typically) nonlinear PDEs. We present how Dimen-
sionality Reduction (DR) can be coupled with Neural Ordinary Differential Equations (NODEs) 
in order to learn the solution operator of arbitrary PDEs accounting both for (continuous) time 
and parameter dependency. The idea of our work is that it is possible to map the high-fidelity 
(i.e., high-dimensional) PDE solution space into a reduced (low-dimensional) space, which subse-
quently exhibits dynamics governed by a (latent) Ordinary Differential Equation (ODE). Solving 
this (easier) ODE in the reduced space allows avoiding solving the PDE in the high-dimensional 
solution space, thus decreasing the computational burden for repeated calculations for e.g., un-
certainty quantification or design optimization purposes. The main outcome of this work is the 
importance of exploiting DR as opposed to the recent trend of building large and complex archi-
tectures: we show that by leveraging DR we can deliver not only more accurate predictions, but 
also a considerably lighter and faster DL model compared to existing methodologies.

1.  Introduction

Physical simulations are crucial to all areas of physics and engineering, such as fluid dynamics, nuclear physics, climate science, 
etc. Although a lot of work has been done in constructing robust and quick numerical Partial Differential Equations (PDE) solvers 
[1], traditional solvers such as finite element methods are still computationally expensive when the system is complex. This is a 
problem especially when repeated evaluations of a model for different initial conditions and parameters are needed, which is typical 
in sensitivity analysis, design optimization or uncertainty quantification studies [2,3]. To overcome such time limitations, decades of 
extensive research has been put into building so called surrogate models, i.e., faster to evaluate but accurate enough approximations 
of the original complex model describing the physical system of interest.

The first studies on surrogate modeling fall under the umbrella of Reduced Order Modeling (ROM) [4] methods, with the pioneering 
work on Proper Orthogonal Decomposition (POD) by Lumley in 1967 [5]. The main assumption of ROM is that a system determined 
by 𝑁 (potentially infinite) degrees of freedom (full space) can instead be projected into a lower dimensional space of dimension 𝑛
(reduced space), hence its evolution can be calculated by solving a much smaller system of 𝑛 ≪ 𝑁 equations. A common way of 
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\begin {align}\frac {d}{dt}\varepsilon (t|\pmb {\mu })=f(\varepsilon (t|\pmb {\mu }),\pmb {\mu }),\quad \text \quad f\in \mathcal {F}:\mathcal {E}\times \mathcal {D}_{\pmb {\mu }}\rightarrow \mathcal {E}, \label {eq:ODE}\end {align}
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\begin {align}\left \{ \begin {aligned} & \mathcal {V} = \{v|v:\partial \mathcal {D}_{\mathbf {x}}\times \mathcal {D}_t\rightarrow \mathbb {R}^m\,;\lVert v_i \rVert _2<\infty \,\forall \,i\in [1,\ldots ,m]\,\,; v\in \mathcal {C}^2\},\\ & \mathcal {S} = \{s|s:\mathcal {D}_{\mathbf {x}}\times \mathcal {D}_t\rightarrow \mathbb {R}^m\,;\lVert s_i \rVert _2<\infty \,\forall \, i \,\in [1,\ldots ,m]\,\,; s\in \mathcal {C}^2\},\\ & \mathcal {S}^0\subseteq \mathcal {S}^t = \{s(x,t=\tilde {t}|\pmb {\mu })|s(x,t=\tilde {t}|\pmb {\mu }):\mathcal {D}_{\mathbf {x}}\rightarrow \mathbb {R}^m, \forall \tilde {t}\in \mathcal {D}_t, \pmb {\mu }\in \mathcal {D}_{\pmb {\mu }}\}, \end {aligned} \right . \label {Xeqn1-1}\end {align}
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\begin {align}\left \{ \begin {aligned} &\hat {\mathcal {N}}(s(\mathbf {x},t|\pmb {\mu }),\mathbf {x},t,\pmb {\mu })= g(\mathbf {x},t,\pmb {\mu } ) \\ &s(\tilde {\mathbf {x}},t|\pmb {\mu }) = v(\tilde {\mathbf {x}},t,\pmb {\mu }) \\ &s(\mathbf {x},t=0|\pmb {\mu }) = s^0(\mathbf {x},\pmb {\mu }), \end {aligned} \right . \label {eq:PDEsystem}\end {align}
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\begin {align}\hat {\mathcal {S}}:\mathcal {S}^0\times \mathcal {D}_{t}\times \mathcal {D}_{\pmb {\mu }}\rightarrow \mathcal {S}\quad \text {and}\quad \hat {\mathcal {H}}:\mathcal {S}^t\times \mathcal {D}_{\Delta t}\times \mathcal {D}_{\pmb {\mu }}\rightarrow \mathcal {S}^t, \label {eq:global&auto-op}\end {align}


$\mathcal {D}_{\Delta t}\subseteq \mathbb {R}^+$


$\hat {\mathcal {S}}$


$(s^0,t,\pmb {\mu })$


$s(\mathbf {x},t|\pmb {\mu })$


$\hat {\mathcal {H}}$


$(s(\mathbf {x},t=\tilde {t}|\pmb {\mu }), \Delta t, \pmb {\mu })$


$s(\mathbf {x},\tilde {t}+\Delta t|\pmb {\mu })$


$s$


$t$


$s^0$


$t$


$t$


$s$


$t$


$s$


$t+\Delta t$


$t$


$s(t)$


$s^0$


$s(t+\Delta t)$


$\mathcal {S}$


$s$
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\begin {align}\varphi : \mathcal {S}\rightarrow \mathcal {E}\quad \text {and}\quad \psi : \mathcal {E}\rightarrow \mathcal {S}, \label {eq:AE}\end {align}


$\varphi \circ \psi =\psi \circ \varphi = \mathds {1}$
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\begin {align}\label {eq:processor} \pi :\mathcal {E}\times \mathcal {F}\times \mathcal {D}_{\pmb {\mu }}\times \mathcal {D}_{\Delta t}\rightarrow \mathcal {E},\end {align}
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\begin {align}\pi _\theta (\varepsilon (t_{i}|\pmb {\mu }), \pmb {\mu },\Delta t_{i+1,i}) = ODESolve(\varepsilon (t_{i}|\pmb {\mu }),\pmb {\mu },\Delta t_{i+1,i}), \label {Xeqn9-9}\end {align}
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proceeding, under the name of reduce basis methods, is by assuming that the solution field 𝑠(𝑥, 𝑡) of a PDE can be approximated as: 
𝑠(𝑥, 𝑡) ≈

∑𝑛
𝑘=1 𝑎𝑘(𝑡)𝑉𝑘(𝑥) with 𝑎𝑘(𝑡) being time-dependent coefficients and 𝑉𝑘(𝑥) being independent variable 𝑥 dependent functions, 

the latter constituting an orthonormal basis (the reduced basis). Once the optimal basis is found the system is completely described 
by the 𝑛 coefficients 𝑎𝑘(𝑡). The same concept of Dimensionality Reduction (DR) is known in the Deep Learning (DL) field under the 
name of manifold hypothesis [6–9], analogously stating that high-dimensional data typically lie in low dimensional manifolds (due to 
correlations, symmetries, noise in data, etc.). In DL jargon, this reduced space is usually named latent space.

Several recent works explore the potential of DL for surrogate modeling, both following the ideas of traditional ROM approaches 
and proposing new paradigms. A non exhaustive list of methods that integrate DL techniques with ROM concepts is provided in Fresca 
and Manzoni[10], Bhattacharya et al. [11], Lee and Carlberg[12], Solera-Rico et al. [13], Li et al. [14]. Among these works, DL is 
used to approximate the mapping between full space and reduced space, to determine the coefficients of the reduced basis and/or to 
map initial states of the PDE into the PDE solution 𝑠(𝑥, 𝑡). Lusch et al. [15] implements concepts from Koopman Operator theory [16] 
for dynamical models, where the linearity of the Koopman Operator is exploited to advance in time the dynamical fields in a reduced 
space. The Sparse Identification of Nonlinear Dynamics (SINDy) is proposed in Brunton et al. [17], where the reduced vectors are 
assumed to follow a dynamics governed by a library of functions determined a priori.

Recently, Neural Operators (NO) [18,19], i.e., DL models whose objective is the approximation of operators instead of functions - 
contrary to what is typical in DL - have found applications in surrogate modeling tasks. As in the case of PDEs we deal with a mapping 
between infinite-dimensional functional spaces (from the space of initial and boundary conditions to the solution space of the PDE), 
the approximated operator is called the solution operator of the PDE. The (chronologically) first works on Neural Operators are the 
DeepONets [20] and the Fourier Neural Operator [21]. Since these publications, the literature on NO has flourished, with many 
theoretical and empirical studies [18,22–28]. In some related works Graph Deep Learning has been used for surrogate modeling to 
generalize to different geometries [29–32]. Beside DR, our model also leverages Neural ODEs [33] (NODEs), which are a class of 
Neural Networks (NNs) where the state of the system ℎ(𝑡) ∈ ℝ𝐷 behaves according to 𝑑ℎ(𝑡)𝑑𝑡 = 𝑓𝜃(ℎ(𝑡), 𝑡), with 𝑓𝜃 being parametrized 
by a NN. NODEs present the advantage of modeling the dynamics of ℎ(𝑡) continuously in time.

1.1.  Related works

Among the large literature on Neural Operators and methods at the intersection between DL and ROM, there are four sets of 
papers closest to our work:

1. papers that use AutoEncoders to map the PDE solution space into a reduced space but do not model the latent dynamics continu-
ously (as we do by using a Neural ODE), like [34–36];

2. papers that use AutoEncoders to map the PDE solution space into a reduced space and model the latent dynamics through a Neural 
ODE like [37,38,38–41];

3. papers based on the Latent Space Dynamics Identification framework, such as He et al. [42], Bonneville et al. [43], Park et al. [44],
Anderson et al. [45];

4. papers that build surrogate models of parametric and time-dependent PDEs using architectures with no use of dimensionality 
reduction and Neural ODEs like [46,47]. In these works the different methodologies are built on Neural Fields, Transformers, 
Neural Operators and/or Graph Neural Networks.

1.2.  Contributions

In this work we propose an autoregressive DL-based method for solving parametrized, time-dependent and (typically) nonlinear
PDEs exploiting dimensionality reduction and Neural ODEs. Our novel contributions, especially compared to the papers in set 2 of 
Section 1.1, are the following:

• We construct a model that allows for the variation of both the PDE’s parameters and initial conditions. We do so by defining 
two mappings parametrized by 2 NNs: a close-to bijective mapping between the full (high-fidelity) PDE solution space and the
latent (low-fidelity) space via an AutoEncoder (AE) and a mapping from the latent vector at time 𝑡𝑖 to the next latent vector at 
time 𝑡𝑖+1 modeled by a (latent) NODE.

• Training on a given Δ𝑡 we show that our model can generalize at testing time to finer time steps Δ𝑡′ < Δ𝑡. To this regard we 
also study the connection between the order of the Runge–Kutta solver used to solve the NODE in latent space and the time 
generalization capabilities of the model. Additionally, in Section 2.6, we introduce a term of the loss function which enhance time 
generalization.

• We show a simple but effective strategy to train this model combining a Teacher Forcing type of training with an approach which 
takes into account the Autoregressive nature of this model at testing time.

• We achieve computational speed up compared to standard numerical PDE solvers thanks to 3 factors: doing inference at a Δ𝑡
higher than what is usually required by standard numerical solvers, solving an ODE instead of a PDE and advancing in time in a
low dimensional space instead of the full original space.

• We test our methodology on a series of PDE benchmarks (using [48] among others) and show that thanks to DR, our model is (at 
least 2 times) lighter and (at least 2 times) faster than current Deep Learning based State of the Art (SOTA) methods.

The distinction of our work compared to the papers in set 3 of Section 1.1 is as follows:
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• Greater flexibility in modeling latent dynamics: [42–44] model the low dimensional dynamics through an ODE by using variants of the 
SINDy [17] algorithm, which needs an a priori selected library of candidate functions to construct the source the ODE (right-hand 
side function 𝑓 (6) later). We instead use a NN to approximate 𝑓 , requiring no a priori knowledge about the functional form of the 
source and allowing for greater flexibility. Anderson et al. [45] also uses a NN to approximate 𝑓 , but uses only Teacher-Forcing 
losses in training. As we explain 2.5 however, adding Autoregressive loss terms to the training can greatly improve performance.

• Better handling of parameter variations: our model allows for the (simultaneous) variation of both the initial condition of the PDE 
and of general parameters (like boundary condition and PDE parameters) by delegating the treatment of the initial condition 
directly to the AutoEncoder and the treatment of the parameters to the NODE (as input to the source function 𝑓 allowing learned 
non-linear dependencies). In contrast, in He et al. [42], Bonneville et al. [43], Park et al. [44] a different 𝑓𝑖 is obtained for each 
parameter instance 𝑖, necessitating interpolation of the different 𝑓𝑖 values at inference time and limiting the dependency of 𝑓 on 
the parameters to the complexity of the prescribed interpolation scheme. Only in Anderson et al. [45] are the parameters an input 
to 𝑓 , similar to our work.

• Proven simultaneous generalization to initial conditions and parameters: our extensive experiments demonstrates how our method can 
achieve generalization when initial conditions and the PDE parameters are simultaneously varied, contrary to all works of He 
et al. [42], Bonneville et al. [43], Park et al. [44], Anderson et al. [45], which never vary them at the same time. In addition, we 
also compare our model to several recently published methods featuring Neural Fields, Transformers, Neural Operators and Graph 
Neural Networks, which are not considered in He et al. [42], Bonneville et al. [43], Park et al. [44], Anderson et al. [45];

• Detailed study of time generalization: we perform several experiments to study our methods ability to generalize in time, contrary 
to all the papers of He et al. [42], Bonneville et al. [43], Park et al. [44], Anderson et al. [45].

2.  Methodology

2.1.  Mathematical background

Let  ,  and 0 be the functional spaces of the boundary condition functions, PDE solution functions and the initial condition 
functions of a given PDE, respectively. These functions are required to satisfy some properties, such that:

⎧

⎪

⎨

⎪

⎩

 = {𝑣|𝑣 ∶ 𝜕𝐱 ×𝑡 → ℝ𝑚 ; ‖𝑣𝑖‖2 <∞∀ 𝑖 ∈ [1,… , 𝑚] ; 𝑣 ∈ 2},

 = {𝑠|𝑠 ∶ 𝐱 ×𝑡 → ℝ𝑚 ; ‖𝑠𝑖‖2 < ∞∀ 𝑖 ∈ [1,… , 𝑚] ; 𝑠 ∈ 2},

0 ⊆  𝑡 = {𝑠(𝑥, 𝑡 = 𝑡|𝜇𝜇𝜇)|𝑠(𝑥, 𝑡 = 𝑡|𝜇𝜇𝜇) ∶ 𝐱 → ℝ𝑚,∀𝑡 ∈ 𝑡,𝜇𝜇𝜇 ∈ 𝜇𝜇𝜇},

(1)

where  𝑡 is the set of all possible states, 𝐱 ⊆ ℝ𝑛 is the domain of independent variables 𝐱, 𝑡 ⊆ ℝ+ is the temporal domain and 
𝜕𝐱 ⊆ ℝ𝑛 the boundary of 𝐱 and 𝜇𝜇𝜇 ⊆ ℝ𝑧 is a domain for the vector 𝜇𝜇𝜇 = (𝜇1, 𝜇2,… , 𝜇𝑧), containing information about the PDE 
parameters, the geometry of the problem and whatever quantity defines the physical system. We are interested in solving general 
PDEs of the form of: 

⎧

⎪

⎨

⎪

⎩

̂ (𝑠(𝐱, 𝑡|𝜇𝜇𝜇), 𝐱, 𝑡,𝜇𝜇𝜇) = 𝑔(𝐱, 𝑡,𝜇𝜇𝜇)
𝑠(𝐱̃, 𝑡|𝜇𝜇𝜇) = 𝑣(𝐱̃, 𝑡,𝜇𝜇𝜇)

𝑠(𝐱, 𝑡 = 0|𝜇𝜇𝜇) = 𝑠0(𝐱,𝜇𝜇𝜇),

(2)

where ̂ (𝑠(𝐱, 𝑡|𝜇𝜇𝜇), 𝐱, 𝑡,𝜇𝜇𝜇) is a (typically) nonlinear integro-differential operator, 𝑔(𝐱, 𝑡,𝜇𝜇𝜇) is the forcing term, 𝑠 ∈  is the PDE solution, 
𝑣 ∈  and 𝑠0 ∈ 0 are the boundary and initial conditions, 𝐱 ∈ 𝐱, 𝜇𝜇𝜇 ∈ 𝜇𝜇𝜇 , 𝐱̃ ∈ 𝜕𝐱, 𝑡 ∈ 𝑡. The different elements of the system of 
Eq. (2) have either an explicit dependency on 𝜇𝜇𝜇, signaled by (⋅,𝜇𝜇𝜇), or an implicit dependency, signaled by (⋅|𝜇𝜇𝜇). Although (2) describes 
a very general PDE system and our method description addresses this fully general case, in the experiments shown in Section 3 we 
fix 𝑣(𝐱̃, 𝑡,𝜇𝜇𝜇), i.e., it is not an input to the NN, we choose 𝑔(𝐱, 𝑡,𝜇𝜇𝜇) = 0 and ̂ = ̂ (𝑠(𝐱, 𝑡|𝜇𝜇𝜇), 𝐱,𝜇𝜇𝜇), i.e., without explicit 𝑡 dependence.

In the context of surrogate modeling for parametric PDEs, one usually approximates by means of a NN either the Solution Operator
̂ (global approach) or the Evolution Operator ̂ (autoregressive approach), where 

̂ ∶ 0 ×𝑡 ×𝜇𝜇𝜇 →  and ̂ ∶  𝑡 ×Δ𝑡 ×𝜇𝜇𝜇 →  𝑡, (3)

with Δ𝑡 ⊆ ℝ+. When approximating ̂, the NN is given as input (𝑠0, 𝑡,𝜇𝜇𝜇) to output 𝑠(𝐱, 𝑡|𝜇𝜇𝜇), while when approximating ̂, the NN is 
given as input (𝑠(𝐱, 𝑡 = 𝑡|𝜇𝜇𝜇),Δ𝑡,𝜇𝜇𝜇) to output 𝑠(𝐱, 𝑡 + Δ𝑡|𝜇𝜇𝜇). While the former can approximate the solution 𝑠 at any point in time 𝑡 with 
just one call of the solver, the latter requires advancing iteratively in time by predicting the solution at the next time step from the 
solution at the previous time step as input, starting from 𝑠0. Although the global approach has a (potential) advantage in terms of 
computational speed, we propose an autoregressive method for the following reasons:

• Most PDEs represent causal physical phenomena, hence their solution evolution at time 𝑡 only depends on the system state at 𝑡. 
Therefore, as it is done in classical numerical solvers, only the solution 𝑠 at time 𝑡 is necessary for the prediction of 𝑠 at time 𝑡 + Δ𝑡. 
This fact is not respected by global approaches.

• Global approaches require in general a high number of NN weights, as a mapping for arbitrary 𝑡 is required, contrary to autore-
gressive methods, as the state 𝑠(𝑡) carries more information than 𝑠0 to predict 𝑠(𝑡 + Δ𝑡).
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While the two approaches are clearly different from a theoretical perspective, from a purely architectural point of view they are very 
similar, as an architecture conceived as global can always be used autoregressively and vice-versa. It is primarily the training strategy 
that determines whether a global or autoregressive logic is followed.

In what follows we show how to approximate with a NN the (latent) Evolution Operator that governs the dynamics of the reduced
space to which the full space  is mapped.

2.2.  Discretization

In order to work with solution functions 𝑠 computationally it is necessary to discretize the independent variable (typically spatial 
at least), temporal and parametric domains. We thus define: 𝐗 = {𝑥𝑘|𝑥𝑘 ∈ 𝐱 , 𝑥𝑘 = (𝑥1𝑘,… , 𝑥𝑛𝑘), 𝑘 = 0,… , 𝑁𝐱} as the set of points inside 
the domain of independent variables; 𝜕𝐗 = {𝑥̃𝑘|𝑥̃𝑘 ∈ 𝜕𝐱 , 𝑥̃𝑘 = (𝑥̃1𝑘,… , 𝑥̃𝑛𝑘), 𝑘 = 0,… , 𝑁𝐱̃} as the set of points on the boundary of the 
independent variables of the domain 𝐱;  = 𝐗 ∪ 𝜕𝐗, 𝑀𝑀𝑀 = {𝜇𝜇𝜇 ∈ 𝜇𝜇𝜇 ,𝜇𝜇𝜇 = (𝜇0, 𝜇1,… , 𝜇𝑧)} as the set of parameter points 𝜇𝜇𝜇; 𝐓 = {𝑡|𝑡 ∈
𝑡, 𝑡 = (𝑡0, 𝑡1,… , 𝑡𝐹 )} as the set of discrete points in time. We also define the solution and the initial condition sets, as the sets of functions 
living in  and 0 discretized on  and 𝑇𝑇𝑇 : 𝑟 = {𝑠𝑟(𝐱, 𝑡|𝜇𝜇𝜇)|𝐱 ∈  , 𝑡 ∈ 𝐓,𝜇𝜇𝜇 ∈𝑀𝑀𝑀} ⊂ ℝ||×𝑛×𝑚 and 0

𝑟 = {𝑠0𝑟 (𝐱,𝜇𝜇𝜇)|𝐱 ∈  ,𝜇𝜇𝜇 ∈𝑀𝑀𝑀} ⊂ 𝑟, 
where 𝑟 is a subscript that indicates a discretized representation of 𝑠. Obviously, 𝑠𝑟(𝐱, 𝑡0|𝜇𝜇𝜇) = 𝑠0𝑟 (𝐱,𝜇𝜇𝜇). We will signal the implicit 
parameter dependency of 𝑠𝑟 using the notation 𝑠𝑟(𝐱, 𝑡|𝜇𝜇𝜇). In principle we have 𝑠𝑟(𝐱, 𝑡|𝜇𝜇𝜇, 𝑠0𝑟 ), but for notational ease we will drop the 
implicit dependence on 𝑠0𝑟 . Although we are using a finite difference approach for discretization, our methodology is fully general to 
other discretization schemes too (finite volumes, finite elements, etc.)

2.3.  Reduced space and (latent) neural ODEs

We want to build a method that at inference time maps the initial condition 𝑠0 into its reduced representation and then evolves 
it in time (according to the PDE parameters) autoregressively. The first building block of our methodology is the mapping between 
the full and the reduced space by an AutoEncoder. Let  be the reduced (latent) set 

 = {𝜀(𝑡|𝜇𝜇𝜇)|𝜀(𝑡|𝜇𝜇𝜇) = (𝜀1(𝑡|𝜇𝜇𝜇),… , 𝜀𝜆(𝑡|𝜇𝜇𝜇)), 𝑡 ∈ 𝑡,𝜇𝜇𝜇 ∈ 𝜇𝜇𝜇} ⊂ ℝ𝜆, (4)

with 𝜆 ≪ || ⋅ 𝑛𝑚 being the dimension of the latent space. Each time-dependent vector 𝜀(𝑡|𝜇𝜇𝜇) ∈  has a one-to-one correspondence 
with a given solution function 𝑠 ∈  (implicitly depending on the parameter 𝜇𝜇𝜇), so that by computing the dynamics of 𝜀(𝑡|𝜇𝜇𝜇) we can 
reconstruct the original trajectory of 𝑠(𝐱, 𝑡|𝜇𝜇𝜇). Each dimension 𝜀𝑖(𝑡) is an intrinsic representation of the corresponding function 𝑠 and 
embodies the correlations, symmetries and fundamental information about the original object 𝑠 (for a deeper understanding of the 
nature and the desiderata of a latent representation, see Eastwood and Williams[49], Higgins et al. [50]). Although we will work with 
discretized functions belonging to 𝑟, each vector 𝜀(𝑡|𝜇𝜇𝜇) is in principle associated with the original continuous function belonging to 
 (i.e., 𝜀(𝑡|𝜇𝜇𝜇) should be independent of the discretization of ).

The mathematical operators mapping  to  and viceversa are the Encoder 𝜑 and the Decoder 𝜓 , such that: 
𝜑 ∶  →  and 𝜓 ∶  →  , (5)

with 𝜑◦𝜓 = 𝜓◦𝜑 = 1, together forming the AutoEncoder. We approximate 𝜑 and 𝜓 by two NNs, respectively 𝜑𝜃 ∶ 𝑟 →  and 𝜓𝜃 ∶
 → 𝑟. The second building block concerns the dynamics of the vectors 𝜀 belonging to the reduced set  . We assume that the 
temporal dynamics of  follows an ODE: 

𝑑
𝑑𝑡
𝜀(𝑡|𝜇𝜇𝜇) = 𝑓 (𝜀(𝑡|𝜇𝜇𝜇),𝜇𝜇𝜇), 𝑓 ∈  ∶  ×𝜇𝜇𝜇 →  , (6)

where 𝜇𝜇𝜇 ∈𝑀𝑀𝑀 is the vector of PDE parameters.𝑓 does not depend explicitly on 𝑡 since the PDEs we work with do not have explicit time 
dependence, making the dynamics of  an autonomous system. If instead ̂  or 𝑔(𝐱, 𝑡,𝜇𝜇𝜇) had an explicit dependence on 𝑡, we would 
have 𝑓 = 𝑓 (𝜀(𝑡|𝜇𝜇𝜇),𝜇𝜇𝜇, 𝑡) and would treat 𝑡 in the model simply as an additional dimension of 𝜇𝜇𝜇. We can now define the Processor 

𝜋 ∶  ×  ×𝜇𝜇𝜇 ×Δ𝑡 →  , (7)

as the mathematical operator that advances the latent vector 𝜀(𝑡|𝜇𝜇𝜇) in time according to Eq. (6): 

𝜋(𝜀(𝑡𝑖|𝜇𝜇𝜇), 𝑓 ,𝜇𝜇𝜇,Δ𝑡𝑖+1,𝑖) = 𝜀(𝑡𝑖|𝜇𝜇𝜇) + ∫

𝑡𝑖+1

𝑡𝑖
𝑓 (𝜀(𝑡|𝜇𝜇𝜇),𝜇𝜇𝜇) 𝑑𝑡, (8)

with Δ𝑡𝑖+1,𝑖 = 𝑡𝑖+1 − 𝑡𝑖 and the 𝜇𝜇𝜇 dependency being controlled by 𝑓 . Clearly, 𝜋(𝜀(𝑡𝑖|𝜇𝜇𝜇), 𝑓 ,𝜇𝜇𝜇,Δ𝑡𝑖+1,𝑖) = 𝜀(𝑡𝑖+1|𝜇𝜇𝜇). In summary, 𝜑 and 𝜓
describe the mapping between the full order and reduced order representation of the system, while 𝜋 describes the dynamics of the 
system. For notational convenience, we will drop the dependence of 𝜋 on 𝑓 .

We now define 𝑓𝜃 as a NN which approximates 𝑓 and 𝜋𝜃 as the discrete approximation of 𝜋 which advances in time the vectors 
belonging to  by solving the integral of Eq. (8), using known integration schemes (see in Appendix A): 

𝜋𝜃(𝜀(𝑡𝑖|𝜇𝜇𝜇),𝜇𝜇𝜇,Δ𝑡𝑖+1,𝑖) = 𝑂𝐷𝐸𝑆𝑜𝑙𝑣𝑒(𝜀(𝑡𝑖|𝜇𝜇𝜇),𝜇𝜇𝜇,Δ𝑡𝑖+1,𝑖), (9)

as it is done in Neural ODEs (NODEs) [33,51]. Hence, by approximating 𝑓𝜃 , we approximate the time derivative of 𝜀(𝑡|𝜇𝜇𝜇) and not 
𝜀(𝑡|𝜇𝜇𝜇) itself. For example, in the case of the explicit Euler scheme [52]: 

𝜋𝜃(𝜀(𝑡𝑖|𝜇𝜇𝜇),𝜇𝜇𝜇,Δ𝑡𝑖+1,𝑖) = 𝜀(𝑡𝑖|𝜇𝜇𝜇) + Δ𝑡𝑖+1,𝑖 𝑓𝜃(𝜀(𝑡𝑖|𝜇𝜇𝜇),𝜇𝜇𝜇). (10)
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The Processor 𝜋 is the equivalent of the Evolution Operator ̂ of Eq. (3) but acting on the reduced space  of discrete intrinsic 
representations: as such 𝜋 does not need to be equipped with the notion of (spatial) discretization invariance as in the case of Neural 
Operators.

2.4.  Training of the model

The model we defined in Section 2.3 requires the optimization of two training processes which we consider coupled: the training 
of the AE which regulates the mappings between 𝑟 and  and the training of 𝜋𝜃 which regulates the latent dynamics described by 
Eq. (6). The latter can be approached by combining a Teacher Forcing (TF) and an Autoregressive (AR) strategy. We thus define: 

1,𝑖 =
||𝑠𝑟(𝐱, 𝑡𝑖|𝜇𝜇𝜇) − 𝜓𝜃◦𝜑𝜃(𝑠𝑟(𝐱, 𝑡𝑖|𝜇𝜇𝜇)||2

||𝑠𝑟(𝐱, 𝑡𝑖|𝜇𝜇𝜇)||2
(11)

as the term which governs the AE training. By introducing 
{

𝜀𝜇𝜇𝜇𝑖 = 𝜑𝜃(𝑠(𝐱, 𝑡𝑖|𝜇𝜇𝜇)),

𝜀𝜇𝜇𝜇,𝑘𝑖 = 𝜋𝜃(⋅,𝜇𝜇𝜇,Δ𝑡𝑖,𝑖−1)◦… ◦𝜋𝜃(𝜀
𝜇𝜇𝜇
𝑖−𝑘,𝜇𝜇𝜇,Δ𝑡𝑖−𝑘+1,𝑖−𝑘),

(12)

we define the two terms which govern the latent dynamics: 
⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑇 ,𝑘12,𝑖 =
||𝜀𝜇𝜇𝜇𝑖 − 𝜀

𝜇𝜇𝜇,𝑘1
𝑖 ||2

||𝜀𝜇𝜇𝜇𝑖 ||2
,

𝐴,𝑘22,𝑖 =
||𝜀𝜇𝜇𝜇𝑖 − 𝜀

𝜇𝜇𝜇,𝑖
𝑖 ||2

||𝜀𝜇𝜇𝜇𝑖 ||2
,

(13)

where 𝑇  identifies the TF approach and 𝐴 the AR one. The term 𝑇 ,𝑘12,𝑖  (TF), penalizes the difference between the expected latent 
vector 𝜀𝜇𝜇𝜇𝑖  and the predicted latent vector 𝜀

𝜇𝜇𝜇,𝑘1
𝑖  obtained by applying autoregressively 𝜋𝜃 to 𝜀𝜇𝜇𝜇𝑖−𝑘1 , which comes from encoding the true

field 𝑠𝑟(𝐱, 𝑡𝑖−𝑘1 |𝜇𝜇𝜇) (hence the name Teacher-Forcing, as the true input 𝑘1 steps earlier, is fed into the NN). Using TF when training 
autoregressive models is known to cause potential distribution shift [29], representing a problem at inference time: as depicted in 
Fig. 1, at testing time the input of 𝜋𝜃 is the previous output of 𝜋𝜃 starting from 𝜀𝜇𝜇𝜇0 , contrary to what 

𝑇 ,𝑘1
2,𝑖  penalizes (unless 𝑘1 = 𝐹 , 

i.e., the full length of the time series). To avoid this mismatch between training and inference, we introduced 𝐴,𝑘22,𝑖  (AR), which 
penalizes the difference between the expected latent vector 𝜀𝜇𝜇𝜇𝑖  and the predicted latent vector 𝜀

𝜇𝜇𝜇,𝑖
𝑖 = 𝜋𝜃(⋅,𝜇𝜇𝜇,Δ𝑡𝑖,𝑖−1)◦… ◦𝜋𝜃(𝜀

𝜇𝜇𝜇
0 ,𝜇𝜇𝜇,Δ𝑡1,0)

obtained by repeated application of 𝜋𝜃 starting from the encoded representation of the initial condition 𝑠0𝑟 , as it is done at testing time. 
𝑘2 denotes the number of steps in time from which the gradients of the backpropagation algorithm flow, i.e., the predicted latent 
vector at time 𝑡𝑖 is obtained by encoding the initial condition 𝑠0𝑟  and fully evolving it autoregressively (by applying 𝜋𝜃 𝑖 times), but the 
gradients of the backpropagation algorithm flow only from the predicted latent vector at time 𝑡𝑖−𝑘2  up to 𝑡𝑖. It follows that 

𝑇 ,𝑘1
2,𝑖  and 

𝐴,𝑘22,𝑖  are computed in the same way only if 𝑘1 = 𝑘2 = 𝐹 . By truncating the gradients flow at time 𝑡𝑖−𝑘, we are implementing a form 
of Truncated Backpropagation Through Time (TBPTT) as it is usually done for gradients stability purposes when training Recurrent 

Fig. 1. Workings of our proposed method at testing time. The initial condition 𝑠0𝑟 is mapped trough the Encoder 𝜑𝜃 into its latent representation 𝜀𝜇𝜇𝜇0 . 
Subsequently the vector 𝜀𝜇𝜇𝜇0  is advanced in time autoregressively by repeated evaluation of the processor 𝜋𝜃 , conditioned to the vector of parameters 
𝜇𝜇𝜇 and to the size of the temporal jump Δ𝑡𝑖+𝑖,𝑖. The Decoder 𝜓𝜃 is used to map back each predicted latent vector 𝜀𝜇𝜇𝜇,𝑖𝑖  into the corresponding field 
𝑠̃𝑟(𝐱, 𝑡𝑖|𝜇𝜇𝜇). Notice that 𝜑𝜃 is applied only to the initial condition 𝑠0𝑟 . The colored dots represent the 𝜆 different values of the 𝜆-dimensional vector 𝜀
for a given moment in time.
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Neural Networks (RNNs) [53]. Fig. 1 shows a summary of the method at testing time, where the predicted solution is computed as 
𝑠̃𝑟(𝐱, 𝑡𝑖|𝜇𝜇𝜇) = 𝜓𝜃◦𝜋𝜃(⋅,𝜇𝜇𝜇,Δ𝑡𝑖,𝑖−1)◦… ◦𝜋𝜃(⋅,𝜇𝜇𝜇,Δ𝑡1,0)◦𝜑𝜃(𝑠0𝑟 ).

2.5.  Combining teacher forcing with autoregressive

How do we combine AR and TF strategies in practice? We start by considering the loss 𝑇 ,12,𝑖 , the simplest form of TF strategy 
with the advantage of being computationally efficient and stable, but at the cost of making the training agnostic to the autoregressive 
nature of the model at testing time and not addressing the accumulation of errors which is typical of autoregressive models. 𝐴,𝑘22,𝑖
instead, regardless of the chosen 𝑘2, already reflects during training the autoregressive modality used at testing; it has however 
the disadvantage of being computationally more demanding (for 𝑘2 > 1) and more difficult to train the larger 𝑘2 is. If 𝑘1 > 1, 𝑇 ,𝑘12,𝑖
introduces a certain degree of ’autoregressiveness’ as well, although the latent vector at time 𝑡𝑖−𝑘 is still provided by the true solution. 
Among the several possible training strategies, here we list the two we used, with 2,𝑖 = 𝛽𝑇 ,𝑘12,𝑖 + 𝛾𝐴,𝑘22,𝑖 , where 𝛽 and 𝛾 weigh the 
importance of the terms:

1. set 𝛽 = 1, 𝛾 = 0 and 𝑘1 = 1, using only the TF term.
2. set 𝛽 = 1, 𝛾 = 1, 𝑘1 = 1 and dynamically increase 𝑘2 during the training, starting with 𝑘2 = 1. This strategy has the advantage of 
taking into account the AR term gradually during the training.

Our experiments have shown that although for some systems strategy 1 is enough, more complex datasets require using strategy 2, 
mainly due to two separate behaviors in our observations. First, that in the early stages of the training, 1,𝑖, 𝑇 ,12,𝑖  and 

𝐴,1
2,𝑖  play the 

important role of building a latent space whose dynamics is described by Eq. (6); and second, that in the later stages of the training, 
with 𝑘2 becoming larger (and the computed gradients more complex), the autoregressive nature of the model is increasingly taken 
into account, with 𝜋𝜃 becoming more robust to the accumulation of errors.

2.6.  Generalization in the time domain

As shown in Fig. A.10 we expect our models to be trained on a given set of time-steps, but we want them to generalize to time-steps 
not seen during the training phase (such as intermediate times). For this reason, we introduce a last term of the loss function as: 

⎧

⎪

⎨

⎪

⎩

3,𝑖 =
||𝜀𝜇𝜇𝜇𝑖 − 𝜀̃

𝜇𝜇𝜇
𝑖 ||2

||𝜀𝜇𝜇𝜇𝑖 ||2
𝜀̃𝜇𝜇𝜇𝑖 = 𝜋𝜃(⋅, (Δ𝑡𝑖,𝑖−1 − Δ𝑡𝑚,𝑖))◦𝜋𝜃(𝜀

𝜇𝜇𝜇
𝑖−1,𝜇𝜇𝜇,Δ𝑡𝑚,𝑖−1),

(14)

where Δ𝑡𝑚,𝑖−1 ∈ [0,Δ𝑡𝑖,𝑖−1] is a randomly sampled intermediate time step and 𝑖 − 1 < 𝑚 < 𝑖. In Appendix A.1 we further detail 3,𝑖. 
In some cases we also found it beneficial to add a regularization term 𝑟𝑔 to the latent vectors, such as 𝑟𝑔 = 𝜆𝑟𝑔

∑𝐹
𝑖=0 ||𝜀

𝜇𝜇𝜇
𝑖 ||1∕𝜆, with 

𝜆𝑟𝑔 ∈ ℝ+.
Thus, during model training for a given 𝑠0𝑟 (𝐱,𝜇𝜇𝜇), the gradients are computed based on the final loss function of: 

𝑡𝑟 =
1
𝐹

𝐹
∑

𝑖=0
𝛼1,𝑖 +

1
𝐹

𝐹
∑

𝑖=1

[

𝛽𝑇 ,𝑘12,𝑖 + 𝛾𝐴,𝑘22,𝑖 + 𝛿3,𝑖

]

+ 𝑟𝑔

= 𝛼1 + 𝛽
𝑇 ,𝑘1
2 + 𝛾𝐴,𝑘22 + 𝛿3 + 𝑟𝑔 ,

(15)

where 𝑘1 and 𝑘2 depend on the chosen strategy of Section 2.5 and 𝛼, 𝛽, 𝛾 and 𝛿 weigh the importance of each term. We use 𝑡𝑟 for 
training and 𝑣𝑙 for validation: 

𝑣𝑙 = 𝑡𝑟 +
𝐹
∑

𝑖=1

||𝑠𝑟(𝐱, 𝑡𝑖|𝜇𝜇𝜇) − 𝑠̃𝑟(𝐱, 𝑡𝑖|𝜇𝜇𝜇)||2
||𝑠𝑟(𝐱, 𝑡𝑖|𝜇𝜇𝜇)||2

. (16)

Fig. 2 visualizes our training methodology.

3.  Results

In this section we compare our method with a series of SOTA methods from Hagnberger et al. [46] and [48]. The datasets we use 
for comparison are taken from Takamoto et al. [48]. A complete description of the PDEs can be found Appendix F. In Appendix C we 
list all the training and hyperparameter details and in Appendix D the methods used for comparison. We use as metrics the total error 
nRMSE, the parametetric total error nRMSE(𝜇𝜇𝜇), the temporal total error nRMSE(𝑡), the parametric neural ODE error NODE-nRMSE(𝜇𝜇𝜇) 
and the parametric AutoEncoder error AE-nRMSE(𝜇𝜇𝜇) defined in Eqs. (F.7), (F.8), (F.11), (F.9) and (F.10).

3.1.  PDEs with fixed parameter

In this Section we are going to apply our method to the 1D Advection Eq. (F.1) (𝜁 = 0.1), to the 1D Burgers’ Eq. (F.3) (𝜈 = 0.001) 
and to the 2D Shallow-Water (SW) Eq. (F.4). In Tables 1 and 3 we compare our results to the ones obtained (on the same dataset), in 
Takamoto et al. [48] and Hagnberger et al. [46]. In Table 1 we show that our proposed model achieves a lower nRMSE compared to 
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Fig. 2. A representation of the training procedure. a) The time series of fields 𝑠𝑟(𝐱, 𝑡𝑖|𝜇𝜇𝜇), with 𝑖 ∈ {0, 𝐹 }, is processed by the Encoder 𝜑𝜃 and the 
corresponding latent vectors 𝜀𝜇𝜇𝜇𝑖  are obtained; these are subsequently mapped back to the full space by means of the Decoder 𝜓𝜃 which generates the 
time series of reconstructed fields ̃𝑠𝑟(𝐱, 𝑡𝑖|𝜇𝜇𝜇), allowing for the computation of 1. b) The Processor 𝜋𝜃 receives as input the sequence of latent vectors 
𝜀𝜇𝜇𝜇𝑖  with 𝑖 ∈ {0, 𝐹 − 1} and predicts the latent vectors 𝜀𝜇𝜇𝜇,1𝑖  with 𝑖 ∈ {1, 𝐹 }. 𝑇 ,12 , where 𝑇  stands for Teacher-Forcing, is thus computed with inputs 𝜀𝜇𝜇𝜇𝑖
and 𝜀𝜇𝜇𝜇,1𝑖 . c) The Processor 𝜋𝜃 is applied autoregressively to the initial latent vector 𝜀𝜇𝜇𝜇0  and the whole time series of vectors 𝜀𝜇𝜇𝜇,𝑖𝑖  is reconstructed with 
𝑖 ∈ {1, 𝐹 }; 𝐴,𝑘22 , where 𝐴 stands for Autoregressive, is thus computed with inputs 𝜀𝜇𝜇𝜇𝑖  and 𝜀𝜇𝜇𝜇,𝑖𝑖 . d) The Processor 𝜋𝜃 takes as input the sequence of latent 
vectors 𝜀𝜇𝜇𝜇𝑖  with 𝑖 ∈ {0, 𝐹 − 1} and outputs for each 𝜀𝜇𝜇𝜇𝑖  an intermediate vector 𝜀𝜇𝜇𝜇,1𝑚  with a time-step Δ𝑡𝑚,𝑖−1 randomly sampled from [0,Δ𝑡𝑖,𝑖−1]. Last, 𝜋𝜃
advances in time each 𝜀𝜇𝜇𝜇,1𝑚  with a time-step of Δ𝑡𝑖,𝑖−1 − Δ𝑡𝑚,𝑖 to get the predicted vectors 𝜀̃𝜇𝜇𝜇𝑖 ; 3 is thus computed with inputs 𝜀𝜇𝜇𝜇𝑖  and 𝜀̃𝜇𝜇𝜇𝑖 .

Table 1 
nRMSE on test dataset for fixed 𝜇𝜇𝜇 and varying 𝑠0 for the 1D Advection and 
Burgers datasets. The column with † refers to testing with the Δ𝑡 of the 
training, while the one with ⋆ with a smaller Δ𝑡. Cells are empty when 
comparison was not found in literature.
 PDE  Model † nRMSE, Δ𝑡 = 0.05 s ⋆ nRMSE, Δ𝑡 = 0.01 s

 (Ours) 𝟎.𝟎𝟎𝟔𝟔 𝟎.𝟎𝟎𝟔𝟔
 FNO 0.0190 0.0258
 MP-PDE 0.0195
 UNet 0.0079

 1D Advection  CORAL 0.0198 0.9656
 Galerkin 0.0621
 OFormer 0.0118
 VCNeF 0.0165 0.0165
 VCNeF-R 0.0113
 (Ours) 𝟎.𝟎𝟑𝟕𝟑 𝟎.𝟎𝟑𝟗𝟗
 FNO 0.0987 0.1154
 MP-PDE 0.3046
 UNet 0.0566

 1D Burgers  CORAL 0.2221 0.6186
 Galerkin 0.1651
 OFormer 0.1035
 VCNeF 0.0824 0.0831
 VCNeF-R 0.0784

Table 2 
The total error nRMSE on test dataset 
for fixed 𝜇𝜇𝜇 and varying 𝑠0 for the 2D 
Shallow-Water dataset.
 PDE  Model  nRMSE, Δ𝑡 = 0.01 s

 (Ours) 𝟎.𝟎𝟎𝟐𝟓
 FNO 0.0044

 2D SW  U-Net 0.0830
 PINN 0.0170
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Table 3 
nRMSE on test dataset for fixed 𝜇𝜇𝜇 and varying 𝑠0 for the 2D Shallow-Water dataset. 
The columns with † refer to testing with the Δ𝑡 of the training, while the one with ⋆
with a smaller Δ𝑡. Our model is trained on Δ𝑡 = 0.05 s, while the others on Δ𝑡 = 0.01 s. 

 PDE  Model † nRMSE, Δ𝑡 = 0.05 s † nRMSE,Δ𝑡 = 0.01 s ⋆ nRMSE,Δ𝑡 = 0.01 s

 (Ours) 0.0028 𝟎.𝟎𝟎𝟑𝟐
 FNO 0.0044

 2D SW  U-Net 0.0830
 PINN 0.0170

Fig. 3. Distribution of the nRMSE(𝜇𝜇𝜇) across the test sample for the parametric 1D Advection. Regular font on the x axes refers to training parameter 
values, while bold ones to testing parameters (but in both cases testing initial conditions). We compare our methodology (yellow) with other 
published methods (taken from Hagnberger et al. [46]). (For interpretation of the references to colour in this figure legend, the reader is referred to 
the web version of this article.)

a series of common methods used in Scientific Machine Learning for the 3 cases. Furthermore, we observe that our model achieves a 
better generalization in time than the other methods in the Burgers’ and Advection cases, meaning that we got little to none increase 
of the nRMSE when going from testing on the training Δ𝑡 = 0.05 s to testing on a smaller Δ𝑡 = 0.01 s. For the SW dataset, in Table 2 
we show how are model performs when trained and tested on Δ𝑡 = 0.01 s. In addition, in Table 3 we show that even if our model is 
trained with Δ𝑡 = 0.05 s while the others with Δ𝑡 = 0.01 s, we still get a lower nRMSE when testing on Δ𝑡 = 0.01 s (thus the comparison 
on the same number of time-steps is only between our method in the column with ⋆ and the other methods in the columns with †). 
For the experiments in this section we used Strategy 1 of Section 2.5, as using 𝑇 ,12,𝑖  alone was sufficient to reach acceptable results.

3.2.  PDEs with varying parameters

In this section we experiment with 3 datasets where we both vary the initial conditions and the PDE parameters: 1D Advection 
Eq. (F.1), the 1D Burgers’ Eq. (F.3) and the 2D Molenkamp Test (F.5). In all three cases we use Strategy 2 of Section 2.5, since only 
using 𝑇 ,12,𝑖  optimized correctly 𝑡𝑟 but resulted in a larger value of 𝑣𝑙. We start with 𝑘2 = 1 and we increase it by 1 every 30 epochs 
until the maximum length of the time series is reached. We thus define 𝑝(𝑘2) as the number of epochs needed to increase 𝑘2 by 1. To 
make the training more stable, we introduce gradually the 𝛾 𝐴,𝑘22,𝑖  term by starting with a 𝛾 = 𝛾0 < 1 and increasing it every epoch by 
an amount of 𝛾0 until 𝛾 = 1. In Figs. 3 and 4 we show a comparison of our methodology (yellow) with the cFNO, cOFormer and VCNeF 
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Fig. 4. Distribution of the nRMSE(𝜇𝜇𝜇) across the test sample for the parametric 1D Burgers’. Regular font on x axes refers to training parameters, 
while bold ones to testing parameters (but in both cases testing initial conditions). We compare our methodology (yellow) with other published 
methods (taken from Hagnberger et al. [46]). (For interpretation of the references to colour in this figure legend, the reader is referred to the web 
version of this article.)

Fig. 5. Comparison of the temporal error nRMSE(𝑡) between our model (red) and the VCNeF (green) for the test dataset of the Molenkamp ap-
plication. We study the difference between applying at inference the same Δ𝑡 as used for the training (Δ𝑡 = 0.05 s) and a smaller one Δ𝑡 = 0.02 s. 
The nRMSE(𝑡) of our model only slightly increases when decreasing the Δ𝑡, while VCNeF struggles with inference at intermediate time-steps. (For 
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 6. Comparison of the parametric Neural ODE error and the parametric AutoEncoder error for the parametric Advection problem. Left figure: 
the NODE-nRMSE on the latent vectors predicted by the NODE is computed on the test set. The error is larger on the testing parameters (bold ones), 
signaling a struggle of the NODE to correctly reconstruct the dynamics of unseen parameters, both in interpolation and in extrapolation. Right 
figure: the AE-nRMSE on the solution fields is computed by applying consecutively the Encoder and the Decoder on the test set. While the error is 
increasing with increasing velocity 𝜁 , the AutoEncoder does not struggle with testing parameters.
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Fig. 7. Comparison of the parametric Neural ODE error and the parametric AutoEncoder error for the parametric Burgers’ problem. Left figure: 
the NODE-nRMSE on the latent vectors predicted by the NODE is computed on the test set. The error is larger on the testing parameters (bold ones) 
for larger parameters. For smaller testing parameters like 𝜈 = 0.001, 0.01 there is no noticeable increase in error. Right figure: the AE-nRMSE on the 
solution fields is computed by applying consecutively the Encoder and the Decoder on the test set. There is no correlation between the error and 𝜈
being used or not in the training.

Fig. 8. Performance comparison of 5 training strategies to the ’Baseline’ of Fig. 3 to overcome poor parameter generalization (in interpolation and 
extrapolation) of the NODE for the parametric Advection dataset. Only strategies that use more data during the training close to 𝜁 = 0.1, 1.0, 7.0
(’Data-points closer to test points’ and ’Uniform parameter sampling’) improve the prediction at test point (bold characters).

from Hagnberger et al. [46]. In both cases, we show the distribution across the test samples of training (regular font) and testing (bold 
font) parameters when using testing initial conditions. From Fig. 3, we see that our model has a lower median than the compared 
methods on the training velocities 𝜁 , while it struggles with testing parameters, similar to cFNO, cOFormer and VCNeF too. This is 
likely a dataset issue yielding insufficient generalization, with 0.1 and 7.0 both being outside the training range and 1.0 possessing a 
dynamic not easily interpolated by 𝑓𝜃 with the information coming from the points 0.7 and 2.0. Similarly for the Burgers’ case in Fig. 4, 
the median of the nRMSE given by our model is lower than the compared methods for all parameters 𝜈 except 𝜈 = 1.0 and 𝜈 = 4.0. 
In this case our model - similar to the ones used for comparison - is able to generalize better than in the Advection example to test 
parameters, as in the case of 𝜈 = 0.001 and 𝜈 = 0.01. Given the discrepancy in the ability of the models to generalize to different testing 
parameters, more accurate strategies for adaptively selecting parameter points for training should be researched. In Figs. 3 and 4, 
although we show also training parameters, the corresponding initial conditions belong to the testing set, thus we are extrapolating 
on the initial conditions even when the parameters are the ones used during training. In Fig. 5 we compare our method with VCNeF 
on the Molenkamp test when testing on Δ𝑡 = 0.05 s (same as the one in training) and when Δ𝑡 = 0.02 s: our method achieves a lower 
nRMSE and is able to generalize to intermediate time points better than VCNeF. Noticeably, with the Molenkamp test we use a latent 
space of dimension 𝜆 = 5, which is equal to the actual number of degrees of freedom of the PDE solution (Eq. (F.5)). In Appendix C.4, 
we compare the number of parameters and the inference speed of the methods used and we show that our proposed method is lighter
and faster at inference.

3.3.  Discussion

Although in Tables 1–3 and Figs. 3–5 we have shown that our method achieves a comparable or lower nRMSE when compared 
to other methods, there are noticeable issues that must be addressed. In particular, Figs. 3 and 4 signal problems in generalization 
to unseen parameters both in interpolation (within training range) and extrapolation (outside training range). In order to properly 
analyze such model failures we first need to decouple two error sources: the error coming from the AE and the error coming 
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Fig. 9. Adding more training data-points closer to 𝜈 = 0.1, 1.0, 4.0 at training improves the generalization to test parameters (bold characters) for 
the parametric Burgers dataset of Fig. 4.

from the NODE. In Fig. 6 we show on the left the parametric Neural ODE error NODE-nRMSE(𝜇𝜇𝜇) (Eq. (F.9)) at inference computed 
between the latent vectors predicted by the NODE and the ones computed by the Encoder on the testing set: the error is larger on 
the testing parameters (bold characters). Conversely, on the right of Fig. 6 we show the AE-nRMSE(𝜇𝜇𝜇) (Eq. (F.10)) computed when 
applying the Encoder and then the Decoder on the test set: the error is not larger for testing parameters, while there is a correlation 
with the magnitude of the velocity 𝜁 . We conduct an analogous study on the parametric Burgers’ case in Fig. 7: again, the error on 
unseen parameters is coming from a poor prediction of the NODE. Interestingly, in the left plot of Fig. 7 we see that the error on the 
unseen parameters is considerably larger for values of 𝜈 ≥ 0.1: because for values smaller than 0.1 the sampling is finer, this suggests 
that a finer sampling of the parameter would improve the generalization. From this decoupling experiment we conclude that the 
generalization issues (both in extrapolation and interpolation) of our model are coming from a low generalization power of the 
NODE. Furthermore, generalization in interpolation and extrapolation are equally affected by the sampling: in Fig. 4 our model can 
extrapolate at 𝜈 = 0.001 but fails to do so at 𝜈 = 4.0. However, the distance from the point 𝜈 = 4.0 to the closest point included in 
the training set is 2.0, while the distance of the closest point to 𝜈 = 0.001 belonging to the training set is 0.001. Similarly, the point 
𝜈 = 0.01 is well interpolated, while 𝜈 = 1.0 is not (but again, they are at different distances from their closest point belonging to the 
training set.)

Focusing firstly on the parametric Advection dataset, we test 5 approaches to overcome the generalization issue: latent regulariza-
tion, weight decay of the latent space evolution ODE source term 𝑓𝜃 , information about solution period of the Advection equation through 
positional encoding of time and data-points closer to test points 𝜁 = 0.1, 1.0, 7.0 (more details are given in Appendix C.1) and uniform 
parameter sampling. In Fig. 8, we compare the 5 approaches: only using training data closer to 𝜁 = 0.1, 1.0, 7.0 reduces the test error, 
although we see that for ’Data-points closer to test points’, there is still a significant gap in the nRMSE(𝜇𝜇𝜇) between testing parameters 
and training parameters. Interestingly, when ’Uniform parameter sampling is used’, we notice a stabilization of the nRMSE(𝜇𝜇𝜇) across 
parameters at the expense of the nRMSE(𝜇𝜇𝜇) for training parameters which increases: this signals a potential overfitting regime in the 
baseline, where the model is hyper-optimized for the training parameters.

In Fig. 9 we perform a sampling closer to the test points for the parametric Burgers’ case as well (more details are provided in 
Appendix C.1). For this dataset we see that adding training points closer to the test points reduces the nRMSE(𝜇𝜇𝜇) on test parameters 
much more than in the Advection case.

In conclusion, the experiments performed in this Section highlighted two elements: the generalization error (both in interpolation 
and extrapolation) is caused by the NODE and intelligent data sampling must be adopted in order to overcome this issue. Furthermore, 
we see that generalization is much easier for the Burgers’ case rather than the Advection case: this may signal a struggle of our method 
to generalize well in the case of transport-like phenomena, potentially due to the spectral bias phenomena addressed in Anderson 
et al. [45], i.e., the tendency of NN architectures to approximate better low frequency signals. We see from the right plot of Fig. 6 that 
the AutoEncoder indeed approximates better low frequency signals (the period of the solution is given by 0.5∕𝜁); however we do not 
see such phenomenon on the left plot of Fig. 6, where the error at 𝜁 = 0.1 is much larger than the error at 𝜁 = 4.0. Such observations, 
together with the findings of Fig. 8, indicate that the sampling is more of an issue than the spectral bias.

3.4.  Ablation studies

In Appendix E.1 we conduct ablation studies regarding how the choice of the ODE solver and 3,𝑖 impact the capabilities of the 
method and the generalization in time. In Appendix E.2 we show sensitivity studies concerning 𝛾0 and 𝑝(𝑘2) for the Autoregressive 
training. In Appendix E.3 we experiment with decoupling the AE from the NODE during training.
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4.  Conclusions

In this work we showed how Dimensionality Reduction and Neural ODEs can be coupled to construct a surrogate model of time-
dependent and parametric PDEs. Our model inherits from these two paradigms two important features which are desiderata when 
building DL models that substitute standard numerical solvers, i.e., fast computational inference and continuity in time. The 
former is achieved thanks to the low dimensionality of the reduced space  , while the latter by the definition of the latent dynamics 
through the ODE of Eq. (6). In Section 3 we showed that our methodology surpasses in accuracy several state of the art methods on 
different benchmarks used in the Scientific Machine Learning field. In addition, our model requires significantly less NN’s weights
(thus less memory) and is computationally faster at inference compared to other published methodologies (Tables C.8 and C.9); 
for these reasons relying on dimensionality reduction as opposed to large and overparametrized architectures is going to be key in the 
future for building fast and memory efficient surrogate models of complex physical systems.

5.  Limitations and future research directions

The main limitation of our method is the use of CNNs for Encoding and Decoding, which hinders its applicability to non-uniform 
meshes and makes it necessary to re-train models if inference needs to be done on grid points not used at training: future research 
will explore using Neural Operators for the construction of the Encoder and the Decoder. Another aspect which should be improved 
concerns the definition of an efficient sampling strategy as done in He et al. [42], Bonneville et al. [43] to determine which PDE 
parameters should be used during training in order to be able to overcome the poor generalization to new ones for some datasets, as 
evident from 3.2 and 3.3. Finally, while leaving the construction of  and definition of the function 𝑓𝜃 general gives flexibility to the 
fitting of the training dataset, researching into the interpretability of both  and 𝑓𝜃 can at the same time improve our understanding of 
NNs and build more accurate surrogate models: for example in Cha and Thiyagalingam[54] a method is proposed to disentangle the 
latent space dimensions in order to obtain the true generative factors of the high-dimensional images (in the surrogate modeling case 
those would be the generative factors of the PDE solution); especially interesting would be combining interpretability with physical 
constraints, as it is done in Park et al. [44], where the latent dynamics is forced to respect the first and second laws of thermodynamics.

Source code

Source code is available at https://github.com/Aleartulon/AE_NODE.
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Appendix A.  Runge–Kutta schemes

Runge–Kutta methods [52] are a family of numerical methods for the solution of Ordinary Differential Equations (ODEs). They 
belong to the category of one-step methods, as such they do not use any information from previous time steps. Given 𝑡𝑖 ∈ 𝐓, a standard 
explicit Runge–Kutta method would solve Eq. (6) as: 

𝜀(𝑡𝑖+1|𝜇𝜇𝜇) = 𝜀(𝑡𝑖|𝜇𝜇𝜇) + Δ𝑡𝑖+1,𝑖
𝑞
∑

𝑗=1
ℎ𝑗𝑏𝑗 , (A.1)

where 𝑞 is called the stage of the Runge–Kutta approximation, Δ𝑡𝑖+1,𝑖 = 𝑡𝑖+1 − 𝑡𝑖 and:
𝑏1 =𝑓 (𝜀(𝑡𝑖|𝜇𝜇𝜇), 𝑡𝑖,𝜇𝜇𝜇),

𝑏2 =𝑓 (𝜀(𝑡𝑖|𝜇𝜇𝜇) + (𝑎2,1𝑏1)Δ𝑡𝑖+1,𝑖, 𝑡𝑖 + 𝑐2Δ𝑡𝑖+1,𝑖,𝜇𝜇𝜇),

⋮

𝑏𝑘 =𝑓 (𝜀(𝑡𝑖|𝜇𝜇𝜇) +
𝑘−1
∑

𝑙=1
𝑎𝑘,𝑙𝑏𝑙Δ𝑡𝑖+1,𝑖, 𝑡𝑖 + 𝑐𝑘Δ𝑡𝑖+1,𝑖,𝜇𝜇𝜇).

The matrix composed by 𝑎𝑖𝑗 is known as Runge–Kutta matrix, ℎ𝑗 are the weights and 𝑐𝑗 are the nodes, with their values given by the 
Butcher tableau [55].

Fig. A.10. Time evolution of a one dimensional 𝜀(𝑡|𝜇𝜇𝜇) is shown (dot line). The red points indicate the steps in time used during the training, at 
intervals of Δ𝑡𝑖+1,1, and the green points show the points in time that can be predicted at testing time at distance of Δ𝑡𝑖+1,1∕𝛼, where 𝛼 ∈ [1,∞). (For 
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

A.1.  The effect of the stage of RK on time generalization

In this work we use a fixed Runge–Kutta time stepper, and to go from the state 𝑖 to the state 𝑖 + 1 we do not step trough intermediate 
states. We defined the Processor of Eq. (7) with a Δ𝑡𝑖+1,𝑖 dependency as we want to perform inference even at temporal discretizations 
finer than the one used at training. Although this task may look trivial as 𝜋𝜃 directly takes Δ𝑡𝑖+1,𝑖 as input, it raises the following issue 
when solving the ODE. Let us consider a processor 𝜋𝜃 which evolves in time the latent vector 𝜀(𝑡|𝜇𝜇𝜇) using an Euler integration scheme 
(from here on we omit the 𝜇𝜇𝜇 dependency for ease of reading): 

𝜀(𝑡𝑖+1) = 𝜀(𝑡𝑖) + Δ𝑡𝑖+1,𝑖 𝑓𝜃(𝜀(𝑡𝑖)), (A.2)

and let us define a moment in time 𝑡𝑚 such that 𝑡𝑖 < 𝑡𝑚 < 𝑡𝑖+1. We want 𝑓𝜃 to satisfy the following conditions: 
{

𝜀(𝑡𝑖+1) = 𝜀(𝑡𝑖) + Δ𝑡𝑖+1,𝑖 𝑓𝜃(𝜀(𝑡𝑖)),

𝜀(𝑡𝑖+1) = 𝜀(𝑡𝑚) + (Δ𝑡𝑖+1,𝑖 − Δ𝑡𝑚,𝑖) 𝑓𝜃(𝜀(𝑡𝑚))),
(A.3)

where 𝜀(𝑡𝑚) = 𝜀(𝑡𝑖) + Δ𝑡𝑚,𝑖 𝑓𝜃(𝜀(𝑡𝑖)). By taking the difference of the two Equations of (A.3) we get that

𝑓𝜃(𝜀(𝑡𝑖)) = 𝑓𝜃(𝜀(𝑡𝑚)), (A.4)
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i.e., when we use the Euler scheme 𝑓𝜃 must be a constant if we want 𝜋𝜃 to be coherent with its predictions at the variation of Δ𝑡𝑖+1,𝑖. 
Notice that a constant 𝑓𝜃 would imply a linear time dependence of 𝜀(𝑡) (the dotline of Fig. A.10 would be a line), meaning that the 
construction of  would be subjected to a strong constraint, thus limiting the expressiveness of the AE. For a RK method of order 2 
instead: 

𝜀(𝑡𝑖+1) = 𝜀(𝑡𝑖) + Δ𝑡𝑖+1,𝑖𝑓𝜃
(

𝜀(𝑡𝑖) +
1
2
Δ𝑡𝑖+1,𝑖 𝑓𝜃(𝜀(𝑡𝑖))

)

, (A.5)

where 𝑓𝜃 is evaluated at Δ𝑡𝑖+1,𝑖∕2. We want 𝑓𝜃 to respect the following system: 
{

𝜀(𝑡𝑖+1|𝜇𝜇𝜇) = 𝜀(𝑡𝑖|𝜇𝜇𝜇) + Δ𝑡𝑖+1,𝑖𝑓𝜃(𝜀(𝑡𝑖+1𝑖 |𝜇𝜇𝜇)),

𝜀(𝑡𝑖+1|𝜇𝜇𝜇) = 𝜀(𝑡𝑖|𝜇𝜇𝜇) + Δ𝑡𝑚,𝑖𝑓𝜃(𝜀(𝑡𝑚𝑖 |𝜇𝜇𝜇)) + (Δ𝑡𝑖+1,𝑖 − Δ𝑡𝑚)𝑓𝜃(𝜀(𝑡𝑖+1𝑚 |𝜇𝜇𝜇)),
(A.6)

where 𝑡𝑖 < 𝑡𝑚 < 𝑡𝑖+1, 𝑡𝑗𝑘 =
𝑡𝑗+𝑡𝑘
2  and 𝜀(𝑡𝑗𝑘|𝜇𝜇𝜇) = 𝜀(𝑡𝑘|𝜇𝜇𝜇) +

Δ𝑡𝑗,𝑘
2 𝑓𝜃(𝜀(𝑡𝑘|𝜇𝜇𝜇)). By taking the difference of System (A.6) we get: 

Δ𝑡𝑖+1,𝑖𝑓𝜃(𝜀(𝑡𝑖+1𝑖 |𝜇𝜇𝜇)) = Δ𝑡𝑚,𝑖𝑓𝜃(𝜀(𝑡𝑚𝑖 |𝜇𝜇𝜇)) + (Δ𝑡𝑖+1,𝑖 − Δ𝑡𝑚)𝑓𝜃(𝜀(𝑡𝑖+1𝑚 |𝜇𝜇𝜇)), (A.7)

which, by going back to full notation, results in the following Equation: 

Δ𝑡𝑖+1,𝑖𝑓𝜃

[

𝜀(𝑡𝑖|𝜇𝜇𝜇) +
Δ𝑡𝑖+1,𝑖

2
𝑓𝜃(𝜀(𝑡𝑖|𝜇𝜇𝜇))

]

= Δ𝑡𝑚,𝑖𝑓𝜃

[

𝜀(𝑡𝑖|𝜇𝜇𝜇) +
Δ𝑡𝑚,𝑖
2

𝑓𝜃(𝜀(𝑡𝑖|𝜇𝜇𝜇))
]

+

+ (Δ𝑡𝑖+1,𝑖 − Δ𝑡𝑚)𝑓𝜃

[

𝜀(𝑡𝑖|𝜇𝜇𝜇) +
Δ𝑡𝑚,𝑖
2

𝑓𝜃(𝜀(𝑡𝑖|𝜇𝜇𝜇)) +
Δ𝑡𝑖+1,𝑚

2
𝑓𝜃

[

𝜀(𝑡𝑖|𝜇𝜇𝜇) +
Δ𝑡𝑚,𝑖
2

𝑓𝜃(𝜀(𝑡𝑖|𝜇𝜇𝜇))
]]

,
(A.8)

where 𝜀(𝑡𝑖|𝜇𝜇𝜇) +
Δ𝑡𝑚,𝑖
2 𝑓𝜃(𝜀(𝑡𝑖|𝜇𝜇𝜇)) = 𝜀(𝑡𝑚|𝜇𝜇𝜇). The constraint to which 𝑓𝜃 is now subjected allows for a more complex form of 𝑓𝜃 which in 

turns results in a reduced space  more capable of adapting to the complexity of the original space . It follows that, if we require 
𝑓𝜃 to generalize to a variable Δ𝑡𝑖+1,𝑖, the higher the stage of the Runge–Kutta scheme used, the more complex 𝑓𝜃 can be and the more 
complex the reduced space  can be.

Appendix B.  Architecture details

As detailed in Section 2.3, our model is made up of three components: an Encoder 𝜑𝜃 , a Processor 𝜋𝜃 and a Decoder 𝜓𝜃 .

Table B.4 
The structure of the Encoder 𝜑𝜃 layer by layer, for a 2D case. 𝑚 is the dimension of the so-
lution field 𝑠(𝐱, 𝑡|𝜇𝜇𝜇), 𝑁 is the size of the spatial discretization of the field in the 𝑥 and in the 
𝑦 axis, 𝐹𝑒 = [𝐹𝑒1,… , 𝐹 𝑒𝐿−2] is the vector of convolutional filters, 𝐾𝑒 = [𝐾𝑒1,… , 𝐾𝑒𝐿−2] is 
the vector of kernels , 𝑗 ∈ {2, 𝐿 − 2} and 𝜆 is the latent dimension. The Flat layer takes all 
the features coming from the last Convolutional layer and flattens them in a 1D vector. 
This example is easily reduced to the 1D case.
 Layer Number  Input size  Output size  Filters  Kernel  Stride
1 (Convolutional) [𝑚,𝑁,𝑁] [𝐹𝑒1 , 𝑁,𝑁] 𝐹𝑒1 [𝐾𝑒1 , 𝐾𝑒1] [1, 1]
2 (Convolutional) [𝐹𝑒1 , 𝑁,𝑁] [𝐹𝑒2 ,

𝑁
2
, 𝑁

2
] 𝐹𝑒2 [𝐾𝑒2 , 𝐾𝑒2] [2, 2]

⋮
𝑗 (Convolutional) [𝐹𝑒𝑗−1 ,

𝑁
2𝑗−2

, 𝑁
2𝑗−2

] [𝐹𝑒𝑗 ,
𝑁
2𝑗−1

, 𝑁
2𝑗−1

] 𝐹𝑒𝑗 [𝐾𝑒𝑗 , 𝐾𝑒𝑗 ] [2, 2]
⋮
𝐿 − 1 (Flat layer)
𝐿 (Linear) [𝐹𝑒𝐿−2 ×

𝑁
2𝐿−3

× 𝑁
2𝐿−3

] [𝜆]

Encoder. We build 𝜑𝜃 as a series of Convolutional layers [56] followed by a final Linear layer as in the 2D example of Table B.4.
The first layer has stride 1 to do a preprocessing of the fields and the subsequent layers up to the Flat layer halve each spatial 

dimension by 2. We use as activation function after each Convolutional layer the GELU function [57] and we do not use any activation 
function after the final Linear layer to not constrain the values of the latent space. We experimented with Batch Normalization [58] 
and Layer Normalization layers [59] between the Convolutional layers and the GELU function but we did not notice any improvements 
in the results. The weights of all the layers are initialized with the Kaiming (uniform) initialization [60]. Notice that we are not using 
any Pooling layer [61] to reduce the dimensionality but only strided Convolutions, as Pooling layers would enforce translational 
invariance which is not always a desired property.

Processor. Inside the Processor 𝜋𝜃 , in practice only the function 𝑓𝜃 which approximates 𝑓 of Eq. (6) is parametrized by a NN with 
𝑓𝜃(𝜀(𝑡|𝜇𝜇𝜇),𝜇𝜇𝜇) being a function of both 𝜀(𝑡|𝜇𝜇𝜇) and 𝜇𝜇𝜇. We experimented with the parameter dependency in two ways:

• 𝜇𝜇𝜇 is simply concatenated to the reduced vector 𝜀(𝑡|𝜇𝜇𝜇). In this case 𝑓𝜃 ∶ ℝ𝜆+𝑧 → ℝ𝜆, where 𝑧 is the dimensionality of 𝜇𝜇𝜇 and 𝜆 the 
latent dimension.
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Table B.5 
The structure of the Decoder 𝜓𝜃 layer by layer, for a 2D case. ’T.’ stands for ’Transposed’.
 Layer Number  Input size  Output size  Filters  Kernel  Stride
1 (Linear) [𝜆] [𝐹𝑑1 ×

𝑁
2𝐿−3

× 𝑁
2𝐿−3

]
2 (Reshape layer)
⋮
𝑗 (T. Convolutional) [𝐹𝑑𝑗−2 ,

𝑁
2𝐿−𝑗

, 𝑁
2𝐿−𝑗

] [𝐹𝑑𝑗−1 ,
𝑁

2𝐿−𝑗−1
, 𝑁
2𝐿−𝑗−1

] 𝐹𝑑𝑗−1 [𝐾𝑑𝑗−1 , 𝐾𝑑𝑗−1] [2, 2]
⋮
𝐿 − 1 (T. Convolutional) [𝐹𝑑𝐿−3 ,

𝑁
2
, 𝑁

2
] [𝐹𝑑𝐿−2 , 𝑁,𝑁] 𝐹𝑑𝐿−2 [𝐾𝑑𝐿−3 , 𝐾𝑑𝐿−3] [2, 2]

𝐿 (T. Convolutional) [𝐹𝑑𝐿−2 , 𝑁,𝑁] [𝑚,𝑁,𝑁] [𝑚] [𝐾𝑑𝐿−2 , 𝐾𝑑𝐿−2] [1, 1]

• The vector 𝜀(𝑡|𝜇𝜇𝜇) is conditioned to 𝜇𝜇𝜇 through a FiLM layer [62]. This means defining the function 𝛼 ∶ ℝ𝑧 → ℝ𝜆 and the function 
𝜏 ∶ ℝ𝑧 → ℝ𝜆. The input to 𝑓𝜃 will thus be 𝛼(𝜇𝜇𝜇)⊙ 𝜀(𝑡|𝜇𝜇𝜇) + 𝜏(𝜇𝜇𝜇), where ⊙ is the Hadamard product. 𝛼 and 𝜏 are chosen to be simple 
Linear layers.

In both cases 𝑓𝜃 is built as a sequence of Linear layers followed by the GELU activation function. Importantly the activation function 
is not used after the last Linear layer as this is a regression problem.

Decoder. We build 𝜓𝜃 as a Linear layer followed by a series of Transposed Convolutional layers [56] as shown in Table B.5. The initial 
Linear layer and the last Transposed Convolutional layer are not followed by an activation function while the other Transposed 
Convolutional layers are followed by a GELU function. We do not use any activation function for the Linear layer for symmetry 
with the Encoder, while for the last layer of the Decoder because this is a regression task. After the Reshape layer each Transposed 
(T.) Convolutional layer doubles the dimensionality in both 𝑥 and 𝑦 dimensions until the layer number 𝐿 − 1. The last layer does 
not increase the dimensionality of the input (stride = 1) and is just used to go to the final dimensionality 𝑚 of the solution field 𝑠. 
𝐹𝑑 = [𝐹𝑑1,… , 𝐹 𝑑𝐿−2] is the vector of convolutional filters, 𝐾𝑒 = [𝐾𝑑1,… , 𝐾𝑑𝐿−2] is the vector of kernels, 𝑗 ∈ {3, 𝐿 − 1}.

B.1.  Normalization of the inputs

In order to facilitate the training process we normalize the inputs, as standard Deep Learning practice. We use a max-min nor-
malization both for the input fields 𝑠 and for the parameters 𝜇𝜇𝜇. We do not normalize Δ𝑡𝑖+1,𝑖. By max-min normalization, we mean the 
following: given an input 𝑦, we transform it accordingly to 𝑦→ 𝑦−𝑚𝑖𝑛(𝐷𝑦)

𝑚𝑎𝑥(𝐷𝑦)−𝑚𝑖𝑛(𝐷𝑦)
, where 𝑚𝑎𝑥(𝐷𝑦) and 𝑚𝑖𝑛(𝐷𝑦) are computed over the 

training datasets 𝐷𝑦 to which 𝑦 belongs. In our experiments 𝑠 is a scalar field so we only compute one tuple (𝑚𝑎𝑥(𝐷𝑠), 𝑚𝑖𝑛(𝐷𝑠)). In the 
case of 𝜇𝜇𝜇 instead, since each parameter 𝜇𝑖 can belong to a different scale, we compute 𝑧 tuples (𝑚𝑎𝑥(𝐷𝜇𝑖 ), 𝑚𝑖𝑛(𝐷𝜇𝑖 )) with 𝑖 ∈ {1, 𝑧}. 
We normalize accordingly the parameters for all the datasets while the input fields for all the datasets but the Burgers’ Equation and 
the parametric Advection.

Appendix C.  Training and hyperparameter details

In all the experiments we use the Adam optimizer [63] and we stop the training if the validation loss has not decreased for 200
epochs. We use an Exponential Learning Rate Scheduler, with a decay parameter 𝛾𝑙𝑟. We set 5000 as the maximum number of epochs. 
In all the experiments, unless otherwise specified, we used 𝑞 = 4 as the stage of the RK algorithm. We use 𝑡𝑟 for training and 𝑣𝑙 for 
validation, defined as 

𝑣𝑙 = 𝑡𝑟 +
𝐹
∑

𝑖=1

||𝑠𝑟
(

𝐱, 𝑡𝑖|𝜇𝜇𝜇
)

− 𝑠̃𝑟
(

𝐱, 𝑡𝑖|𝜇𝜇𝜇
)

||2

||𝑠𝑟
(

𝐱, 𝑡𝑖|𝜇𝜇𝜇
)

||2
, (C.1)

with 𝑠𝑟
(

𝐱, 𝑡𝑖|𝜇𝜇𝜇
) being the ground truth solution at time 𝑡𝑖 and parameters 𝜇𝜇𝜇.

In Table C.6 we detail the training-validation-test splits and the hyperparameters of our model for the experiments of Section 3.1.
In Table C.7 we detail the training-validation-test splits and the hyperparameters of our model for the experiments of Section 3.2.

C.1.  Strategies for the improvement of parameter generalization

In Section 3.3 we experiment with possible methods to improve the generalization abilities of our model to testing parameters. 
Fig. 8 compares the performance of the following five strategies to that of the baseline in Fig. 3 for the parametric Advection dataset:
1. Latent regularization: we increase the value of 𝜆𝑟𝑔 (set to 0 in the baseline) to check whether the generalization benefits from 
suppressing unimportant degrees of freedom of the latent space.

2. Weight decay of latent space evolution ODE source term 𝑓𝜃 : we set the ’weight decay’ parameter of the Adam optimizer to 1𝑒 − 6
(lower would largely increase the nRMSE) for the NN weights of 𝑓𝜃 to prevent overfitting it to the training data.

3. Information about solution period: we exploit the knowledge that the PDE solution 𝑠(𝐱, 𝑡|𝜁 ) has a period 𝑇𝜁 = 0.5
𝜁  by augmenting the 

vector of parameters 𝜇𝜇𝜇 = 𝜁 that is given as input to 𝑓𝜃 with the vector 
[

sin
(

2𝜋
0.5∕𝜁 𝑡

)

, cos
(

2𝜋
0.5∕𝜁 𝑡

)]

, informing 𝑓𝜃 with the explicit 
periodicity of the solution.
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Table C.6 
Training and hyperparameter details for the PDEs with fixed parameters. Training, valida-
tion and test rows signal which time series are taken from the datasets, i.e., 1–8000 means 
between the 1st and the 8000th series were taken. Initial learning rate (LR) and architecture 
details are included, together with regularization details.
 Parameter  1D Advection  1D Burgers  2D Shallow-Water
 Training  1–8000  1–8000  1–800
 Validation  8001–9000  8001–9000  801–900
 Test  9001–10000  9001–10000  901–1000
 Initial LR  0.001  0.0014  0.001
𝛾𝑙𝑟  0.997  0.999  0.999
 Batch Size  16  32  16
𝐹𝑒  [8,16,32,64,64,64,64]  [8,16,32,32,32,32,32]  [8,32,32,32,32,32,32]
𝐹𝑑  [64,64,64,64,32,16,1]  [32,32,32,32,32,16,1,1]  [32,32,32,32,32,16,1,1]
𝐾𝑒  [5,5,5,5,5,5,5]  [5,5,3,3,3,3,3]  [5,5,3,3,3,3,3]
𝐾𝑑  [6,6,6,6,6,6,5]  [4,4,4,4,4,4,3,3]  [4,4,4,4,4,4,3,3]
𝑓𝜃 layer no.  2  4  2
𝑓𝜃 neuron no.  50  200  50
𝜆  30  30  20
𝜆𝑟𝑔  0.0  0.001  0.001

Table C.7 
Training and hyperparameter details for the PDEs with varying parameters. Train and Test 
parameter (par.) rows signal which PDE parameter values were selected. Train, Validation 
(Val.) and Test data rows show which time series are taken from the datasets, i.e., 1–8000 
means between the 1st and the 8000th series were taken, while for Molenkamp the number 
of uniformly sampled parameter values are given. Initial learning rate (LR) and architecture 
details are included, together with regularization details. The Molenkamp problem had GELU 
activation functions in the last layer of the Encoder and the first layer of the Decoder.
 Parameter  1D Advection  1D Burgers  2D Molenkamp
 PDE par. 𝜁 𝜈 𝜆1 ,… , 𝜆5
 Train par. 0.2, 0.4, 0.7, 2.0, 4.0 0.002, 0.004, 0.02, 0.04, 0.2, 0.4, 2.0  Uniform sampling
 Test par. 0.1, 1.0, 7.0 0.001, 0.01, 0.1, 1.0, 4.0  Uniform sampling
 Train data  1–8000/𝜁  1–8000  5000
 Val. data  8000–9000/𝜁  8000–9000  200
 Test data  9000–10000/𝜁  9000–10000  100
 LR  0.0018  0.0018  0.0015
𝛾𝑙𝑟  0.995  0.995  0.995
 Batch Size  64  124  16
𝐹𝑒  [8,16,32,32,32,32,32]  [8,32,32,32,32,32,32]  [8,16,32,32,32,32,32]
𝐹𝑑  [32,32,32,32,32,16,1]  [32,32,32,32,32,16,1,1]  [32,32,32,32,32,16,1,1]
𝐾𝑒  [5,5,3,3,3,3,3]  [5,5,3,3,3,3,3]  [5,5,3,3,3,3,3]
𝐾d  [4,4,4,4,4,4,3]  [4,4,4,4,4,4,3,3]  [4,4,4,4,4,4,3,3]
𝑓𝜃 Layers  4×200  4×200  2×100
𝜆  30  30  5
𝜆𝑟𝑔  0.0  0.0  0.0
𝛾0 1∕500 1∕1000 1∕500

4. Data-points closer to test points: we add points 𝜁 ∈ {0.05, 1.05, 7.05} to the training data set. Each added 𝜁 has the same 8000 initial 
conditions for training and 1000 conditions for validation as the baseline, as explained in Appendix C.

5. Uniform parameter sampling: we use 𝜁 ∈ [0.5, 7.05] values sampled uniformly with steps of 0.05 as training values. We exclude from 
the training set 𝜁 ∈ {0.1, 1.0, 7.0}. The training initial conditions (per parameter 𝜁) are the first initial conditions from the 1st to the 
250th used by the baseline and the initial conditions for validation are the ones from the 250th to the 300th used by the baseline 
(Appendix C). So we use less initial conditions per 𝜁 compared to the baseline case.

Fig. 9 compares the performance the "Data-points closer to test points’ strategy to that of the baseline in Fig. 4) for the Burgers’ 
case. We add points 𝜈 ∈ {0.11, 1.1, 4.1} to the training data set. Each added 𝜈 has the same 8000 initial conditions for training and 1000
conditions for validation as the baseline, as explained in Appendix C.

C.2.  Training instabilities

𝑇 ,𝑘12  and especially 𝐴,𝑘22  can involve complex gradients. During the training, this can sometimes lead the NN to be stuck in the 
trivial minimum for 𝑇2,𝑖 and 𝐴2,𝑖 which consists in 𝜑𝜃 and 𝜋𝜃 returning a constant output. Based on our experiments some datasets 
are particularly sensitive to this problem, while others are not affected by it, and the following measures help avoiding the trivial 
solution:
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Table C.8 
Comparison of the inference time. The dataset used 
is the Burger’s one with 𝜈 = 0.001. We do not con-
sider the time spent for sending the batches from 
the CPU to the GPU; the time measured is the time 
taken to do inference on the whole testing dataset 
of 1000 initial conditions with a batchsize of 64. 
Inference time shows the mean and standard devi-
ation, which we computed for our model by doing 
inference 100 times. Values of models used for com-
parisons are taken from Hagnberger et al. [46].
 Time resolution  Model  Inference time [ms]

 Ours 466.73±68.38

 FNO 917.77±2.51

 41  VCNeF 2244.04±6.65

 Galerkin 2415.99±54.56

 VCNeF s. 4853.17±75.29

 OFormer 6025.75±12.75

 Ours 932.43136.588

 FNO 1912.19±56.03

 81  VCNeF 4422.65±4.11

 Galerkin 4940.80±89.44

 VCNeF s. 9701.80±84.48

 OFormer 12081.98±19.39

 Ours 1440.67±250.29

 FNO 2808.04±82.22

 121  VCNeF 6606.41±3.0

 Galerkin 7908.18±96.52

 VCNeF s. 14577.00±112.83

 OFormer 17965.47±14.19

 Ours 1846.729±270.72

 FNO 3733.10±62.94

 161  VCNeF 6084.04±9.37

 Galerkin 10295.78±116.50

 VCNeF s. 19449.80±113.73

 OFormer 24108.24±6.45

 Ours 2389.07386.02

 FNO 4614.21±97.52

 201  VCNeF 7584.48±1.86

 Galerkin 13151.47±93.95

 VCNeF s. 24252.38±101.41

 OFormer 29986.81±6.35

 Ours 2773.019406.31

 FNO 5572.07±109.23

 240  VCNeF 8935.28±7.08

 Galerkin 15600.60±262.51

 VCNeF s. 29063.89±79.58

 OFormer 35900.51±6.71

• Removing the biases from the Encoder.
• Using (Batch/Layer) Normalization layers in the Encoder (not necessarily after each convolution).
• Careful tuning of the learning rate (lowering the learning rate or increasing the batch size).
• Warm up of the learning rate.
• Turning off the more complex 𝑇 ,𝑘12,𝑖  and 𝐴,𝑘22,𝑖  terms for the initial epochs (e.g., during the warm up of the learning rate) by 
setting 𝛽 and 𝛾 to zero, if the instabilities come mostly from these terms. This allows for an initial construction of  with simpler 
constraints.

C.3.  Hardware details

For training we use either an NVIDIA A40 40 GB or an NVIDIA A100 80GB PCIe depending on availabilities.

C.4.  Model size and inference speed

In Table C.9 we show the number of NNs weights associated with our model and the models used for comparison from Hagnberger 
et al. [46]. In Table C.8 we report the inference time for the Burgers’ dataset with 𝜈 = 0.001. We do not consider the time spent for 
sending the batches from the CPU to the GPU; the time measured is the time taken to do inference on the whole testing dataset of 
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Table C.9 
Model size of the different architectures. In the first line of 
the 1D Advection case we show the number of weights of 
our model for 𝜁 = 0.01/𝜁 varying.

 Model size (# NNs weights)
 Model  Advection  Burgers’  Molenkamp
 Ours  188,549 / 214,461  216,657  166,825
 Galerkin T.  530,305  530,305  –
 FNO  549,569  549,569  –
 U-Net  557,137  557,137  –
 MP-PDE  614,929  614,929  –
 OFormer  660,814  660,814  –
 VCNeF  793,825  793,825  1,594,005

1000 initial conditions with a batchsize of 64. We use an NVIDIA A100 80GB PCIe to conduct the inference test. Inference time of 
other methods is from Hagnberger et al. [46] where they use an NVIDIA A100-SXM4 80GB GPU.

C.5.  Training budget

This section summarizes the available information about the training budgets for both our method and the ones used for compar-
ison. For the Molenkamp test we trained the method of comparison ourselves. For all other experiments, the information we have 
about the trainings of comparison methods comes from Hagnberger et al. [46] as we directly compare to the results within.

C.5.0.1.  Molenkamp test. Our method was trained for 1325 epochs in a total time of 13.5 h, and training stopped because the validation 
loss had not decreased for 200 epochs. The comparison VCNeF method of Hagnberger et al. [46] was trained for 500 epochs for a total 
time of 24.4 h, using the ’One Cycle Scheduler’ [64], with maximum learning rate of 0.2, initial and final division factors of 0.003 and 
0.0001, respectively, with each epoch taking approximately 176 s. Both trainings used the same GPU (NVIDIA A100 80GB PCIe).

Not parametric-1D Burgers. Our model has been trained for 4336 epochs, each of which taking approximately 6.1 s on a single NVIDIA 
A100 80GB PCIe, for a total of 7.3 h. The comparison VCNeF training took 18 s per epoch and was trained for 500 epochs in parallel
on 4 NVIDIA A100-SXM4 80GB GPUs, for a total of 2.5 h. Appendix E.3 of Hagnberger et al. [46] gives no additional information 
about training times; only stating that all methods have been trained for 500 epochs, except for MP-PDE using 20 epochs.

Not parametric-1D advection. Our model has been trained for 1724 epochs, each taking approximately 10 s on a single NVIDIA A100 
80GB PCIe, for a total of 4.8 h. Comparison methods have been trained for 500 epochs, except for MP-PDE using 20 epochs, without 
any additional information available.

Parametric 1D Burgers. Our model has been trained for 1330 epochs on a single NVIDIA A100 80GB PCIe, for a total of 25.1 h. 
Comparison methods have been trained for 500 epochs, except for MP-PDE using 20 epochs, without any additional information 
available.

Parametric 1D advection. Our model has been trained for 1607 epochs on a single NVIDIA A100 80GB PCIe, for a total of 48 h. 
Comparison methods have been trained for 500 epochs, except for MP-PDE using 20 epochs, without any additional information 
available.

Shallow water equations. Our model has been trained for 1366 epochs on a single NVIDIA A100 80GB PCIe, for a total of 3.3 h.

Appendix D.  Methods used for comparison

In Section 3 we compare our model to the following methods:

Fourier neural operator (FNO). Li et al. [21]: it is a particular case of a Neural Operator, i.e., a class of models which approximate 
operators and that can thus perform mapping from infinite-dimensional spaces to infinite-dimensional spaces. The name comes from 
the assumption that the Kernel of the operator layer is a convolution of two functions, which makes it possible to exploit the Fast 
Fourier Transform under particular circumstances.

cFNO. Takamoto et al. [47]: it is an adaptation of the FNO methodology which allows to add the PDE parameters as input.

Message passing neural PDE solver (MP-PDE). Brandstetter et al. [29]: it leverages Graph Neural Networks (GNNs) for building sur-
rogate models of PDEs. All the components are based on neural message passing which representationally contain classical methods 
such as finite volumes, Weighted Essentially Non-Oscillatory (WENO) schemes and finite differences.
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U-Net. Ronneberger et al. [65]: it is a method based on an Encoder-Decoder architecture with skip connections between the down-
sampling and upsampling procedures. Originally it emerged for image segmentation tasks and but has since been applied to the field 
of PDE solving as well [27].

Coordinate-based model for operator learning (CORAL). Serrano et al. [66]: it is a method which leverages Neural Fields [67] for the 
solution of PDEs on general geometries and general time discretizations.

Galerkin transformer (Galerkin). Cao[68]: it is a Neural Operator based on the self-attention mechanism from Transformers with a 
novel layer normalization scheme mimicking the Petrov–Galerkin projection.

Operator transformer (OFormer). Li et al. [69]: it is a Neural Operator which leverages the fact that the self-attention layer of Trans-
formers is a special case of an Operator Layer (as shown in Kovachki et al. [18]) to build a PDE solver.

cOFormer. It is an adaptation of the OFormer architecture which allows for the query of PDE parameters as inputs, following what 
is done in Takamoto et al. [48].

Vectorized conditional neural fields (VCNeF). Hagnberger et al. [46]: it is a transformer based model which leverages neural fields to 
represent the solution of a PDE at any spatial point continuously in time. For the Molenkamp test we implemented the VCNeF method 
from the Git-Hub repository of Hagnberger et al. [46], using the same ’One Cycle Scheduler’ [64] with maximum learning rate at 0.2, 
initial division factor 0.003 and final division factor 0.0001 for training. We employ 1000 epochs, a batch size of 40, an embedding 
size of 96, 1 transformer layer with 8 heads and 6 modulation blocks. 

Physics-informed neural networks (PINN). Raissi et al. [70]: it is a class of methods which uses the physical knowledge of the system 
(in this case the PDE) to improve the approximate solution of the PDE by the NN (via e.g., penalizing the PDE residual too in the 
loss).

The above methods have been implemented in Hagnberger et al. [46] (for the 1D Advection and 1D Burgers results) and [48] (for 
the 2D Shallow Water results) and we used the reported values to compare our results to in Section 3.

Appendix E.  Ablation studies

E.1.  The role of the ODE solver and of 3 in time generalization

In Fig. E.11a we show the effect of the stage 𝑞 of the RK algorithm used to solve Eq. (6) for the Burgers’ dataset with 𝜈 = 0.001. 
We see that by increasing 𝑞 not only the nRMSE(𝑡) (from Eq. (F.11)) is lowered, but also the gap between the trajectory of Δ𝑡 = 0.05
(used during training) and Δ𝑡 = 0.01 is decreased, i.e., the larger the 𝑞 the better the generalization in time during inference. This is 
particularly clear when looking at the nRMSE(𝑡) of 𝑞 = 3 and 𝑞 = 4, since for Δ𝑡 = 0.05 they are almost the same, while for Δ𝑡 = 0.01
it is noticeably lower when 𝑞 = 4. In Fig. E.11b we do the same experiment with the Advection dataset: here only for 𝑞 = 1 there is a 
big gap between the prediction at Δ𝑡 = 0.05 and Δ𝑡 = 0.01.

In Fig. E.11c once again we show the same pattern for the Molenkamp dataset: increasing the value of 𝑞 results in a better capability 
of the model to generalize in time during inference by taking a smaller Δ𝑡.

In Fig. E.11d we show a comparison of the nRMSE(𝑡) on the Burgers’ dataset with 𝜈 = 0.001 between using the full loss 𝑡𝑟 and 
switching off 3 by setting 𝛿 = 0: while for Δ𝑡 = 0.05 (the one used at training) the two curves are comparable, for Δ𝑡 = 0.01 a huge 
gap is present. This result is in line with the reasoning that 3 helps the model to generalize in time, as explained Section 2.6.

E.2.  Impact of 𝛾0 and 𝑝(𝑘2) in the autoregressive strategy

The autoregressive term 𝛾 𝐴,𝑘22,𝑖  during the training is multiplied by a scalar 𝛾, where initially 𝛾 = 𝛾0 < 1 and is increased every 
epoch by an amount of 𝛾0 until 𝛾 = 1. In Fig. E.12 we vary the value of 𝛾0 from 0 (Teacher Forcing) to 0.002. We also experimented 
with higher values (𝛾0 = 0.01, 0.1, 1) but resulted in NaN errors in the training. We see a trend where the higher the value of 𝛾0 the 
lower the error; however it comes with a more unstable training process which may require careful hyperparameters tuning.

Furthermore, in Fig. E.13 we experiment with varying the value of 𝑝(𝑘2) on the parametric Burgers dataset, where 𝑝(𝑘2) is the 
amount of epochs needed for 𝑘2 to be increased by 1: no significant difference is present in the three experiments.

E.3.  Coupling of AE and NODE

In Section 2 we stated that the training of the AutoEncoder was coupled with the training of the Neural ODE. This choice was 
rooted in the assumption that training the encoder 𝜑𝜃 and the decoder 𝜓𝜃 together with 𝑓𝜃 pushes the NNs’s weights towards a 
minimum such that the latent space  allows for an easier modeling of the latent dynamics through 𝑓𝜃 , since  and 𝑓𝜃 are built at 
the same time. In this section we give some empirical results backing up such decision.

Firstly, how different is the latent space found when the training is coupled from when it is not coupled? In Fig. E.14 we show the 
Time evolution for a given initial condition and for a given parameter instance from the test set of the corresponding latent vector 𝜀, 
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Fig. E.11. nRMSE(𝑡) when varying the stage 𝑞 of the RK algorithm to solve the ODE of Eq. (6) for the Burgers’ (a), Advection (b) and Molenkamp 
datasets (c) and when using 3 in the training (d). In (a)-(c) the same 𝑞 is used at training and inference. Increasing 𝑞 improves the predictions 
when using the same Δ𝑡 as during training (Δ𝑡 = 0.01) and also yields better generalization in time. In (d) the presence of 3 at training (red curves) 
improves the generalization in time. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of 
this article.)
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Fig. E.12. We show the impact of the scheduling chosen for the autoregressive term with the variation of 𝛾0. Teacher Forcing is equivalent to 𝛾0 = 0.

Fig. E.13. We show the impact of varying the term 𝑝(𝑘2). No noticeable difference is present at its variation.

both for the parametric Advection and Burgers case. In both cases the most evident difference between coupling and not is the scale 
of the variation of each latent dimension: it is larger for the not coupled models and very small for the coupled one, as shown in 
Fig. E.15. Finally, in Fig. E.17 we compare the nRMSE(𝜇𝜇𝜇) distribution of both the parametric Advection and parametric Burgers case 
when the system is trained coupled and when not: the error is smaller when the training is performed coupled.

We thus observed 3 phenomena:

• the error of the AutoEncoder is smaller when the training is not coupled (Fig. E.16);
• the shape of the latent space is not dramatically different in the two cases (Figs. E.14 and E.15). The main distinction is observed 
in the scale of the variation of each dimension of the latent vectors over time, which is considerably smaller in the coupled case;

• the approximation error of the PDE solution is smaller when the training is coupled (Fig. E.17).

It is difficult by looking at Fig. E.14 to justify why it is true that the latent space found in the coupled case is more easily approximated 
by the NODE, we only report what we observed experimentally. We conclude by reporting that training the two processes decoupled 
results in a much more stable training process, which did not require the use of the tricks documented in Appendix C.2 as in the 
coupled case.
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Fig. E.14. Time evolution of the latent vector 𝜀(𝑡|𝜇𝜇𝜇) for a given initial condition and parameter instance (𝜁 for Advection and 𝜈 for Burgers). Each 
color corresponds to a different dimension of the latent vector, 30 in total. We compare the time evolution for both the parametric Advection (top) 
and the parametric Burgers (bottom) cases, between the two training strategies: the Autoencoder training coupled to the latent space dynamics 
optimization (right) and not (left).
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Fig. E.15. Time evolution of a chosen latent variable from the latent vector 𝜀(𝑡|𝜇𝜇𝜇) for a given initial condition and parameter instance (𝜁 for 
Advection and 𝜈 for Burgers). Although at smaller scales than in the coupled case, the latent variables show similar variations in time.
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Fig. E.16. Comparison of the AE-nRMSE(𝜇𝜇𝜇) when encoding and decoding the test set, both for the parametric Advection (top) and the parametric 
Burgers datasets (bottom). In both cases, the AE-nRMSE(𝜇𝜇𝜇) is lower when the AutoEncoder is trained independently from learning the latent space 
dynamics.
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Fig. E.17. Comparison of the nRMSE(𝜇𝜇𝜇) with (red) and without (blue) coupling the training of the AutoEncoder and the Neural ODE, both for the 
parametric Advection (top) and the Burgers advection datasets (bottom). Bold characters signal testing parameter values not included in the training 
set. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Appendix F.  Datasets

Unless stated otherwise, the solutions of the PDEs described in this section used in our model training come from Takamoto 
et al. [48].

F.1.  1D advection equation

The 1D Advection Equation is a linear PDE which transports the initial condition with a constant velocity 𝜁 : 
{

𝜕𝑡𝑠(𝐱, 𝑡|𝜇𝜇𝜇) + 𝜁𝜕𝑥𝑠(𝐱, 𝑡|𝜇𝜇𝜇) = 0, 𝑥 ∈ (0, 1), 𝑡 ∈ (0, 2]

𝑠(𝐱, 0|𝜇𝜇𝜇) = 𝑠0(𝐱,𝜇𝜇𝜇), 𝑥 ∈ (0, 1).
(F.1)
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Periodic boundary conditions are considered (i.e., 𝑠(0, 𝑡|𝜇𝜇𝜇) = 𝑠(1, 𝑡|𝜇𝜇𝜇)) and as initial condition a super-position of sinusoidal waves is 
used: 

𝑠0(𝐱,𝜇𝜇𝜇) =
∑

𝑖=1,…,𝑁
𝐴𝑖 sin(𝑘𝑖𝑥 + 𝜙𝑖), (F.2)

where 𝑘𝑖 = 2𝜋 𝑛𝑖∕𝐿𝑥 with 𝑛1 being random integers, 𝐿𝑥 is the domain size, 𝐴𝑖 are random numbers from the interval [0, 1] and 𝜙𝑖
are the phases chosen randomly in (0, 2𝜋). We use 256 equidistant spatial points 𝑥 in the interval [0, 1] and for training 41 uniform 
timesteps in the interval [0, 2].

F.2.  1D Burgers’ equation

The Burgers’s equation is a non-linear PDE used in various modeling tasks such as fluid dynamics and traffic flows: 
{

𝜕𝑡𝑠(𝐱, 𝑡|𝜇𝜇𝜇) + 𝜕𝑥(𝑠2(𝐱, 𝑡|𝜇𝜇𝜇)∕2) − 𝜈∕𝜋𝜕𝑥𝑥𝑠(𝐱, 𝑡|𝜇𝜇𝜇) 𝑥 ∈ (0, 1), 𝑡 ∈ (0, 2]

𝑠(𝐱, 0|𝜇𝜇𝜇) = 𝑠0(𝐱,𝜇𝜇𝜇), 𝑥 ∈ (0, 1),
(F.3)

where 𝜈 is the diffusion coefficient. The initial conditions and the boundary conditions are the same as in Section F.1. We use 256 
equidistant spatial points in the interval [0, 1] and for training 41 uniform timesteps in the interval [0, 2].

F.3.  2D shallow water equations

The 2D Shallow Water Equations are a system of hyperbolic PDEs derived from the Navier Stokes equations and describe the 
flow of fluids, primarily water, in situations where the horizontal dimensions (length and width) are much larger than the vertical 
dimension (depth): 

𝜕𝑡ℎ + 𝜕𝑥ℎ𝑢 + 𝜕𝑦ℎ𝑣 = 0,

𝜕𝑡ℎ𝑢 + 𝜕𝑥
(

𝑢2 ℎ + 1
2
𝑔𝑟ℎ

2
)

+ 𝜕𝑦𝑢𝑣ℎ = −𝑔𝑟ℎ𝜕𝑥𝑏,

𝜕𝑡ℎ𝑣 + 𝜕𝑥
(

𝑣2 ℎ + 1
2
𝑔𝑟ℎ

2
)

+ 𝜕𝑦𝑢𝑣ℎ = −𝑔𝑟ℎ𝜕𝑦𝑏,

(F.4)

where 𝑢, 𝑣 are the horizontal and vertical velocities, ℎ is the water depth and 𝑏 is a spatially varying bathymetry. 𝑔𝑟 is the gravitational 
acceleration. We use 128 × 128 equidistant spatial points (𝑥, 𝑦) in the interval [−1, 1] × [−1, 1] and for training 21 uniform timesteps in 
the interval [0, 1], while the compared methods use 101 uniform timesteps in the interval [0, 1].

F.4.  2D molenkamp test

The Molenkamp test is a two dimensional advection problem, whose exact solution is given by a Gaussian function which is 
transported trough a circular path without modifying its shape. Here we add a reaction term which makes the Gaussian shape decay 
over time: 

𝜕𝑡𝑞(𝑥, 𝑦, 𝑡) + 𝑢𝜕𝑥𝑞(𝑥, 𝑦, 𝑡) + 𝑣𝜕𝑦𝑞(𝑥, 𝑦, 𝑡) + 𝜆3𝑞(𝑥, 𝑦, 𝑡) = 0

𝑞(𝑥, 𝑦, 0) = 𝜆1 0.01𝜆2ℎ(𝑥,𝑦,0)
2
, ℎ(𝑥, 𝑦, 0) =

√

(𝑥 − 𝜆4 +
1
2
)2 + (𝑦 − 𝜆5)2,

(F.5)

with 𝑢 = −2𝜋𝑦 and 𝑣 = 2𝜋𝑥 and (𝑥, 𝑦) ∈ [−1, 1]. For this problem an exact solution exists: 
𝑞(𝑥, 𝑦, 𝑡) = 𝜆10.01𝜆2ℎ(𝑥,𝑦,𝑡)

2
exp−𝜆3𝑡,

ℎ(𝑥, 𝑦, 𝑡) =
√

(𝑥 − 𝜆4 +
1
2
cos(2𝜋𝑡))2 + (𝑦 − 𝜆5 −

1
2
sin(2𝜋𝑡))2.

(F.6)

The PDE depends on 5 parameters 𝜆1,… , 𝜆5, which control the magnitude of the initial Gaussian, the size of the cloud, the speed of 
decay, and the initial coordinates x and y. The ranges of the parameters are taken from Alsayyari et al. [71]: 𝜆1 ∈ [1, 20], 𝜆2 ∈ [2, 4], 
𝜆3 ∈ [1, 5], 𝜆4 ∈ [−0.1, 0.1], 𝜆5 ∈ [−0.1, 0.1]. We use 128 × 128 equidistant spatial points (𝑥, 𝑦) in the interval [−1, 1] × [−1, 1] and for 
training 21 uniform timesteps in the interval [0, 1].

F.5.  Test error metrics

We use as testing metrics the Normalized-Root-Mean-Squared-Error, defined in different ways according to which quantities are 
averaged over:

nRMSE = 1
𝑁𝑢𝑁𝜇𝜇𝜇𝐹

𝑁𝑢
∑

𝑖=1

𝑁𝜇𝜇𝜇
∑

𝑝=1

𝐹
∑

𝑗=1

||𝑠𝑟(𝐱, 𝑡𝑗 |𝜇𝜇𝜇𝑝, 𝑠0𝑟,𝑖) − 𝑠̃𝑟(𝐱, 𝑡𝑗 |𝜇𝜇𝜇𝑝, 𝑠
0
𝑟,𝑖))||2

||𝑠𝑟(𝐱, 𝑡𝑗 |𝜇𝜇𝜇𝑝, 𝑠0𝑟,𝑖)||2
, (F.7)

nRMSE(𝜇𝜇𝜇) = 1
𝑁𝑢 𝐹

𝑁𝑢
∑

𝑖=1

𝐹
∑

𝑗=1

||𝑠𝑟(𝐱, 𝑡𝑗 |𝜇𝜇𝜇, 𝑠0𝑟,𝑖) − 𝑠̃𝑟(𝐱, 𝑡𝑗 |𝜇𝜇𝜇, 𝑠
0
𝑟,𝑖))||2

||𝑠𝑟(𝐱, 𝑡𝑗 |𝜇𝜇𝜇, 𝑠0𝑟,𝑖)||2
, (F.8)
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NODE-nRMSE(𝜇𝜇𝜇) = 1
𝑁𝑢 𝐹

𝑁𝑢
∑

𝑖=1

𝐹
∑

𝑗=1

||𝜑𝜃◦𝑠𝑟(𝐱, 𝑡𝑗 |𝜇𝜇𝜇, 𝑠0𝑟,𝑖) − 𝜀̃(𝑡𝑗 |𝜇𝜇𝜇, 𝑠
0
𝑟,𝑖))||2

||𝜑𝜃◦𝑠𝑟(𝐱, 𝑡𝑗 |𝜇𝜇𝜇, 𝑠0𝑟,𝑖)||2
, (F.9)

AE-nRMSE(𝜇𝜇𝜇) = 1
𝑁𝑢 𝐹

𝑁𝑢
∑

𝑖=1

𝐹
∑

𝑗=1

||𝑠𝑟(𝐱, 𝑡𝑗 |𝜇𝜇𝜇, 𝑠0𝑟,𝑖) − 𝜓𝜃◦𝜑𝜃◦𝑠𝑟(𝐱, 𝑡𝑗 |𝜇𝜇𝜇, 𝑠
0
𝑟,𝑖)||2

||𝑠𝑟(𝐱, 𝑡𝑗 |𝜇𝜇𝜇, 𝑠0𝑟,𝑖)||2
, (F.10)

nRMSE(𝑡) = 1
𝑁𝑢𝑁𝜇𝜇𝜇

𝑁𝑢
∑

𝑖=1

𝑁𝜇𝜇𝜇
∑

𝑝=1

||𝑠𝑟(𝐱, 𝑡|𝜇𝜇𝜇𝑝, 𝑠0𝑟,𝑖) − 𝑠̃𝑟(𝐱, 𝑡|𝜇𝜇𝜇𝑝, 𝑠
0
𝑟,𝑖))||2

||𝑠𝑟(𝐱, 𝑡|𝜇𝜇𝜇𝑝, 𝑠0𝑟,𝑖)||2
, (F.11)

where 𝑁𝑢, 𝑁𝜇𝜇𝜇 and 𝐹  are the number of initial conditions, parameter instances and time steps used at testing, respectively, and 
𝑠0𝑟,𝑖 stands for the 𝑖th initial condition. 𝜀̃(𝑡𝑗 |𝜇𝜇𝜇𝑝, 𝑠0𝑟,𝑖)) = 𝜋𝜃(⋅,𝜇𝜇𝜇𝑝,Δ𝑡𝑗,𝑗−1)◦… ◦𝜋𝜃(⋅,𝜇𝜇𝜇𝑝,Δ𝑡1,0)◦𝜑𝜃(𝑠0𝑟,𝑖) is the latent vector predicted by the 
NODE at time 𝑡𝑗 during inference. Thus:

• nRMSE is the total error;
• nRMSE(𝜇𝜇𝜇) is the parametric total error, i.e., total error for any parameter instance 𝜇𝜇𝜇;
• NODE-nRMSE(𝜇𝜇𝜇) is the parametric Neural ODE error, i.e., the total error for any parameter instance 𝜇𝜇𝜇 coming from the NODE 
prediction;

• AE-nRMSE(𝜇𝜇𝜇) is the parametric AutoEncoder error, i.e., the total error per for any parameter instance 𝜇𝜇𝜇 coming purely from the 
autoencoder;

• nRMSE(𝑡) is the temporal total error, i.e., the total error for any time step 𝑡.

We also define the relative error 𝑒𝑟(𝐱, 𝑡) as a more spatially meaningful error measure between the predicted field 𝑠̃𝑟(𝐱, 𝑡|𝜇𝜇𝜇) and the 
ground truth field 𝑠𝑟(𝐱, 𝑡|𝜇𝜇𝜇): 

𝑒𝑟(𝐱, 𝑡) =
|𝑠𝑟(𝐱, 𝑡|𝜇𝜇𝜇) − 𝑠̃𝑟(𝐱, 𝑡|𝜇𝜇𝜇)|

||𝑠𝑟(𝐱, 𝑡|𝜇𝜇𝜇)||2
, (F.12)

where the numerator is the point-wise absolute value of the difference between 𝑠̃𝑟(𝐱, 𝑡|𝜇𝜇𝜇) and 𝑠𝑟(𝐱, 𝑡|𝜇𝜇𝜇) (hence it has the same dimen-
sionality as 𝑠𝑟(𝐱, 𝑡|𝜇𝜇𝜇)), while the denominator is a scalar.

Appendix G.  Additional images

Fig. G.18 shows our model’s performance in the Molenkamp test for 4 different parameter values 𝜇𝜇𝜇 listed in Table G.10. Fig. G.19 
displays the predictions of our model on the Shallow-Water test case for 4 different initial conditions 𝑠0𝑟,1, 𝑠0𝑟,2, 𝑠0𝑟,3 and 𝑠0𝑟,4. Fig. G.20 
shows our model’s performance on the 1D Advection test case for 2 different initial conditions and 4 different velocities: 𝜁 = 0.4, 
𝜁 = 0.7, 𝜁 = 2.0 and 𝜁 = 4.0. Finally, Fig. G.21 displays the prediction for the Burgers case with 𝜈 = 0.001 for two different initial 
conditions.

Table G.10 
The 4 different parameter vectors used in the 
Molenkamp test.

𝜇𝜇𝜇1 𝜇𝜇𝜇2 𝜇𝜇𝜇3 𝜇𝜇𝜇4

𝜆1  2.452  19.8578  11.7423  16.8555
𝜆2  2.373  2.5791  3.9285  3.4449
𝜆3  2.791  1.9388  2.5638  2.6506
𝜆4  0.053  0.0959  0.0384  0.0502
𝜆5  0.0125 -0.0857  0.0200  0.0423
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Fig. G.18. Model predictions over time on the Molenkamp test dataset for 4 different parameter combinations 𝜇𝜇𝜇1, 𝜇𝜇𝜇2, 𝜇𝜇𝜇3 and 𝜇𝜇𝜇4. The vertical 
colorbar refers to the prediction 𝑠𝑟(𝐱, 𝑡|𝜇𝜇𝜇) and ground truth ̃𝑠𝑟(𝐱, 𝑡|𝜇𝜇𝜇) fields (top and middle rows for each parameter vector), while the horizontal one 
to the relative error 𝑒𝑟 of Eq. (F.12) (bottom rows for each parameter vector). (For interpretation of the references to colour in this figure legend, 
the reader is referred to the web version of this article.)

Fig. G.19. Model predictions over time on the Shallow-Water test dataset for 4 different initial conditions 𝑠0𝑟,1, 𝑠0𝑟,2, 𝑠0𝑟,3 and 𝑠0𝑟,4. The vertical colorbar 
refers to the prediction 𝑠̃𝑟(𝐱, 𝑡|𝜇𝜇𝜇) and ground truth 𝑠𝑟(𝐱, 𝑡|𝜇𝜇𝜇) fields (top and middle rows for each initial condition), while the horizontal one to the 
relative error 𝑒𝑟 of Eq. (F.12) (bottom rows for each initial condition). (For interpretation of the references to colour in this figure legend, the reader 
is referred to the web version of this article.)
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Fig. G.20. Predictions of our model on the parametric Advection dataset for 2 different initial conditions (odd and even columns) and 4 different 
velocities: 𝜁 = 0.4, 𝜁 = 0.7, 𝜁 = 2.0 and 𝜁 = 4.0. Each plot is a heat map with time 𝑡 on the horizontal axis and space 𝑥 on the vertical axis. The vertical 
colorbar refers to the prediction 𝑠̃𝑟(𝐱, 𝑡|𝜇𝜇𝜇) (top) and the ground truth 𝑠𝑟(𝐱, 𝑡|𝜇𝜇𝜇) (middle) fields, while the horizontal one refers to the relative error 
𝑒𝑟 of Eq. (F.12) (bottom row). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this 
article.)

Fig. G.21. Predictions of our model on the Burgers’ dataset with 𝜈 = 0.001. The two rows correspond to two different initial conditions.
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