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SUMMARY  
Wideband Circuits for Optical Communications

Demand for data bandwidth drives the growth and adaptation of the

technologies used in communications. Fiber-based communications systems require

electronic circuits with increased bandwidth and improved energy efficiency. The

electronic modulator driver, a key component in an optical link, is implemented as a

distributed amplifier (DA). This thesis presents innovations in the architecture of a

conventional DA developed to overcome performance limitations imposed by the DA

input transmission line (TL). At the same time, increased functionality is

incorporated into the driver by integrating an energy detector circuit, which is used

for calibration, and a built-in self-test (BiST) circuit, which is used for

characterization.

The need for greater speed requires the continued downscaling of transistors.

However, reducing the area of active devices alters their electrical characteristics and

creates challenges in their use, for example, by constraining their use within a

reduced bias voltage. In this work, different circuit blocks in the digitally-controlled

modulator driver are optimized to operate with a lower supply voltage (≤ 2.5 V) than

that found in conventional topologies. The new circuit topologies incorporate

bandwidth extension techniques to maximize their operating frequency range.

This thesis investigates various wideband circuits in two parts. In the first part

the performance of an advanced SiGe-BiCMOS technology is benchmarked

implementing a Darlington feedback amplifier, frequency multipliers, and frequency

dividers. In the second part of the thesis, the concepts developed for the

benchmarking circuits are applied to the design of a digitally-controlled modulator

driver for optical communications.
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The well-known Darlington feedback amplifier has been implemented in

different technologies. It is considered a generic broadband amplifier that can be used

in many systems. Chapter 2 discusses the design of a Darlington feedback amplifier

and the steps taken to extend its bandwidth. Three prototypes are tested to verify the

equations describing its low frequency operation that were derived to help support its

design. The time constant analysis, which identifies the parasitics that limit the

maximum frequency for the amplifier, makes it possible to optimize the topology to

achieve 25 % and 53 % higher bandwidth using inductive peaking and cascoding,

respectively, in two additional prototypes. The same chapter evaluates the amplifier’s

noise figure and linearity.

Chapters 3 and 4 discuss frequency multiplication and division, respectively.

In Chapter 3, unbalanced cross-coupled differential pairs are used as the core of a

frequency multiplier. This topology can be biased using a lower supply voltage than

that required for traditional cascoded topologies. The circuit, which is shown to have

an even-order transfer function, is used for even-order harmonic generation. The

study of the core includes its implementation for broadband and narrowband

operation. The core is then used to implement a frequency doubler and a frequency

quadrupler prototype. The conversion gain of the broadband frequency doubler is

positive within the DC-100 GHz range, while the narrowband frequency quadrupler

is designed for a center frequency of 89 GHz and has a 3-dB bandwidth of 16 GHz.

The limits for the operating frequency range of frequency dividers are: the

reduced maximum toggle frequency of static dividers, and the minimum operating

frequency of dynamic dividers. These limits are overcome by the design of the

dynastat divider, a dual-mode frequency divider (Chapter 4), that can operate in static

or dynamic mode (dynastat divider).

Chapter 5 describes the design of a pseudo-random-bit-sequence (PRBS)

generator with a length of 211-1. The PRBS is implemented with a half-rate clock

using linear shift registers and a multiplexer to generate the full-rate 40-Gb/s
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sequence. The topology of the register is modified so that it can be biased using a

single -2.5 V supply. Synthetic transmission lines are used to distribute the clock,

increasing the PRBS maximum operating frequency.

Chapter 6 describes the design of a digitally-controlled distributed amplifier

(DA). The DA is designed to drive a balanced Mach-Zehnder optical modulator at

40-Gb/s with a 6-Vp-p differential voltage. This type of amplifier replaces the analog

input line of traditional implementations with a digital circuit that retimes the input

data, thereby overcoming the dispersion, attenuation, and pulse distortion associated

with an analog implementation. A calibration circuit is used together with a 3-step

calibration algorithm to obtain minimum rise/fall times (<6 ps) after fabrication of

the driver. The wideband circuit (28-48 GHz) relies on a new digitally-controlled

clock phase generator. An on-chip 1-0 data sequence is used for built-in self-test

(BiST) calibration, and the PRBS discussed in Chapter 5 is incorporated for

characterization. The design of the digitally-controlled modulator driver is a step

towards achieving a fully-digital driver with signal processing capability.

Chapter 7 presents the contributions of the thesis. The implementation of

successful demonstrators validates the circuit analysis and design approach which

produced circuit topologies capable of operating with a reduced supply voltage

(2.5 V) and an optimized maximum operating frequency. 
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SAMENVATTING  
Breedbandige Circuits voor Optische Communicatie

De vraag naar meer en meer bandbreedte stuwt de groei en innovatie van

technologieën voor communicatie doeleinden. Optische communicatie systemen

vereisen elektronische circuits met een hoge bandbreedte en energie efficiëntie. De

elektrische uitgangstrap voor de modulator, een belangrijk element in een optische

link, is geïmplementeerd als een gedistribueerde versterker (DA). Dit proefschrift

presenteert innovaties in de architectuur van een conventionele DA om zodanig

beperkingen in de prestaties van een optische transmissielijn (TL) te overwinnen.

Bovendien is er aanvullende functionaliteit toegevoegd door een energie detectie

circuit te integreren, welke gebruikt kan worden voor kalibratie, en een ingebouwde

zelf-test voor karakterisatie doeleinden.

De behoefte aan hogere snelheden vereist een voortdurende verkleining van

transistoren. Door echter de oppervlakte van de actieve componenten te verkleinen

veranderen de elektrische eigenschappen en dit brengt uitdagingen teweeg,

bijvoorbeeld het gebruik van zulke componenten in combinatie met lage

voedingspanningen. In dit werk worden verschillende circuits in de digitaal

gecontroleerde modulator geoptimaliseerd om ingezet te worden met een lagere

voedingsspanning (≤ 2.5 V) dan in een conventionele topologie. 

Dit proefschrift bespreekt verscheidene breedbandige circuits in twee delen.

In het eerste deel worden de prestaties van een geavanceerd SiGe-BiCMOS proces

geëvalueerd door middel van de implementatie van een teruggekoppelde Darlington

versterker, frequentie vermenigvuldigers en frequentie delers. In het tweede deel van
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dit proefschrift worden de concepten uit het eerste deel toegepast op het ontwerp van

een digitaal gecontroleerde modulator voor optische communicatie. 

De bekende teruggekoppelde Darlington versterker is geïmplementeerd in

verschillende technologieën. De versterker wordt beschouwd als een generieke

breedband versterker die inzetbaar is in veel verschillende systemen. Hoofdstuk 2

behandelt het ontwerp van een teruggekoppelde Darlington versterker en de stappen

die zijn genomen om de bandbreedte te verhogen. Er zijn drie prototypes getest om

de vergelijkingen die het laag frequente gedrag beschrijven, te verifiëren. De analyse

van de tijdconstanten die de parasitaire effecten identificeren die de maximale

frequentie van de versterker bepalen, maakt het mogelijk om de topologie verder te

optimaliseren om zo een 25 % tot 53 % hogere bandbreedte re realiseren

gebruikmaken van inductive peaking en cascoding in twee aanvullende prototypes.

Hetzelfde hoofdstuk behandelt tevens het ruisgetal en de lineariteit van de versterker.

De hoofdstukken 3 en 4 bespreken frequentie vermenigvuldiging en deling. In

hoofdstuk 3 worden ongebalanceerde kruisgekoppelde differentiële trappen gebruikt

als de basis van een frequentie vermenigvuldiger. Deze topologie kan opereren onder

een lagere voedingsspanning dan een traditionele gecascadeerde topologie. Het

circuit dat een even overdrachtsfunctie heeft, wordt gebruikt voor de generatie van de

even harmonischen. De beschouwing van dit circuit omvat tevens de implementatie

voor breedbandige en smalbandige doeleinden. Het circuit wordt vervolgens ingezet

om in een prototype voor een frequentie verdubbelaar alsmede voor een

verviervoudiger. De conversiefactor van de breedbandige verdubbelaar is positief

binnen het DC-100 GHz bereik. De smalbandige verviervoudiger is ontworpen voor

een frequentie van 89 GHz en heeft een 3-dB bandbreedte van 16 GHz.

De beperkingen voor het frequentiebereik van frequentie delers zijn voor

statische delers de maximale toggle frequentie en voor dynamische delers de

minimale frequentie. Deze beperkingen worden overwonnen door middel van een
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dynastat deler, een duale frequentie deler die zowel in statische als in dynamische

wijze kan opereren (Hoofdstuk 4). 

Hoofdstuk 5 beschrijft het ontwerp van een pseudo-random-bit-sequence

(PRBS) generator met een lengte van 211-1. De PRBS is gerealiseerd met een klok

met een gehalveerde snelheid gebruikmakend van lineaire schuifregisters en een

multiplexer die de 40-Gb/s bitstream genereert. De topologie van het schuifregister is

gemodificeerd zodat deze kan opereren met behulp van een -2.5 V voedingsspanning.

Er wordt gebruik gemaakt van synthetische transmissielijnen om de klok te

distribueren, zodat de maximale frequentie wordt verhoogd. 

Hoofdstuk 6 beschrijft het ontwerp van een digital gecontroleerde

gedistribueerde versterker. De DA is ontworpen om een gebalanceerde

Mach-Zehnder optische modulator te bedienen op 40-Gb/s met een 6-Vp-p

differentiële spanning. Dit type versterker vervangt de analoge ingang van

traditionele implementaties met een digitaal circuit dat de data een de ingang

opnieuw kan timen en daarmee kan de dispersie, verzwakking en puls-distorsie, zoals

die voorkomen in analoge implementaties, worden overwonnen. Kalibratie wordt

gebruikt in combinatie met een 3-staps algoritme om minimale rijs- en daaltijden

(<6 ps) te verkrijgen na fabricage. Het breedbandige circuit (28-48 GHz) maakt

gebruik van een nieuwe digitaal gecontroleerde klok-fase generator. Een 1-0 data

sequence zit op de chip geïntegreerd voor gebruik in een ingebouwde zelf-test

kalibratie en de PRBS uit hoofdstuk 5 wordt gebruikt voor karakterisatie. Het

ontwerp van deze digitaal gecontroleerde modulator is een stap richting een volledig

digitale modulator met signaalverwerkingseigenschappen. 

Hoofdstuk 7 presenteert de wetenschappelijke bijdragen van dit proefschrift.

De circuitanalyse en ontwerpstrategieën voor topologieën die onder een lage

voedingsspanning kunnen opereren met een geoptimaliseerde maximale frequentie,

zijn gevalideerd met behulp van de implementatie van succesvolle prototypes.
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1
INTRODUCTION

Global internet data traffic grew 100-fold from 2000 to 2010. Today, traffic is

growing 16 times faster, and recent forecasts project an increase of 250 exabytes/

month1 over the decade from 2010 to 2020 [1], [2]. The volume of data has grown in

part because of the development of wireless devices such smartphones, which have

increased data processing capability and integrated sensors. Also, new technologies

are being introduced that allow machines to communicate with each other directly,

such as the internet of things (IoT) [3]. Satisfying the demand for higher data rates is

expected to drive the establishment of new wireless communication standards, such

as the 5th generation (5G) of wireless systems [4], [5].

Fig. 1-1 shows the trends in global internet [1] and mobile data traffic [6]

between 2014 and 2019. This growth implies bandwidth requirements of: 1-10 Gb/s

to the subscriber in a 5G network; 100-Gb/s in a wireless backhaul network (e.g.,

between mobile cell-sites); 1 Tb/s for data transport within a metropolitan-area

network (MAN); and 1 Pb/s for the core transport network [7], which is often based

on the internet protocol.

In addition to technologies that rely on the internet, industry continues to

develop commercial and consumer applications, such as automotive radar [8],

wireless personal-area networks with Gbit/s data transfer capability

(e.g., WirelessHD [9] and WiGig [10]), and private wireless backhaul networks [11].

1. 1 exabyte = 1,000,000 terabytes
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Regardless of the application, data is transported after modulation onto an

optical or electromagnetic (e.g., RF) carrier. Wireless links use electromagnetic

signal transmission and offer mobility, but they suffer interference from other

electromagnetic signals, attenuation due to time-varying atmospheric conditions, and

multipath propagation effects. Transmission across an optical fiber does not suffer

from these impairments. A fiber channel is immune to electromagnetic interference

and multipath effects, and is the preferred medium for long-distance links because

attenuation can be as low as 0.15 dB/km [12]. It is also possible to transmit terabits of

data per second with error rates below 10-12 across optical fibers using current

technologies [7], [13].

Communications systems rely upon developments in technology to satisfy the

increasing demand for advances in high data rate services, such as the continuous

improvement in integrated circuit (IC) performance resulting from technology

scaling. Networks that support the exchange of information may be classified

according to the span of the data link: personal-area networks (PAN) operate within

the range of an individual; local-area networks (LAN) operate within a limited area,

 Fig. 1-1: Total global [1] and mobile  data traffic [6].
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such as a residence, school or building; metropolitan-area networks (MAN) cover a

larger geographical area such as an urban area; and wide-area networks (WAN) span

regions, countries and continents [14].

1.1 Objectives of this thesis

This work studies the design of wideband circuits for broadband

communications in two parts. The performance of an advanced 90-nm

SiGe-BiCMOS technology is benchmarked implementing representative, wideband

analog and digital circuit building blocks in the first part. Novel amplifier, frequency

multiplier, and frequency divider design concepts are developed to operate from a

reduced supply voltage than that found in conventional topologies. The benchmark

circuits are also used to study the optimization of these circuits for maximum

bandwidth.

In the second part of this thesis, wideband circuit concepts developed for the

benchmarking circuits are applied to the design and verification of a 40-Gb/s

Mach-Zehnder modulator driver for optical communications, which has integrated

built-in self-test (BiST) and built-in calibration (BiC) features.

1.2 Optical fiber communication

In optical communication, the intensity, phase, or polarization of the light

emitted by a laser, or a combination of these properties in more complex

modulations, is modulated by data for transmission. Different modulation schemes

were developed to increase the optical channel capacity, from on-off keying encoding

the data in the light intensity, to optical quadrature amplitude modulation, such as the

10 Gbaud 16-QAM over 20 km demonstrated in [15]. Furthermore, lightwave of

multiple wavelengths can be combined in a single fiber to increase further the total

channel capacity using wavelength-division multiplexing (WDM) [16]. Digital

signals can use orthogonal frequency-division multiplexing (OFM) [17], and space
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division multiplexing (SDM) based on multicore or multimode fibers has the

potential for further bandwidth extension [18].

No matter which techniques are used to increase the optical channel capacity,

the data needs to be encoded in the optical carrier via the process of optical

modulation.

1.2.1  Optical modulation

The conversion of electrical signals into light can be achieved by applying the

signals directly to the power source of a lightwave generator (direct modulation), or

by using them to change the characteristics of a previously generated light beam

(external modulation).

Direct modulation can be implemented by controlling the laser diode current.

In this type of modulation, the bandwidth is limited by the frequency response of the

driver circuit and the physical characteristics of the diode laser. Turning the laser on

or off creates electrical and thermal stress, shifts the laser frequency over time

(chirp), and reduces its operational lifetime. In addition, direct modulation of a laser

produces oscillations on the rising edge of the pulse, known as relaxation oscillation.

The maximum modulation frequency is limited by the relaxation oscillation

frequency, which typically ranges from 1-10 GHz for a vertical cavity surface

emitting laser (VCSEL) [19]. 

In external modulation, a continuous wave (CW) light beam is passed through

a modulator, which changes the characteristics of the light according to the signal that

is applied. There are two main types of external modulators: the electro-absorption

(EA) modulator, and the electro-optic (EO) modulator. These are constantly

undergoing development due to their promising characteristics. Electro-absorption

modulation is based on changes in the absorption spectrum of the material when an

electric field is applied (the Franz-Keldysh effect [20]). A voltage applied to an EA
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modulator switches it between transparent and opaque states, thus modulating the

light passing through the modulator. Electro-optic modulators change the refractive

index of a material by applying an electric field (e.g., Kerr effect; Pockels or electro-

optic effect [21]). Lightwave propagating thought the material experience a phase

shift when a voltage is applied. The phase modulation of the optical carrier induced

by the Pockels effect can be transformed into intensity modulation using a

Mach-Zehnder interferometer-based modulator.

1.2.2  Mach-Zehnder modulator (MZM)

The schematic of an interferometer-based modulator is shown in Fig. 1-2. The

incoming light is split into two paths, one of which is subjected to electro-optic

modulation, controlled by an electrical signal. Light travelling along the two paths

recombine at its output, creating an output light beam whose optical power depends

on the phase difference between each path.

The optical output power is a function of the external voltage, which defines

the electric field that modulates the phase difference between the light beams in the

modulator paths. The modulator response to the applied voltage can be described in

terms of the half-wave voltage Vπ, i.e., the voltage that must to be applied to the

electrode of the optical waveguide to induce a phase shift of 180°, which produces

(ideally) zero optical power at the modulator output.

The interferometer can be constructed by implanting an optical waveguide

into an electro-optic crystal, such as lithium-niobate (LiNbO3). Enhanced phase-shift

 Fig. 1-2: Mach-Zehnder modulator.
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efficiency and reduced Vπ is obtained using compound semiconductors to fabricate

the modulator [22].

The voltage signal provided by the driver is applied to the modulator

electrode, which is modelled electrically as a transmission line (TL). Standing waves,

created by reflected waves in a TL, are suppressed using a termination load matched

to the electrode characteristic impedance Zo, whose value is often 50 Ω.

Mach-Zehnder modulators are drive using single-ended or differential signals, and

they require a maximum driving voltage in the range 5-6 V [23]. Moreover, the driver

must provide an output voltage with minimum rise/fall times to reduce time and pulse

distortion [24], and it must have an output return loss (ORL) better than 10 dB across

the bandwidth including the third harmonic of a transmit pulse train (i.e., ORL better

than 10 dB up to 60 GHz in a 40-Gb/s system) [25].

1.2.3  Towards an integrated digital optical transmitter

Future optical links will integrate signal processing circuits, the modulator,

and its driver in the same die to reduce problems associated with the interconnection

of multiple ICs, such as bandwidth limitation and crosstalk. However, further

research is required before integrated digital optical transmitters are used in optical

communications. A simplified block diagram of a transmitter in an optical link is

shown in Fig. 1-3. A DAC provides the input signal to the driver, which is equalized

 Fig. 1-3: Simplified optical link transmitter block diagram.
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according to the characteristics of the channel by a pre-emphasis component.

Calibration of the driver is performed in a closed loop to compensate for static and

dynamic errors in the driver, and a characterization component is used to evaluate the

performance of the driver. Research topics for the design of integrated digital optical

transmitters include the incorporation of pre-emphasis, DAC, and built-in calibration

and characterization capability.

1.3 IC technology for high-speed/wideband communication

High-data rate systems require multi-gigahertz bandwidth circuits.

Traditionally, III-V semiconductor technologies such as gallium arsenide (GaAs)

[26] and indium phosphide (InP) [27] have been preferred to satisfy the output

voltage and bandwidth requirements of modulator drivers for optical

communications. The preference for III-Vs is explained by their higher breakdown

voltage in comparison to a silicon-based technology with similar fT. For example, the

0.25-µm InP/InGaAs dual heterojunction bipolar transistor (DHBT) found in [28]

(173/470 GHz fT/fmax) has a 12 V BVCEO, which is more than six times larger than

the 1.8 V BVCEO of an HBT in a 0.13-µm SiGe-BiCMOS with 200/280 fT/fmax [29].

However, co-integration of high-performance analog/RF and high-complexity

digital circuitry is possible using SiGe technologies. These circuits can then be

manufactured at a lower cost in high volume than a III-V equivalent, which enables

applications beyond what encounter today.

1.4 Wideband circuits and technology benchmarking

Development of BiCMOS technologies facilitates the design and

demonstration of leading-edge circuits and systems operating at unprecedented

speeds. Aside from faster circuits, advanced SiGe HBTs can also be used to mitigate

PVT-variations for higher yield and improved reliability, or the higher operating

speed can be traded-off for lower power consumption and improved energy

efficiency.
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Circuit performance benchmarking is important to demonstrate the

capabilities of new technologies for applications of interest. Three type of circuits

were selected to implement benchmark circuits: general purpose broadband

amplifiers, frequency multipliers, and frequency dividers. 

The general purpose amplifier is intended to provide direct evaluation of the

technology capability via its gain-bandwidth product. This circuit should be easy to

test, and simple enough to correlate its performance to transistor metrics.

Transceivers benefit of frequency converter circuits for up- or down-conversion.

Moreover, limitation in the output power of amplifiers and the tuning range of

oscillators operating near the device cut-off frequency make multipliers an important

component in very high frequency transmitters. Frequency dividers are essential

components for the frequency control of mm-wave oscillators in phase-locked loops

and they are a representative circuit used to benchmark the capability of digital

circuits.

Transistors operating at high speed require to be bias at current densities close

to peak-fT current density, therefore, broadband circuits with reduced power

consumption require topologies that use lower supply voltages, which aligns with the

trade-off between fT and breakdown voltage in advanced technologies (Johnson limit

[30]). The benchmark circuits in this thesis make use of new topologies, compared to

conventional designs, for lower power consumption, and they apply bandwidth

extension techniques to maximize their operating frequency.

1.4.1  Wideband amplifiers

The Darlington pair is widely used in resistive feedback amplifiers, and it is

selected for the implementation of the general purpose wideband amplifier

benchmark circuit. It uses two transistors in its topology, and it has higher input

impedance and current gain than a single transistor. Different techniques were

proposed to increase its bandwidth, including series-inductive peaking at the input
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[31], at the output [32], or within the feedback loop [33]. A complete analysis of the

Darlington amplifier gain-bandwidth product, input and output impedances for HBT

and HEMT devices was presented in [34]. However, the analysis provides little

understanding of the circuit for its optimization. Chapter 2 investigates the use of a

Darlington pair as active device in a feedback amplifier. The chapter focus on the

design of the Darlington amplifier, and describes the optimization of its

gain-bandwidth product. Findings on the design of resistive feedback Darlington

amplifiers are validated with the implementation of three amplifier benchmark

circuits. Evaluation of their noise figure and linearity are included in the chapter.

1.4.2  Frequency multiplier

Upconversion is an alternative widely used in the upper mm-wave and

sub-mm-wave frequencies, where a lower frequency source is upconverted via a

multiplier, or a chain of multiplier stages. There are passive, injection-locked, and

active frequency multipliers. Passive multipliers are typically comprised of a non-

linear device, that generates an output with harmonics of its input signal, and filter(s),

that select the frequency component of interest. The filter design trade-offs are

between bandwidth, insertion loss and harmonic suppression. Injection-locking

frequency multipliers use a regenerative circuit to obtain the desired harmonic, but

they suffer from limited bandwidth [35].

Wideband active multipliers exploit a circuit transfer function to generate the

desired harmonic. This type of multiplier is often implemented using the Gilbert cell

topology. One of the drawbacks of this topology is the minimum voltage headroom

required by the cascoded differential pairs used in the circuit. An alternative for

active multiplication, studied by Kimura, is based on unbalanced cross-coupled

differential pairs [36]. This topology is suitable for low voltage and low power

consumption, and it is studied for broadband and narrowband applications in

Chapter 3, including frequency doublers, and a frequency quadrupler.
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1.4.3  Frequency divider

A frequency divider produces an output signal whose frequency is fin/N,

where fin is the frequency of the input signal and N is the division factor. The phase

noise of the divided signal is reduced by 20log(N). Therefore, spectral purity

increases using frequency dividers. Emitter-coupled-logic (ECL) master-slave D flip-

flops (MS-D-FF) are critical blocks used in microwave frequency direct synthesis,

analog-digital converters and fiber-optic transmission chip-sets [37]. Using the

inverted output fed back as data input of the ECL MS-D-FF realizes a static

frequency divider. The maximum clock frequencies of a static frequency divider

benchmarks the speed of a digital circuit in a technology. Furthermore, the maximum

divisible frequency is increased applying the principle of regenerative frequency

division [38], leading to dynamic dividers. Higher operating frequency is achieved by

this type of dividers, but they are constrained by a minimum operating frequency.

In Chapter 4 a frequency divider topology that can operate as static or

dynamic divider is presented. Two versions of the dual operation mode (dynastat)

divider topology (one using a 4.5 V and another a 2.5 V supply) are implemented in

SiGe-BiCMOS technologies.

Bandwidth demand (Section 1.1) cannot be satisfied merely by scaling up the

network capacity using current technologies because this would cause an exponential

increase in energy consumption [39]. Optical networks with improved energy

efficiency must be build using components for increased data rates and reduced

power consumption. The second part of this thesis investigates the design of a

Mach-Zehnder modulator driver, developed using a new architecture. Design

concepts used in the benchmark circuits for low voltage operation are applied into the

optical modulator driver. An overview of optical communications and the targeted

capabilities of the modulator driver are presented in the following sections.
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1.5 Mach-Zehnder modulator driver

The modulator driver must be implemented using a wideband amplifier

circuit. Alternatives for its implementation include the Darlington, staggered,

Cherry-Hooper, and distributed amplifiers. Among them, the Darlington amplifier

[40] is the only single stage amplifier. It has broadband capability and can operate

from a low supply voltage. The staggered amplifier [41] divides the signal

amplification in frequency bands, and it provides an overall wideband operation

combining multiple stages with equalized frequency response. The Cherry-Hooper

amplifier [42] is a two stage (transconductance-transimpedance) amplifier.

The voltage driving the modulator is defined by the driver output current and

the characteristic impedance of the modulator electrode, e.g., a 3 Vp-p driving voltage

in a 50-Ω electrode requires 60 mA. The Darlington, staggered, and Cherry-Hooper

amplifiers require large output transistors to conduct the output current, and the

parasitics associated to the large devices limit the frequency response of the driver.

The distributed amplifier (DA) combines multiple gain stages (see Fig. 1-4).

It distributes the input signal to the gain stages using an input transmission line (TL)

and sums the gain stages outputs in an output TL. The chip area occupied by a DA is

larger than the previously mentioned wideband amplifiers. Furthermore, the DA

 Fig. 1-4: Distributed amplifier circuit.
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output TL characteristic impedance must be matched to its load impedance, i.e., the

modulator electrode Zo. The DA output TL has back-termination resistors matched to

the output line characteristic impedance, which are required to prevent reflections

from the back of the output line. Back-terminations of the DA dissipates half of its

output current, which reduces the power efficiency of the DA. However, despite the

large area and lower efficiency, the DA can achieve simultaneously a high

gain-bandwidth (GBW) product and a multi-volt output voltage because its output

current is conducted by multiple gain stages, instead of a single stage with large

devices, which makes possible the design of the input and output lines including the

(now) distributed parasitic capacitance.

1.5.1  Conventional distributed amplifier limitations

A conventional distributed amplifier has limited flexibility in its design.

Correct phase alignment between signals traveling at the input and output is obtained

satisfying precise matching requirements between the input and output transmission

lines. The performance of the DA can be degraded during fabrication due to process

and mismatch variations, and during operation it can be sensitive to supply voltage

and temperature variations. Moreover, attenuation of the signal traveling in the input

line causes dispersion, and it limits the maximum number of gain stages in a DA [43].

The limitations associated to the input transmission line have been addressed with the

design of a digitally-controlled distributed amplifier.

1.5.2  Digitally-controlled distributed amplifier

A simplified block diagram of a digitally-controlled distributed amplifier,

demonstrated in [24], is shown in Fig. 1-5. Conventional latches replace the input

transmission line to obtain replicas of the input signal at the inputs of the DA gain

stages. The digitally-controlled DA eliminates the dispersion, attenuation, ringing

and pulse distortion associated to the input line of a conventional implementation. 
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The clock used to retime the input signal in each latch is derived from an

input clock. The phase of each retiming clock is controlled individually in a phase

control circuit, which is used to match the delay of the replicas at the input of the DA

gain stages to the delay of the signal propagating in the output line. Digital control of

the retiming clocks facilitates the calibration of the circuit after fabrication by setting

the phase of the clocks digitally via control bits b1 to bm.

1.6 Organization of this thesis

Aside from the benchmarking circuits, this thesis presents the design of a

digitally-controlled modulator driver that targets 40-Gb/s data rate, and a 6-Vp-p

differential output swing across a 100-Ω load. The digital control incorporated in the

driver can be used to reduce imperfections of analog designs by suppressing the

effect of process, voltage supply, and temperature variations. However, calibration of

the digital input line requires means to identify the optimum control settings. In this

work, built-in calibration (BiC) capability is implemented in the driver to exploit the

digital control functionality in the new modulator driver. For this goal, an on-chip 1-0

data source, an energy detector circuit, and a three-step calibration algorithm are

integrated in the driver IC. 

 Fig. 1-5: Distributed amplifier with digitally retimed input data.
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Characterization of the modulator driver using built-in self-test (BiST)

capability reduces the time and complexity required during production. The

modulator driver presented in this work incorporates a 211-1 pseudo random bit

sequence (PRBS) generator which operates at half-rate clock with an integrated

frequency divider, and it outputs a trigger signal to be used for synchronization

during characterization.

The 40-Gb/s MZM modulator driver developed in this work has a power

consumption 10% lower than that of the circuit reported in [24] despite a fourfold

increase in the data rate. Furthermore, it operates across data rates of 28-48 Gb/s

enabled by a new digitally-controlled clock synchronizer circuit.

Chapter 2 presents the design of a single stage resistive feedback wideband

amplifier. A Darlington pair is used as the active component embedded in a resistive

feedback design. The wideband amplifier gain-bandwidth product is maximized

using inductive peaking and a cascoded Darlington pair. 

A frequency multiplier circuit topology, suitable for low voltage operation, is

studied in Chapter 3. Unbalanced emitter-coupled pairs are used in the multiplier

core, which is explored for narrow and broadband applications. The results lead to the

design of a broadband frequency doubler, a narrowband frequency doubler, and a

narrowband frequency quadrupler.

Frequency dividers capable to operate in dynamic or static mode (dynastat

divider) are presented in Chapter 4. The design of two dynastat divider prototypes is

presented in this chapter, one biased from a 4.5 V supply and another biased from a

-2.5 V supply.

The complete design of the 40-Gb/s digitally-controlled DA is presented in

two chapters. In Chapter 5, the architecture, design and characterization of a 40-Gb/s

211-1 PRBS generator is presented. The PRBS uses a half-rate clock distribution
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scheme, and it is designed to operate from a single -2.5 V supply. Moreover, it

incorporates innovations in the clock distribution, and it outputs a trigger signal.

The design and characterization of the digitally-controlled modulator driver is

presented in Chapter 6. The circuit operates from +5/-2.5 V supplies. The output

stage of the 40-Gb/s modulator driver is a distributed amplifier, which has 6 Vp-p

output voltage. The prototype includes a new clock synchronizer control circuit, an

energy detector for BiC, and BiST capability implemented with the 40-Gb/s 211-1

PRBS.

Chapter 7 presents the major research contributions and recommendations for

future work.
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2
WIDEBAND AMPLIFIER

The design of a Darlington amplifier with shunt resistive feedback is

investigated in this chapter. The circuit is biased from a 2.1-V supply, and its

gain-bandwidth product benchmarks the performance of the technology. Simple

design equations for gain, and input/output impedances are derived. Moreover,

inductive-peaking and cascoding that mitigate the effects of parasitics are used to

increase the circuit gain-bandwidth (GBW) product. Three broadband amplifier

prototypes were fabricated to verify the optimization of the GBW product. The

prototypes (fabricated in IBM SiGe-BiCMOS 9HP [1]) are designed for 50-Ω input/

output matching, and 12-dB forward transmission gain (S21).

2.1 Broadband amplifiers

The performance of a technology can be evaluated by comparing the gain-

bandwidth product of broadband amplifiers [1]. Alternatives for their implementation

include the distributed, staggered, Cherry-Hooper, and Darlington amplifiers. 

The distributed amplifier (DA) was described in Section 1.5. It distributes the

input signal to the gain stages using an input transmission line (TL) and combines the

gain stage outputs in an output TL. A distributed amplifier absorbs the gain stage

capacitive loading in a synthetic transmission line at the input and output, achieving

multi-volt output voltage and high gain-bandwidth (GBW) product

simultaneously [2]. However, the DA occupies a larger chip area than single-stage

wideband amplifiers, and it has lower power efficiency because at least one-half of
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the RF output power is dissipated in a back-termination resistor used to prevent

reflections in the output TL.

A different approach sub-divides the desired passband for signal

amplification into smaller frequency bands, and it provides an overall broadband

operation by combining the outputs of its equalized stages [3]. An example of this

type of broadband amplifier is shown in Fig. 2-1 [4], which combines a Darlington

feedback amplifier and degenerated gain stages to achieve 102 GHz bandwidth.

Problems associated with staggered amplifiers, compared to single-stage amplifiers,

include gain variation in its frequency response, and increased group delay variation

across its operating frequency. 

Broadband amplification and increased gain are obtained using cascade

amplifiers (see Fig. 2-2 [5]), which produce an overall amplification equal to the

product of their individual voltage gain.

 Fig. 2-1: Staggered amplifier [4].
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 Fig. 2-2: 2-stage Darlington amplifier [5].
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The Cherry-Hooper amplifier [6] is a two-stage (transconductance-

transimpedance) amplifier, which was modified to increase its bandwidth [7] and

gain [8]. Its schematic is shown in Fig. 2-3. One of the main limitations of this type of

amplifier is its minimum supply voltage, which is constrained by the cascoded

transistors in its topology.

2.2 Darlington pair

The Darlington pair, shown in Fig. 2-4a [9], is a compact stage with

broadband capability that can operate from a reduced supply voltage. The unity gain

frequency (fT) of the Darlington pair is about twice the value of a single transistor fT,

as shown in Fig. 2-4b. The increased maximum operating frequency of the

 Fig. 2-3: Cherry-Hooper amplifier [8].
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Darlington pair makes it attractive for high-frequency, broadband circuits, which is

why it has been widely used as broadband gain stage [10], broadband mixer [11],

active balun [12], low-noise amplifier [13], power amplifier [14], and gain stage in a

distributed amplifier [15].

A single stage Darlington feedback amplifier is selected as the benchmark

circuit for wideband amplification. It is an excellent benchmarking circuit because its

performance relates directly to transistor metrics, and the circuit is relatively easy to

characterize from 2-port measurements.

2.3 Darlington feedback amplifier

A Darlington amplifier with resistive feedback is shown in Fig. 2-5. The

amplifier consists of shunt feedback resistor (RF), transistors Q1 and Q2 connected in

a Darlington configuration, bias current mirror (Qb1-Qb2), and ballast resistor (RE). 

Without the ballast resistor (RE) the collector current of Q2 (ICQ2) increases

with increasing temperature. After introducing RE, the base-emitter voltage of Q2

(VBE,Q2) reduces when IC,Q2 increases, which regulates IC,Q2. Bias stability in the

amplifier therefore is obtained at the cost of reduced transconductance.

The amplifier in Fig. 2-5 is embedded in a 50-Ω system (i.e., 50-Ω source and

load), and it uses two external bias-Ts to simplify testing. The output bias-T supplies

VCC to the amplifier, but it can be removed if the bias current is fed through the load

+

-

 Fig. 2-5: Shunt feedback, broadband reference amplifier.
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(RL). The amplifier power consumption increases if the output bias-T is removed,

because VCC must be increased to account for the voltage drop across RL.

A single transistor can implement the active gain. However, the capacitive

loading on the feedback network formed by RF and RG at the input from a single

transistor is approximately twice the loading introduced by a Darlington pair. The

Darlington pair gain-bandwidth (GBW) product is also merely twice the GBW of a

single transistor (i.e., fT doubling [16]). 

Transistors Q1 and Q2 are biased via Ib, VBB and VCC. The collector current

of Q1 is set by Ib and current mirror Qb1-Qb2. The collector current of Q2 is set by its

base-emitter voltage, which is controlled via VBB and ballast resistor RE (i.e.,

Vb_Q2=VBB-Vbe,Q1 and Ve_Q2=Ie_Q2⋅RE). Moreover, VBB and VCC set the base-

collector voltage of Q1 (VBC,Q1=VBB-VCC) and Q2 (VBC,Q2=VBB-Vbe,Q1-VCC), but

only one bias-T is required if VBB or VCC is defined by the voltage drop across RF.

2.3.1  Low frequency gain, input and output resistance

The amplifier gain, input and output impedances can be calculated using

nodal or mesh analysis. For example, [17] analyzes the Darlington amplifier gain and

bandwidth in a HBT-HEMT process. The transistor model used in the analysis

includes its input resistance, and parasitic capacitances, however, the expressions

obtained provide little insight into the circuit for its design and optimization. 

Following a different approach, the simplified low-frequency, small-signal

model shown in Fig. 2-6 is used to analyze the amplifier. The schematic includes the

+

-

 Fig. 2-6: Shunt feedback amplifier low frequency model.
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generator resistance (RG), the amplifier equivalent shunt input resistance (Rbe),

feedback resistance (RF), transistor transconductance (gm), and load resistance (RL).

The signal flow graph and the transmittances from one node to another via each

branch in the circuit are shown in Fig. 2-7. Three node voltages (generator Eg, input

Vi and output Vo) are represented in the graph. Parameters α, Ga, Gp and H

symbolize the transmittances from one node to another via each branch in the

circuit1. The amplifier voltage gain (∆v) is obtained using Mason’s gain rule,

. 

If  and the amplifier input and output impedances are equal and

matched to the generator and load resistances . Then, the

forward transmission coefficient is calculated from the amplifier gain as2

. (1)

The amplifier transconductance ( ) is approximately the degenerated

transconductance of Q2, ,where re2 is the extrinsic emitter

resistance of Q2, and RE is the ballast resistor.

The forward active gain and feedback resistor define the low-frequency input

and output impedances of the amplifier (Rout, Rin), assuming the active device

terminal impedances are >> RF. This is a valid assumption in a bipolar

implementation at low frequency. 

1. Calculation of the transmittances can be found in Appendix A.
2. Eq. 1 and Eq. 2 are derived in appendix A.

∆v

Vo

Eg
------ α Gp Ga+( )

1 Gp Ga+( ) H⋅( )–
-------------------------------------------------= =

 Fig. 2-7: Amplifier low frequency signal flow diagram.
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Then

. (2)

 When the amplifier embedded in a 50-Ω environment (see Fig. 2-5)

Rout=Rin=50 Ω. The amplifier gain, and its input and output impedances are

approximated by Eq. 1 and Eq. 2. For example, the feedback resistance for a 12-dB

gain amplifier (i.e., S21=-4) calculated using Eq. 2, is RF=250 Ω, and the

transconductance required from the active device calculated from Eq. 1 is 96 mS.

Independently of the technology used to implement the amplifier, Eq. 1 and Eq. 2 are

used to calculate RF and gm. 

2.3.2  Transistors sizes

A small-signal model of the Darlington pair for frequencies << fT is shown in

Fig. 2-8. The transistor output resistance rout is assumed infinite in the model, and the

Miller capacitance CMbc
3 is not included because the transistor impedance is

dominated by Cbe in the amplifier to be designed4. The transconductance of the

circuit is

, (3)

3. CMbc=Cbc(1+∆v), where Cbc is the base-collector capacitance and ∆v is the voltage gain.
4. For a 12-dB gain 1/jwCMbc > 1/jwCbe, due to Cbe/Cbc≈10 for a bipolar transistor.

Rout Rin RF 1 S21–( )⁄= =

 Fig. 2-8: Simplified small-signal model of the Darlington pair.
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which is a valid approximation at low frequencies, since gm1-gm2 is divided by >> 1

at low frequencies (e.g., gm1/sC2≈ωT/jω for equal area transistors biased at the same

current density). The Darlington pair transconductance is dominated by gm2. The

maximum gain-bandwidth product is obtained when Q2 is biased at peak-fT current

density (JC,fT). Therefore, Q2 must be sized to provide the required transconductance

(after introducing RE) when biased at JC,fT. 

To determine the optimum size for Q1, the frequency response of the current

gain in the circuit in Fig. 2-8 is calculated as

. (4)

The transconductance of a bipolar transistor divided by its input capacitance

approximates the device transit frequency (ωT ≅ gm/Cin), which is independent of the

transistor area for a given bias current density. Then, Eq. 4 is

. (5)

Equation 5 shows that the Darlington pair current gain is defined by the transit

frequency of the transistors, which depends on their bias current densities. Transistor

Q2 is biased at JC,fT for maximum bandwidth, and it is sized to provide the

transconductance required to implement the amplifier gain. However, the area of Q1

has no effect on the Darlington pair transconductance at low frequencies (Eq. 3), and

only its bias current density affects the pair current gain (Eq. 5). In this work, the

optimum area of Q1 is based on its effect on the input impedance, as explained next.

The small-signal model of a single transistor feedback amplifier, including

the transistor base resistance rb, is shown in Fig. 2-9. The circuit input impedance is

. (6)
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The real component of the impedance (~50-Ω), which is equal to Eq. 2 for

RF>RL, is determined by the transconductance (96 mS), load resistance (50 Ω), and

feedback resistance (250 Ω). The imaginary component of the impedance is positive

or negative depending on the value of the base resistance.

Variation of the input impedance with respect to rb is verified using

simulations. A single transistor, common-emitter amplifier (i.e., not a Darlington

pair) is simulated from 1 GHz to 100GHz. The transistor width is maintained

constant and equal to 90 nm and its length is varied from 2.5 µm to 6.5 µm in 1 µm

increments. The active device is biased at the peak-fT current density for every size,

and the ballast resistor value is changed for each case to maintain 96 mS

 Fig. 2-9: Small-signal model of a single-transistor feedback 
amplifier, including the base resistance.

RF 

gmVbe 
C +

-
Vbe

+

-
vin

iin rb 

RL 

 Fig. 2-10: S11 of a single transistor feedback amplifier.
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transconductance. The amplifier input reflection coefficient (S11) for each simulation

is plotted on a Smith chart in Fig. 2-10. The emitter length (Le) and base resistance

(rb) for each simulation are indicated in the figure. At low frequencies, Zin equals

50 Ω, as predicted by Eq. 2 and Eq. 5. At increased frequencies, the base resistance

changes Zin according to Eq. 5. Although the area of Q1 has a negligible effect on the

amplifier gain at low frequencies, if it is biased at JC,fT, it affects the amplifier input

impedance. 

The first broadband amplifier benchmark circuit is designed for 12-dB gain.

The circuit requires 250-Ω feedback resistor and 96 mS transconductance, as

previously calculated. A 90 nm x 7 µm transistor and a 3.5-Ω resistor are chosen to

implement Q2 and RE, respectively. The transconductance  obtained from

simulations with the transistor biased at peak-fT current density (JC,fT ~22 mA/µm2

[1]) is 96 mS. Simulations of the Darlington amplifier with Q1 implemented with a

90-nm x 4.2-µm transistor show a capacitive input impedance at frequencies above

30 GHz, which is compensated by the input transmission line that connects the

amplifier to the IC input pad. The reflection coefficient of the amplifier benchmark

circuit, including the input TL, is presented in Section 2.5.

2.4 Bandwidth enhancement

The circuit shown in Fig. 2-5 was designed for a 12-dB gain and 50-Ω input/

output matching in Section 2.3, and it is named as the reference amplifier. In this

section, the frequency response of the circuit is studied. Two methods to increase the

bandwidth of the reference amplifier are investigated, which result in two other

benchmark wideband amplifiers, named series-peaked and cascoded amplifiers. 

If the base-collector capacitances (Cbc) of Q1 and Q2 (see Fig. 2-5) are

included in the calculation of the amplifier transfer function, an equation that

provides little insight into the circuit is obtained. A different approach is used to

quantify the effect of these parasitics on the amplifier bandwidth. The circuit time

g′m2



Chapter 2 31

constants are obtained first, which are inversely proportional to the amplifier cut-off

frequency. Then, the contribution of circuit parasitics to these time constants are

quantified to identify those which limit the bandwidth. The simplified small-signal

circuit of the amplifier (Fig. 2-11 [18]) is used to calculate the time constants. The

base resistance of Q1 affects the RF and RG branches, but the effect of rb in the

feedback loop can be ignored assuming rb << RF. The base resistance of Q1 and the

generator resistance (RG) are added in series (RGT). The overall Miller capacitance

(Cµ) has contributions from Q1 (32 %) and Q2 (68 %), and its value is extracted from

simulations of the reference amplifier. The total capacitance from the base of Q1 to

ground (Cin), and from the collectors of Q1 and Q2 to ground (CL) are extracted from

the same simulations. The load resistance (RLT) is the parallel combination of RL and

the output resistance of Q2, and it equals RL when ro >> RL, which is a valid

assumption in a bipolar implementation.

The -3dB bandwidth is inversely proportional to the circuit time constant
5, which is comprised of four time

constants whose values were determined using parasitics extracted from simulations

of the reference amplifier. The contribution of the components to  are

 (46 %),  (42.4 %),  (2.9 %),

and  (8.7 %).

5. The derivation of τi can be found in appendix B.

 Fig. 2-11: Simplified small-signal circuit used for the frequency 
response analysis.

RF 

RG

RL

+

-

VoEg
+

-

rb 

RGT Cµ 

ro
g’m 2 

RLT

Cin  CL 
Q2

Q1

τi CinR
GT

1 g′m2R
LT

+( )CµRGT CµRLT CLRLT+ + +=

τi

τ1 CinRGT= τ2 1 g′m2RLT+( )C
µ

RGT= τ3 CµRLT=

τ4 CLRLT=



Chapter 2 32

Time constants  and  have a major effect on . Reducing 

increases the circuit -3dB bandwidth, therefore,  and  need to be reduced to

increase the bandwidth. Notice that the amplifier gain affects  only. Circuit

modifications are used to reduce  and , which leads to the inductive-peaked

and cascoded amplifiers.

2.4.1  Inductive peaking

The bandwidth of the Darlington feedback amplifier can be extended using

inductors in the feedback [19], input [20], and output [21] to peak the response.

However, the trade-off between increased bandwidth and gain flatness needs to be

considered. A comparison of the bandwidth improvement and peaking, obtained

using an inductor in three different locations in the circuit, is shown in Fig. 2-12. In

the figure, the percentage increase in the bandwidth with respect to the reference

amplifier (Fig. 2-5), and the percentage increase in |S21| caused by peaking of the

frequency response with respect to S21 at 1 GHz are noted. The largest bandwidth

improvement is obtained when an inductor is connected in series with the base of Q1,

which results in a 25 % greater bandwidth and 2% peaking of the forward gain.

Notice that introducing L1 reduces the loading of Cin on the input signal source.

Therefore, it increases the bandwidth by reducing .

τ1 τ2 τi τi

τ1 τ2

τ2

τ1 τ2

 Fig. 2-12: Options to implement inductive peaking.
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The series-peaked amplifier (Fig. 2-13) is implemented using the 72-pH

inductor shown in Fig. 2-14. The top three metal layers (M6, M7, and M8) are used to

implement the 12-µm x 12-µm, two-turn octagonal inductor. It is shielded from the

substrate using an M1 shield (Fig. 2-14). Electromagnetic (EM) simulations using the

2.5D Method-of-Moments (MoM) predicted a self-resonant frequency of 196 GHz. 

2.4.2  Cascoding

An alternative to mitigate the Miller effect in the amplifier is the use of a

cascode transistor (see [22], [23] for examples). The schematic of a Darlington

amplifier with Q2 cascoded by Q3 is shown in Fig. 2-15. The on-chip decoupling

Q1

 Fig. 2-13: Inductive series-peaked broadband amplifier.
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 Fig. 2-14: Custom made inductor for the inductive series-peaking 
of a broadband amplifier.
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capacitor (CD) reduces the impedance from the base of Q3 to ground. Note that the

amplifier power consumption is unchanged after adding Q3, because neither the

voltage supply nor the bias current are increased. Cascoding Q2 with Q3 reduces the

capacitive contribution of Q2 to Cµ, due to the reduction of the Miller effect, thereby

reducing  and , and increasing the amplifier bandwidth. Combining inductive

series-peaking and cascoding via Q3 extends the amplifier bandwidth by 53 %

compared to that of the reference amplifier (Fig. 2-5). 

Transistor Q3 affects not only the bandwidth of the amplifier. A Darlington

amplifier with a time delay in the collector current of Q2 is shown in Fig. 2-16. The

simulated forward and inverse transmission coefficients for the delay τQ3 set to 0 and

1 ps are plotted in Fig. 2-17. The delay inserted at the collector of Q2 degrades the

reverse isolation of the amplifier, as seen from the simulation. A delay within the

τ2 τ3

 Fig. 2-15: Cascode broadband amplifier.
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 Fig. 2-16: Darlington amplifier with a delay introduced in the 
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loop affects the stability of the design, which is verified by simulations of the gain

margin (GM) and phase margin (PM) for the three amplifiers. Reduced GM and PM

is observed from the reference (GM=15dB, PM=90°), to the inductive-peaked

(GM=11dB, PM=81°), and the cascoded (GM=5dB, PM=76°) designs. 

2.4.3  Amplifier noise figure

The reference (Fig. 2-5) and series-peaked (Fig. 2-13) amplifiers have similar

noise figures (NF), which are higher than the NF of the cascode amplifier. The

base-collector bias voltage of Q2 (VBC_Q2) in the reference amplifier (Fig. 2-5)

equals VBB-VBE,Q1-VCC, where VBE,Q1 is ~0.9 V when Q1 is biased at peak-fT

current density. The voltage VBC_Q2 is reduced when Q3 cascodes Q2, assuming that

the supply voltage is kept constant. The effect of Q3 on the noise figure is evaluated

by comparing two circuits: a common-emitter transistor, and a cascoded transistor

(shown in Fig. 2-18a). The NF values from 1 GHz to 20 GHz for both circuits are

plotted in Fig. 2-18b. The NF of the common-emitter transistor, which is biased at

1.2 V reverse base-collector voltage, is considered first. The base-collector depletion

layer is extended into the base (Early effect) when VBC increases. A wider BC

depletion layer increases the internal base resistance and the number of scattering

events due to the high electric field [24]. Therefore, the transistor internal base

 Fig. 2-17: Simulated effect of a delay in the Darlington pair 
amplifier.
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resistance at 1.2 V VBC increases respect to lower VBC, which increases the noise

contribution of Q2. If the reverse base-collector voltage is reduced to 0.1 V, the

internal base resistance and NF decrease. In a common-emitter configuration,

increasing VBC from 0.1 to 1.2 V raises the NF by 0.6 dB.

In a cascode configuration VBC_Q2 equals the base voltage of Q3 (VCASC)

minus its VBE, notice that when Q3 is biased at JC,fT its VBE approaches 0.9 V. The

value of VCASC is selected to set VBC_Q2 to 0.1 V. The NF of the cascode stage is

shown in Fig. 2-18b. The contribution of Q3 to the NF is negligible, because the

cascode stage NF value equals the NF of Q2 (alone) biased at the same VBC. Thus,

the cascode amplifier is expected to have a lower NF compared to the reference and

series-peaked amplifiers

2.4.4  Amplifier linearity

Odd-order distortion at low input power levels creates third-order

intermodulation distortion (IM3). The cascode amplifier IM3 was simulated for

different voltages across the base-collector junction of Q2 (VBC_Q2), controlled via

VCASC as shown in Fig. 2-19a. 

 Fig. 2-18: Noise figure comparison between a common-emitter 
and a cascode topology.
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The amplifier IM3 depends on the (non-linear) base-collector depletion

capacitance (Cjc) [25]. Its variation vs. the collector-base bias voltage (VCBbias) is

shown in Fig. 2-19b. If VCBbias is increased, Cjc is constant when the base-collector

voltage is modulated by the output voltage, however, at reduced VBCbias the value of

Cjc is varied by the base-collector voltage, which causes distortion. 

The amplifier has a fixed supply voltage, but VCASC can be used to set the

collector-base bias voltages of Q2 and Q3. The amplifier IM3 vs. input power, for

VCB_Q2 = -0.3, 0, 0.3, and 0.7 V, is plotted in Fig. 2-20. At a given input power (Pin),

IM3 reduces when VCB_Q2 increases (e.g., see Pin=-15dm, and VCB_Q2 from -0.3 V

 Fig. 2-19:  Schematic of a cascode amplifier, and Cjc vs. 
base-collector junction reverse bias voltage
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 Fig. 2-20:  Third-order intermodulation distortion for different VBC 
in the cascode amplifier, simulation results.
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to 0 V). Increasing VCB_Q2 beyond 0V degrades IM3 because VCB_Q3 reduces (see

Pin=-15dm, and VCB_Q2 from 0.3 V to 0.7 V). 

Better linearity is expected in the reference and inductive-peaked amplifiers

compared to the cascode amplifier, because they have higher VBC_Q2. The cascode

amplifier IP3 can be improved at the cost of higher supply voltage and increased NF.

Improvement of IP3 could be investigated following a similar approach to [22],

which implements a Darlington cascode amplifier in GaAs PHEMT and GaN HEMT

technologies. The PHEMT devices have a quadratic relationship between ID and

VGS, which generates less harmonics than the exponential relationship between IC

and VBE in the bipolar devices. Moreover, higher breakdown voltage (BVDG > 14 V)

of the 0.5-µm PHEMT used in [22] allowed the use of a 5-V supply to obtain

44.3 dBm OIP3 (measured) after adding a load at the gate of the cascode transistor.

The impedance tuning circuit at the gate of the cascode transistor improved IP3 by

2 dB respect to the conventional Darlington amplifier implemented in the same

technology.

2.5 Amplifier measurement and characterization

Three Darlington amplifiers have been implemented in IBM-9HP

SiGe-BiCMOS technology (300/350 GHz fT/fmax [1]). The reference (Fig. 2-5),

series-peaked (Fig. 2-13) and cascode (Fig. 2-15) amplifiers have been configured for

on-wafer probing using GSG probes for the RF path, and DC probes for biasing. The

photomicrograph of the cascode amplifier is shown in Fig. 2-21, which has a total

area of 0.20 mm2 (including pads), of which only 0.003mm2 is required by the active

circuitry (i.e., peaking inductor, biasing, transistors and feedback resistor). The base

of Q3 is biased at a voltage VCASC=1.85 V, and the supply VCC=2.1 V for all three

prototypes. Each amplifier draws 23 mA from the supply. The Agilent N5251A

vector network analyzer was calibrated using the TRL method to de-embed the cables

and probes. Effects of the pad parasitics and the on-chip input and output
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transmission lines were included in the amplifier design, and the following

measurements include their effects.

Simulations and measurements of the forward transmission coefficient (|S21|)

from 1 to 110 GHz are shown in Fig. 2-22, and the -3 dB bandwidth is indicated for

each of the amplifiers. The measured feedback resistor (RF) is only 1.6 % below the

design value of 250 Ω (i.e., 246 Ω). The low-frequency gain is 12-dB for the three

RF ING G

G G

Ib VCASC

G RF OUT G

Active 
Area

520 µm

 Fig. 2-21: Chip photomicrograph of the cascode amplifier.
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 Fig. 2-22: Measured (solid line) vs. simulated (dashed) |S21| for 
the three amplifiers.
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amplifiers, as designed using Eq. 2. Simulations for the reference (Fig. 2-5),

series-peaked (Fig. 2-13) and cascode (Fig. 2-15) amplifiers predict -3 dB

bandwidths of 79, 106 and 123 GHz, respectively, and show excellent agreement

with the measured values for the reference (80 GHz) and series-peaked (100 GHz)

amplifier. The -3dB bandwidth of the cascode amplifier exceed the maximum

frequency of the VNA (i.e., 110 GHz); 123-GHz bandwidth is predicted from

simulation.

The reference and series-peaked amplifiers have relatively flat reverse

transmission coefficients (|S12| in Fig. 2-23), with a variation from -16 dB to -14 dB

between 1 and 110 GHz. The behavior is different for the cascode amplifier,

changing from -16 dB to -8.7 dB over the same frequency range. The difference may

arise from the delay introduced in the forward path by the cascode transistor Q3, as

shown in Fig. 2-17.

Simulated and measured input (IRL) and output (ORL) reflection coefficients

are plotted on a Smith chart in Fig. 2-24 for the cascode amplifier. The ORL is

inductive at low frequencies due to the 110-µm transmission line, while the input is a

combination of the 150-µm input transmission line and the base resistance as shown
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 Fig. 2-23: Measured (solid) vs. simulated (dashed) |S12| for the 
three amplifiers.
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by Eq. 6 in Section 3.1.2. Furthermore, all amplifiers have a measured input and

output return loss better than 10 dB within their -3 dB bandwidth.

The three amplifiers tested are unconditionally stable (i.e., k > 1 and |∆| < 1

according to Rollet stability factor [26]). The series-peaked and cascode amplifier

stability factors (k) and determinants of the measured S-parameters (∆) are plotted in

 Fig. 2-24: Measured (solid) and simulated (dashed) input and 
output reflection coefficients for the cascode amplifier.
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 Fig. 2-25: Stability factor k and ∆ extracted from measurements of 
the series-peaked and cascode amplifiers.
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Fig. 2-25a. In the figure, k and ∆ of the reference amplifier follow those of the

series-peaked closely, and have been omitted to simplify the plots. The stability

factor µ [27] was calculated using the measured data for the 3 amplifiers, and

simulated data for the cascode amplifier. The results are shown in Fig. 2-25b.

Multiple amplifiers can be cascaded due to their stability.

Constant group delay over frequency is desired to avoid the distortion created

by the dispersion of the signal, which can cause intersymbol interference in digital

data transmission. Fig. 2-26 shows amplifiers measured group delay, along with the

simulation for the cascode amplifier. Variation of the group delay is within  ±1 ps. 

The noise figure of each of the amplifier was measured up to 18 GHz (noise

source available up to that frequency). The results are presented in Fig. 2-27 and

compared to simulation results. Lower NF is obtained from the cascode amplifier due

to lower noise contribution from Q2 when biased at smaller VBC_Q2, as discussed in

Section 2.4.3 and shown in Fig. 2-18. Simulations show that the dominant sources of

 Fig. 2-26: Group delay extracted from measured S-parameters for 
the three amplifiers.
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noise are the base resistances of Q1, Q2 and the feedback resistor RF.

Second- and third-order distortions (IM2 and IM3, respectively) measured at

5 GHz are shown in Fig. 2-28 for the cascode amplifier. Measurements and

simulations are seen in the figure. Furthermore, Table 2-1 shows the 1dB

compression, IIP2 and IIP3 for the three amplifiers. As described in Section 3.2.4, a

lower base-collector reverse bias voltage degrades the amplifier linearity. The
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linearity of the cascode amplifier is improved by increasing the supply voltage and

VCASC. Further improvement is obtained at the cost of higher power consumption.

For example, the ballast resistor value can be increased to degenerate Q2 further, but

to maintain the gain, the area and bias current of Q2 need to be increased too.

 The fabricated amplifiers are benchmarked against other published amplifiers

in Table 2-2.

Distributed amplifiers fabricated in CMOS technology are included in the

table for comparison. Reference [28] is a distributed amplifier with 9-dB gain and

92-GHz bandwidth, and reference [29] is 4-level, tapered distributed amplifier with

14 dB gain and 73.5-GHz bandwidth. Ref. [29] has a GBW/PDC value that is 0.89

higher than the one from [28] (i.e., 4.39 vs. 3.5), but it also has a larger area in

comparison to [28] (1.72 mm2 vs. 0.45 mm2). The larger area and smaller GBW/PDC

compared to the cascode amplifier (i.e., 0.152 mm2 and 9.1 GHz/mW, respectively)

show the performance advantages of the SiGe HBT. Reference [30] uses a

multi-stage design of four emitter followers and one cascode stage achieving an

overall -3 dB bandwidth of 84.6 GHz. Its 990-mW power consumption defines a

GBW/PDC of 0.85, which is less than one-tenth of the GBW/PDC realized by the

cascode amplifier (Fig. 2-15). Reference [31] consist of a cascade of stagger-tuned

stages equalized for broadband response and low ripple. However, the group delay

(GD) of the design has a large variation (±6 ps) compared to the single stage GD

variation (±1 ps for the reference, series peaked and cascode amplifiers).

Furthermore,  the  10-dB  gain and 102-GHz bandwidth  amplifier  consumes  73 mW 

Table 2-1: Measured amplifier linearity

P1dB dBm IIP2 dBm IIP3 dBm

Reference -9 22 14.5

Series-peaked -9 22.5 15

Cascode -15 19 12
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Table 2-2: Broadband amplifiers performance comparison

Source Technology/fT
Gain 
(dB)

BW 
(GHz)

Power 
Dissipation 

(mW)/
Vsupply

FoM = 
GBW/Pdc

Active 
Area 

(mm2)
NF

(dB) Topology

Reference 
Fig. 2-5

90nm SiGe-

BiCMOS/ 300GHz

12

12

12

79

48 / 2.1V

6.58 0.152 8.8

Single-stage Darlington. 

Single-ended

Series-
peaked 

Fig. 2-13
100 8.3 0.152 8.9

Cascode 
Fig. 2-15

>110 
123 

(sims)

9.1 

10.25 
(sims)

0.197 
0.003 
(core)/

7.5

[28] MWCL, 
2011

45nm CMOS SOI/
350GHz

9 92 73.5 / 1.2 3.5 0.45 - Distributed amplifier. 

Single-ended

[29] MTT, 
2009

90nm CMOS 14 73.5 84 / 1.2 4.393 1.72 - Tapered cascaded distrib-
uted amplifiers. 

Single-ended

[30] JSSC, 
2007

0.18µm SiGe bipo-
lar 200GHz

20 84.6 990 / 5.5V 0.85 0.63 21.5 4 cascaded EF + 1 cas-
code. 

Differentail

[31] JSSC, 
2011

0.12µm SiGe-

BiCMOS

10 102 73 / 2 4.425 0.29 5.8 Staggered.

Single-ended

[32] BCTM, 
2013

0.13µm SiGe-

BiCMOS 200GHz

20 >67

82(sim)

92 / 2.7V 7.28 

8.91 (sim)

0.28 0.04 
(core)

6 2-stage Darlington. 

Single-ended
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and has a GBW/PDC close to half the value of the cascoded amplifier (i.e., 4.425 vs.

9.1). Example [32] uses a 2-stage Darlington amplifier achieving 20-dB gain and a

simulated bandwidth of 82 GHz (measured only up to 67 GHz due to setup

limitations) and it has a GBW/PDC of 7.28 (8.91 using its simulated -3 dB

bandwidth). By comparison, the measured data for the cascode amplifier is used to

simulate two cascaded stages. The two-stage amplifier has 23.9-dB gain and

116-GHz bandwidth. The GBW product of the simulation is 1.82 THz, and the power

consumption is 96 mW, therefore, the GBW/PDC is 19, exceeding the GBW/PDC of

10.25 and 8.9 of the cascode amplifier and ref. [32]. 

Techniques used to extend the -3 dB bandwidth of the amplifier increases the

performance capability of a technology. The broadband amplifier without extended

bandwidth can be used to track different device parameters and their effect on the

circuit performance (e.g., rb, Cbe, Cbc, etc.). The Darlington amplifier in Fig. 2-5 was

designed in four SiGe-BiCMOS technologies following the design procedure of

Section 2.3. A comparison of the designed amplifiers is shown in Fig. 2-29 ([1]). All

of the simulated amplifiers have 12-dB gain and are matched to 50 Ω at the input and

 Fig. 2-29: Forward transmission coefficient across four 
SiGe-BiCMOS generations.
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output. The amplifiers GBW product across technologies are 54 GHz (0.5-µm -

5HP), 110 GHz (180-nm - 7HP), 216 GHz (130-nm - 8HP), and 316 GHz (90-nm -

9HP). The Darlington amplifier serves as an effective technology benchmark circuit

because its GBW product provides a means of technology evaluation and can be used

to make a comparison between technologies.

2.6 Summary

The design of a broadband Darlington feedback amplifier was studied in this

chapter. Two simple equations (Eq. 1 and Eq. 2) were used for the design of the

low-frequency gain and input/output matching. The effect of the transistors sizes on

the gain, bandwidth and matching was reviewed. Furthermore, the transistor

parameters that limit the amplifier maximum operating frequency have been

identified by calculating the dominant circuit time constant. The effects of parasitics

were reduced using inductive peaking and adding a cascode stage, obtaining an

overall bandwidth improvement of 53% with respect to the (reference) Darlington

amplifier. Three prototypes with 12-dB gain and matched to 50-Ω input/output

impedances were fabricated in 90-nm SiGe-BiCMOS technology. The broadband

amplifier prototypes validate the low-frequency design equations and bandwidth

extension techniques proposed for the Darlington feedback amplifier.
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3
FREQUENCY MULTIPLICATION

Frequency multipliers are necessary for power generation in the upper

mm-wave and sub-mm-wave frequencies. The limitation in the output power of

amplifiers and the tuning range of oscillators operating near the device cut-off

frequency make multipliers an important component in higher frequency

transmitters. Distribution and generation of local oscillator carriers at lower

frequencies (to optimize phase noise) and scaling to higher frequencies using

multiplication is attractive from a system design perspective. 

3.1 Passive and active frequency multipliers

Frequency multipliers may be classified as passive or active. Passive

multipliers often use a single non-linear device for harmonic generation (e.g., a

transistor or diode), followed by a gain stage and passive narrowband filtering to

select the desired overtone. Amplification is required to restore the RF signal

amplitude lost in the conversion process, which consumes DC power. Because of

their simplicity and efficiency in narrowband applications, passive multipliers have

been designed which operate up to sub-mm-wave frequencies [1], [2]. However,

input-to-output isolation for passive multipliers can be poor without high-order,

narrowband filtering, which increases the chip area and manufacturing cost for the

complete circuit. 

Active multipliers provide conversion gain when translating the input to the

desired output frequency. Isolation and suppression of potential spurious signals can

be realized by selection of the circuit topology [3], which simplifies integration of an
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oscillator with up-conversion blocks in a transceiver. It relaxes the filtering

requirements needed to control output spurs at harmonics of the input frequency,

making it possible to realize higher spectral purity across a wide band of frequencies

within a compact area when compared to passive multipliers.

3.1.1  Active frequency multiplier topologies 

Transistor-based multipliers typically use the translinear transfer of a

differential pair to generate energy at the desired harmonic. Gilbert [4] devised a

symmetric circuit topology for a translinear multiplier that suppresses even-order

spurious components and cancels signal feedthrough, thereby avoiding the need for

high-order post-multiplication filters that bandlimit the frequency response.

The Gilbert multiplier (shown in Fig. 3-1) was benchmarked in many silicon

technologies, with examples realizing 16-dB maximum conversion gain (CGmax)

from DC-17 GHz using Si-BJTs [3], 18-42 GHz bandwidth with 8.6-dB CGmax using

SiGe-HBTs [5], and across 100 GHz with 1-dB CGmax in an InP DHBT technology

[6]. The main limitations of the circuit, as a broadband frequency multiplier, are its

minimum supply voltage and spurious suppression. Undesired harmonic outputs are

suppressed well in the 4-quadrant analog multiplier circuit originally proposed by

Gilbert. However, output spurious levels increase at odd harmonics of the input when

conversion gain and operating frequency are increased through circuit simplifications

 Fig. 3-1: Gilbert multiplier.
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(e.g., removing the predistortion stage). In addition, overdriving the circuit to

maximize the multiplier conversion gain unbalances the circuit and generates

unwanted even-order harmonics, and its bandwidth is limited by the difference in

response between the 2 inputs of the translinear cascode.

The Gilbert cell topology relies on the cascoding of current steering stages

and requires 2.7 V of headroom in a silicon bipolar implementation, or ~1.8 V in an

advanced CMOS technology and it is less suitable in the deep submicron technology

era where ~1 V supplies for CMOS are common. The focus in this chapter is on the

low-voltage Kimura multiplier topology [7] which is selected for its low power

capability. 

3.2 Low-voltage multiplier topology

The multiplier core consists of two asymmetrically biased differential pairs

with cross-coupled collectors that realizes an even-order transfer function. It is

capable of wideband operation as a frequency doubler or quadrupler at bias voltages

below 2 V in a bipolar technology. A schematic of the Kimura multiplier core is

shown in Fig. 3-2. Initially proposed by Ogawa and Kusakabe as a multiplier in 1978

[8], Kimura developed the circuit as pseudo-logarithmic rectifier [9], and later as a 4-

quadrant multiplier using unbalanced differential pairs in MOS and bipolar [7].

A differential input signal (Vi+-Vi-) drives the multiplier core, which

generates a current output ∆Iout (i.e., Iop-Iom) at even-order multiples of the input

Iop=IC2+IC4 Iom=IC1+IC3

VK VK

∆Vin

Q1

Q4
Q2

Q3

I0I0

+
-

 Fig. 3-2: Frequency doubler core schematic.

Vi+

Vi-

Vop Vom
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signal. The multiplier circuit input loop consists of the signal source and its

impedance, and the differential (base) inputs of Q2,3 and Q1,4 (with reduced voltage,

VK on Q1 and Q3). The output loop consists of the load at the multiplier output and

the collectors of transistors Q2,4 and Q1,3. The DC offset caused by asymmetry of the

bias currents flowing in the core transistors is minimized by setting the core output

nodes (Vop and Vom in Fig. 3-2) to the same DC voltage, as discussed later in the

chapter. 

The differential output current (∆Iout) as a function of the differential input

voltage (∆Vin) for the circuit of Fig. 3-2 is given by

, (1)

where αF is the forward transfer ratio of the BJT/HBT, VT is thermal voltage kT/q, I0

is the DC current biasing each differential pair, and VK is an offset voltage. VK can be

implemented using different emitter area transistors in each pair or as a DC bias.

Either method creates the asymmetry required to realize the transfer function of

Eq. 1. When VK is developed with unequal emitter areas, , where K is the

ratio of areas used in the (now) asymmetrically biased differential pairs. 

Eq. 1 can be rewritten as

, (2)

using identities for the hyperbolic functions. Taking the first two terms of the Taylor

series for , Eq. 1 can be simplified to

, (3)

where the term squaring input voltage ∆Vin that yields even-order harmonics in the

output current is readily apparent.
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Fig. 3-3 shows a plot of the normalized differential output current from Eq. 1

and Eq. 3 versus input voltage for VT=26 mV and VK=2.29VT. It is clearly an

even-order function that will produce an output rich in even-order harmonics and

little odd-order harmonic energy. The error in the approximation of Eq. 3 is less than

10 % for .

The small-signal transconductance  of an ideal

frequency doubler should be a linear function of Vin
1. Otherwise,  is

higher than quadratic in order (e.g., the approximation made to derive Eq. 3 no longer

holds) and a single input tone produces significant harmonics above the 2nd in the

output current. From differentiation of Eq. 1, the transconductance of the circuit in

Fig. 3-2 is

. (4)

It has been shown in [7] that a VK of 2.29VT yields a transconductance that is

approximately linear across the widest input voltage range. Fig. 3-4 is derived from

Eq. 4. It shows that the peak transconductance decreases by 21 % and that the linear

1. Assuming an ideal doubler where ∆Iout=∆Vin
2: gm=d(∆Iout)/d(∆Vin)=2∆Vin, which is linear.

∆Vin 50mV≤

 Fig. 3-3: Frequency doubler normalized transfer function.
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input voltage range is  when VK is set to 1.29VT, while VK=2.29VT

gives a linear gm within . However, the highest transconductance

(i.e., gm=  for ) is obtained when VK=3.29VT (see Fig. 3-4),

but gm is no longer linear within . 

Higher harmonics are generated when the Kimura core is overdriven by a

differential input (|∆Vin|) larger than approximately 1.5VT. Transient simulations of

the differential output current (normalized to  and the input signal period) for

amplitudes ∆Vin ranging from 10 mV to 250 mV are plotted in Fig. 3-5. The

∆Vin 20mV<

∆Vin 40mV<

αFI0( ) 2VT( )⁄ ∆Vin 90mV=

∆Vin 90mV<

0.5

1.0

0.0
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⋅2
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T
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⋅I o

)
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 Fig. 3-4: Doubler transconductance derived from Eq. 4 for 3 
different VK values.
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 Fig. 3-5: Large-signal transient simulation results for ∆Iout.
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coefficients of a Fourier series for the DC, 2nd, 4th, and 6th harmonics in the

simulated output current are plotted against the peak differential input voltage in

Fig. 3-6. The second harmonic reaches a maximum of ~0.8αFI0 for ∆Vin-pk at

135 mV, and the magnitude of the fourth harmonic approaches 0.15αFI0. Therefore,

the input signal should be backed-off in amplitude when used as a doubler (e.g., to

~65 mVpk-diff) in order to suppress the (spurious) fourth harmonic at the output.

The current output of the Kimura multiplier is rich in even-order harmonics

and (ideally) contains no signal at the fundamental frequency or odd harmonics of the

input, as seen in Fig. 3-6. Analysis of the response for the multiplier is therefore

simplified by the difference in frequency between currents flowing in the input and

output loops.

The isolation between input and output loops due to this frequency difference

implies that changes in one part of the circuit (e.g., at the input) do not affect the other

(e.g., the output) because the two loops operate independently. Moreover, parasitic

feedback from the output back to the input has little effect on the frequency response

because the Miller effect at the fundamental frequency is negligible in this circuit.

Any residual higher frequency energy fed back from the output (e.g., via the

transistor’s Miller capacitance) may be filtered out by tuning (i.e., narrowband

 Fig. 3-6: Large-signal spectral components vs. ∆Vin.
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design), or by driving the core from a low-impedance source in a wideband

implementation. The largest tone at the output is one octave away from the input

signal for a doubler (even higher for greater multiplier orders), and leakage back to

the input is easily suppressed with a low-order filter (e.g., single L-C resonator).

Isolation between output and input improves when small-area transistors with

minimal parasitics are employed in the core.

3.2.1  Core input optimization

Voltage VK can be implemented as a DC bias or using different emitter area

transistors in each pair, nevertheless, the latter approach introduces an imbalance in

parasitic capacitance between the input and output of the circuit due to transistor

mismatch. Transistors Q1 to Q4 are made identical in area, and a DC voltage offset is

used to implement VK. This minimizes the effects of parasitic mismatch on the

multiplier response.

Optimization of the frequency response on the input side begins with a

simulation of the multiplier core of Fig. 3-2 using 50-Ω sources and a short-circuit

load to enforce complete isolation between the input and output loops. A total bias

current of 9 mA is chosen (i.e., I0=4.5 mA), and large-signal Spectre-RF simulations

predict that the widest frequency response is realized when transistors Q1 to Q4 are

90 nm x 2.5 µm in area.

The transistor’s parasitic emitter resistance (RE) decreases the peak output

current and increases the input voltage range of the multiplier core as described in

[7]. The effect of RE (~3-Ω) on the multiplier performance is small, even for the

small-area transistors used in the actual implementation. Simulations of the prototype

circuit’s transfer function at low frequency reveal an 8 % drop in peak output current,

and a 5 % increase for the input voltage range when compared to the predictions of

closed-form solution Eq. 1.
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 The differential output current (∆Iout) normalized to the maximum output

current of the doubler versus frequency is shown in Fig. 3-7 (indicated as Q1-Q4

only). It peaks near DC and rolls-off with increasing frequency, dropping to 20 % of

the low-frequency maximum at 36 GHz.

In order to extend the response further, emitter followers Q5 to Q8 are added

at the circuit inputs (see Fig. 3-8). The transistors are also 90 nm x 2.5 µm in area and

biased close to peak fT (i.e., 4 mA). They lower the impedance driving the base-

emitter capacitance of the core transistors. Simulations predict that the output

impedance of the followers (i.e., Q5-Q8 in Fig. 3-8) rises from 16 Ω (1/gm) at low

frequency to 42+ j25 Ω at 100 GHz. The inductive part of the follower output
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 Fig. 3-7: Small-signal frequency response of ∆Iout.

 Fig. 3-8: Modified circuit to improve its input bandwidth.
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impedance peaks the high frequency response of the multiplier core, thereby

extending its bandwidth. With this modification, the simulated output current drops

by 20% at 104 GHz (i.e., a 70 GHz increase over the circuit without followers), as

shown in Fig. 3-7 (i.e., with Q5-Q8).

Substantial feedback from the collector to the base occurs when the ratio

XCjc/rb approaches unity. However, XCjc/rb=9 at 100 GHz for the small-area core

transistors used in this work (from small-signal simulation). Consequently, feedback

from output to input is negligible when a low impedance driving source such as an

emitter follower is used.

Emitter follower buffers also simplify the implementation of the offset

voltage at the inputs of Q1 and Q3. Resistors R1 and R2 inserted in series with the

emitters of Q5 and Q7, respectively (15 Ω each as seen from Fig. 3-8), lower the base-

emitter voltage (VBE) of Q1 and Q3 by 60 mV (i.e., VK=2.29VT) compared to the

VBE of Q2 and Q4. Quiescent currents of 0.25 mA and 4.25 mA flow through

identically sized diff pairs Q1, Q3 and Q2, Q4, respectively. However, inserting the

series resistors disrupts the anti-phase relationship between Iop and Iom due to the

low-pass filtering effect of R1, R2 and the input capacitance of transistors Q1 and Q3.

This R-C lowpass filter delays the signal current iC1+iC3 with respect to iC2+iC4 at the

output. A pair of 70-pH inductors (i.e., L1 and L2 in Fig. 3-9a) are added in series

with the inputs of Q1 and Q3 to extend the frequency response further, as shown in

Fig. 3-9b from simulation. Inductors L1 and L2 are made series resonant with the

transistor input capacitance. The series peaking also compensates for phase distortion

in the output currents. A transient simulation with a 50 GHz input signal predicts

11% higher differential and 7% higher common-mode output current after peaking.

The increased CMRR (i.e., differential/common-mode ratio) indicates less phase

distortion between signal currents iC1+iC3 and iC2+iC4 after the insertion of L1 and

L2.
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For a narrowband (NB) design, a tuned L-C network matching the Kimura

core to the RF source on the input side realizes the desired input voltage swing of

100-150 mV, while consuming less RF power than a wideband 50-Ω termination.

Consider the trifilar transformer of Fig. 3-10 as the interface to the multiplier pairs for

a NB application. Each pair of transistors is DC biased independently via the center

tap (e.g., 1.54 V to Q1,Q3 and 1.6 V to Q2,Q4.) to enforce the desired input offset,

VK. The RF source is connected to the primary winding with a total self inductance

(LP) of 70 pH. The real part of the shunt-equivalent impedance of a bipolar

differential pair is typically very large at the input (i.e., 5 kΩ || 16 fF for a 90 nm x

a. Doubler core with phase compensation inductors
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 Fig. 3-9: Bandwidth improvement of doubler core with series 
inductors.

L1
Q7Q5

Q3Q1

Q8Q6

Q4Q2

Vb1

R1 R2

I0I0

IEFIEF IEF IEF

L2

Vi+

Iop Iom

Vi-

∆I
, i

n 
m

A

b. Frequency response for ∆Iout



Chapter 3 62

1.25 µm area HBT), so a termination resistor is still required. Placing the termination

at the transformer secondary outputs (e.g., RT1=RT2=250 Ω in Fig. 3-10) fulfills this

requirement, and the step-up in voltage between primary and secondary reduces

loading on the RF source (i.e., turns ratios 1:1.45:1.45). A differential input swing of

120 mVpk-pk is realized across the inputs of each pair for an RF input power of

-18.4 dBm. The emitter followers used at the input for a wideband circuit are not

required in the NB case. Resonant tuning at the input compensates for roll-off effects

of the conversion gain due to transistor parasitic capacitance across a narrow

frequency range without consuming DC power.

The trifilar transformer balun of Fig. 3-10 is comprised of an overlay of

metals with thicknesses of 3 µm (copper primary) and 0.81 µm (aluminum

secondary), respectively. The oxide thickness between metal layers is 2.13 µm, while

the secondary resides over 7.125 µm thick oxide on a 300 µm thick, 10 Ω-cm silicon

substrate [10]. Simplified, equivalent circuit parameters for the transformer are listed

on the schematic of Fig. 3-10. Tuning capacitors CS1 and CS2 are padded by the

147pH
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38fF

 Fig. 3-10: Narrowband input interface to the multiplier core.
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parasitic capacitance of the transformer windings to equalize the capacitance across

the secondaries. A coupling coefficient (km) of 0.7 at low frequency (1 MHz) is

predicted between the windings from electromagnetic simulations. The fractional

bandwidth at the input is 22%, i.e., 10 GHz bandwidth centered at 45 GHz, and the

simulated passband at the input ranges from 39 GHz to 49 GHz with |S11| < -10 dB.

3.2.2  Output load

At the output, DC offset between the quiescent currents of Q1 and Q3 with

respect to Q2 and Q4 of the multiplier core must be eliminated in order to realize a

wideband circuit that can be DC coupled to a load (e.g., an output buffer). The offset

voltage at the load resulting from the large difference in bias currents could be

suppressed using a parallel resonant circuit for narrowband applications (as shown in

Fig. 3-11). The small DC winding resistance (RL) of an inductor load (LL) with

parasitic capacitance (CL) minimizes the offset voltage between outputs, which

simplifies offset compensation. The AC load seen by the multiplier core is then a

parallel LC circuit with a center frequency and Q-factor that determines the passband

of the output loop. The overall frequency response of the multiplier is simply a

cascade of the input and output responses as the 2 loops are isolated sufficiently.

Simulations predict 10.5 GHz bandwidth at the output (84.5 to 95 GHz) for an

inductance of 140 pH in parallel with 22 fF (formed by load capacitance CL and the

CL 

 Fig. 3-11: Narrowband multiplier load.
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total parasitic capacitance at the collectors of Q1 to Q4). Overall, 11% fractional

bandwidth is achieved for the NB doubler with a maximum conversion gain of 6 dB

at 90 GHz (see performance summary of Table 3-1 on page 69). 

Wideband operation of the Kimura multiplier requires a broadband load, and

the offset caused by asymmetry in the collector DC currents must be suppressed by

other means. The wideband, active load with common-mode feedback (CMFB) is

shown in Fig. 3-12. Any DC offset between Vop and Vom at the outputs of the

multiplier core is sensed by the op-amp inputs. Voltage VCTRL (i.e., the DC bias

voltage of active load Q16 and Rp2) is used to set Vop equal to Vom by varying the

common-mode bias at the multiplier output in response to any error voltage. The

feedback action eliminates the offset in the differential output voltage of the

multiplier.

The schematic for the 2-stage CMOS op-amp used in the CMFB loop is

shown in Fig. 3-14. The thick-oxide MOS transistors that comprise the amplifier can

handle common-mode inputs exceeding the 4.5V supply. It is compensated by

resistor RC (4.6 kΩ) and capacitor CC (308 fF) in series [11]. The output node has an

 Fig. 3-12: Wideband output load for the frequency multiplier.
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80 fF capacitor connected to VDD to lower the AC impedance of VCTRL at RF. The

op-amp was designed for a 3-dB bandwidth of 1 MHz, and closed-loop stability was

verified from small-signal and transient simulations. At high frequencies, the finite

output impedance of the op-amp does not affect the circuit because the load

impedance is dominated by RL1,2. Small-signal simulations predict 9.4-dB gain

margin and 84.4° of phase margin for the loop including the op-amp, RP2, Q16 and

RL2 (see Fig. 3-13). 
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 Fig. 3-13: Multiplier with feedback bias-circuit.
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 The active load consisting of QT and resistor RP (see Fig. 3-15a) illustrates

the effect of Q15,16 and RP1,2. Its simplified small-signal equivalent circuit is shown

in Fig. 3-15b. The impedance seen looking into the emitter is given by

. (5)

For , Eq. 5 can be simplified to the series R-L equivalent

 . (6)

The inductive reactance of the load is used to peak the multiplier response by

compensating for parasitic capacitance at the outputs. However, it should be noted

that the difference in DC bias currents from the multiplier produce a different gm in

each active load. Therefore, different resistor values for RP1 (200 Ω) and RP2 (160 Ω)

are selected to equalize the reactive components according to Eq. 6. The difference

between the DC resistance seen looking into each active load is small (~6 Ω)

compared to the 145 Ω of RL1 and RL2 connected in series. The simulated reactance

of the active inductor is positive up to 148 GHz. However, the total reactance of the

load is dominated by the parasitic capacitance of RL1,2. 

 Fig. 3-15: Feedback and active inductor circuits for DC offset 
suppression.
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3.2.3  Broadband and narrowband comparison 

The block diagram of a broadband active frequency multiplier built around

the Kimura core is shown in Fig. 3-16. The single-ended RF input is terminated on-

chip and then buffered to the multiplier differential pairs. The DC offset caused by

asymmetry of the bias currents flowing in the core transistors is minimized by setting

the core output nodes (Vop and Vom in Fig. 3-16) to the same DC voltage using a

common-mode feedback (CMFB) loop comprised of an op-amp and an active load,

as explained previously. Finally, an output buffer drives the following stage or a low

impedance off-chip load (e.g., 50-Ω equipment used for testing and characterization).

A schematic of the broadband input balun for the prototype testchip is shown

in Fig. 3-17. The response of the balun is widened by resonating peaking inductors L1

and L2 with the parasitic capacitance at the collectors of Q1 and Q2, respectively.

Feedthrough via the base-emitter capacitance is compensated by C1 (22 fF). The

phase error at the differential output is reduced by selecting different areas for Q1 to

Q4 (i.e., lemitter=2 µm for Q1 and Q4, 6 µm for Q2 and Q3, wemitter=90 nm).

Simulations of the balun for a 50 GHz input predict that the phase imbalance at the

output changes by 0.8% (i.e., from 1.1% to 1.9%), while the difference in output

amplitudes falls from 20% to 3% after these modifications.

 Fig. 3-16: Block diagram for the active frequency multiplier.
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The circuit shown in Fig. 3-18 buffers Vop and Vom from the multiplier

outputs to drive 50-Ω loads. Shunt feedback decreases the buffer output impedance,

and peaking inductors LF1 and LF2 increase its small-signal bandwidth from 70 GHz

to 130 GHz, as in [12]. The bases of Q3 and Q4 are shorted together on chip (base

node VCASC in Fig. 3-18), and AC-grounded via a 500-fF capacitor shunted by a

1.12-pF capacitor (damped by an on-chip 3-Ω series resistor). Further decoupling of

the voltage biasing VCASC by 1 µF in parallel with 22 µF is added off-chip during

testing and characterization of the prototype described later in this chapter.

 Fig. 3-17: Active input balun.
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 Fig. 3-18: Schematic of the broadband output buffer.
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Simulated conversion gains for the wideband (WB, Fig. 3-16) and

narrowband (NB, Fig. 3-10 and Fig. 3-11) multipliers are compared in Fig. 3-19, and

their simulated performance is summarized in Table 3.1..

Table 3-1: Simulated wideband and narrowband doubler performance 
comparison

Parameter Wideband (WB) Narrowband (NB)

Bandwidth DC-105 GHz (CG > 0) 84.5-95 GHz (-3dB BW)

RF input amplitude 65 mV-pk 40 mV-pk

Conversion gain 12 dB max. 6 dB max.

Spurious suppression 28 dBc 90 dBc

Number of transistors 8 4

Input/Output configuration
Emitter Follower (input). 

Broadband (output)
Transformer input,

LC-tank load

Core transistor length 2.5 um 1.5 um

Core power dissipation 25 mA from 4.5 V: 112.5 mW 3 mA from 1.8 V: 5.4 mW

 Fig. 3-19: Simulated CG vs. frequency for NB and WB doubler 
circuit examples.
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 The potential for low power operation of a frequency doubler based on

unbalanced emitter coupled pairs is clearly seen for the NB example. Only 1.8 V is

required to supply the narrowband multiplier (i.e., 1.2 V for the core and 0.6 V for a

MOS tail current source), because the DC drop across the L-C resonator load at the

output is negligible. It consumes a fraction of the power dissipated by the wideband

circuit (112.5 mW vs. 5.4 mW). Comparable conversion gains are realized in-band

using a lower gm from the multiplier core in the NB case (8 mS at I0 = 1.5 mA, as per

Eq. 4), because the 800 Ω impedance of the L-C load at resonance (tank Q of 9) is

approximately 3x larger than the 290 Ω (active) load of the WB doubler. The RF

input signal is also reduced from 65 mV (WB) to 40 mV (NB) thanks to the step-up

of the transformer input balun in the NB design. 

The NB multiplier has clear advantages in power consumption and efficiency

compared to the wideband multiplier. However, a wideband doubler could be used in

a multiband transceiver that covers the 57-64 GHz, 71-76 GHz, 81-86 GHz, and

92-95 GHz bands proposed for mm-wave communication. This may be advantageous

in a basestation application, where the higher power consumption could be supported

easily. A wideband prototype is therefore developed further in the next section of this

chapter. It is less conventional in its design, and provides proof of the Kimura

multiplier concept at RF.

3.3 Wideband doubler prototype 

A wideband prototype has been implemented according to the block diagram

of Fig. 3-16 and it is used to prove the Kimura multiplier concept at RF.

A photomicrograph of the wideband doubler test circuit fabricated in IBM’s

90-nm SiGe-BiCMOS technology [10] is shown in Fig. 3-20. The multiplier core and

active load occupy just 7200 µm2 of the 0.37 mm2 area (incl. bondpads). This is a

small fraction of the area required by a typical passive mm-wave doubler, e.g., the

20 GHz, 1.05 mm x 0.8 mm passive frequency doubler in [13]. The current drawn by
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the principal circuit blocks in the doubler prototype are: 25 mA in the core and active

load, 9.5 mA by the input balun, 12 mA in the output buffer, and 8.5 mA for biasing

(55.6 mA in total). When powered from a single 4.5 V supply, it consumes 250 mW

in total. 

On-die characterization using a Rohde and Schwartz FSUP spectrum analyzer

was performed in 3 bands: 10 GHz to 50 GHz, 50-75 GHz (i.e., V-band), and
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 Fig. 3-20: Photomicrograph of the doubler testchip.
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75-100 GHz (W-band) via mm-wave downconverting mixers. The RF powers

applied to the input and measured at the output are corrected for losses of the probes

(0-1 dB, depending on frequency) and cables (1 to 2.5 dB) comprising the test set-up.

Fig. 3-21 shows the V- and W-band output spectra measured for 30, 35, 40,

45, and 50 GHz inputs overlapped on the plots. Measured conversion gain (CG) for

the doubler decreases from +12 dB to 0 dB as the output frequency ranges from DC

to 100 GHz.

The relationship between input and output powers (Pin at 40 GHz and Pout at

80 GHz) for the doubler is plotted in Fig. 3-22. The output power increases almost

linearly (in dB) up to -15 dBm input power, beyond which the output power saturates

at approximately -7.5 dBm. Measured (power) gain for an 80 GHz output is 6.6 dB

when -15 dBm is applied at the input. Gain expansion is observed between measured

input power levels of -20 dBm and -15 dBm at 80 GHz output, which agrees with the

simulations shown in Fig. 3-22. The greatest suppression of the fundamental

frequency (28 dBc) is realized at an input power, Pin of -14 dBm. The 4th harmonic

(i.e., x4=160 GHz at the output) could not be measured due to bandwidth limitations

of the test set-up, however, simulation data is plotted in Fig. 3-22 for comparison.
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The x4 component increases rapidly above -15 dBm input power (i.e., peak

Vin > ~6VT), but lies below the fundamental frequency for input powers below

-10 dBm.

In Fig. 3-23, the measured and simulated output power (x2) vs. frequency are

plotted from 10-110 GHz. Suppression of the fundamental frequency is also shown,

as the measured and simulated outputs at the fundamental are plotted on the same

figure. The fundamental frequency is suppressed by more than 28 dBc across 10 to

100 GHz, while the x4 component is suppressed by at least 30 dBc across the same

frequency range (using the x2 output as reference). A slow roll-off in the output

power is observed in both simulations and measurements.

Phase noise measurements for the doubler prototype are shown in Fig. 3-24a.

The measured phase noise of the input signal generator at 20 GHz is plotted on the

same figure. Below 0.8 MHz offset, the phase noise seen at the output of the doubler

is 6 dB larger than the phase noise produced by the source (i.e., 20log(N) where N is

the multiplication factor). Above 0.8 MHz the doubler noise floor increases the phase

noise difference above 6 dB respect to the signal generator. 
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The difference in noise between the input (signal generator) and output

(frequency doubler) is seen clearly from the plot of Fig. 3-24b. White noise is added

to the sinusoidal input applied to the multiplier (in simulation) to ensure that the

output phase noise is well above the doubler noise floor. The simulation results

indicate that the difference in phase noise between the doubler input and output is

close to the ideal of 6 dB across 1 kHz to 1 MHz offset. The simulations also predict

that noise added by the output buffer exceeds the multiplier noise above 1 MHz

offset. The buffer noise can be reduced at the expenses of higher power consumption.

The prototype doubler presented in this chapter is compared with other

published frequency doublers in Table 3-2. Compared to the Kimura doubler, only

example [6] - a Gilbert multiplier core implemented in InP - has similar bandwidth.

However, this multiplier requires 4 dB higher input signal amplitude from the driving

source and has a maximum conversion gain of only 1 dB compared to 12 dB CG for

the SiGe doubler prototype. Example [14] extracts the x2 frequency output from the

common-drain node of a differential amplifier (the same principle used in [17]), but it

Table 3-2: Frequency doubler performance comparison

Ref.
Mult. 
Fact.

Max. 
CG 
(dB)

Output 
BW 

(GHz)

Input 
Power 
(dBm)

Max./Min. 
Suppr. of 
fin (dBc)

DC Power (mW)/ 
VSupply (V) Technology

This 
work

x2 12 DC-100 -16 28/22 250/4.5 90-nm SiGe-
BiCMOS

[6], 
TMTT 
2005

x2 1 DC-100 -12 30/- 150/4 200 nm InP 
HBT

[14], 
MWCL 
2008

x2 5.7 3-50 0 30/15 600/- GaAs 
PHEMT

[15], 
MWCL 
2009

x2 10.2 36-80 -8 36/20 137/3.3 180 nm SiGe-
BiCMOS

[16], 
ICICDT 
2010

x2 6 106-128 0 -/- 23/- 65nm CMOS
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requires 16 dB higher input power (i.e., 0 dBm). It develops 6 dB lower conversion

gain while consuming twice as much DC power, and operates across one-half of the

bandwidth of our SiGe doubler. The Gilbert multiplier with transmission line loads

implemented in SiGe [15] offers the highest spurious suppression, i.e., 36 dBc and

20 dBc maximum and minimum across 36-80 GHz, respectively. However, it

requires 8 dB higher input power and operational bandwidth is less than one-half that

of the wideband SiGe prototype developed in this work. Finally, example [16] is a

-120

 Fig. 3-24: Phase noise for the doubler at 40GHz output.

P
ha

se
 N

oi
se

, i
n 

dB
c/

H
z

-60

104

-80

-100

-140

-160

Frequency, in Hz
106

Doubler Output

105 107103

P
ha

se
 N

oi
se

 ∆
, i

n 
dB

c/
H

z

104
0

Frequency, in Hz
106105 107103

5

10

15

20

25

Measured

Simulated

a. Measured phase noise vs. frequency

b. Phase noise difference

Signal generator input



Chapter 3 76

narrowband injection-locked based multiplier implemented in a 65-nm CMOS

technology. Its performance is inferior to the SiGe prototype in conversion gain (i.e.,

only 6 dB conversion gain at 115 GHz), input sensitivity (min. 0 dBm input power

required) and narrowband operation (106-128 GHz locking range). Power

consumption can be traded-off with bandwidth (as seen from Table 3-1 on page 69),

and greater efficiency would be realizable from a narrowband Kimura-type doubler

operating from the minimum supply voltage (i.e., ~1.8 V).

3.4 Frequency quadrupler

Higher-order multiplication may be realized by cascading frequency

doublers, as the broadband response of the Kimura frequency doubler obviates the

need for tuning to align center frequencies in a cascade. However, it is possible to

design the multiplier to select a higher harmonic and suppress the other (unwanted)

frequencies, and obtain greater efficiency using a single multiplier stage. For

example, an output rich in the 4th harmonic is obtained by driving the core (Fig. 3-2)

with a square-waveshape signal rather than sinusoidal input (Vin, as in Fig. 3-25).
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 Fig. 3-25: Quadrupler input/output waveforms.
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Fig. 3-26 shows that the 4th harmonic output current approaches 45% of I0 for

an input voltage between 0.17 V to 0.22 V (i.e., 15% more than for a sinusoid as in

Fig. 3-6). The 2nd and 6th harmonics in the output current must then be suppressed.

The design of a quadrupler based on the Kimura core targets 0 dB CG at 90 GHz, and

it is described next.

The quadrupler prototype (see Fig. 3-27) replaces the active input balun used

for the doubler with a fully differential buffer (with dual 50-Ω on-chip terminations).

A CMFB loop (similar to the one used in the doubler prototype) is used to eliminate

offset in the differential voltage at the output of the multiplier caused by asymmetry

 Fig. 3-26: Quadrupler  ∆Iout frequency components.
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 Fig. 3-27: Frequency quadrupler prototype.
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in currents biasing the diff pairs (I4p and I4m). The tuned active load of the quadrupler

is designed to filter out all harmonics except the 4th. A passive inductor is a potential

alternative in this implementation, however, it would occupy a larger area in the

physical layout, and the winding resistance of the inductor would produce a DC

offset at the quadrupler output. An active inductor requires less area, and can be made

tunable, but it increases the required supply voltage, and generates unwanted noise

and distortion at the output [18].

The quadrupler uses different emitter areas to implement the required offset

voltage (VK). Compared to the doubler core in Fig. 3-13, the quadrupler uses emitter

followers (Q5 to Q8) to lower the input impedance (as the doubler core in Fig. 3-13),

2.5 µm length transistors biased at 4 mA. The transistors lengths are 6 µm for Q1-Q3,

and 2 µm for Q2-Q4. Both pairs are biased at 4 mA (I0).

A Cherry-Hooper (CH, [19]) amplifier is used to implement the input buffer.

The CH amplifier uses a transconductance stage (Q1, Q6 in Fig. 3-28) to convert the

input voltage to a current and a second (transimpedance) stage defines the output

voltage. The design guidelines proposed in [20] were followed for the

implementation of the CH amplifier. The circuit in [19] was modified as follows:

transistors Q7, Q8 are used to broaden the bandwidth [21], and resistors R3, R4 are

added to increase the gain [22]. Darlington pairs Q2, Q3 and Q4, Q5 in Fig. 3-28 are
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 Fig. 3-28: Modified Cherry-Hooper input buffer used in the 
quadrupler testchip.
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used to decrease the effective input capacitance of the transimpedance stage and

broaden its bandwidth. The -3 dB bandwidth of the transimpedance section rises from

48 GHz to 65 GHz after this modification. However, the supply voltage is increased

from 3.3 V to 4.5 V to supply the voltage headroom required by the added Darlington

pairs.

The quadrupler active load is shown in Fig. 3-29a. The impedance seen at the

emitter of Q2 follows Eq. 6, which is repeated here for convenience,

. The effective capacitance Cπ of the Darlington pair Q1,2 is

controlled in this topology, making the load tunable. The reactance component of

ZACT changes with Cπ, which is controlled by the current flowing in Q1. Voltage

VTune is used to vary the bias current. Fig. 3-29b shows the normalized impedance

magnitude vs. frequency for three different values of VTune. With this approach, the
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 Fig. 3-29: Voltage controlled active inductor.
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active tuned load is used to set the band-pass center frequency after fabrication,

minimizing the effects of process variations on the design. 

3.5 Narrowband quadrupler prototype

The IC photomicrograph is shown in Fig. 3-30. It has an active area of

0.0132 mm2. The prototype input buffer consumes 17 mA, the core (incl. followers),

op-amp and tuned active load consume 25 mA, the output buffer 12 mA, and the

biasing circuitry 10 mA (total of 64 mA). The testchip is powered using a single

+4.5 V supply and it consumes a total of 288 mW.

The testchip was measured in the V- and W-bands using downconversion

mixers. The quadrupled output measured at Vtune=1 V is plotted in Fig. 3-31.

Maximum conversion gain (0 dB) is measured for an input signal of 70 mV

(-20 dBm) to the quadrupler. The bandpass response of the measured conversion gain

is narrower than the simulations, which is caused primarily by the parasitics

originated by the deliberate asymmetry (i.e., different emitter areas) used in the

Kimura multiplier core, which affect the phase relationship between currents driving

the load as the frequency increases. Also, the change of the active load impedance

across frequency causes the quadrupler output power to vary. Unlike the doubler,

compensation in the core input to adjust the response is not used in the prototype, but
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 Fig. 3-30: Quadrupler testchip photomicrographs.
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could be implemented in a similar manner (i.e., using series peaking of the larger-area

transistors in each diff pair). Implementing this changes improves the frequency

response as shown by the (expected) simulated response in Fig. 3-31.

Biasing of the quadrupler active load is controlled by Vtune. Output power

measurements at 4 input frequencies (i.e., 20, 22, 24, and 26 GHz) for 3 bias control

settings (Vtune=0.5, 1, and 2V) are shown in Fig. 3-32. The output power at 80 GHz is

measured with a 20 GHz input signal and annotated for each setting of Vtune in the

same figure. The output power varies by approximately 7 dB as Vtune is adjusted,

ranging from -29 dBm for Vtune of 2 V, to -25 dBm at 1 V, and -22 dBm for a Vtune of

0.5 V.

Measured phase noise for the quadrupler is plotted in Fig. 3-33. The phase

noise at the output is consistently 12 dB higher than the phase noise of the input

source (both shown in Fig. 3-33) up to ~100 kHz offset from the carrier. The

measured data corresponds to the expected noise increase (i.e., 20log10(4) = 12 dB).

The simulated quadrupler noise floor is also included in the figure. The measured

difference between input and output noise is plotted in Fig. 3-34. The difference in

phase noise between output and input increases monotonically at offsets beyond

100 kHz, as thermal noise floor of the output buffer dominates the phase noise at

 Fig. 3-31: Frequency quadrupler output power vs. frequency. 
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higher offsets. The simulated quadrupler and source phase noise difference shown in

Fig. 3-34 uses a signal source with higher phase noise than the quadrupler noise floor,

which helps to identify the 12 dB difference across the entire range. 
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 Fig. 3-32: Frequency quadrupler output power for 3 control 
voltages.
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 Fig. 3-33: Quadrupler phase noise at 90GHz output signal. 
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 Frequency quadruplers reported in recent literature are compared with the

quadrupler prototype in Table 3-3 on page 84. All of the circuits listed in the table are

designed as quadruplers, i.e., they are not cascaded frequency doubling circuits.

Following references [23] to [25], -3 dB bandwidth at the output is quoted for each

quadruplers. The 16 GHz bandwidth of example [23] is comparable to the

performance of the SiGe prototype from this work (16 GHz). Although it consumes

just 35.3 mW (compared to 288 mW for the SiGe prototype) it requires 17 dB higher

input power, i.e., -3 dBm RF input power compared to -20 dBm of the Kimura based

quadrupler. The multiplier in [24] has 23 GHz bandwidth and consumes less than

one-half the power of the Kimura-based quadrupler (i.e., 117 mW compared to 288

mW), with comparable spurious suppression. Nevertheless, [24] has 18 dB

conversion loss, and requires 28 dB more input power (i.e., 8 dBm) than our

quadrupler. Example [25] has only 4 GHz bandwidth, requires 12 dB higher input

power compared to the Kimura quadrupler, and it has a conversion loss 7.5 dB higher

than the SiGe quadrupler prototype.

 Fig. 3-34: Quadrupler and source phase noise difference. 
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.

3.6 Summary

A low-voltage, active IC multiplier suitable for narrow (NB) and wideband

(WB) applications at mm-wave frequencies was investigated in this chapter. The

multiplier core is comprised of asymmetric cross-coupled differential pairs, whose

asymmetry can be implemented using different transistor sizes or using matched

differential pairs with asymmetric biasing. Experimental results for a wideband

frequency doubler and narrowband frequency quadrupler prototypes designed in a

90-nm SiGe-BiCMOS technology were also presented. The frequency response of

the WB doubler is peaked at the input using on-chip series inductors, and at the

output by a wideband active load in a common-mode feedback loop. Measured

conversion gain for the doubler ranges from +12 dB to 0 dB across DC-100 GHz,

with 28 dBc to 22 dBc suppression of the fundamental frequency at the output across

this frequency range. The measured results agree very well with the predictions from

simulation. The 81-97 GHz frequency quadrupler was implemented with unmatched

emitter area transistors in a Kimura-type core. Measured conversion gain of the

quadrupler is 0 dB (maximum) and spurious outputs with respect to the quadrupled

output are suppressed by 17 dBc. The performance of the bipolar multiplier

Table 3-3: Frequency quadrupler performance comparison

Ref.
Mult. 
Fact.

Max. 
CG 
(dB)

Output 
BW 

(GHz)

Input 
Power 
(dBm)

Max. 
Suppr. of 
fin (dBc)

DC Power 
(mW)/ Supply 

Voltage (V) Technology

This 
work

x4 0 81-97 -20 17 288/4.5 90nm SiGe-
BiCMOS

[23], 
ISSCC 
2012

x4 0.6 121-137 -3 - 35.2/1.6 0.13µm SiGe

[24], 
EuMIC 
2010

x4 -18 52-75 8 15 117/- 0.25µm BiC-
MOS

[25], 
EUMC 
2001

x4 -7.5 74-78 8 - - 0.15µm 
PHEMT
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prototypes is competitive with conventional active IC designs, nevertheless, its

design can be improved using same size transistors asymmetrically biased using a

transformer at the input, and an LC network at the output.

The performance of the Kimura-type bipolar multipliers developed in this

chapter are consistent with other active IC designs (e.g., a Gilbert multiplier).

However, Kimura multipliers require less bias voltage headroom than active

multipliers built from cascoded stages. The NB bipolar doubler proposed in this work

operates from a single 1.8 V supply with a simulated peak conversion gain of 6 dB

centered at 89 GHz and a fractional bandwidth of 11%. The trade-off between current

consumption (25 mA at 4.5 V vs. 3 mA at 1.8 V for WB and NB circuits,

respectively) and operating bandwidth (100 GHz vs. 10.5 GHz) was clearly

delineated for WB vs. NB multipliers. Finally, spurious outputs of these circuit

topologies are (ideally) limited to even-order harmonics of the fundamental

frequency. This relaxes the demands for output filtering and simplifies the control of

spurs in a monolithic system implementation.
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4
FREQUENCY DIVISION

Frequency dividers using emitter-coupled logic (ECL) master-slave (MS)

flip-flops are employed in mm-wave frequency synthesizers, flash-type

analog-to-digital converters and fiber-optic transmission chipsets [1]. In these and

other applications, the divider operating frequency range limits its use. Therefore,

increasing the divider frequency range expand the range of wideband applications.

Frequency dividers can be designed to operate as static or dynamic dividers,

and both operation modes are introduced next. 

4.1 Static frequency divider

This type of divider is based on a bistable cell, such as a D-type flip-flop, see

Fig. 4-1. The flip-flop can be designed in an emitter-coupled logic (ECL) in a bipolar

process, or in source-coupled logic (SCL) in a CMOS process.

Emitter-coupled-logic (ECL) master-slave D flip-flops (MS-D-FF) reach a

maximum clock frequency according to the technology in which are implemented.

The optimization of its design, based on weighted time constant derived from a ECL

 Fig. 4-1: Frequency divider based on master-slave D-FlipFlop.
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XOR ring oscillators, was reviewed in [2]. The static frequency divider maximum

operating frequency (fmax-toggle) was increased using inductive peaking [3], and

layout optimization [4]. However, its maximum operating frequency is lower than the

maximum operating frequency of a dynamic frequency divider.

4.2 Dynamic frequency divider

A dynamic frequency divider may reach frequencies beyond fmax-toggle, by

employing the regenerative frequency division principle, which can be explained

using the block diagram in Fig. 4-2. A balance modulator produces two sidebands

whose frequencies are f0 ± f1, where f0 and f1 are the frequencies applied to the

modulator. A filter outputs f1, which is amplified and feedback to the modulator. The

component f1 maintains itself in the feedback path satisfying f0 ± f1 = f1, which is

comply if f1 = f0/2 [5].

Static operation is sacrificed in dynamic dividers because the bandpass

response of the dynamic circuit topology limits the minimum frequency of operation

(fdyn-min). Therefore, the use of dynamic dividers at low frequencies is restricted by

fdyn-min while static dividers can not operate beyond fmax-toggle.

In this chapter a divider designed to operate in either static or dynamic mode

is presented. This new type of divider is described in the rest of the chapter. It is

capable of wideband frequency division (in static mode), and division close to the

maximum possible toggle frequency of a dynamic divider. 

 Fig. 4-2: Regenerative frequency division [5].
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4.3 Dual mode dynastat (dynamic-static) frequency divider

The dual operation mode, dynastat divider, allows mode selection using bias

control of an ECL M/S D-FF (shown in Fig. 4-3). The concept is proven with the

implementation of a prototype in a SiGe-BiCMOS technology, but it can be

implemented in other technologies (e.g., CMOS). Low-voltage operation is also

investigated with a second prototype implemented as part of a built-in self-test

(BiST) circuit, and it is presented on section 4.5  on page 96.

The schematic of the dynastat divide-by-two is shown in Fig. 4-3. Cascaded

master and slave latches implement the divide-by-two function, as in a fully-static

ECL divider (Fig. 4-3). However, emitter followers at each FF output split the signal

into separate paths. From the master (M), Q7-Q8 buffer the signal to the slave (S)

stage. Followers Q9-Q10 feed back the same signal to a differential pair (Q3-Q4)

forming the latch in the master. The second modification combines the bias currents

from both latches. Buffer pairs Q5-Q6 in the master and Q13-Q14 of the slave are

biased by the same current source (Q’1 and R’1 in Fig. 4-3). Latch pairs Q3-Q4 of the

master and Q15-Q16 in the slave are biased by a second current source (Q’2-R’2 in

Vmode=0.96 V
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 Fig. 4-3: Dynastat divide-by-two schematic.
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Fig. 4-3). Bias currents for the latching differential pairs and emitter followers

feeding signal back in the latches are controlled by voltage Vmode, while bias for the

rest of the circuit is controlled by Vbias.

These control voltages set the operating mode of the divider. When Vmode

equals the voltage Vbias (i.e., 0.96 V), the divider is configured to operate in the static

mode. When Vmode equals 0 V, the latching pairs and emitter followers driving them

(in both master and slave latches) are biased “off”, and the divider works in the

dynamic mode (see Fig. 4-4).

The divider now operates in static or dynamic mode [6], with an overall wider

operating frequency range compared to either a static or dynamic divider. The area of

switching transistors Q1-Q2 (master) and Q11-Q12 (slave) are 3.3µm x 90 nm, and

holding transistors Q3-Q6 (master) and Q13-Q16 (slave) are 3µm x 90 nm. The

emitter currents are 5 mA when active. Load resistors RL1-RL4 are 45 Ω, and

substrate-shielded coils L1-L4 are 74 pH. The divider differential output amplitude is

225 mVp-p in the static mode, and drops to ~200 mVp-p in the dynamic mode.
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 Fig. 4-4: Dynastat divide-by-two configured in the dynamic mode.
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4.4 Dynastat prototype

A divide-by-8 prototype (ref. Fig. 4-5) was designed to benchmark the

dynastat concept. An input buffer with on-chip terminations is followed by a cascade

of the dynastat followed by 2 ECL M/S D-type divide-by-two circuits. Two buffers

amplify the clocks between the divider stages, and a 50-Ω output buffer drives the

spectrum analyzer used to characterize the performance of the divider.

The 0.46 mm2 prototype (incl. bondpads, as in Fig. 4-6) is fabricated in IBM’s

90 nm SiGe-BiCMOS 9HP technology [7]. The dynastat divider occupies

80 x 90 um2 and consumes 38 mA operating in the static mode. DC current

consumption drops to 19 mA (a 50% decrease) in the dynamic mode. The complete

divide-by-8 testchip draws 160 mA from a +4.5 V supply.
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BufferBuffer
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 Fig. 4-5: Block diagram of the frequency divide-by-8 prototype.

 Fig. 4-6: Dynastat prototype testchip micrograph.
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The differential input clock used for testing in the 5 GHz - 50 GHz range was

generated using a single-ended source and passive baluns. A V-band magic-T

provided the differential clock from a single-ended signal from 50 GHz to 75 GHz.

Evaluation of the dynastat by driving the input clock beyond the V-band was not

possible because of equipment limitations. The self-oscillation frequency in each

divider mode was measured at 78 GHz in the static mode, and 129 GHz in the

dynamic mode. Excellent agreement between simulation and measurement below

75 GHz give us confidence when predicting agreement between the simulations and

measurements at higher frequencies.

The divider input signal sensitivity vs. frequency is plotted in Fig. 4-7. The

static and dynamic modes of operation overlap (shaded in Fig. 4-7) for input signals

between 85 GHz and 117 GHz and a maximum input swing of 200 mVpk differential.

Sensitivity increases with input frequency up to the self-oscillation frequency (SOF)

in the static mode (78 GHz, measured). Agreement between measurement and

simulation is very good across this range. Simulations predict decreasing sensitivity

 Fig. 4-7: Measured and simulated input sensitivity vs. frequency.
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in the static mode above the SOFstatic, however, the dynamic-mode sensitivity

decreases in this frequency range. For fin=109 GHz the input sensitivities for the

2 modes are equal. Sensitivity in the dynamic mode continues to decrease up to

SOFdyn=129 GHz (measured) and increases beyond SOFdyn, rising to 200 mV-pk

(differential) at fin=153 GHz.

The phase noise measured at the divide-by-8 output is plotted in Fig. 4-8. The

output phase noise is 18 dB below the input signal (i.e., 20log(N) in dB, where N=8).
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Fig. 4-8 also shows the noise floor (-150 dBc) of the divider predicted from a periodic

steady-state (PSS) simulation. The difference in phase noise between the input signal

and the divide-by-8 output is plotted in Fig. 4-9. Simulation and measurement track

the (ideal) 18 dB difference predicted from theory between input and output up to

10 MHz offset.

Performance comparable to other dividers (static and dynamic in Table4-1) is

realized by the dynastat circuit. The SiGe dividers of [8] and [11] are comparable in

SOF and power consumption to the dynastat in static and dynamic modes,

respectively. Example [9] reaches a higher frequency using higher speed (III-V)

transistors, while the lower power CMOS dynamic divider [10] has an SOF less than

one-half that of the dynastat in SiGe, and cannot divide inputs below 53.4 GHz with

0 dBm input power.

4.5 Low voltage dynastat divider

The dynastat frequency divider is capable of operating in static or dynamic

modes [6], which gives it a wider operating frequency range overall compared to

either static or dynamic divider circuits alone.

Lower supply voltages in current and future systems respond to the demand

for lower power consumption. Technology scaling is reducing breakdown voltages in

Table 4-1: Divider performance comparison

Ref. Mode Self-osc. Freq., GHz DC Power, mW Technology

Dynastat Stat/Dyn 78/129 171/85.5 90-nm SiGe-BiCMOS

[8], BCTM 
2006

Static 77 122 130-nm SiGe-BiCMOS

[9], CSICS 
2010

Static 143 592 250-nm InP HBT

[10], JSSC 
2013

Dynamic 62 2.9 65-nm CMOS

[11], SiRF 
2009

Dynamic 136 72.6 130-nm SiGe-BiCMOS
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order to increase device speed, as mentioned in Chapter 1. Therefore, there is a need

for circuit topologies consuming less power and operating from lower supply

voltages.

In Fig. 4-10, a frequency divider capable of dual-mode operation is

implemented using a single -2.5 V supply, i.e., a low-voltage dynastat divider.

Bipolar differential pairs cascode NFET devices, which are switched by the

differential input signal (CLK+-CLK-). The topology avoids the use of current

sources biasing the latches. Transistors M1 to M4 conduct current IT when switched

on, therefore, IT depends on the NFET area and the input signal common-mode

voltage. The low-voltage dynastat circuit topology has two main disadvantages:

1) the common-mode bias at the base nodes of Q1 and Q2 must be regulated, and

2) the noise immunity to VEE supply is reduced.

M1

M2 M3
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VBIAS

Vmode

Q5,6
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Q8

R1 R2 R3 R4

VCC= GND
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Q+
Q-

Q1

Q2
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L2L1
k

L4L3 k

VEE= -2.5V

I+
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 Fig. 4-10: Low voltage dynastat frequency divider schematic.
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Inductance peaking is used to extend the divider frequency response. The

layout of the 37x37 µm2 differential inductors used to implement L1-L2 and L3-L4 is

shown in Fig. 4-11. The inductance and k-factor are 130 pH and 0.45, respectively.

Referring to the dynastat divider of Fig. 4-10 with Vmode biased at -2.5 V, the

divider operates in the static mode. When Vmode is set to -1.5 V, transistors M2 and

M4 are turned-off and the divider operates in the dynamic mode. Inductors L1 to L4

suppress the effects of capacitive loading at the collector nodes of each stage in the

divider.

A low impedance at the sources of M2 and M4 is essential for proper

operation, therefore a capacitance of ~200 pF is distributed across the layout to

achieve a reactance of less than 1 Ω at 1 GHz. When Vmode equals -1.5 V, Q5,6 and

Q11,12 are turned-off and the divider operates in the dynamic mode. 

The simulated sensitivity vs. frequency of the low-voltage dynastat for a

sinusoidal input is plotted in Fig. 4-12 for both operation modes. The divider

self-oscillation frequency (i.e., freq. for minimum clock input amplitude) is 32 GHz

in the static mode and 52 GHz in the dynamic mode.

 Fig. 4-11: Shielded differential inductor layout.
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The maximum toggle frequency in dynamic mode is 56 GHz when driven by

a clock signal with a differential amplitude of 400 mVp-p. It operates down to

10 MHz in static mode with a 275 mVp-p squarewave input.

The divider sensitivity at 40 GHz is 400 mVp-p in static mode, and decreases

beyond 800 mVp-p in dynamic mode. Monte Carlo simulations predict a minimum of

480 mVp-p due to process variation in static mode, but this requirement is relaxed by

controlling the divider sensitivity using Vmode. When Vmode is increased from -2.5 V,

junction capacitances Cje and Cjc (of Q5,6 and Q11,12) decrease because their bias

currents are reduced, shifting the clock sensitivity minimum to higher frequencies.

Voltage Vmode can therefore be adjusted to maximize the clock input sensitivity at

40 GHz (e.g., Vmode=-2.35 V brings the divider self-oscillation frequency to 40 GHz,

a shown in Fig. 4-12). 

As mentioned, Vmode can be used to increase the input voltage sensitivity at

frequencies in between the static and dynamic self-oscillation frequencies. Fig. 4-13

 Fig. 4-12: Simulated low-voltage dynastat simulated input 
sensitivity for a square waveshape (static) and sinusoidal input 
(static and dynamic).
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shows the simulated self-oscillation frequency vs. Vmode. Process, voltage, and

temperature variations affect the sensitivity of the divider, however, the control

implemented via Vmode can be used to modified it after fabrication. The divider

sensitivity was maximized at 40 GHz in [12] during the characterization of a 40-Gb/s

211-1 PRBS circuit, which is presented in the next chapter.

4.6 Summary

A dual-mode, dynastat frequency divider capable of operation in static or

dynamic mode was investigated. Two topologies implement dual operation mode

frequency dividers. A test chip prototyped implemented in 90-nm SiGe-BiCMOS

was characterized. Dynamic operation enables a 65% increase in range beyond the

static divider mode, while reducing power consumption of the divide-by-2 from

171 mW to 85.5 mW (-4.5V supply). The 50% decrease in power consumption

compared to the static mode is realized without affecting the supply voltage or

increasing chip area of the divider. The second prototype is part of a built-in self-test

circuit, designed to work from a single -2.5 V supply. The low-voltage dynastat

 Fig. 4-13: Self-oscillation frequency vs. control voltage Vmode.
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divider is used in a BiST circuit for a 40-Gb/s optical modulator driver, and it is

presented in the next chapter.

References

[1] Q. Lee, et al., “66 GHz static frequency divider in transferred-substrate HBT
technology,” IEEE-RFIC, Anaheim CA, pp. 87-90, June 1999.

[2] W. Fang, A. Brunnschweiler, P. Ashburn, “An analytical maximum toggle frequency
expression and its application to optimizing high-speed ECL frequency dividers,”
IEEE-JSSC, vol.25, no.4, pp.920,931, Aug 1990.

[3] Kun-Hung Tsai; Jia-Hao Wu; Shen-Iuan Liu, “Frequency dividers with enhanced
locking range,” Radio Frequency Integrated Circuits Symposium, pp.661-664, April 2008.

[4] Z. Griffith, et al. “An Ultra Low-Power (<13.6 mW/latch) Static Frequency Divider in
an InP/InGaAs DHBT Technology,” Microwave Symposium Digest, 2006. IEEE MTT-S
International , pp. 506-509, June 2006.

[5] R.L. Miller, “Fractional-Frequency Generators Utilizing Regenerative Modulation,”
Proceedings of the IRE , vol. 27, no. 7, pp.446-457, July 1939.

[6] L. Vera and J.R. Long, “A Dynastat Frequency Divider with DC-153 GHz Range,”
Electronic Letters, vol. 51, no. 12, pp. 908-910, June 2015.

[7] J.J. Pekarik, et al., “A 90nm SiGe BiCMOS Technology for mm-wave and High-
Performance Analog Applications,” Proc. of the IEEE-BCTM, San Diego CA, pp. 92-95,
Oct. 2014.

[8] E. Laskin, et al., “Low-Power, Low-Phase Noise SiGe HBT Static Frequency Divider
Topologies up to 100 GHz,” Proc. of the IEEE-BCTM, Maastricht NL, pp.1-4, Oct. 2006.

[9] Z. Griffith, et al., “A 204.8GHz Static Divide-by-8 Frequency Divider in 250nm InP
HBT,” IEEE-CSICS, pp.1-4, Oct. 2010.

[10] C. Yue, H.C. Luong, “Analysis and Design of a 2.9-mW 53.4–79.4-GHz Frequency-
Tracking Injection-Locked Frequency Divider in 65-nm CMOS,” IEEE-JSSC, vol. 48, no.10,
pp. 2403-2418, Oct. 2013.

[11] E. Laskin, A. Rylyakov, et al.., “A 136-GHz Dynamic Divider in SiGe Technology,”
IEEE-SiRF, San Diego CA, pp. 1-4, Jan. 2009.

[12] L. Vera and J.R. Long, “A 40 Gb/s Low-Power 211-1 PRBS with Distributed Clocking
and Trigger Countdown Output,” TCASii, vol. , no. , pp. ,  2015.



Chapter 4 102



103

Part II
DIGITALLY-CONTROLLED
DISTRIBUTED AMPLIFIER



 104



105

5
BUILT-IN SELF-TEST CIRCUIT

A 40 Gb/s built-in self-test (BiST) generator for optical transmitter test and

characterization designed in 0.13-µm SiGe-BiCMOS is described in this chapter.

The sub-0.5-mm2 area BiST produces a 211-1 PRBS and a low-rate trigger output for

verification of transmitter operation at data rates ranging from 10-Mb/s to 40-Gb/s.

The PRBS generator is based on linear shift registers. This architecture is limited by

the delay through the clock distribution network [1]. Higher speeds are realized by

generating lower-rate identical sequences that are combined to construct a full-rate

PRBS [2]. However, generators build from less than a quarter rate are unattractive

because of their increased power consumption and complexity [3]. 

A half-rate clock scheme is used to implement the PRBS. Synthetic

transmission lines distribute the clock reliably and the topology of the registers is

modified to reduce the generator power consumption. A single DC supply (-2.5 V) is

used in the PRBS design. The trigger output, required to synchronize test

measurements performed off-chip with the half- or full-rate output streams produced

by the data generator, is derived from the sequence using a countdown circuit.

The maximum operating frequency of a PRBS realized using a linear

feedback shift register (SFR) topology is analyzed considering the delay introduced

by the XOR gate (that forms part of this topology) equal to a register’s delay.

5.1 PRBS maximum operation frequency analysis

A block diagram of a master-slave D flip-flop register (negative edge clock) is

shown in Fig. 5-1a, and its timing diagram including input signal D1, clock CLK
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(with period TCLK), and output signal Q1 is shown in Fig. 5-1b. In the following

analysis, the time for a high-to-low and low-to-high transitions are assumed to be

equal. Input D1 must remain unchanged before and after the clock active edge for

proper operation, and under this constrain time constants tsetup_min and thold_min are

defined. The minimum time the input signal must be stable before the clock active

edge is tsetup_min, and the minimum time the input signal must remain stable after the

clock active edge is thold_min. Furthermore, the register propagation delay (tpd) is

defined as the time the register takes to change its output after an active clock edge. 

Consider the four registers forming a closed loop in the data path (Fig. 5-2a).

The registers have interleaved 1-0 inputs as initial conditions. The register clocks are

distributed using a single line, which introduces a time difference between the clocks

of the registers. The time difference between the clocks of two consecutive registers

is represented by the clock delay td. 

Correct operation of the registers in close loop is shown in Fig. 5-2b. The

output of the last register is the input of the first register (Q4=D1). The time that the

input signal of the first register is stable between falling clock edges is

, where Nreg=4 for this example. The PRBS operates

properly if tst ≥ tsetup_min. Increasing the clock frequency reduces TCLK and tst. To

 Fig. 5-1: Register based on master-slave D flip-flop.
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reduce the effect of td on tst, the clock can be distributed using two paths, as shown in

Fig. 5-3a. Then, the effect of td on tst reduces to . 

Increasing the number of registers in the PRBS limits the maximum operating

frequency due to td. However, if the clock is distributed as shown in Fig. 5-3b, the

maximum operating frequency is independent of the number of registers. In this

tst TCLK tpd– td Nreg 2⁄ 1–( )⋅( )–=

 Fig. 5-2: Registers in a close loop and its time diagram.
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configuration . Then, the minimum clock period for proper

operation is obtained when tst = tsetup_min and the PRBS maximum clock frequency is 

. (1)

The configuration in Fig. 5-3b is adopted in the implementation of the PRBS

generator, which is shown in Fig. 5-4. It consists of 2 XOR gates and eleven registers

running at one-half of the input clock rate. Output F6 and the XOR of outputs F10 and

F11 (ref. Fig. 5-4) are used to produce a full-rate output that implements the

polynomial: x11+x9+1. 

The resulting 211-1 sequence has 1024 transitions per cycle, with an equal

number of 0-to-1 and 1-to-0 transitions (i.e., no DC content). Therefore, the trigger

output is derived by counting down the half-rate sequence through 9 divide-by-two

stages (divide-by-512 in total). The trigger rate is the clock divided by 2⋅(211-1), or

~9.77 MHz for a 40 GHz clock.

5.2 Clock distribution

A block diagram of the PRBS generator is shown in Fig. 5-5. The external

clock is buffered to a Dynastat divider [4] (described in Chapter 5, Section 5.4),

which can operate in either static or dynamic mode for increased input frequency

range. The divided clock outputs are used to generate half-rate, 211-1 pseudo-random

sequences. The phase of the timing clock driving the 2:1 MUX (used to construct the

PRBS output) is aligned to the half-rate sequences by selecting one of 4 possible

phases from the Dynastat divider (i.e., true and inverted I/Q). The reset function

precludes an all-zero output sequence.

tst TCLK tpd– td–=

fCLKmax TCLKmin( ) 1–
tsetup min– tpd td+ +( ) 1–

= =
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The input clock is divided by 2 in frequency, buffered, split into two paths,

and then distributed to the PRBS registers by differential pairs Q1,2, and Q3,4 (see

Fig. 5-4). Each pair is loaded by a synthetic transmission line terminated by pull-up

resistors (i.e., RL1 to RL4). Interconnect wiring realizes a series inductance (L) of

80 pH for each transmission line section between the registers. Fig. 5-6 shows details

of the clock distribution. Symmetric inductors L1 and L2 are implemented using a

145 µm long, 2 µm wide top aluminum track (M7) over slotted metals M1 and M2 as

a ground plane. The higher magnetic coupling coefficient between vertical sections of

the inductor layout (k=0.6) raise the inductance of each section, maximizing the

inductance within the available area.

FULL-RATE
OUTPUT

 Fig. 5-5: Half-rate-clock PRBS generator with trigger output.
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Differential shunt capacitance (C in Fig. 5-4) is provided by interconnect and

transistor parasitics at the clock inputs of each register. The total capacitance per

section is C=15 fF, yielding a characteristic impedance, , where L

and C are the lumped equivalent differential inductance and capacitance per section,

respectively (incl. clock input loading). The single-ended parasitic capacitance to

ground at the flip-flop clock input is reduced from 19 to 10 fF by adding emitter

followers Q1,2 (see Fig. 5-7), at the cost of consuming 2.6 mA more current. The

delay between consecutive stages is .

The common-mode voltage at the true clock input of registers F1-F5 is set by

the sum of the voltages dropped across RL1 (set by current source M3 in Fig. 5-4), the

gate-source voltage of M5, and R1⋅ICTRL (set by ICTRL). Biasing at the other clock

inputs is realized similarly.

5.3 Shift register design

Each register consists of series-connected BiCMOS flip-flops. The flip-flops

themselves are comprised of emitter-coupled bipolar logic cascoded onto clocked

CMOS pairs operating from a -2.5 V supply (see Fig. 5-7). Push-pull current steering

logic permits fast clocking from a low supply voltage (i.e., diff pairs M1 to M4)

Zl ine L C⁄ 73Ω= =

td LC≈

 Fig. 5-7: D-type flip-flop register schematic.
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without the headroom consumed by bias current sources used in [5]. A 400 mVp-p

input clock is required to switch M1 to M4 fully across the anticipated process (best to

worst cases), supply voltage (-2.3 to -2.7 V) and temperature ranges (25 to 85 oC).

The clock common-mode voltage is controlled (using an on-chip DAC) to set the

drain currents of M1-4 near zero when turned “off”, and to current IT when biased

“on” across PVT variations. The steered current defines the desired output logic

swing, ITR1=400 mV. Transistors M1-4 are minimum length devices biased at the

current density yielding peak fT (JNMOS=2.5 mA/µm2) when conducting IT. Their

width is optimized to realize maximum switching speed in simulation.

The bipolars in the flip-flop are of minimum emitter width and optimized in

length for the fastest switching times. The optimized area carries ~1.5 times the

current density for peak transistor fT when conducting IT (i.e., JNPN=15 mA/µm2).

Removing the bias sources normally used in CML reduces noise immunity to

the VEE supply. Retiming the full-rate sequence in the output MUX (ref. Fig. 5-5) is

required to remove output jitter caused by such noise sources.

5.4 XOR gate design

The low-voltage XOR gate (shown in Fig. 5-8) requires a differential input

voltage > 4VT. Inductive peaking of the XOR load is used to widen its bandwidth to

80 GHz. The 37 x 37 µm2 layout of differential inductors L1-L2 and L3-L4 is shown

in Fig. 5-9. The inductor self-resonant frequency is 121 GHz, and the inductance and

k-factor are 130 pH and 0.45, respectively. 

The propagation delays from the inputs to either output of the XOR are

identical. Resetting the XOR1 in Fig. 5-8 at start-up prevent an all-zero sequence

from propagating. Transistors Q19, Q20 and Q21 sink current from the tail current

sources when the RESET input is 0 V, and set the XOR outputs to a logical 1. The

XOR gate consumes 12 mA from a -2.5 V supply. 
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5.5 Output MUX

The MUX of Fig. 5-10 interleaves the half-rate sequences from F6 and the

XOR of outputs F10 and F11 (from Fig. 5-4) to generate the full-rate PRBS output

(Q). Buffer BUF2 minimizes the loading on F6 and matches the propagation delay of

A

B

 Q5

 Fig. 5-8: XOR gate with reset schematic.
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the path via XOR2 in order to maximize the output speed. The clock driving

transistors M5 and M6 (ref. Fig. 5-10) select the desired input, which must be well

defined and stable during each half clock period (i.e., no bit transitions). One of the

four output phases from the Dynastat divider (buffered by followers Q1-Q2 and

Q9-Q10) is selected to align the MUX clock and input sequences. Bits b1 to b4 select

one of the 4 clock phases available via M1 to M4 for optimal clocking of the MUX.

5.6 PRBS characterization

The PRBS was fabricated in IBM’s 0.13-µm SiGe-BiCMOS 8HP

technology [6]. The frequency divider in Fig. 5-5 is the low-voltage dynastat divider

 Fig. 5-10: 2:1 multiplexer schematic.
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described in Chapter 4 (Section 4.5). The PRBS is designed as a built-in self-test

(BiST) function for the optical modulator driver presented later in the next chapter. It

occupies an active area of 0.49 mm2 (Fig. 5-11), and it includes the clock divider and

all components shown in Fig. 5-4. A single -2.5 V source supplies DC current to the

Dynastat divider (12 mA), buffers (52 mA), registers (11x14 mA/reg), XOR

(2x12 mA) and MUX (8 mA) blocks, for a total of 250 mA. The trigger countdown

(9 divide-by-2 stages plus output buffer) consumes 220 mA in total. The output

buffer drives a 100-Ω (differential) off-chip load at 380 mVp-p, differential. 

The PRBS output for a half-rate clock (PRBSHALF in Fig. 5-4) is buffered to

ground (G) and signal (S) pads configured GSGSG for probing on-wafer. The

half-rate (20-Gb/s) output sequence shown in Fig. 5-12 was measured using a

40-GHz input clock and Tektronix 60-GHz (80E09) sampling modules. The output

amplitude agrees with the 380 mVp-p (differential) predicted from simulation. The

TDS-8000B digital sampling oscilloscope was synchronized by the 9.77-MHz trigger

output.

 Fig. 5-11: Photomicrograph of integrated BiST block.
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The eye pattern measured for a single-ended output is shown in Fig. 5-13. The

0-1 and 1-0 transitions give an open, almost symmetric eye (50% duty cycle).

Ringing at the 1-to-0 transitions is attributed to two sources. A portion arises from the

second harmonic present in the single-ended output voltage. The larger contribution

is caused by ringing from the capacitive loading of the emitter followers used in the

register and output buffer stages. The ringing could be reduced by decreasing the

extrinsic base resistance of the follower transistor (i.e., increasing their emitter areas),

at the cost of greater current consumption.

 Fig. 5-12: Measured PRBS half-rate output sequence vs. time.
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 Fig. 5-13: Measured PRBS half-rate eye diagram.
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 The frequency spectrum measured at the half-rate PRBS output is shown in

Fig. 5-14. The notch at 20 GHz is characteristic of a pseudo-random sequence at

20 Gb/s. The spectrum consists of tones with fclk/(n(211-1)) = 9.77 MHz tone

spacing for the half-rate sequence (n=2) generated by the 40-GHz input clock used

for this test. The tone spacing for two tones around 1 GHz is shown in Fig. 5-15.

The PRBS generator developed in this work is compared to PRBS generators

from the recent literature, see Table 5-1. Reference [1] implements an 80-Gb/s,

half-rate PRBS that consumes 1 W from a 3.3-V supply, but does not have a trigger

output or a frequency divider. Both are generally required in a BiST circuit. The

 Fig. 5-14: Half-rate PRBS measured output spectrum (40 GHz clock).
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half-rate PRBS developed in this work consumes 53 mA less from a -2.5 V supply.

Example [7] is implemented in InP, and it uses differential transmission lines to

distribute the clock in a half-rate clock scheme. Due to its short sequence length

(27-1), the minimum data rate is 457 Mb/s compared to 19.5 Mb/s for the SiGe-PRBS

prototype. The InP example does not include a frequency divider and consumes 3x

more power. Ref. [8] is a quarter-rate PRBS with only one on-chip frequency

divide-by-two, and requires another frequency divider-by-two before is used as BiST.

It has a 231-1 sequence and can operate up to 80-Gb/s (i.e., using a 40 GHz clock).

The CMOS-bipolar cascodes used for logic and current sources require a 3.3 V

supply, and it consumes 9.8 W, or 15x the power dissipation of the prototype reported

here. In [9] the supply voltage is lowered to 2.5 V by avoiding cascoded devices in

the register, MUX, and XOR logic blocks, but the reduction in voltage demands

higher current from the supply. It realizes a power consumption comparable to our

new design, but it outputs a shorter length sequence (i.e., 27-1 vs. 211-1), and it does

not include a frequency divider or a trigger output. 

Table 5-1: PRBS performance comparison

Ref.
Length / 
Max. bit 

rate

Divider / 
MUX

rate scheme

DC Current (mA) / 
Vsupply (V) /Power 

(mW) 

Technology/
fT/fmax (GHz)

This work 211-1 /
40G

yes / yes
half-rate

250 / -2.5 / 625 130nm SiGe-BiCMOS/
200/280

EuMIC 
2014 [1]

211-1/
80G

no / yes
half-rate

303 / 3.3 / 1000 350nm SiGe-Bipolar
200/250

ESSCIRC
2004 [7]

27-1 /
58G

no / yes
half-rate

500 / 3.5 / 1750 1mm InP HBT, 
170/-

JSSC 
2005 [8]

231-1 /
80G

single / yes
quad-rate

2970 / 3.3 / 9800 130nm SiGe-BiCMOS
150/150

JSSC 
2006 [9]

27-1 /
55G

no / yes 220 / 2.5 / 550 120nm SiGe-BiCMOS
120/-
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5.7 Summary

A low-power, 211-1 PRBS generator with synthetic transmission line clock

distribution and a low-frequency trigger output has been demonstrated in a 130-nm

SiGe-BiCMOS technology. The PRBS cell consists of a dual-mode frequency

divider, a linear feedback shift register running from a half-rate clock, and a 2:1

interleaving output MUX. Synthetic transmission lines embed the input capacitance

between register stages in the PRBS layout in order to maximize the output data rate

at the lowest power consumption. The PRBS generator consumes a total of 250 mA,

while the trigger countdown circuit consumes 220 mA, both from a single -2.5-V

supply.
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6
DIGITALLY-CONTROLLED
DISTRIBUTED AMPLIFIER

In this chapter, the design of a Mach-Zehnder modulator (MZM) driver using

a digitally-controlled distributed amplifier (DA) is presented. It is designed and

fabricated to produce 6-Vp-p differential output swing at 40-Gb/s (6 ps rise/fall times)

in a production 0.13-µm SiGe-BiCMOS technology. Innovations developed for the

40-Gb/s MZM driver include: 1) built-in calibration (BiC) of the digital input line

facilitated by an on-chip energy detector and a 3-step calibration algorithm, 2) a

shielded output line in standard aluminum top metal (not copper), 3) 10% less power

consumption despite the 4x increase in data rate, 4) wideband operation across

28-48 Gb/s data rates enabled by a digitally-controlled clock phase generator, and

5) an on-chip 1-0 data sequence and a 211-1 PRBS data source (presented in

Chapter 5) used for built-in self-test (BiST), calibration and characterization.

6.1 Digitally-controlled distributed amplifier

A block diagram of the driver prototype is shown in Fig. 6-1. A -2.5-V DC

source supplies all circuit blocks in the driver. A second +5-V supply biases the

output stages via two 50-Ω metal-film, on-chip back-termination resistors seen at the

upper right in Fig. 6-1. The high-speed clock input is terminated in 50 Ω, and

buffered to 3 circuit blocks: an injection-locked quadrature oscillator (ILO via CB1),

the input data retiming flip-flop F1 via CB2, and the Dynastat clock divide-by-two

circuit [1]. The divider outputs a square-wave (i.e., 1-0 pattern) synchronized to the

clock, and to drive a pseudo-random-bit-sequence (PRBS) generator. Thus, 3 data

sources are possible: 1) external data via a differential input with 60-mVp-p
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sensitivity, 2) an on-chip 1-0 pattern for calibration purposes, and 3), a 211-1 length

PRBS generator for test and characterization at 40-Gb/s.

The data source is selected via multiplexer M1 and retimed by F1. Full

retiming provides greater margin against variations in processing, supply voltage, and

temperature (PVT) at the cost of a slight increase in power consumption (i.e., 8.5 mA

consumed by the latch). The retimed data is buffered (DB2 to DB4) and distributed to

latches L1 to L3. Each latch output drives a limiting amplifier stage in the distributed

amplifier with a replica of the input signal timed to match the phase of the signal

traveling along the output line. Three DA stages load the 730-µm long output TL

terminated on-chip by 50-Ω metal film resistors which are AC-decoupled to ground

 Fig. 6-1: 40 Gb/s MZ modulator driver block diagram.
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by CD. An energy detector circuit connected to the output measures the mean-square

amplitude of the output signal. It is used during calibration of the driver to optimize

the output amplitude and thereby maximize rise/fall times.

Quadrature (I/Q) clock streams are generated by the 2-stage ILO when

injection locked to the input clock. The I/Q clock outputs from the ILO are

distributed to the retiming synchronization circuits via buffers CB4-CB7, shown in

Fig. 6-1. The synchronization (sync) circuit is used to set the phase of the clock used

to retiming data input to each stage of the DA. Each clock synchronizer (see Fig. 6-2)

consists of an inverter driving a vector summing phase shifter biased by 2 current

DACs addressed by control bits b3n-b7n. Summation of the quadrature vectors input

to the phase shifter produces a clock output with phase range of 90 degrees (i.e.,

1 Cartesian quadrant). This is extended to a full 360o of range by selecting a

Cartesian quadrant (i.e., differential I or I, and differential Q or Q) using bits b1n and

b2n to control the outputs of the 2 inverters driven by differential, quadrature clocks I

and Q, respectively. Thus, a 7-bit word controls each phase shifter, with the two least

significant bits (LSBs) controlling the inverters (i.e., 0° or 180° selection of

differential I and Q). The resolution of the vector summer determines the accuracy

when attempting to match the time delay between stages of the DA along the output

line. Matching the delay between stages to 3.0 +/- 0.3 ps per stage (i.e., within 10 %

 Fig. 6-2: Timing phase control for individual clocks, n=1,2,3.
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error) is possible when the minimum phase step is less than 4.3° for a 40-GHz clock.

A 5-bit current DAC biasing the vector summer has a resolution of ,

which corresponds to a 200-fs change in delay time per step at a 40-GHz clock. Note

that jitter in the DA output signal is determined by the I/Q clock jitter (transferred to

the DA output via retiming clocks CLK1 to CLK3 from the synchronizers) and any

jitter added by the data retiming circuitry.

6.1.1  Output transmission line and back-termination resistor

The 0.13-µm SiGe-BiCMOS technology used to implement the driver

prototype has 7 levels of metal available for interconnections, comprised of 5 (thin)

copper layers beneath 2 (thick) aluminium metals at the top of the stack. The 4-µm

thick topmetal has the lowest parasitic capacitance to the substrate and is therefore

used to implement the output transmission line (TL). Attenuation across the output

line is further minimized by implementing a floating metal shield [2] in the

second-level copper layer (M2). First metal (i.e., M1, below the shield) is reserved

for supply and low-frequency circuit wiring. The output TL for the DA is synthesized

in L-C-L lumped-element sections, where the series inductance (L) is derived from a

(differential) 2-wire topmetal line, and the capacitance (C) arises from parasitics of

each limiting amplifier (e.g., LA1 to LA3 in Fig. 6-1) and the substrate shield. The

capacitive loading of each transistor on the output line is CLA=46 fF. 

The physical layout for each TL section connecting consecutive stages of the

DA is shown in Fig. 6-3. The 11-µm wide (W), 4-µm thick (T) aluminum topmetal

transmission lines are separated by 200 µm (G). The cross-sectional area is chosen to

satisfy DC and RMS current restrictions imposed by electromigration requirements

for the SiGe-8HP technology (i.e., 6 mA/µm-width of topmetal) at 6-Vp-p differential

output swing across dual 50 Ω loads. The section length is 215 µm (D), yielding a

self-inductance (Lline) of 160 pH and parasitic capacitance (Cline) of 18 fF for two

topmetal lines. Each limiting amplifier connects to the output TL at the center of the

90
o

2
5÷ 2.8

o
=
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section (i.e., 107.5 µm from either end), forming an L-C-L topology network. The

characteristic impedance (Z0) synthesized by the topmetal interconnect and the

limiting amplifier combined is , or 50 Ω for this design. Note

that the transmission line sections connecting the back-termination resistors and the

output pads to the TL are extended by 42.5 µm to a total length of 149.5 µm. The

adds approximately 32 pH of self-inductance to these sections, which is used to

compensate for the capacitive load of 13 fF added by the back-terminations,

bondpads, and associated wiring.

The silicon substrate shield (see Fig. 6-3) is comprised of metal-2 (M2)

fingers that are floating (i.e., not connected to any other conductors). The M2 shield

fingers reside 11.8 µm below the balanced, output transmission line, and shield the

top conductors from the substrate by electric induction [2]. Digital control signals

wired in metal-1 (M1) are therefore shielded from the differential output signal. Each

Z0 Ll ine Cl ine CLA+( )⁄=

 Fig. 6-3: Cross-section of top metal (AM) output line and M2 
substrate shield.
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shield finger is: 0.32-µm thick (t), 220-µm long (d), 1-µm space between fingers (s),

and 2-µm in width (w). An opening in the shield of 37 µm (g in Fig. 6-3) facilitates

connections between the limiting amplifiers and the output line in the layout.

Unwanted common-mode components in the output signal penetrate the floating

shield and are attenuated by the resistive substrate. Large-signal simulations of the

limiting amplifiers connected to the output line predict a time delay of 3 ps between

consecutive output stages.

The 50-Ω back-terminations are tantalum nitride (TaN) thin-film resistors.

They feed DC bias current from the +5 V supply to each DA cell. The desired

differential output swing of 6 Vp-p requires switching 120 mA of current between the

50-Ω loads at the differential outputs. This current is divided equally between the

output stages, and therefore each stage switches 40 mA. The back-termination

resistors conducts 60 mA of DC current continuously in normal operation. Given the

current limit of 0.5 mA/µm and sheet resistance of 60 Ω/sq. for the TaN film, each

back-termination resistor is therefore sized at 120-µm in width and 100-µm in length.

The 13-fF parasitic capacitance to substrate of the back-termination is compensated

by 32 pH of self-inductance realized by extending the output transmission line to the

first limiting amplifier stage.

6.1.2  Latch and limiting amplifier

Schematics of the latch, pre-driver and limiting amplifier stages are shown in

Fig. 6-4. Bipolar logic in the data path is cascoded onto push-pull CMOS pairs M1

and M2 for latches L1 to L3 (from Fig. 6-1). A supply voltage of -2.5 V may be used,

because headroom for a current source to bias the CMOS current steering pair is not

required. Eliminating the tail current source normally used in a differential pair also

permits faster clocking because a significant source of parasitic capacitance is

eliminated. However, a disadvantage of eliminating the tail current source is that the

common-mode bias at the gates of M1 and M2 must be regulated. Therefore M1 and
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M2 are biased at the gate (i.e., VGS) to conduct a current (IT) of 4 mA when switched

“on”, and near zero when turned “off”. The gate bias voltage is set by the clock buffer

preceding the latch (CBn in Fig. 6-2). The buffer common-mode output voltage is

controlled using an on-chip DAC to set the voltage drop in R9 (see Fig. 6-5).

A 400 mVp-p clock drives each latch input (see Fig. 6-4). Simulations predict

full switching of transistors M1 and M2 across the anticipated process (best and worst

case), supply voltage (-2.3 to -2.7 V) and temperature variations (0 to 85 °C) for this

clock amplitude. The gate width of 5.2 µm at minimum gate length (0.13 µm) for the

FETs biases the transistors at peak fT, and yields the fastest switching time in

simulations. Bipolar transistors Q3 to Q6 (see Fig. 6-4) are 0.13-µm wide (W), 2-µm

in length (L), and biasing at 4 mA (IT) maximizes switching performance. The

current density selected for the npn corresponds to 1.5 times the current density

yielding peak fT. The 400-mVp-p output voltage of the latch is determined by the

voltage drop across 100-Ω polyresistors R1 and R2 when conducting the full current,

IT.

Emitter followers Q7 and Q8 (W = 0.13 µm, L = 6 µm) buffering the latch

outputs are biased at peak fT (8 mA). They drive a differential limiting amplifier pair

 Fig. 6-4: Latch, pre-driver and limiting amplifier schematic.
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formed by Q9 and Q10 (W = 0.13 µm, L = 9.5 µm). Emitter followers Q11,12 are

0.13µm by 12 µm long transistors biased at peak fT (17 mA). The driving amplifier

transistors Q13 to Q16 are 2 x 0.13 x 9 -µm2 in area and switch 40 mA of current.

Cascode stage Q15,16 reduces the Miller effect seen at the input of the differential

driver, and increases the output impedance of the amplifier (i.e., larger rout and

smaller parasitic capacitance) to reduce loading of the output TL. The maximum

voltage swing at the output before avalanche breakdown of Q15,16 is 6 V (BVCBO)

because of the low impedance between the base terminal and ground for the

common-base transistors in the cascode [3]. The large BVCBO value suggests that an

output voltage swing beyond 3 Vp-p (single-ended) is possible. However, transistor

beta degrades [4] as the base-collector swing approaches BVCBO, which may affect

reliability. In the absence of measured data, a larger margin was adopted for this

design. A study of reliability and the maximum output swing tolerable for the

limiting amplifier stages of the driver is an area for future work.

Each output stage (LA1 to LA3 in Fig. 6-1) may be turned on/off

independently using control voltages VIO1 to VIO3. Control voltage VIO steers bias

currents from sources ME1 to ME4 away from the followers in the latch using

transistors Q1b,2b and Q7b,8b (ref. Fig. 6-4), thereby preventing any AC signal from

reaching to the driver outputs. These controls are used to bias the limiting amplifier

output “off” during system startup, for example.

6.1.3  Phase inverters, vector summer and clock buffer

Data is clocked into latches L1 to L3 with approximately a 3-ps delay between

consecutive stages to match the propagation delay of the signal along the output

transmission line. Independent control of the retiming clock (i.e., phases of CLK1,

CLK2 and CLK3 in Fig. 6-1) is realized using the synchronization circuit of Fig. 6-2.

The I/Q phase selector, vector summing, and buffer sub-circuit schematics are shown

in Fig. 6-5. Control bits b1 and b2 select the I or Q phase of the clock. The magnitude
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of the vector sum produced at the outputs of differential pairs Q17,18 and Q19,20 varies

as the tail currents are controlled by 5-bit current D/A converters DAC1a (I), and

DAC1b (Q). The total bias current supplied by the DACs is 4 mA, and a 340-mVpk

phase-variable clock is produced across 85 Ω loads R5,6 at the summer output. The

amplitude varies by 10% as the phase is varied across its 90° control range (Fig. 6-6).   

 Fig. 6-5: I/Q clock phase inverter, vector summer, and clock buffer.
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Since the timing of the data output from a latch tracks the retiming clock

phase, the 3-ps delay required between output stages can be set to within +/-200 fs

(i.e., DAC resolution) by trimming input codes to the DACs in calibration.

The resolution of the DAC introduces an error in the DA output voltage rise/

fall times, which was found using transient simulations. The percent error in the

20-80% rise/fall times corresponding to the DAC resolution is +/- 3.2 % at 40-Gb/s

data rate. The percentage error in the rise/fall times decreases when the clock

frequency is increased, and vice versa (e.g., the error in the rise/fall times increases to

7.3 % for a 20 GHz clock). Furthermore, phase error between the ILO outputs causes

variation in the resolution of the vector summer, which depends upon the quadrant

selected by the phase inverter stages of the synchronizer. For example, an I-Q error of

+10° (max. error across 30-50GHz from simulation) in the first and third Cartesian

quadrants (i.e., φε−1,3=φQ-φI-90°=10°) yields a minimum phase step of 3.13° (i.e.,

100°/32 states), or 217 fs at 40 GHz. The phase error if either the second or fourth

Cartesian quadrant is selected would be φε−2,4=φ1-φQ-90°=-10°, and the minimum

phase step decreases to 2.5° (174 fs at 40 GHz). If the delay between stages is

matched to within 217 fs (i.e., worst case for 10° I/Q error) then a maximum change

of +/-3.5 % in the 20-80% rise/fall time at 40 GHz clock is predicted from simulation.

The clock output from the synchronizer is buffered before retiming the data.

Shunt peaking of the differential pair buffer (see Fig. 6-7) is used to extend the 3-dB

 Fig. 6-7: Clock buffer schematic and custom inductor layout.
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bandwidth from 43 GHz to 72 GHz, and the buffer common-mode output voltage is

trimmable via VCMMD (see Fig. 6-7a). The layout of the custom-made inductor is

shown in  Fig. 6-7b.

6.1.4  Injection-locked oscillator

The 2-stage injection-locked oscillator (ILO) shown in Fig. 6-8 generates a

quadrature-phase (I/Q) retiming clock synchronized to the data source (external or

internal). An alternative for the generation of quadrature signals is a polyphase filter

(PPF, e.g., [5]). However, the multiple PPF stages required to realize acceptable I-Q

phase accuracy and wide  operating bandwidth would suffer from insertion loss and

the chip area occupied by a PPF. The tunable ILO for quadrature clock generation

developed in this work has advantages in operating range (25-52GHz), very good I/Q

accuracy (± 10°), and occupies just 90 µm x 90 µm of chip area. 

The ILO first stage injects the external clock to the second stage using the

differential pair Q1,4, resistors R1,4 and emitter followers Q5,6. The differential pair

Q2,3 and loads R2,3 generate the in-phase voltage signal. Emitter followers Q7,8

buffer the voltage driving the second stage of the ILO, and Q9,10 are used to tune the

frequency response. The second stage of the ILO generates the quadrature-phase

signal via Q11,12 and loads R5,6. It uses emitter followers Q13 to Q16 for buffering and

 Fig. 6-8: 2-stage injection-locked oscillator.
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frequency tuning. The free-running frequency of the ILO is determined partly by

low-pass filtering from load resistors R2,3 and R5,6 and parasitic capacitances

contributed by Q5 to Q8, Q13,14, Q9,10 and Q15,16. Emitter followers (EF) Q5 to Q8

connect to the second stage differential pair Q11,12, and EF Q13,14 feedback the

signal. Transistors Q1 and Q4 sum the injected clock with the first-stage output by a

wired-OR connection of followers at the second stage input (see Fig. 6-8).

Simulations predict that injection of a 400 mV-peak signal at these nodes increases

the lock range of the ILO by 4 GHz compared to injecting the signal in the first stage

directly via collectors Q1,2 and Q3,4 (i.e., summing the injected and first stage

currents in loads R2 and R3). Injection via the emitter followers is less sensitive to

capacitive loading of the injecting circuit.

The ILO lock range defines the operating frequency range for the entire DA.

The lock range for the ILO is extended by avoiding the use of LC tuning in the stages,

and minimizing Q-factor for the closed-loop circuit [6]. Electronic tuning of the

self-oscillation frequency is realized by adjusting the input capacitance of emitter

followers (Q9,10 and Q15,16) loading the collector nodes of Q2,3 and Q11,12 via the DC

bias current using VBIAS3. This extends the lower frequency which injection locks

the ILO from 42 GHz down to 34 GHz when VBIAS3 is switched from -2.5 V to

 Fig. 6-9: Simulated frequency response for the 2-stage 
injection-locked oscillator.
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-0.9 V, as shown in Fig. 6-9a. When Q9,10 and Q15,16 are biased “off”

(VBIAS3=-2.5 V), the self-oscillation frequency is 42 GHz, and the ILO can lock to

400-mVpk amplitude injected clocks between 34 GHz and 52 GHz, as desired for the

40-Gb/s MZM driver application. The 25-GHz to 52-GHz lock range predicted from

post-layout simulation of the ILO accommodates PVT variations anticipated for the

circuit. The PVT simulations (from 200 Monte Carlo trials including best to worst

cases) includes process, supply voltage (-2.3 to -2.7 V), and temperature (25 to 85 °C)

variations change the self-oscillation frequency by ±7.5 GHz (VBIAS3 “on” to “off”

states). The amplitude and phase variations in I/Q across 30 to 50 GHz are ± 0.5% of

the nominal peak and ± 10°, respectively. Fig. 6-9b shows the simulated amplitude

difference between the in-phase and quadrature-phase outputs and the error in I and Q

phases (i.e., w.r.t. 90°), for a 40-GHz input signal and VBIAS3=-2.5 V.

6.1.5  Dynastat frequency divider

The low voltage dynastat divider presented in Chapter 4, Section 4.5, is used

in the digitally-controlled DA. It overcomes the maximum toggle frequency limit of a

static divider topology and the narrow clock bandwidth operation of a dynamic

divider implementation in a given technology, as described in [1] and [7]. The

dynastat for the MZM driver is designed to work from a single -2.5 V supply. For

VMODE equal to -2.5 V, the divider operates as static frequency divider. When

VMODE is set to -1.5 V. The clock frequency ranges of the two modes overlap, giving

a higher maximum toggle frequency than a fully-static circuit and a minimum toggle

frequency approaching DC. 

6.2 Built-in calibration

Mismatch in timing between the input and output lines of the DA results in

distortion of the desired pulse waveshape (e.g., over- or under-shooting) and

sub-optimal rise/fall times. Therefore, clocks driving the DA input latches are

calibrated at start-up to synchronize the re-timing of data at each stage with the
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propagation delay between stages across the output line. Static timing errors caused

by parameter drift (e.g., from PVT variations) during operation may also be corrected

through (periodic) recalibration on the clock timing. Monte Carlo simulations for 200

trials with varying supply voltage (-2.3 to -2.7 V) and temperature (25°C to 85°C)

predict a +/- 30% change in the nominal rise/fall times, i.e., 4.2 ps rise/fall times at

25°C (after calibration), and it degrades to 7.8 ps at 85°C, however, rise/fall times can

be reduced to 7.05 ps at 85°C after recalibration. Simulations predict that process

variations are suppressed by calibration of the circuit.

The DA rising and falling edge rates are adjusted by controlling the phase of

each clock driving the retiming latches (L1 to L3 in Fig. 6-1) individually. The edge

rates (i.e., rise/fall times) at the output varies according to the timing relationship

between clocks CLK1, CLK2 and CLK3. Transient simulations of the DA for an

alternating 1-0 input data pattern at 40-Gb/s (see Fig. 6-10) show the fastest edge

rates for 3 ps delay between the clocks (6 ps rise-fall time), while rise/fall times

(20-80 %) slow to 12 ps when the interstage delay between the clocks is 9 ps. As

expected, the fastest edge rates are realized when the clock delay time matches the

propagation delay time between stages along the output line of 3 ps.

It is clear from observation of the waveshapes that the width and opening of

the data eye is largest at the driver outputs when the edge rates are as small as

 Fig. 6-10: DA output waveforms for different interstage delays.
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possible. Therefore, calibration of driver is aimed at optimization of the clock timing

to realize the largest possible data eye opening. Direct measurement of the rise/fall

times at the output is avoided by noting that the mean-square output voltage (VMsq) is

proportional to the data eye opening, where . In fact, VMsq is

largest when the interstage clock delay at the latch input matches the interstage

propagation delay time across the output line. The proposed calibration circuit

outputs a DC voltage proportional to the mean-square DA output voltage for a

predetermined test pattern (e.g., a square wave).

The calibration circuit is shown in Fig. 6-11. It consists of sense, rectifying

and amplifying sections that measure the mean-square voltage at the differential

outputs of the DA (Fig. 6-1) without affecting the signal quality adversely (e.g., due

to capacitive loading). Resistors R1 to R4 (390 Ω each) connected in parallel at the

DA output attenuate the amplitude by 6-dB before measurement. The parasitic

capacitance to ground (single-ended including post-layout parasitic extraction) of the

attenuating resistors and the 45 x 65-µm2 bondpads is 18 fF. Series inductive peaking

compensates the effect of this capacitance. The required self-inductance (35 pH) is

set by extending the length of the output transmission line by 40 µm.

VMSq
1

T2 T1–
----------------- Vout

2

T1

T2

∫=

 Fig. 6-11: Schematic of the proposed calibration circuit.
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The attenuated output signal is rectified at the collector-emitter nodes of Q1,2.

Transistors Q1 and Q2 in Fig. 6-11 are minimum width, 1.5-µm in length, and are

biased using a 2-mA tail current flowing through R7. The differential impedance

between the bases of Q1 and Q2 is 4 kΩ in shunt with 8.3 fF, and loading seen at the

driver outputs is minimal at approximately 1.5 kΩ across DC-30 GHz bandwidth.

The collector-emitter bias voltage across the dummy pair Q3,4 in Fig. 6-11 match the

bias of the differential rectifier Q1,2. Bias offset in the rectified signal is removed by

subtracting the common-mode in VCE from Q1,2 and VCE from Q3,4 using error (OA1

and OA2, with a gain of 2) and summing (OA3, with a gain of 7) amplifiers (see

Fig. 6-11). These yield an OA3 output voltage proportional to the mean-square DA

output.

Low-pass filters C1-R5, and C2-R7 (330Ω || 500 fF, see Fig. 6-11) filter the

full-wave rectified signal at the respective collector and emitter nodes of Q1,2.

Simulations predict that the ripple in the mean-square output is less than 10 % after

filtering. The ripple (∆VMSq) can be estimated from , where

C1=C2=C, and I is the DC current biasing Q1,2. Time ∆t is approximately one-half the

period of the AC signal output from the rectifier [8].

Series-connected R3 (29 kΩ) and C1 (400 fF) realize the frequency

compensation of the amplifiers shown in Fig. 6-12. Simulations predict 51° phase

margin and 12 dB gain margin when the op-amp is loaded at the output by 5 pF.

dVMSq

dt
----------------

∆VMSq

∆t
-----------------≈ I

C
----–=

 Fig. 6-12: Op-amp schematic circuit.
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The simulated output of the rectifier section for a 20-GHz sinewave input is

plotted in Fig. 6-13b. The rectified output voltage is linear across the 0 to 1.5 V input

amplitude range anticipated for the driver. The error at 2-V input compared to the

(ideal) linear response is just 4%. Compared to a simple emitter follower peak

detector [8], the linear range of the differential full-wave rectifier (Q1,2 in Fig. 6-11)

with respect to the input voltage is 50 % wider, as shown in Fig. 6-13.

In Fig. 6-14, a timing diagram of the 3-step calibration sequence developed in

this work is shown. Data at the input of the latches (DB1 to DB3) are assumed to be

identical waveforms with zero skew. The data is assumed to be a 1-0 calibration

sequence (i.e., bit period = TCLK). Data must be stable for at least tsetup before the

latch is clocked. The clock signals driving each latch (CLK1 to CLK3) are also

shown in the figure, and three steps for the DA calibration are identified. The first

step (Step-1) in the calibration sequence adjusts the phase of CLK1. Any violation of

the setup time requirement for the latch (e.g., CLK1 rising transition before stable D

input) is detected at the calibration circuit output by a decrease in voltage VMSq. It

 Fig. 6-13: Peak detector proposed in by Meyer [8] compared to 
energy detector developed in this work.
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should be noted that tsetup of each latch (typ. tsetup=2.4ps for the latches in this work)

depends on parasitics, timing jitter in the data, temperature variation, etc.

The second calibration step (Step-2) is used to adjust the time delay of CLK2

with respect to CLK1 to approximately 3 ps (i.e., the interstage delay across the

output line). Finally, the third step in the calibration (Step-3) adjusts CLK3 to ~3ps

delay with respect to CLK2. For example, the simulation result shown in Fig. 6-15

illustrates the effect of varying (simultaneously) the delay of CLK2 with respect to

CLK1, and CLK3 with respect to CLK2 with the same delay, which is in the range of

-6ps to +5 ps. Clock timing for first latch in the DA (i.e., CLK1) is delayed by 2.4 ps

with respect to the bit transition at the D-input of Latch 1. Voltage VMSq reaches a

maximum of 1.55 V for 2.7-ps delay between clocks, which is in close agreement

with the calculated propagation delay .

To perform the desired calibration, data selector M1 (ref. Fig. 6-1) is set to the

1-0 pattern generated by the dynastat divider (i.e., input I2). The clock delay for the

first DA stage only (i.e., all other stages biased “off”) is selected from a total of

 Fig. 6-14: Simulated frequency response for the 2-stage 
injection-locked oscillator.
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27 = 128 phase settings of the clock synchronizer’s 7-bit control word. Having CLK1

set to its optimum phase value, the relative delay of CLK2 is then selected from its

128 possible phase settings. Finally, the optimum relative delay of CLK3 is found by

testing all 128 phase settings for the third-stage clock. All 384 combinations were

tested during measurements of the prototype.

A flowchart for the three-step calibration sequence is illustrated in Fig. 6-16.

Steps one to three adjust clocks CLk1 to CLK3 in sequence. During Step-1 only the

the first DA stage is biased “on” (i.e., VIO1=-1.5 V in Fig. 6-1). Voltage VMSq from

the calibration circuit is monitored while bits b1 to b7 controlling the clock

synchronizer producing CLK1 are incremented from 0 to 127. The code

corresponding to the minimum output voltage from the calibration circuit is called

tD1. It corresponds to approximate time alignment between simultaneous transitions

of the clock and data applied to latch L1. As the latch captures D=0 or D=1 with

approximately equal probabilities, VMSq approaches its lowest value. Once tD1 has

been identified, the synchronizer for CLK1 is set to tD1 + tsetup. The calibration

sequence continues in Step-2, with the first and second latch on (VIO1=VIO2=-1.5 V

in Fig. 6-1). A loop tests all 128 possible combinations for bits b8 to b14 addressing

clock synchronizer 2 while monitoring VMSq. The code which yields the maximum

 Fig. 6-15: Output voltage vs. clock delay time for the calibration 
circuit.
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VMSq is identified. In the final step (Step-3), the third output stage is biased ON

(VIO3=-1.5 V) and following a similar procedure to Step-2, bits b15 to b21 addressing

clock synchronizer 3 are used to vary the phase of CLK3, and the code where VMSq is

maximum is determined.

6.3 40-Gb/s digitally-controlled DA prototype

The 3-mm2 digitally-controlled MZM-DA driver prototype is shown in

Fig. 6-17. It has been fabricated in IBM’s 0.13-µm SiGe-BiCMOS 8HP technology

[9] (BVCEO=1.8 V, BVCBO=5.9 V). DC and RF on-wafer probes are used to

characterize the driver. An external clock source generates the 40-GHz clock which

is fed to the chip via 40-GHz  GSGSG probes. The 1-GHz trigger for eye pattern

measurements is generated by mixing the clock and a second generator set at 39-GHz

(i.e., 1 GHz below the clock synthesizer frequency). The active area of the complete

circuit shown in Fig. 6-1 is 1.5 x 1.2 mm2 including bondpads.

 Fig. 6-16: Calibration sequence for DA cells during input line 
phase adjustment.
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The prototype is powered from dual +5/-2.5 V supplies and a breakdown of

the power consumption is shown in Fig. 6-18. The limiting amplifiers (LA1,2,3)

consumes 120 mA from the +5 V and -2.5 V supplies. All the other circuitry is

powered from a single -2.5 V supply. The pre-drivers, latches, data buffers, and the

retiming flip-flop consume 197 mA, clock buffers, DACs, vector summers, phase

inverters, injection-locked oscillator, buffers to distribute the clock, and input clock

buffers consume 211 mA, for a total DA current consumption of 408 mA (DA power

consumption is 1.92 W). The power consumption reduces to 1.55 W when external

bias-Ts are used for DC biasing rather than biasing via the back terminations. The 1-0

data stream created by the dynastat divider consumes 27 mA from 0 V to -2.5 V and

the calibration circuit consumes 10 mA from the +5 V supply to ground. The

calibration circuits (i.e., the divider for pattern generation and calibration circuit)

increase the power consumption by 117 mW, but these blocks are biased off after

 Fig. 6-17: 40 Gb/s MZ modulator driver prototype photomicrograph.
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calibration. The 40-Gb/s 211-1 PRBS, consumes 250 mA, the countdown trigger

generator 220 mA, and the PRBS MUX 18 mA, all from -2.5 V, for a total of 1.22 W

for blocks that are required during characterization only.

The output return loss (ORL) was measured, with all output stages biased

“on”, using an Agilent 65 GHz PNA-X 5247A. A thru-reflect-line (TRL) standard

was used for calibration. Differential S-parameters were computed from single-ended

measurements at the output following the procedure from ref. [10]. The measured

ORL includes the electrical behavior of the loaded output TL (output stages biased

on), the top-metal aluminum output line, back-termination resistors, and the output

bondpads. Excellent agreement is seen between the measured and simulated output

 Fig. 6-18: Modulator driver prototype power consumption. 
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return loss, as shown in Fig. 6-19. Measured ORL is better than -20 dB from 1 GHz

to 58 GHz, and better than -15 dB up to 65 GHz.

The calibration sequence proposed in Section 6.2 was applied to set the clock

timing data into each driver stage. Bidirectional control data is transferred via the

on-chip serial-to-parallel interface (SPI, see Fig. 6-1). A 1-0 test pattern is applied

during calibration and the effect of clock phase on the output waveform was

measured using a Tektronix TDS-8000B sampling oscilloscope and 80E09 (60 GHz

bandwidth) sampling modules.

The calibration circuit output measured across the process described in

Section 6.2 is shown in Fig. 6-20. The first step in the calibration procedure is to

detect the rising edges of the 1-0 test pattern applied to the driver data input with only

one output stage biased “on”. The data transition is detected as a dip in the output

voltage as clock phase CLK1 is swept digitally (i.e., following Step-1 in Fig. 6-16).

The phase codeword for clock synchronizer driving stage LA1 of the DA is then

adjusted to ensure that the set-up time requirement for latch L1 is not violated

 Fig. 6-19: DA output return loss.
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(i.e., ~2.4 ps delay between data and clock transitions). The second stage of the DA is

then turned “on” (i.e., both LA1 and LA2 are “on” with VIO1=VIO2=-1.5 V). The

amplitude of the calibration circuit output is monitored while the phase control

codeword to the synchronizer producing CLK2 is varied, as shown in Fig. 6-20.

During this step of the calibration process (Step-2), the code applied to the

synchronizer generating CLK1 remains fixed. The minimum rise/fall time is realized

when the output voltage of the calibration circuit reaches its peak value. All 3 driver

stages are then biased “on” for the final calibration step (Step-3 of Fig. 6-16), where

the codeword applied to the clock synchronizer generating CLK3 is swept in value.

Again, the peak voltage output of the calibration circuit indicates that minimum rise/

fall time is realized. The time required to execute the entire calibration sequence

using an external microcontroller is < 0.5 seconds (ADC conversion time of ~1 ms

for the calibration voltage output).

Digital control over the inputs to the DA opens the possibility of generating

other edge profiles at the output. For example, the slowest and fastest measured

waveforms shown in Fig. 6-21. The slow output (see Fig. 6-21a) is triangular in

 Fig. 6-20: Calibration sequence for DA cells during input line 
phase adjustment.
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waveshape, with symmetric, 12-ps rise/fall times (20-80%) and a single-ended output

amplitude of 3 Vp-p. This output is obtained for clock synchronizer control codes

corresponding to 9 ps interstage delay. The fast output with 6-ps rise/fall times

(see Fig. 6-21b) is obtained for 3 ps interstage delay.

After calibration, the data source is switched from the 1-0 pattern to the

on-chip 211-1 PRBS generator for characterization. The output eye measured for the

calibrated DA at 40-Gb/s is shown in Fig. 6-22a, and it is identical at both single-

ended outputs (except for a phase inversion). The common-mode content in the

output signal (aside from DC offset) is negligible, thus the differential output is

simply twice the amplitude of the single-ended output signal. The rise and fall times

 Fig. 6-21: Measured output waveforms for two input phase settings.
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 Fig. 6-22: Time domain driver output at 40GHz eye diagram.
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(20%-80%) for 6-Vp-p differential output (3-Vp-p single-ended) are identical at 6 ps

each. The differential output simulated after parasitic extraction is shown in Fig. 6-

22b. The on-chip trigger countdown output is used to synchronize the sampling scope

measurement. The rms time jitter in the output signal is 797 fs, which is very close to

the 724 fs rms measured for the synthesizer supplying the 40-GHz input clock. Thus,

jitter added by the DA is 330 fs rms.

The single-ended outputs of the driver, with the on-chip PRBS signal used as

the input, is shown in Fig. 6-23. Ringing observed in the 1-to-0 transition arises from

second harmonic content in the single-ended output voltage. The interconnect

between the pre-drivers and limiting amplifiers (LA1,2,3) crosses one of the output

transmission lines. Simulation of the output line used during the design of the DA did

not include the crossing, which introduces a parasitic coupling that creates ~200 mV

difference between outputs OUT and OUT. Resimulation of the DA including the

interconnection coupling matches the measurements. The parasitic capacitance of the

crossover in the layout can be compensated easily by adding dummy interconnections

in the other output line to balance the interconnection parasitics.

 Fig. 6-23: Time domain driver output with on-chip 211-1 PRBS.
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The measured output signal spectrum is shown in Fig. 6-24, which is

measured with a R&S FSU-50 spectrum analyzer. The notch at 40 GHz is

characteristic of a 40-Gb/s PRBS. The frequency spacing between tones in the

spectrum of Fig. 6-25 is equal to: fclk/(211-1) = 19.54 MHz, as expected for a 211-1

length PRBS sequence generated from a 40-GHz clock. The performance of the

driver using longer data sequence (e.g., 231-1 PRBS) requires increased decoupling

of the common-mode of the back-termination (capacitor CD in Fig. 6-1). Extra

capacitance can be added external to the IC to augment the on-chip portion of CD.

 Fig. 6-24: Output spectrum 40 GHz 211-1 PRBS.
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 Fig. 6-25: Discrete tones 40 GHz 211-1 PRBS.
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The prototype is compared to other drivers in Table 6-1. The three

commercially available drivers listed (5882-picosecond, 810-SHF, and

TGA4942-Qorvo) have an output return loss of only -10 dB up to 40 GHz, or 10 dB

poorer than the ORL measured for the digitally-controlled DA driver, which is better

than 20 dB below 57 GHz. 

The power consumption of the 5882 Picosecond PL driver is 1.3 W to deliver

a 2.7 Vp-p single ended output voltage. Therefore, two of them are required to deliver

5.4 Vp-p differential and a power consumption of 2.6 W is required (i.e., 20 % higher

power to deliver a 10% smaller voltage compared to the 6-Vp-p output voltage in this

work, which consumes 1.92 W). The 810 driver from SHF AG. has a 6.6 % higher

output voltage, but consumes 15 % more DC power and achieves a rise/fall time of

9 ps, or 50 % larger than the 6 ps symmetric rise/fall times of this work. The

TGA4942-SL from Qorvo has 33 % higher output voltage (i.e., 8 Vp-p) consuming

27 % less power, compared to our design, nevertheless it has 66% higher rise/fall

times (i.e., 10/10 ps), making it the slowest among the commercially available

drivers.

Table 6-1: Modulator driver performance comparison

Ref.

Data 
rate 

(Gb/s)

Vout
p-p 
(V)

Vin
p-p 
(V)

PDC 
(W) VDC (V)

ORL 
(dB) 

Rise/ 
Fall
(ps)

Jitter 
rms 
(ps)

Area 
(mm x 
mm)

Application/ 
Technology

[11] 
PSPL5882 
Tektronix

40 2.7 
S.E.

0.6
S.E.

1.3 +8, 
-5

-10 
<40 GHz 

9/9
10-90%

- - Electroabsor-
sion mod.

[12] 810 
SHF Comm. 

Tech. AG

40 6.4
S.E.

0.33
S.E.

2.2 +10 -10
<40 GHz

9/9
20-80%

0.55 - MZM

[13] 
TGA4942-
SL Qorvo 

43 8
S.E.

0.4
S.E.

1.4 +6 -10
<40 GHz

10/10
20-80%

0.4 - Modulator 
driver

[14], JSSC 
2004

40 6.3
Diff.

2.0
Diff.

1.7 +5, 
-4.3

-20
<45 GHz

6/7
20-80%

0.6 1.0 x 1.7
0.5 x 1.5

1.2µm In-
GaAs-InP HBT

[15], RFIC 
2003

40 7.5
Diff

1
Diff.

3 +1.5, +4,
-4.5

-10
<20 GHz

10/10
20-80%

0.8 1.4 x 1.7
0.9 x 1.4

0.15µm 
PHEMT

[16], JSSC 
2003

40 6
Diff

1.4
Diff

2.8 -5.2 -15
<37 GHz

12/12
20-80%

1.0 1.95 x 4 0.15µm GaAs 
PHEMT

This work 40 6
Diff

0.3
Diff.

1.92 -2.5, 
+5

-20
<57 GHz

6/6
20-80%

0.33 2.0 x 1.5
1.0 x 0.8

MZM / 
0.13µm SiGe-

BiCMOS



Chapter 6 149

The driver designed in a III-V technology from 2004 (ref. [14]) achieved rise/

fall times of 6/7 ps (respectively) at a 6.3 Vp-p output voltage while consuming 11 %

less DC power compared to our prototype. Nevertheless, it requires a data input

voltage of 2 Vp-p, i.e., 6.6x larger than our driver. This higher input voltage requires a

pre-driver stage that will increase the overall power consumption when used in a

practical implementation, and it is likely that the predriver combined with the driver

will consume a greater DC power in total. Ref. [15] achieved 25 % higher output

voltage (i.e. 7.5 Vp-p) using a 0.15 µm III-V PHEMT technology, yet the output rise/

fall times are only 10 ps (i.e., 4 ps more than our design), and it consumes 3 W of DC

power (56 % higher power consumption compared to the 1.92 W of the SiGe

implementation). Another III-V example [16], consumes 45 % higher DC power and

realizes 12 ps rise/fall times (i.e., 2x the digitally-controlled design presented of 6 ps).

It should be noted that this work presents the only driver with trimmable rise/fall

times, and includes calibration and BiST circuits to compensate for PVT variations,

making it unique among any other optical modulator driver at this data rate.

6.4 Summary

A digitally-controlled 40-Gb/s modulator driver prototype produces 6-Vp-p

differential output voltage swing with excellent symmetry at the outputs. The

distributed amplifier with a digital input line is the first driver reported that can

deliver edge rates trimmable from 6 ps (min. rise/fall time) to 12 ps (max.) under

digital control at the 40-Gb/s. The rise/fall times realized by the DA prototype are

faster than most drivers implemented in silicon or III-V technologies reported to date.

Timing jitter added by the driver is 0.33 ps rms (i.e., 1.3 % of the period at 40-Gb/s).

The measured output return loss is below -20 dB across 57 GHz, and better than

-15 dB up to 65 GHz. The power consumption of this 40-Gb/s DA driver is 10 % less

than a 10-Gb/s driver reported previously, despite the 4x increase in output data rate,

and it can be reduced 16 % more (to 1.55 W) if bias-Ts are used in the SiGe

prototype. The on-chip energy detector circuit facilitates the calibration of the digital
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input line using an integrated 1-0 pattern generator and a relatively simple, 3-step

calibration sequence. The 211-1 PRBS integrated on-chip also enables built-in

self-testing of the driver.
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7
CONCLUSIONS AND

RECOMMENDATIONS

Continuous development of integrated circuits is required to satisfy the

demand of data bandwidth for communications. In optical communications, an

electronic driver circuit delivers the electrical signal used to encode data into the

optical carrier. This circuit was implemented this thesis using in a digitally-controlled

distributed amplifier (DA) to reduce limitations associated with the input

transmission line of a conventional DA. Also, broadband benchmark circuits were

examined and characterized separately. Challenges in the design of these broadband

circuits included the operation from a reduced bias supply voltage, and optimization

of their operating frequency. These challenges were addressed by innovations in

circuit topologies and integration of custom-made passive components.

Techniques used to design the benchmark circuits were applied in the design

of a 40-Gb/s digitally-controlled Mach-Zehnder modulator driver. The driver has

built-in calibration capability using an energy detector circuit and a 3-step calibration

sequence. Moreover, built-in self-test is incorporated with a 40-Gb/s 211-1 PRBS

generator. The driver achieves increased bandwidth (4x) and reduced power

consumption (10% less) compared to previous work [1].

Details of the design and characterization of the benchmark circuits and the

digitally-controlled modulator driver were presented in Chapters 2 to 6 of this thesis.

The demonstrators were implemented in 90-nm and 130-nm SiGe-BiCMOS

technologies [2] [3]. However, similar design techniques can be applied in other

technologies (e.g., CMOS).
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7.1 Major contributions

Contributions to the design of broadband circuits (amplifiers, frequency

multipliers, frequency dividers, PRBS generator, energy detectors, and optical

modulator drivers) are summarized in this section.

Broadband amplifier

Broadband amplifiers implemented using a Darlington pair with resistive

feedback were investigated in Chapter 2. A signal flow analysis was used to derive

equations for its low frequency gain and input/output matching. The optimum size of

the Darlington pair transistors was investigated in a BiCMOS technology, and the

trade-offs of inductive peaking and cascoding were considered. Moreover, three

demonstrators implemented in IBM 90-nm SiGe-BiCMOS [3] were fabricated to

verify the findings.

The sizes of the transistors in the first prototype were optimized for maximum

bandwidth. This amplifier was used as reference. The second prototype implements

series-peaking, which increases the bandwidth by 25 % respect to the reference

amplifier. The third prototype combines series-peaking and cascoding to increase the

bandwidth by 28 % more, i.e., a total of 53 % bandwidth improvement respect to the

reference amplifier. 

Different characteristics of the amplifier were reviewed and verified from

measurements, including noise figure, stability, and intermodulation distortion. The

study of the Darlington broadband amplifier circuit in this thesis resulted in the

benchmark circuit with the highest gain-bandwidth product over DC power

consumption reported among this type of amplifiers [4], i.e., 9.1 GHz/mW for the

12-dB gain and more than 110 GHz bandwidth, with a power consumption of 48 mW

from a 2.1 V supply.
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Frequency multipliers

Unbalanced cross-coupled differential pairs were used as the core of the

frequency multiplier presented in Chapter 3. The topology can be implemented in

bipolar or CMOS technologies [5], and it can be biased using a low supply voltage,

e.g., 1.8 V when implemented in a BiCMOS technology (1.2 V for the core and 0.6 V

for a MOS tail current source). Its transfer function generates even-order harmonics

only, and it was used to implement a frequency doubler and a frequency quadrupler.

The optimum input voltage for maximum conversion gain and minimum generation

of undesired harmonics was estimated from the transfer function and verified from

measurements. A narrowband and a broadband design were used to investigate the

performance of the topology used for frequency multiplication. The input and output

loops of the circuit were optimized to increase the bandwidth of the broadband

design, and to reduce the power consumption of the narrowband design [6].

Measured conversion gain, of the fabricated broadband frequency doubler, is positive

within DC-100 GHz [7]. Moreover, the frequency quadrupler prototype implemented

using active tunable loads has 0 dB conversion gain, center at 89 GHz output, and

81-97 GHz 3-dB bandwidth. The performance of these prototypes confirm the

potential of the topology for high-frequency broadband and narrowband frequency

multiplication.

Frequency divider

Frequency dividers operate in either static or dynamic mode. Static dividers

cover a frequency range from DC to a maximum toggle-frequency (fmax_toggle).

Dynamic dividers operate at frequencies above fmax_toggle using the principle of

regenerative frequency division, but are limited to a minimum operating frequency

(fdyn-min). In Chapter 4, a dual-mode frequency divider was proposed. The dynamic/

static, or dynastat divider concept was proven with the implementation of a stand-

alone prototype that is biased using a 4.5 V supply [8]. The dual modes of operation
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were verified by the measurement of the self-oscillation frequency in either mode

(78 GHz in static mode and 133 GHz in dynamic mode). A low-voltage dynastat

divider was also implemented using a -2.5 V DC supply. In the second

implementation, the voltage that controls the operation-mode was used to increase

the sensitivity for the external 40-GHz clock. The new divider topology maximizes

the operating bandwidth and introduces the control of the divider input sensitivity.

BiST, BiC, and digitally-controlled DA

Replacing the input TL of a distributed amplifier with a digitally-controlled

input interface was demonstrated to eliminate the dispersion, attenuation, ringing and

pulse distortion [1]. Furthermore, integration of calibration and test capabilities,

demonstrated in this thesis, increase the yield and reduce the time and complexity

required during production testing.

Chapter 5 presented the design of a 211-1, 40-Gb/s PRBS generator, which is

based on linear feedback shift register operating at a half-rate clock, and a 2:1

interleaving output MUX. The design uses synthesized transmission lines for clock

distribution, and it generates a trigger output via nine cascaded divided-by-two

circuits. Furthermore, the registers adopt a new topology to operate from a -2.5 V

supply voltage. The PRBS and trigger generator consume 250 mA and 220 mA,

respectively, both from the same -2.5 V DC supply [9].

The design and characterization of a digitally-controlled MZM driver was

presented in Chapter 6. Compared to previous work [1], innovations in the design of

the new driver include: 1) built-in calibration capability for the digital input line

facilitated by an on-chip energy detector and a 3-step calibration algorithm, 2) a

shielded output line in standard aluminum top metal (not copper), 3) 10% less power

consumption despite the 4x increase in data rate, 4) wideband operation across

28-48 Gb/s data rates enabled by a digitally-controlled clock phase generator, and
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5) an on-chip 1-0 data sequence and a 211-1 PRBS data source used for built-in

self-test (BiST), calibration and characterization. 

The driver produces up to 6 Vp-p differential output voltage swing with

excellent symmetry. It is the first to deliver edge rates trimmable from 6 to 12 ps rise/

fall times. The timing jitter added by the driver is 1.3% of the period at 40 Gb/s, and

the output return measured across 57 GHz is below -20 dB. The prototype was

fabricated in a 0.13-µm BiCMOS technology and it consumes 1.99 W, which can be

reduced to 1.55 W using bias-Ts at the output of the circuit.

7.2 Recommendations for future work

Recommendations for future work on benchmark circuits, similar to the ones

presented here, and digitally-controlled modulator drivers are outlined in the

following sub-sections.

Broadband amplifiers

Techniques used to extend the bandwidth of a Darlington pair feedback

amplifier were reviewed in Chapter 2. However, variations of the Darlington pair

result from combining bipolar and CMOS devices in a BiCMOS technology. The

understanding of the trade-offs using different device combinations, and the

implementation of the amplifier in a differential configuration is an area for future

work. For example, the use of transformers to extend the operating frequency, or

neutralization using non-linear capacitors (C-V response) to improve the linearity.

Frequency multipliers

Broadband and narrowband frequency multipliers benefit from the low supply

voltage required by unbalanced cross-coupled differential pairs. The narrowband

frequency doubler presented in Chapter 3 should be implemented to demonstrate the

low power capability of this topology, and the frequency quadrupler presented in the
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same chapter should be improved further applying the same optimization used in the

frequency doubler. 

The input and output networks used for broadband operation increased the

overall power consumption. Applications that benefit from broadband operation or

reconfigurability (e.g., a multi-standard transceiver) require further research on

reconfigurable input and output networks to be used together with the low-voltage

multiplier core presented in Chapter 4.

Frequency dividers

A frequency divider that can operate in dynamic or static mode (dynastat

divider) overcomes the frequency range limitations of single mode dividers.

Furthermore, control of the operation mode via an electrical signal can also be used to

handle the divider sensitivity at frequencies between the static and dynamic

self-oscillation. Automatic switching between the operation modes will allow the

extension of the overall operating frequency without the need of external control. The

implementation of automatic mode control remains to be investigated. 

The dynastat divider concept was proven in a BiCMOS technology, however,

frequency dividers implemented in CMOS technologies take advantage of the

complementary devices. Therefore, further research is required to extend the concept

of dual-mode dividers in other divider topologies.

Distributed Amplifier for Multi-Gb/s Optical Modulator Drivers

The 40 Gb/s driver with 6 Vp-p output voltage demonstrated in this work

introduced a new phase alignment approach compared to previous work. An energy

detector circuit, 3-step calibration sequence, and 211-1 PRBS BiST circuit were

implemented successfully. However, integration of an analog-to-digital (ADC)

converter, microcontroller, and memory, which facilitate autocalibration of the

driver, was not realized in the same chip, and is proposed for future implementations.
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For example, the microcontroller, data and instruction SRAM, and ADC

implemented in a 0.13-µm CMOS process in [10], which occupies 0.8 µm x 0.8 µm,

can be integrated in the 0.13-µm SiGe-BiCMOS process used to implement the

driver.

The calibration circuit presented in this work requires a 1-0 data sequence,

however, a pattern-independent calibration functionality should be investigated. For

example, the retiming clocks of the digitally-controlled DA can be varied while the

instantaneous power at the output of each gain stage (PDAgain_stage), and the DA

output power (PDAout) are measured, then the code for minimum rise/fall times

corresponds to the one for which |PDAout − ΣPDAgain_stage| is minimum. 

The complexity of optical networks will continue to increase, and multi-

standards should be expected to coexist. Operation of the driver at lower frequencies

is limited by the phase alignment circuitry, which derives the phases for the DA

stages using weighted I/Q vectors generated from a reference clock. This approach

creates frequency dependent phases, as explained in section 7.1.3 of Chapter 7. A

frequency-independent clock phase generator is required. A circuit implementing a

variable time response could be implemented using a reconfigurable ring oscillator

that changes the number of stages according to the desired delay.

Silicon technologies have proven high integration capacity in radio systems.

Overall, software defined radio (SDR) integrates digital processing and facilitates

flexible designs (reconfigurability) [11]. Similarly, the integration of data processing

can also benefit optical links, where integration increases the optical channel capacity

and reduce problems associated with the interconnection of different ICs. Further

research is needed to integrate the functionality of different components of the optical

link, such as equalization, serial-to-parallel conversion, symbol mapping, etc.

Future designs must limit its maximum output voltage including the reliability

of the driver, for example, degradation of the time-to-failure due to beta degradation.
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This work was conservative because the output voltage remained below the device

BVCBO, however, the definition of a safe-operating-area (SOA) considering all

degradation mechanisms remains to be used as the limit for maximum operation

conditions. Not only the definition of a SOA, but also its implementation as part of

the device compact model remain to be investigated.

Finally, scaling in CMOS technologies allow more functionality to be

integrated in a given area, which makes them excellent candidates for the

implementation of a digitally-controlled driver with higher functionality. A 10 Gb/s

6-Vpp differential voltage driver in a 65 nm CMOS process was presented in [12],

however, the limitations on the maximum speed and maximum output voltage need

to be investigated remain to be investigated.
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APPENDIX A
A small-signal model for the Darlington resistive feedback amplifier is shown

in Fig. A-1a. The model is valid at frequencies where the impedances are dominated

by the real part of the impedance (i.e., f << fT). 

A flowgraph for the circuit is shown in Fig. A-1b. The generator, transistor

base node, and output node voltages are represented by Eg, V, and Vo, respectively.

The transmittances from one node to another are represented by α, Ga (active gain),

Gp (passive gain), and H (feedback). The transmittance ,

and the active gain . 

The passive gain via bridging resistance RF is , where Ro is

assumed >> RL. Finally, .

+

-

 Fig. A-1: Shunt feedback amplifier low frequency model.
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The signal flow diagram of the circuit, shown in Fig. A-2, includes its

transmittances, and it is used to calculate the circuit voltage gain using Mason’s gain

rule

. (1)

Replacing the transmittances from Fig. A-2 into Eq. 1 

, (2)

and because the first term is negligible ( ), the

voltage gain reduces to 

(3)

If the amplifier input and output impedances are matched (i.e., ), 

the voltage gain equals

. (4)

In a matched amplifier, half the voltage from the generator reaches the

amplifier input (the other half is dissipated by the generator impedance). Therefore,

 Fig. A-2: Shunt feedback amplifier low frequency signal flow 
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the forward transfer coefficient (S21) of a matched amplifier equals twice the voltage

gain, and from Eq. 4

. (5)

The input and output impedance can be obtained from the feedback

impedance divided by , assuming that the passive gain  is negligible, and

the resistances  and  are much larger than the feedback impedance. Then,

. (6)

S21 2Av g– m RF R||( )= =

1 Ga–( ) Gp

Rbe Ro

Zin Zout

RF

1 S21–
----------------= =



Appendix A 166



167

APPENDIX B
A small-signal model for a transistor embedded within a generator (Eg with

series resistance RG) and a load (RL) is shown in Fig. B-1. The model is valid at

frequencies where the transistor impedances are dominated by their imaginary

component (i.e., f ≈fT/3).

The frequency response of the circuit in Fig. B-1 can be estimated calculating

its dominant pole:

=  . (1)

If resistive feedback is including in the circuit, as shown in Fig. B-2,  is

replaced by  in Eq. 1, and 

 Fig. B-1: Small-signal circuit for frequency response analysis.
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=

= . (2)

Then, the circuit frequency response can be calculated as

, (3)

and the circuit time constant  is proportional to the components:

(4)

sCinRG sCµ 1 RF⁄+( )RG 1 gmRL+( ) sCLRL sCµ 1 RF⁄+( )RL+ + +

sCinRG sCµRG 1 gmRL+( ) RG RF⁄ 1 gmRL+( ) sCLRL sCµRL RL RF⁄+ + + + +

1 RF⁄( ) RG 1 gmRL+( ) RL+( ) s Cin Cµ 1 gmRL+( )+[ ]RG CL Cµ+( )RL+{ }+

RF

gmRLRG RG RL+ +
-----------------------------------------------s Cin Cµ 1 gmRL+( )+[ ]RG CL Cµ+( )RL+{ }

τi

τi CinRG CµRG 1 gmRL+( ) CLRL CµRL+ + +∝
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FABRICATED ICS

DC-79 GHz Darlington broadband 
amplifier - BBA (BiCMOS 9HP)

DC-100 GHz Peaked Darlington 
BBA (BiCMOS 9HP)

DC-123 GHz Cascoded, peaked 
Darlington BBA (BiCMOS 9HP)

DC-100 GHz Frequency doubler 
(BiCMOS 9HP)

DC-100 GHz Frequency doubler 
(BiCMOS 9HP)

81-97 GHz Frequency quadru-
pler (BiCMOS 9HP)

DC-129 GHz Dynastat Frequency 
divider (BiCMOS 9HP)

 

40 Gb/s PRBS (BiCMOS 8HP) 10 Gb/s Digitally controlled DA 
(BiCMOS 7WL)

10 Gb/s Digitally controlled DA 
and BiST PRBS (BiCMOS 7WL)

40 Gb/s Digitally controlled DA, 
BiST PRBS, and BiC power 

detector (BiCMOS 8HP)
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