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SUMMARY

Wi deband Circuits for Optical Communications

Demand for data bandwidth drives the growth and adaptation of the
technologies used in communications. Fiber-based communications systgrins
electronic circuits with increased bandwidth and improved energyesftgi The
electronic modulator driver, a key component in an optical link, is impleadeas a
distributed amplifier (DA). This thesis presents innovations in thhkitecture of a
conventional DA developed to overcome performance limitations imposed Dythe
input transmission line (TL). At the same time, increased iomality is
incorporated into the driver by integrating an energy detector circuithwhiused
for calibration, and a built-in self-test (BiST) circuit, whicls used for

characterization.

The need for greater speed requires the continued downscaling of argnsist
However, reducing the area of active devices alters their electricattdrestics and
creates challenges in their use, for example, by constraining thewitisa a
reduced bias voltage. In this work, different circuit blocks in the dligitantrolled
modulator driver are optimized to operate with a lower supply vol&ages(V) than
that found in conventional topologies. The new circuit topologies incorporate

bandwidth extension techniques to maximize their operating frequency range.

This thesis investigates various wideband circuits in two partselfirst part
the performance of an advanced SiGe-BiCMOS technology is benchmarked
implementing a Darlington feedback amplifier, frequency multipliers,feaggiency
dividers. In the second part of the thesis, the concepts developed for the
benchmarking circuits are applied to the design of a digitally-controliedulator

driver for optical communications.

Xi



Summary Xii

The well-known Darlington feedback amplifier has been implemented in
different technologies. It is considered a generic broadband ampiditecan be used
in many systems. Chapter 2 discusses the design of a Darlington feadialdier
and the steps taken to extend its bandwidth. Three prototypes are degtetl/tthe
equations describing its low frequency operation that were derived to help support its
design. The time constant analysis, which identifies the para#itslimit the
maximum frequency for the amplifier, makes it possible to optinneeadpology to
achieve 25 % and 53 % higher bandwidth using inductive peaking and cascoding,
respectively, in two additional prototypes. The same chapter evaluates theeaisplif

noise figure and linearity.

Chapters 3 and 4 discuss frequency multiplication and division, respgctive
In Chapter 3, unbalanced cross-coupled differential pairs are uskd asré of a
frequency multiplier. This topology can be biased using a lower supply voitage
that required for traditional cascoded topologies. The circuit, whishagn to have
an even-order transfer function, is used for even-order harmonic genefdten.
study of the core includes its implementation for broadband and narrowband
operation. The core is then used to implement a frequency doubler aglanity
quadrupler prototype. The conversion gain of the broadband frequency doubler is
positive within the DC-100 GHz range, while the narrowband frequency quedrupl

is designed for a center frequency of 89 GHz and has a 3-dB bandwidth of 16 GHz.

The limits for the operating frequency range of frequency dividerstlaee:
reduced maximum toggle frequency of static dividers, and the minimum iogerat
frequency of dynamic dividers. These limits are overcome by the desigmre of
dynastat divider, a dual-mode frequency divider (Chapter 4), that carieopestatic

or dynamic mode (dynastat divider).

Chapter 5 describes the design of a pseudo-random-bit-sequence (PRBS)
generator with a length of'21. The PRBS is implemented with a half-rate clock

using linear shift registers and a multiplexer to generate theratell 40-Gb/s



Summary Xiii

sequence. The topology of the register is modified so that it carmbedbusing a
single -2.5 V supply. Synthetic transmission lines are used to distiioeitelock,

increasing the PRBS maximum operating frequency.

Chapter 6 describes the design of a digitally-controlled distributedifaamnpl
(DA). The DA is designed to drive a balanced Mach-Zehnder optical ntodala
40-Gb/s with a 6-Y., differential voltage. This type of amplifier replaces the analog
input line of traditional implementations with a digital circtiiait retimes the input
data, thereby overcoming the dispersion, attenuation, and pulse distortiaatagsoc
with an analog implementation. A calibration circuit is used togetlier a 3-step
calibration algorithm to obtain minimum rise/fall times (<6 p#gr fabrication of
the driver. The wideband circuit (28-48 GHz) relies on a new digitalhtrolled
clock phase generator. An on-chip 1-0 data sequence is used for bulfttesse
(BiST) calibration, and the PRBS discussed in Chapter 5 is incogpoffar
characterization. The design of the digitally-controlled modulator dis/er step

towards achieving a fully-digital driver with signal processing capability.

Chapter 7 presents the contributions of the thesis. The implementation of
successful demonstrators validates the circuit analysis and deggraeh which
produced circuit topologies capable of operating with a reduced supply voltage

(2.5 V) and an optimized maximum operating frequency.



Summary Xiv



SAMENVATTING

Breedbandige Circuits voor Optische Communicatie

De vraag naar meer en meer bandbreedte stuwt de groei en innovatie van
technologieén voor communicatie doeleinden. Optische communicatie systeme
vereisen elektronische circuits met een hoge bandbreedte en enicgiatief. De
elektrische uitgangstrap voor de modulator, een belangrijk element in eschept
link, is geimplementeerd als een gedistribueerde versterker (DApraefschrift
presenteert innovaties in de architectuur van een conventionele DA omigzoda
beperkingen in de prestaties van een optische transmissielijntéTayerwinnen.
Bovendien is er aanvullende functionaliteit toegevoegd door een energidedetect
circuit te integreren, welke gebruikt kan worden voor kalibratie, enrgggbouwde

zelf-test voor karakterisatie doeleinden.

De behoefte aan hogere snelheden vereist een voortdurende verkleining van
transistoren. Door echter de oppervlakte van de actieve componenenklégnen
veranderen de elektrische eigenschappen en dit brengt uitdagingen teweeg,
bijvoorbeeld het gebruik van zulke componenten in combinatie met lage
voedingspanningen. In dit werk worden verschillende circuits in de digitaal
gecontroleerde modulator geoptimaliseerd om ingezet te worden mdagsre

voedingsspanning (2.5 V) dan in een conventionele topologie.

Dit proefschrift bespreekt verscheidene breedbandige circuits indaler.
In het eerste deel worden de prestaties van een geavanceerdiSNBeBproces
geévalueerd door middel van de implementatie van een teruggekoppelde Darlington

versterker, frequentie vermenigvuldigers en frequentie delers. twéetle deel van

XV
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dit proefschrift worden de concepten uit het eerste deel toegepast@mpvetp van

een digitaal gecontroleerde modulator voor optische communicatie.

De bekende teruggekoppelde Darlington versterker is geimplementeerd in
verschillende technologieén. De versterker wordt beschouwd als een kenerie
breedband versterker die inzetbaar is in veel verschillende systeloefustuk 2
behandelt het ontwerp van een teruggekoppelde Darlington versterker eppss sta
die zijn genomen om de bandbreedte te verhogen. Er zijn drie prototypesogetest
de vergelijkingen die het laag frequente gedrag beschrijven, te \aifide analyse
van de tijdconstanten die de parasitaire effecten identificererdaienaximale
frequentie van de versterker bepalen, maakt het mogelijk om de topedvder te
optimaliseren om zo een 25 % tot 53 % hogere bandbreedte re realisere
gebruikmaken van inductive peaking en cascoding in twee aanvullende prototypes.

Hetzelfde hoofdstuk behandelt tevens het ruisgetal en de lineariteit van de versterker

De hoofdstukken 3 en 4 bespreken frequentie vermenigvuldiging en deling. In
hoofdstuk 3 worden ongebalanceerde kruisgekoppelde differentiéle trappen gebruikt
als de basis van een frequentie vermenigvuldiger. Deze topologie kan opereren onder
een lagere voedingsspanning dan een traditionele gecascadeerde topologie. Het
circuit dat een even overdrachtsfunctie heeft, wordt gebruikt voor de genarade
even harmonischen. De beschouwing van dit circuit omvat tevens de impleenenta
voor breedbandige en smalbandige doeleinden. Het circuit wordt vervolgend ingeze
om in een prototype voor een frequentie verdubbelaar alsmede voor een
verviervoudiger. De conversiefactor van de breedbandige verdubbelaar tisf posi
binnen het DC-100 GHz bereik. De smalbandige verviervoudiger is ontworpen voor

een frequentie van 89 GHz en heeft een 3-dB bandbreedte van 16 GHz.

De beperkingen voor het frequentiebereik van frequentie delers zijn voor
statische delers de maximale toggle frequentie en voor dynamischs dele

minimale frequentie. Deze beperkingen worden overwonnen door middel van een
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dynastat deler, een duale frequentie deler die zowel in statdehe dynamische

wijze kan opereren (Hoofdstuk 4).

Hoofdstuk 5 beschrijft het ontwerp van een pseudo-random-bit-sequence
(PRBS) generator met een lengte vah2 De PRBS is gerealiseerd met een klok
met een gehalveerde snelheid gebruikmakend van lineaire schuifsegiataren
multiplexer die de 40-Gb/s bitstream genereert. De topologie van hetregiaiér is
gemodificeerd zodat deze kan opereren met behulp van een -2.5 V voedingsspanning.
Er wordt gebruik gemaakt van synthetische transmissielijinen om de t&lok

distribueren, zodat de maximale frequentie wordt verhoogd.

Hoofdstuk 6 beschrijft het ontwerp van een digital gecontroleerde
gedistribueerde versterker. De DA is ontworpen om een gebalanceerde
Mach-Zehnder optische modulator te bedienen op 40-Gb/s met eef, 6-V
differentiéle spanning. Dit type versterker vervangt de analoge ingang van
traditionele implementaties met een digitaal circuit dat d&a @®n de ingang
opnieuw kan timen en daarmee kan de dispersie, verzwakking en puls-digtmatse
die voorkomen in analoge implementaties, worden overwonnen. Kalibratie wordt
gebruikt in combinatie met een 3-staps algoritme om minimale aijsdaaltijden
(<6 ps) te verkrijgen na fabricage. Het breedbandige circuit (28-48) Gtdakt
gebruik van een nieuwe digitaal gecontroleerde klok-fase generator. Eentd-0 da
sequence zit op de chip geintegreerd voor gebruik in een ingebouwde tzelf-tes
kalibratie en de PRBS uit hoofdstuk 5 wordt gebruikt voor karakterisdge.
ontwerp van deze digitaal gecontroleerde modulator is een stap riebtingplledig

digitale modulator met signaalverwerkingseigenschappen.

Hoofdstuk 7 presenteert de wetenschappelijke bijdragen van dit proefschrift
De circuitanalyse en ontwerpstrategieén voor topologieén die onder een lage
voedingsspanning kunnen opereren met een geoptimaliseerde maximale frequentie,

zijn gevalideerd met behulp van de implementatie van succesvolle prototypes.
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1
| N\TRODUCTION

Global internet data traffic grew 100-fold from 2000 to 2010. Today, traffic is
growing 16 times faster, and recent forecasts project an incotd&0 exabytes/
montht over the decade from 2010 to 2020 [1], [2]. The volume of data has grown in
part because of the development of wireless devices such smartphbivéshave
increased data processing capability and integrated sensors. Alsteammelogies
are being introduced that allow machines to communicate with eheh ditectly,
such as the internet of things (IoT) [3]. Satisfying the demand for thdgta rates is
expected to drive the establishment of new wireless communicadiodastls, such

as the & generation (5G) of wireless systems [4], [5].

Fig. 1-1 shows the trends in global internet [1] and mobile data tif&ffic
between 2014 and 2019. This growth implies bandwidth requirements of: 1-10 Gb/s
to the subscriber in a 5G network; 100-Gb/s in a wireless backhaubrkefe:g.,
between mobile cell-sites); 1 Tb/s for data transport within edrapolitan-area
network (MAN); and 1 Pb/s for the core transport network [7], whidften based

on the internet protocol.

In addition to technologies that rely on the internet, industry continues to
develop commercial and consumer applications, such as automotive 8&pdar [
wireless personal-area networks with Gbit/s data transfer bitigpa

(e.g., WirelessHD [9] and WiGig [10]), and private wireless backhaul networks [11].

1. 1 exabyte = 1,000,000 terabytes
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Fig. 1-1: Total global [1] and mobile data traffic [6].

Regardless of the application, data is transported after modulatioranto
optical or electromagnetic (e.g., RF) carrier. Wireless links elsetromagnetic
signal transmission and offer mobility, but they suffer interferefioen other
electromagnetic signals, attenuation due to time-varying atmospbedtions, and
multipath propagation effects. Transmission across an opticalddes not suffer
from these impairments. A fiber channel is immune to electrontiagnéerference
and multipath effects, and is the preferred medium for long-distamice because
attenuation can be as low as 0.15 dB/km [12]. It is also possiblensoriitaterabits of
data per second with error rates below!d@cross optical fibers using current
technologies [7], [13].

Communications systems rely upon developments in technology to satisfy the
increasing demand for advances in high data rate services, suchcamtihaous
improvement in integrated circuit (IC) performance resulting fraohmology
scaling. Networks that support the exchange of information may be fieldssi
according to the span of the data link: personal-area networks @rexate within

the range of an individual; local-area networks (LAN) operathimvi limited area,
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such as a residence, school or building; metropolitan-area networks)(MAer a
larger geographical area such as an urban area; and wide-areka€WdN) span

regions, countries and continents [14].

1.1  Objectivesof thisthesis

This work studies the design of wideband circuits for broadband
communications in two parts. The performance of an advanced 90-nm
SiGe-BiCMOS technology is benchmarked implementing representatideband
analog and digital circuit building blocks in the first part. Novel ahaplifrequency
multiplier, and frequency divider design concepts are developed to openate fr
reduced supply voltage than that found in conventional topologies. The benchmark
circuits are also used to study the optimization of these ciréoiitgnaximum
bandwidth.

In the second part of this thesis, wideband circuit concepts developibe for
benchmarking circuits are applied to the design and verification of @baf-
Mach-Zehnder modulator driver for optical communications, which has ateepr
built-in self-test (BiST) and built-in calibration (BiC) features.

1.2  Optical fiber communication

In optical communication, the intensity, phase, or polarization of the light
emitted by a laser, or a combination of these properties in more eompl
modulations, is modulated by data for transmission. Different modulatioemnees
were developed to increase the optical channel capacity, from onyof§lkencoding
the data in the light intensity, to optical quadrature amplitude modulation, such as the
10 Gbaud 16-QAM over 20 km demonstrated in [15]. Furthermore, lightwave of
multiple wavelengths can be combined in a single fiber to increatbefuhe total
channel capacity using wavelength-division multiplexing (WDM) [16]. Digital

signals can use orthogonal frequency-division multiplexing (OFM) [17], andk spac
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division multiplexing (SDM) based on multicore or multimode fibers Hees

potential for further bandwidth extension [18].

No matter which techniques are used to increase the optical cltapaelty,
the data needs to be encoded in the optical carrier via the procegsical

modulation.

1.2.1 Optical modulation

The conversion of electrical signals into light can be achieved byiagphe
signals directly to the power source of a lightwave generator (ciredtlation), or
by using them to change the characteristics of a previously genegiteddam

(external modulation).

Direct modulation can be implemented by controlling the laser diodenturre

In this type of modulation, the bandwidth is limited by the frequency respbrise
driver circuit and the physical characteristics of the diode.lasening the laser on
or off creates electrical and thermal stress, shifts ther lfrequency over time
(chirp), and reduces its operational lifetime. In addition, direct madualaf a laser
produces oscillations on the rising edge of the pulse, known as relaxaiitatiosc
The maximum modulation frequency is limited by the relaxation osoifiati
frequency, which typically ranges from 1-10 GHz for a vertical casiiyface
emitting laser (VCSEL) [19].

In external modulation, a continuous wave (CW) light beam is passed through
a modulator, which changes the characteristics of the light accooding signal that
is applied. There are two main types of external modulators: th&cesbsorption
(EA) modulator, and the electro-optic (EO) modulator. These are otlgsta
undergoing development due to their promising characteristics. Ebdatnyption
modulation is based on changes in the absorption spectrum of the mahemaan

electric field is applied (the Franz-Keldysh effect [20]). A agk applied to an EA
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modulator switches it between transparent and opaque states, thustimgdbka
light passing through the modulator. Electro-optic modulators change thetivefra
index of a material by applying an electric field (e.g., Kerr effieotkels or electro-
optic effect [21]). Lightwave propagating thought the material experiangkease
shift when a voltage is applied. The phase modulation of the opticerdaduced
by the Pockels effect can be transformed into intensity modulation wsing

Mach-Zehnder interferometer-based modulator.

1.2.2 Mach-Zehnder modulator (MZM)

The schematic of an interferometer-based modulator is shown in Eig.He
incoming light is split into two paths, one of which is subjectedl¢ot®-optic
modulation, controlled by an electrical signal. Light travelling alongtiee paths
recombine at its output, creating an output light beam whose optical pewends

on the phase difference between each path.

The optical output power is a function of the external voltage, whicghedef
the electric field that modulates the phase difference betveelight beams in the
modulator paths. The modulator response to the applied voltage can bbedkscri
terms of the half-wave voltage,Vi.e., the voltage that must to be applied to the
electrode of the optical waveguide to induce a phase shift 6f Wlich produces

(ideally) zero optical power at the modulator output.

The interferometer can be constructed by implanting an optical waveguide

into an electro-optic crystal, such as lithium-niobate (LiNbO3). Enhanced phiise-

Electrode
termination load

50Q

Fig. 1-2: Mach-Zehnder modulator.
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efficiency and reduced ,Vis obtained using compound semiconductors to fabricate
the modulator [22].

The voltage signal provided by the driver is applied to the modulator
electrode, which is modelled electrically as a transmissior{Tibe Standing waves,
created by reflected waves in a TL, are suppressed using adganiload matched
to the electrode characteristic impedance Zo, whose value is 6flef.
Mach-Zehnder modulators are drive using single-ended or differentialssigmal
they require a maximum driving voltage in the range 5-6 V [23]. Morethesdriver
must provide an output voltage with minimum rise/fall times to retioeand pulse
distortion [24], and it must have an output return loss (ORL) better than 10 dB across
the bandwidth including the third harmonic of a transmit pulse train@QRL, better
than 10 dB up to 60 GHz in a 40-Gb/s system) [25].

1.2.3 Towardsan integrated digital optical transmitter

Future optical links will integrate signal processing circuits, toelulator,
and its driver in the same die to reduce problems associatechwitfitérconnection
of multiple ICs, such as bandwidth limitation and crosstalk. Howevetheiur
research is required before integrated digital optical transmiie used in optical
communications. A simplified block diagram of a transmitter in ancabtink is

shown in Fig. 1-3. A DAC provides the input signal to the driver, which isleqda

Calibration

Digital data —s{ Pre-emphasis DAC Optical output

Characterization

Fig. 1-3: Simplified optical link transmitter block diagram.
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according to the characteristics of the channel by a pre-emphaszoment.
Calibration of the driver is performed in a closed loop to compensatdtic and
dynamic errors in the driver, and a characterization component is usedLiateviae
performance of the driver. Research topics for the design of intdgtiiéal optical
transmitters include the incorporation of pre-emphasis, DAC, and bwétibration

and characterization capability.

1.3 ICtechnology for high-speed/wideband communication

High-data rate systems require multi-gigahertz bandwidth circuits.
Traditionally, 11I-V semiconductor technologies such as gallium adee(GaAs)
[26] and indium phosphide (InP) [27] have been preferred to satisfy the output
voltage and bandwidth requirements of modulator drivers for optical
communications. The preference for IlI-Vs is explained by their higheakdown
voltage in comparison to a silicon-based technology with simil&dr example, the
0.254um InP/InGaAs dual heterojunction bipolar transistor (DHBT) found in [28]
(173/470 GHz /.15 has a 12 V B¥gn Which is more than six times larger than
the 1.8 V B\ggpof an HBT in a 0.13tm SiGe-BiCMOS with 200/280ff,,,4x [29].

However, co-integration of high-performance analog/RF and high-complexity
digital circuitry is possible using SiGe technologies. These cir@ats then be
manufactured at a lower cost in high volume than a 1lI-V equivalenthadmables

applications beyond what encounter today.

1.4  Wideband circuits and technology benchmarking

Development of BICMOS technologies facilitates the design and
demonstration of leading-edge circuits and systems operating at unprededent
speeds. Aside from faster circuits, advanced SiGe HBTs cabelssed to mitigate
PVT-variations for higher yield and improved reliability, or the higbperating
speed can be traded-off for lower power consumption and improved energy

efficiency.
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Circuit performance benchmarking is important to demonstrate the
capabilities of new technologies for applications of interest. Tty of circuits
were selected to implement benchmark circuits: general purpose hmndadba

amplifiers, frequency multipliers, and frequency dividers.

The general purpose amplifier is intended to provide direct evaluatithre of
technology capability via its gain-bandwidth product. This circuit should heteas
test, and simple enough to correlate its performance to transisétricsn
Transceivers benefit of frequency converter circuits for up- or down-csione
Moreover, limitation in the output power of amplifiers and the tuning rasfge
oscillators operating near the device cut-off frequency make meti@n important
component in very high frequency transmitters. Frequency dividers anetiglsse
components for the frequency control of mm-wave oscillators in pbaked loops
and they are a representative circuit used to benchmark the cgpabitigital

circuits.

Transistors operating at high speed require to be bias at curreniederiese
to peak-f current density, therefore, broadband circuits with reduced power
consumption require topologies that use lower supply voltages, which aligns with the
trade-off betweernyfand breakdown voltage in advanced technologies (Johnson limit
[30]). The benchmark circuits in this thesis make use of new topologies, compared to
conventional designs, for lower power consumption, and they apply bandwidth

extension techniques to maximize their operating frequency.

1.4.1 Wideband amplifiers

The Darlington pair is widely used in resistive feedback ampljfeand it is
selected for the implementation of the general purpose wideband amplifi
benchmark circuit. It uses two transistors in its topology, and ithfgiger input
impedance and current gain than a single transistor. Different technwee

proposed to increase its bandwidth, including series-inductive peakihg atpiut
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[31], at the output [32], or within the feedback loop [33]. A complete arsabfdhe
Darlington amplifier gain-bandwidth product, input and output impedancesEor H
and HEMT devices was presented in [34]. However, the analysis provles |
understanding of the circuit for its optimization. Chapter 2 investightesise of a
Darlington pair as active device in a feedback amplifier. The ch&ptas on the
design of the Darlington amplifier, and describes the optimization ®f it
gain-bandwidth product. Findings on the design of resistive feedback Darlington
amplifiers are validated with the implementation of three dmaplibenchmark

circuits. Evaluation of their noise figure and linearity are included in the chapte

1.4.2 Frequency multiplier

Upconversion is an alternative widely used in the upper mm-wave and
sub-mm-wave frequencies, where a lower frequency source is upconvextad vi
multiplier, or a chain of multiplier stages. There are passijec¢tion-locked, and
active frequency multipliers. Passive multipliers are typicatigngrised of a non-
linear device, that generates an output with harmonics of its input, agaddilter(s),
that select the frequency component of interest. The filter desagie-affs are
between bandwidth, insertion loss and harmonic suppression. Injection-locking
frequency multipliers use a regenerative circuit to obtain theedebarmonic, but
they suffer from limited bandwidth [35].

Wideband active multipliers exploit a circuit transfer function toegate the
desired harmonic. This type of multiplier is often implemented usiniiert cell
topology. One of the drawbacks of this topology is the minimum voltage headroom
required by the cascoded differential pairs used in the circuit. #ennative for
active multiplication, studied by Kimura, is based on unbalanced crossedoupl
differential pairs [36]. This topology is suitable for low voltage and |ooewer
consumption, and it is studied for broadband and narrowband applications in

Chapter 3, including frequency doublers, and a frequency quadrupler.
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1.4.3 Frequency divider

A frequency divider produces an output signal whose frequency/i f
where {, is the frequency of the input signal and N is the division factor. Theepha
noise of the divided signal is reduced by 20log(N). Therefore, spectray purit
increases using frequency dividers. Emitter-coupled-logic (ECL) msistes-D flip-
flops (MS-D-FF) are critical blocks used in microwave frequencgctlisynthesis,
analog-digital converters and fiber-optic transmission chip-sets [3%ing the
inverted output fed back as data input of the ECL MS-D-FF real@Zzestatic
frequency divider. The maximum clock frequencies of a static frequenayedi
benchmarks the speed of a digital circuit in a technology. Furthermore, the maximum
divisible frequency is increased applying the principle of regeneré&griency
division [38], leading to dynamic dividers. Higher operating frequency is\zahigy

this type of dividers, but they are constrained by a minimum operating frequency.

In Chapter 4 a frequency divider topology that can operate as static or
dynamic divider is presented. Two versions of the dual operation mode (dynasta
divider topology (one using a 4.5 V and another a 2.5 V supply) are implemented in
SiGe-BiCMOS technologies.

Bandwidth demand (Section 1.1) cannot be satisfied merely by scaling up the
network capacity using current technologies because this would cause an exponential
increase in energy consumption [39]. Optical networks with improved energy
efficiency must be build using components for increased data ratesedinckd
power consumption. The second part of this thesis investigates the désign
Mach-Zehnder modulator driver, developed using a new architecture. Design
concepts used in the benchmark circuits for low voltage operatiopgrecainto the
optical modulator driver. An overview of optical communications and tryetied

capabilities of the modulator driver are presented in the following sections.
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15 Mach-Zehnder modulator driver

The modulator driver must be implemented using a wideband amplifier
circuit. Alternatives for its implementation include the Darlingt@taggered,
Cherry-Hooper, and distributed amplifiers. Among them, the Darlington aenplif
[40] is the only single stage amplifier. It has broadband capabiiilycan operate
from a low supply voltage. The staggered amplifier [41] divides the Isigna
amplification in frequency bands, and it provides an overall wideband operation
combining multiple stages with equalized frequency response. The CherryrHoope

amplifier [42] is a two stage (transconductance-transimpedance) amplifier.

The voltage driving the modulator is defined by the driver output current and
the characteristic impedance of the modulator electrode, e.g., 3 @Wing voltage
in a 50Q electrode requires 60 mA. The Darlington, staggered, and Cherry-Hooper
amplifiers require large output transistors to conduct the output cuaedtthe

parasitics associated to the large devices limit the frequency response ofghe dri

The distributed amplifier (DA) combines multiple gain stages [sgel-4).
It distributes the input signal to the gain stages using an input tiesiemline (TL)
and sums the gain stages outputs in an output TL. The chip area occupied Iy a DA

larger than the previously mentioned wideband amplifiers. FurthermoreDAhe

Back Output Transmission Line
Terminations < :!Ol{[ CIICC
T | XK Out Cc ™
Igias/N IBias/N Load Vout
VpcZ 5003500 & #\ 4 "
b 500500
Input > vee
Input > -J- -J-
Input Transmission Line
Termination

Fig. 1-4: Distributed amplifier circuit.
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output TL characteristic impedance must be matched to its Igaedance, i.e., the
modulator electrode Zo. The DA output TL has back-termination resistatched to

the output line characteristic impedance, which are required to presféstdtions

from the back of the output line. Back-terminations of the DA disspaa#f of its
output current, which reduces the power efficiency of the DA. Howevspjtdehe
large area and lower efficiency, the DA can achieve simultaneaushigh
gain-bandwidth (GBW) product and a multi-volt output voltage because its output
current is conducted by multiple gain stages, instead of a single withgarge
devices, which makes possible the design of the input and output linedimgcthe

(now) distributed parasitic capacitance.

1.5.1 Conventional distributed amplifier limitations

A conventional distributed amplifier has limited flexibility in itesign.
Correct phase alignment between signals traveling at the input and output is obtained
satisfying precise matching requirements between the input and oatparhtssion
lines. The performance of the DA can be degraded during fabrication guectss
and mismatch variations, and during operation it can be sensitive to suplgevol
and temperature variations. Moreover, attenuation of the signalingwelthe input
line causes dispersion, and it limits the maximum number of gairsstageDA [43].

The limitations associated to the input transmission line havedoeassed with the

design of a digitally-controlled distributed amplifier.

1.5.2 Digitally-controlled distributed amplifier

A simplified block diagram of a digitally-controlled distributed amiplif
demonstrated in [24], is shown in Fig. 1-5. Conventional latches replaceptiie
transmission line to obtain replicas of the input signal at the ingdutse DA gain
stages. The digitally-controlled DA eliminates the dispersionnadt#on, ringing

and pulse distortion associated to the input line of a conventional implementation.
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Back Output Transmission Line
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Digital control
Fig. 1-5: Distributed amplifier with digitally retimed input data.

The clock used to retime the input signal in each latch is derroma &n
input clock. The phase of each retiming clock is controlled individually phase
control circuit, which is used to match the delay of the replicas at the input of the DA
gain stages to the delay of the signal propagating in the output line. Digital control of
the retiming clocks facilitates the calibration of the circtigrafabrication by setting

the phase of the clocks digitally via control bits b1 to bm.

1.6  Organization of thisthesis

Aside from the benchmarking circuits, this thesis presents the design
digitally-controlled modulator driver that targets 40-Gb/s data eatd, a 6-V_,
differential output swing across a 1@Dload. The digital control incorporated in the
driver can be used to reduce imperfections of analog designs by suppréssing t
effect of process, voltage supply, and temperature variations. Howeveatoathlmf
the digital input line requires means to identify the optimum congttihgs. In this
work, built-in calibration (BiC) capability is implemented in thévdr to exploit the
digital control functionality in the new modulator driver. For this gaalpa-chip 1-0
data source, an energy detector circuit, and a three-step cahbadgiorithm are

integrated in the driver IC.
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Characterization of the modulator driver using built-in self-teSSTRB
capability reduces the time and complexity required during production. The
modulator driver presented in this work incorporatestal2pseudo random bit
sequence (PRBS) generator which operates at half-rate clockawithtegrated
frequency divider, and it outputs a trigger signal to be used for synchronizati

during characterization.

The 40-Gb/s MZM modulator driver developed in this work has a power
consumption 10% lower than that of the circuit reported in [24] desgieréold
increase in the data rate. Furthermore, it operates acrossatigaof 28-48 Gb/s

enabled by a new digitally-controlled clock synchronizer circuit.

Chapter 2 presents the design of a single stage resistive feedblatiand
amplifier. A Darlington pair is used as the active component embeddetesistive
feedback design. The wideband amplifier gain-bandwidth product is maximized

using inductive peaking and a cascoded Darlington pair.

A frequency multiplier circuit topology, suitable for low voltage opergtis
studied in Chapter 3. Unbalanced emitter-coupled pairs are used inuttiyaien
core, which is explored for narrow and broadband applications. The resdt®lthe
design of a broadband frequency doubler, a narrowband frequency doubler, and a

narrowband frequency quadrupler.

Frequency dividers capable to operate in dynamic or static mode (dynastat
divider) are presented in Chapter 4. The design of two dynastat divadetypes is
presented in this chapter, one biased from a 4.5 V supply and anothdrflnase

-2.5 V supply.

The complete design of the 40-Gb/s digitally-controlled DA is presented
two chapters. In Chapter 5, the architecture, design and charaataridfaa 40-Gb/s
211.1 PRBS generator is presented. The PRBS uses a half-ratedestrifaution
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scheme, and it is designed to operate from a single -2.5 V supply. Mgréove

incorporates innovations in the clock distribution, and it outputs a trigger signal.

The design and characterization of the digitally-controlled modudaiteer is
presented in Chapter 6. The circuit operates from +5/-2.5 V suppliesoufpet
stage of the 40-Gb/s modulator driver is a distributed amplifier,fwhes 6 Y,
output voltage. The prototype includes a new clock synchronizer controlt,canui
energy detector for BiC, and BiST capability implemented with the B8-G1-1
PRBS.

Chapter 7 presents the major research contributions and recommendations for

future work.
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W IDEBAND AMPLIFIER

The design of a Darlington amplifier with shunt resistive feedback is
investigated in this chapter. The circuit is biased from a 2.1-V wuppld its
gain-bandwidth product benchmarks the performance of the technology. Simple
design equations for gain, and input/output impedances are derived. Moreover,
inductive-peaking and cascoding that mitigate the effects of pasasaite used to
increase the circuit gain-bandwidth (GBW) product. Three broadband amnplifi
prototypes were fabricated to verify the optimization of the GBW pitodline
prototypes (fabricated in IBM SiGe-BiCMOS 9HP [1]) are desigoed0-Q input/

output matchingand 12-dB forward transmission gainp{5

2.1  Broadband amplifiers

The performance of a technology can be evaluated by comparing the gain-
bandwidth product of broadband amplifiers [1]. Alternatives for their implgation

include the distributed, staggered, Cherry-Hooper, and Darlington amplifiers.

The distributed amplifier (DA) was described in Section 1.5. It disg#tiie
input signal to the gain stages using an input transmission line §dlgambines the
gain stage outputs in an output TL. A distributed amplifier absorbs thestzge
capacitive loading in a synthetic transmission line at the inpdibatput, achieving
multi-volt output voltage and high gain-bandwidth (GBW) product
simultaneously [2]. However, the DA occupies a larger chip area thgle-stage

wideband amplifiers, and it has lower power efficiency becaussast bne-half of

21
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R1 TL, TL,
— +—— Out
VBias VBias
In Q1 Q4 Qs
Q2 Q3 Qs
R2 R3 R4 R5

Fig. 2-1: STaggere?d ampliﬁer [4] a

the RF output power is dissipated in a back-termination resiseat s prevent

reflections in the output TL.

A different approach sub-divides the desired passband for signal
amplification into smaller frequency bands, and it provides an overaltliiaod
operation by combining the outputs of its equalized stages [3]. An examphles of
type of broadband amplifier is shown in Fig. 2-1 [4], which combines argésh
feedback amplifier and degenerated gain stages to achieve 102 GHz diandwi
Problems associated with staggered amplifiers, compared to stagke-amplifiers,
include gain variation in its frequency response, and increased group deddpna

across its operating frequency.

Broadband amplification and increased gain are obtained using cascade
amplifiers (see Fig. 2-2 [5]), which produce an overall amplificaggnal to the

product of their individual voltage gain.

Vee Vee
TL Tha
2 Vgias R7
R» TLg
R1 I)—!:l%Out
TL;3 |: Qs
|n TLl Q Q3
1
R3 R4 Q2 Q4

Fig. 2-2: 2-stage Darlington amplifier [5].
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Fig. 2-3: Cherry-Hooper amplifier [8].

The Cherry-Hooper amplifier [6] is a two-stage (transconductance-
transimpedance) amplifier, which was modified to increase its bdtioyw] and
gain [8]. Its schematic is shown in Fig. 2-3. One of the main liraitatof this type of

amplifier is its minimum supply voltage, which is constrained by thecaded
transistors in its topology.

2.2  Darlington pair

The Darlington pair, shown in Fig.2-4a [9], is a compact stage with
broadband capability that can operate from a reduced supply voltage. Thgaumity
frequency () of the Darlington pair is about twice the value of a single transigtor f

as shown in Fig.2-4b. The increased maximum operating frequency of the

102 """ i rirdndiem |
-~ 180 nm BiCMOS
D ....... ST o
Output 5 \\, Darlington pair -
Input =] :

Ql glol NG R NG R
| Q2 |5 NN SRR
bias = NN

h = S| IR N ~2f;
10° R
1010 10t
Frequency, in Hz
a. Schematic b.Frequency response

Fig. 2-4: Darlington pair.
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Darlington pair makes it attractive for high-frequency, broadband @routtich is

why it has been widely used as broadband gain stage [10], broadband mixer [11],
active balun [12], low-noise amplifier [13], power amplifier [14], anchgdage in a
distributed amplifier [15].

A single stage Darlington feedback amplifier is selected adbehehmark
circuit for wideband amplification. It is an excellent benchmarkingudibbecause its
performance relates directly to transistor metrics, and thaitis relatively easy to

characterize from 2-port measurements.

2.3  Darlington feedback amplifier

A Darlington amplifier with resistive feedback is shown in Fig. ZFbe
amplifier consists of shunt feedback resistog)(Ransistors @and G connected in

a Darlington configuration, bias current mirron(€R)},,), and ballast resistor @R

Without the ballast resistor gRrthe collector current of £Xlcqy) increases
with increasing temperature. After introducing, Rhe base-emitter voltage of,Q
(VBE,@2 reduces whenclg, increases, which regulateg o Bias stability in the

amplifier therefore is obtained at the cost of reduced transconductance.

The amplifier in Fig. 2-5 is embedded in a @Gsystem (i.e., 5@ source and
load), and it uses two external bias-Ts to simplify testing. The obipsHT supplies

V¢ to the amplifier, but it can be removed if the bias currentisieugh the load

VeB Vee
Re
[RFC —'\/\/\:—250Q o [RFC
utput C
Re Cc [Input »p :C
> L a
+ | 50Q I, ! R, +
Eg QZ V.
- Re 50Q Vo
Qb1 Qp2 350 -

Fig. 2-5: Shunt feedback, broadband reference amplifier.
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(RL). The amplifier power consumption increases if the output biasr@n®ved,

because ¥ must be increased to account for the voltage drop acfoss R

A single transistor can implement the active gain. However, thecitiapa
loading on the feedback network formed by &d R; at the input from a single
transistor is approximately twice the loading introduced by a Darlingéaim The
Darlington pair gain-bandwidth (GBW) product is also merely twiceGB&V of a

single transistor (i.e.;fdoubling [16]).

Transistors @ and @@ are biased viay) Vgg and Vc. The collector current
of Q, is set by and current mirror ©-Q,. The collector current of £Js set by its
base-emitter voltage, which is controlled viggg/and ballast resistor R(i.e.,
Vb _07VeB-Vpe,01 @aNd ¥ grle odRp). Moreover, \gg and \cc set the base-

collector VOltage of Q(VBC,Q].:VBB-VCC) and Q (VBC,QZ:VBB'Vbe,QIVCC)’ but
only one bias-T is required ifgg or Vcis defined by the voltage drop across R

2.3.1 Low frequency gain, input and output resistance

The amplifier gain, input and output impedances can be calculated using
nodal or mesh analysis. For example, [17] analyzes the Darlington amifieaugd
bandwidth in a HBT-HEMT process. The transistor model used in thesanal
includes its input resistance, and parasitic capacitances, howleyezxpressions

obtained provide little insight into the circuit for its design and optimization.

Following a different approach, the simplified low-frequency, smgltai
model shown in Fig. 2-6 is used to analyze the amplifier. The sciteimatdes the
Re

Rg

+
R + R +
E be

Fig. 2-6: Shunt feedback amplifier low frequency model.
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generator resistance §R the amplifier equivalent shunt input resistancgg(R
feedback resistance gR transistor transconductance,fgand load resistance (R
The signal flow graph and the transmittances from one node to anotheacha
branch in the circuit are shown in Fig. 2-7. Three node voltages (genggatoput

Vi and output }) are represented in the graph. Parameterss, G, and H
symbolize the transmittances from one node to another via each branicd in

circuit. The amplifier voltage gainAy) is obtained using Mason’s gain rule,

a(Gp +Ga)
1-((Gp+Ga)[H)

A :\i):
Eg

\

If a,=v,/E, and the amplifier input and output impedances are equal and
matched to the generator and load resistansgs v,/ (E,/2) = 24, . Then, the

forward transmission coefficient is calculated from the amplifier gdin as

S1 = Omtota(Re IR = 0" ma(REIIR) (1)

The amplifier transconductancey (., ) iS approximately the degenerated

i : o :
transconductance of Q g, = \7021—15”%%2‘17‘5 ,where g, is the extrinsic emitter
i m2\"E " "e2

resistance of  and R is the ballast resistor.

The forward active gain and feedback resistor define the low-fregurgmat
and output impedances of the amplifierg(R Ri,), assuming the active device
terminal impedances are >>pRThis is a valid assumption in a bipolar

implementation at low frequency.

Re | [Roe

o Re* Re|[Roe G, = 9n OR[|R) |V,

Eq

_ RGHRbe

R * Ra||Roe
|

Fig. 2-7: Amplifier low frequency signal flow diagram.

1. Calculation of the transmittances can be fourdigpendix A.
2. Eg. 1 and Eq. 2 are derived in appendix A.
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Then

Rout = Rin = Re/(1-S51) . 2)

When the amplifier embedded in a Q0-environment (see Fig. 2-5)
RouERin=50 Q. The amplifier gain, and its input and output impedances are
approximated by Eqg. 1 and Eq. 2. For example, the feedback resistance{dBa 1
gain amplifier (i.e., $=-4) calculated using Eq. 2, isgR50 Q, and the
transconductance required from the active device calculated from IER6LMS.
Independently of the technology used to implement the amplifier, Eq. 1 and Eq. 2 are

used to calculate Rand g,

2.3.2 Transistors sizes

A small-signal model of the Darlington pair for frequencies ks fshown in
Fig. 2-8. The transistor output resistangg is assumed infinite in the model, and the
Miller capacitance 3, is not included because the transistor impedance is
dominated by & in the amplifier to be design&dThe transconductance of the

circuit is

loog 4 ImTIm2 g (3)
Vin g.rﬂl- + El- +1
sC, G,
lin —p—— <« o
T Vbe1
Vi Im2Vpe2
Col + <l>
] T _Vbe2
iR

Fig. 2-8: Simplified small-signal model of the Darlington pair.

3. Gubc=Ch(1+4,), where G is the base-collector capacitance Ands the voltage gain.
4. For a 12-dB gain 1/jwg,c > 1/jwG,e due to GJC~10 for a bipolar transistor.
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which is a valid approximation at low frequencies, singe-@y,, is divided by >> 1
at low frequencies (e.g.#/sC=wy/jw for equal area transistors biased at the same
current density). The Darlington pair transconductance is dominateg,oyTge
maximum gain-bandwidth product is obtained whenibiased at peal-fcurrent
density (¢ 1). Therefore, @ must be sized to provide the required transconductance

(after introducing IR) when biased atkr-.

To determine the optimum size for,Qhe frequency response of the current
gain in the circuit in Fig. 2-8 is calculated as

To _ 9m1 BOmp | 9ma , Imo ()
i, SC;C, sC; sC,

n

The transconductance of a bipolar transistor divided by its input capeeit
approximates the device transit frequenoy ( g,/Ci,,), Which is independent of the
transistor area for a given bias current density. Then, Eq. 4 is
.I—°=wT—1Emr2+w?T1+an=B1EB2+B1+Bz . )

lin S

Equation 5 shows that the Darlington pair current gain is defined by dhsittr
frequency of the transistors, which depends on their bias current dengiéiasistor
Qy is biased at JJir for maximum bandwidth, and it is sized to provide the
transconductance required to implement the amplifier gain. Howevearaheof Q
has no effect on the Darlington pair transconductance at low frequéaqie3), and
only its bias current density affects the pair current gain (Eqnghi$ work, the

optimum area of Qis based on its effect on the input impedance, as explained next.
The small-signal model of a single transistor feedback amplifielyding
the transistor base resistanggeis shown in Fig. 2-9. The circuit input impedance is

Vin _ 5 0 Re+R. e (Re+R))

lin " 1+g,R. (1+g9,R)

S(9nRLTp— (R +R)) - (6)
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Fig. 2-9: Small-signal model of a single-transistor feedback
amplifier, including the base resistance.

The real component of the impedance (€50-which is equal to Eq. 2 for
Re>R,, is determined by the transconductance (96 mS), load resistan®, (&ad
feedback resistance (2%D. The imaginary component of the impedance is positive

or negative depending on the value of the base resistance.

Variation of the input impedance with respect {p is verified using
simulations. A single transistor, common-emitter amplifier (i.e., andarlington
pair) is simulated from 1 GHz to 100GHz. The transistor width @ntained
constant and equal to 90 nm and its length is varied fromr.& 6.5um in 1um
increments. The active device is biased at the pgakitent density for every size,

and the ballast resistor value is changed for each case to ima#iamS

Le=2.5y, r,=31Q
Le=3.5y, r,=24Q
Le=4.54, r,=19Q
Le=5.54, r,=16Q

Le=6.511, r,=14Q

Fig. 2-10: S11 of a single transistor feedback amplifier.
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transconductance. The amplifier input reflection coefficiep)(®r each simulation
is plotted on a Smith chart in Fig. 2-10. The emitter length (Le)oasd resistance
(rp) for each simulation are indicated in the figure. At low freque)cZin equals
50Q, as predicted by Eg. 2 and Eqg. 5. At increased frequencies, the batcesi
changes ¥ according to Eg. 5. Although the area gfitas a negligible effect on the
amplifier gain at low frequencies, if it is biased @t it affects the amplifier input

impedance.

The first broadband amplifier benchmark circuit is designed for 12-dB ga
The circuit requires 25@ feedback resistor and 96 mS transconductance, as
previously calculated. A 90 nm xpm transistor and a 3.8-resistor are chosen to
implement Q and R, respectively. The transconductanee,, obtained from
simulations with the transistor biased at pepkdrrent density @ ~22 mALM?
[1]) is 96 mS. Simulations of the Darlington amplifier with @plemented with a
90-nm x 4.2gm transistor show a capacitive input impedance at frequencies above
30 GHz, which is compensated by the input transmission line that corthects
amplifier to the IC input pad. The reflection coefficient of thephiner benchmark

circuit, including the input TL, is presented in Section 2.5.

2.4 Bandwidth enhancement

The circuit shown in Fig. 2-5 was designed for a 12-dB gain ar@ Bput/
output matching in Section 2.3, and it is named as the reference amtifthis
section, the frequency response of the circuit is studied. Two methousdase the
bandwidth of the reference amplifier are investigated, which r@sulivo other

benchmark wideband amplifiers, named series-peaked and cascoded amplifiers.

If the base-collector capacitances,{Cof Q; and @ (see Fig. 2-5) are
included in the calculation of the amplifier transfer function, an emuahat
provides little insight into the circuit is obtained. A different apphoa used to

guantify the effect of these parasitics on the amplifier bandwidtb. circuit time
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constants are obtained first, which are inversely proportional to tpkfiamcut-off
frequency. Then, the contribution of circuit parasitics to these tiomstants are
quantified to identify those which limit the bandwidth. The simplifiecaksignal
circuit of the amplifier (Fig. 2-11 [18]) is used to calculdtie time constants. The
base resistance of;Qaffects the R and Ry branches, but the effect gf n the
feedback loop can be ignored assuming< R= The base resistance of @d the
generator resistance §Rare added in series §R. The overall Miller capacitance
(Cp has contributions from Y32 %) and Q (68 %), and its value is extracted from
simulations of the reference amplifier. The total capacitarwa the base of Pto
ground (G;), and from the collectors of@nd @ to ground () are extracted from
the same simulations. The load resistangg X the parallel combination of Rand
the output resistance of,Qand it equals Rwhen f >> R, which is a valid

assumption in a bipolar implementation.

The -3dB bandwidth is inversely proportional to the circuit time constant

T = CipRyr + (1 + 9 R 1)C Rer +C R 1 +C R 7 5, which is comprised of four time

constants whose values were determined using parasitics extractesirhulations

of the reference amplifier. The contribution of the componentstto e ar
1
andt, = C/ R 1 (8.7 %).

= Ci,RgT (46 %), 1, = (1+9 R 1IC Ret (42.4 %), 13= C R 1 (2.9 %),

Fig. 2-11: Simplified small-signal circuit used for the frequency
response analysis.

5. The derivation of; can be found in appendix B.
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Time constantst;  and, have a major effect gn . Reduaing
increases the circuit -3dB bandwidth, therefore, and need to be raduced
increase the bandwidth. Notice that the amplifier gain affegts y. @itcuit
modifications are used to reduag and , which leads to the inductikegpe

and cascoded amplifiers.

2.4.1 Inductive peaking

The bandwidth of the Darlington feedback amplifier can be extended using
inductors in the feedback [19], input [20], and output [21] to peak the response.
However, the trade-off between increased bandwidth and gain flatneiss toelee
considered. A comparison of the bandwidth improvement and peaking, obtained
using an inductor in three different locations in the circuit, is shiomFig. 2-12. In
the figure, the percentage increase in the bandwidth with respdut t@ference
amplifier (Fig. 2-5), and the percentage increase 44| [&used by peaking of the
frequency response with respect tg &t 1 GHz are noted. The largest bandwidth
improvement is obtained when an inductor is connected in series with the bgse of Q
which results in a 25 % greater bandwidth and 2% peaking of the foryeand
Notice that introducing | reduces the loading of;{Con the input signal source.

Therefore, it increases the bandwidth by reducing

L 19% BW
N 2 A/8.5% Peaking

> Output
Input ,|
25% BW L3 2% BW
2% Peaking Q290nm "3 “"no Peaking
um
Q
bl 3.5Q

Fig. 2-12: Options to implement inductive peaking.
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Fig. 2-14: Custom made inductor for the inductive series-peaking
of a broadband amplifier.

The series-peaked amplifier (Fig. 2-13) is implemented using the 72-pH
inductor shown in Fig. 2-14. The top three metal layers (M6, M7, and M8)sarkto
implement the 12¢4m x 124m, two-turn octagonal inductor. It is shielded from the
substrate using an M1 shield (Fig. 2-14). Electromagnetic (EM) siimogausing the
2.5D Method-of-Moments (MoM) predicted a self-resonant frequency of 196 GHz.

2.4.2 Cascoding

An alternative to mitigate the Miller effect in the amplifis the use of a
cascode transistor (see [22], [23] for examples). The schematc Brlington

amplifier with Q, cascoded by Qis shown in Fig. 2-15. The on-chip decoupling
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Fig. 2-15: Cascode broadband amplifier.

capacitor (@) reduces the impedance from the base ptdground. Note that the
amplifier power consumption is unchanged after adding i@cause neither the
voltage supply nor the bias current are increased. CascodingttQQ; reduces the
capacitive contribution of £to Qu, due to the reduction of the Miller effect, thereby
reducing t, andr; , and increasing the amplifier bandwidth. Combining inductive
series-peaking and cascoding vig €xtends the amplifier bandwidth by 53 %

compared to that of the reference amplifier (Fig. 2-5).

Transistor Q affects not only the bandwidth of the amplifier. A Darlington
amplifier with a time delay in the collector current of @ shown in Fig. 2-16. The
simulated forward and inverse transmission coefficients for the dglgset to 0 and
1 ps are plotted in Fig. 2-17. The delay inserted at the collectop de@rades the

reverse isolation of the amplifier, as seen from the simulatiodelay within the

Re
Input MA | O)utput
s
Q2
Qb1 Q2 TE

Fig. 2-16: Darlington amplifier with a delay introduced in the
collector current of Q2.



Chapter 2 35

15 : ; 0
- g, —1ps delay
12— L. . Nodelay " 5 m
m : : S
-g ot ... ld|\~. """""" =
= |s,, —1psdela 10 —=
< 6 12 Nodelay —~7 "X .. U)ﬁ.
n —> _~_ - —
3l U -15
0 : : -20
0 50 100 150

Frequency, in GHz

Fig. 2-17: Simulated effect of a delay in the Darlington pair
amplifier.

loop affects the stability of the design, which is verified by sitiaria of the gain

margin (GM) and phase margin (PM) for the three amplifiers. Reti@M and PM

is observed from the reference (GM=15dB, PM39Go the inductive-peaked
(GM=11dB, PM=81%), and the cascoded (GM=5dB, PM=Y@esigns.

2.4.3 Amplifier noisefigure

The reference (Fig. 2-5) and series-peaked (Fig. 2-13) amplifierssivaiar
noise figures (NF), which are higher than the NF of the cascogdifiam The
base-collector bias voltage of,@Vpc of in the reference amplifier (Fig. 2-5)
equals \ag-Vg,orVcee where \gg o1 is ~0.9 V when @ is biased at peak-f
current density. The voltageg¥ qis reduced when fxascodes § assuming that
the supply voltage is kept constant. The effect §DQ the noise figure is evaluated
by comparing two circuits: a common-emitter transistor, and a caddoaesistor
(shown in Fig. 2-18a). The NF values from 1 GHz to 20 GHz for both tsreme
plotted in Fig. 2-18b. The NF of the common-emitter transistor, whitiased at
1.2 V reverse base-collector voltage, is considered first. Thecodsetor depletion
layer is extended into the base (Early effect) wheyx Vhcreases. A wider BC
depletion layer increases the internal base resistance and thermfnsiocattering

events due to the high electric field [24]. Therefore, the transisternal base
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Fig. 2-18: Noise figure comparison between a common-emitter
and a cascode topology.

resistance at 1.2 V @t increases respect to lowegy, which increases the noise
contribution of Q. If the reverse base-collector voltage is reduced to 0.1 V, the
internal base resistance and NF decrease. In a common-eadttBguration,
increasing ¢ from 0.1 to 1.2 V raises the NF by 0.6 dB.

In a cascode configurationg¥ g,equals the base voltage o @/cascd
minus its \gg, notice that when Qis biased atJsr its Vgg approaches 0.9 V. The
value of \casc is selected to setgé ooto 0.1 V. The NF of the cascode stage is
shown in Fig. 2-18b. The contribution of;@o the NF is negligible, because the
cascode stage NF value equals the NF pfalpne) biased at the samg/ Thus,
the cascode amplifier is expected to have a lower NF compatkd teference and

series-peaked amplifiers

2.4.4 Amplifier linearity

Odd-order distortion at low input power levels creates third-order
intermodulation distortion (IM3). The cascode amplifier IM3 was sataad for
different voltages across the base-collector junction of\@c g2, controlled via

Vcasc as shown in Fig. 2-19a.
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Fig. 2-19: Schematic of a cascode amplifier, and Cjc vs.
base-collector junction reverse bias voltage
The amplifier IM3 depends on the (non-linear) base-collector depletion
capacitance () [25]. Its variation vs. the collector-base bias voltagegyad is
shown in Fig. 2-19b. If ¥gpasis increased, gis constant when the base-collector
voltage is modulated by the output voltage, however, at reduggglVthe value of

Cic is varied by the base-collector voltage, which causes distortion.

The amplifier has a fixed supply voltage, but M can be used to set the
collector-base bias voltages of, @nd Q. The amplifier IM3 vs. input power, for
Ve 02=-0.3,0,0.3,and 0.7 V, is plotted in Fig. 2-20. At a given input power (Pin),

IM3 reduces when ¥g gyincreases (e.g., see Pin=-15dm, agg \h,from -0.3 V

IM3, in dB

0-30 -25 -20 -15 -10 -5 0

Pin, in dBm
Fig. 2-20: Third-order intermodulation distortion for different Vgc
in the cascode amplifier, simulation results.
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to 0 V). Increasing ¥g_go beyond OV degrades IM3 becausggVgs reduces (see
Pin=-15dm, and ¥g g2from 0.3V t0 0.7 V).

Better linearity is expected in the reference and inductive-peakgtifiars
compared to the cascode amplifier, because they have higaegy The cascode
amplifier IP3 can be improved at the cost of higher supply voltage arehsez NF.
Improvement of IP3 could be investigated following a similar approact2ap |
which implements a Darlington cascode amplifier in GaAs PHEMT and GaN HEMT
technologies. The PHEMT devices have a quadratic relationship betyesmd
Vgs Which generates less harmonics than the exponential relationshipebegw
and Vgg in the bipolar devices. Moreover, higher breakdown voltage,B¥ 14 V)
of the 0.5pm PHEMT used in [22] allowed the use of a 5-V supply to obtain
44.3 dBm OIR (measured) after adding a load at the gate of the cascodettnansis
The impedance tuning circuit at the gate of the cascode transigiovied IP3 by
2 dB respect to the conventional Darlington amplifier implementechénsame

technology.

25  Amplifier measurement and characterization

Three Darlington amplifiers have been implemented in IBM-9HP
SiGe-BiCMOS technology (300/350 GHz#/ff,,4x [1]). The reference (Fig. 2-5),
series-peaked (Fig. 2-13) and cascode (Fig. 2-15) amplifiers have bemguhfor
on-wafer probing using GSG probes for the RF path, and DC probes for bidseng. T
photomicrograph of the cascode amplifier is shown in Fig. 2-21, which haala t
area of 0.20 mM(including pads), of which only 0.003n4ris required by the active
circuitry (i.e., peaking inductor, biasing, transistors and feedback ré¢siBhar base
of Qg is biased at a voltagedksc=1.85 V, and the supply Aé=2.1 V for all three
prototypes. Each amplifier draws 23 mA from the supply. The Agilent N5251A
vector network analyzer was calibrated using the TRL method to Heeketine cables

and probes. Effects of the pad parasitics and the on-chip input and output



Chapter 2 39

Fig. 2-21: Chip photomicrograph of the cascode ampilifier.

transmission lines were included in the amplifier design, and thewiol
measurements include their effects.

Simulations and measurements of the forward transmission coefficient (]S21|)
from 1 to 110 GHz are shown in Fig. 2-22, and the -3 dB bandwidth is indicated
each of the amplifiers. The measured feedback resisgpigRnly 1.6 % below the

design value of 25@ (i.e., 246Q). The low-frequency gain is 12-dB for the three

14 — Measured ~ © -~ o~ |
--- Simulated __ = : . : Cascod
12 k= = e N0 e ascode
N - - - N\ — >110 GHz
: : : O\ V"ot 123 GHz
@ 10 R P B PN N N/
: : : : : \
§= o ERRRRER A SSAEEE, N 2 U \ ‘-\‘/
= 8l.igoon, i SIRRY
N : N
- : - N\,
6 L. ... T Series-peaked /. . .. 200 P8
— 100 GHz : : =
--- 106 GHz '
4 "

0 20 40 60 80 100 120
Frequency, in GHz

Fig. 2-22: Measured (solid line) vs. simulated (dashed) |S,,| for
the three amplifiers.
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Fig. 2-23: Measured (solid) vs. simulated (dashed) |S;,| for the
three amplifiers.

amplifiers, as designed using Eq. 2. Simulations for the referenge 2(b),
series-peaked (Fig.2-13) and cascode (Fig.2-15) amplifiers predictB-3
bandwidths of 79, 106 and 123 GHz, respectively, and show excellent agreement
with the measured values for the reference (80 GHz) and sedkeegp€100 GHz)
amplifier. The -3dB bandwidth of the cascode amplifier exceed tarinmum

frequency of the VNA (i.e., 110 GHz); 123-GHz bandwidth is predicted from
simulation.

The reference and series-peaked amplifiers have relativelyrdiarse
transmission coefficients (|]S12| in Fig. 2-23), with a variation frondB.€o -14 dB
between 1 and 110 GHz. The behavior is different for the cascode iamplif
changing from -16 dB to -8.7 dB over the same frequency range. The diffenagice

arise from the delay introduced in the forward path by the cascodestivar g, as
shown in Fig. 2-17.

Simulated and measured input (IRL) and output (ORL) reflection coefficients
are plotted on a Smith chart in Fig. 2-24 for the cascode amplifrer. RL is
inductive at low frequencies due to the 3dri-transmission line, while the input is a

combination of the 15¢um input transmission line and the base resistance as shown
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Fig. 2-24: Measured (solid) and simulated (dashed) input and
output reflection coefficients for the cascode amplifier.

by Eg. 6 in Section 3.1.2. Furthermore, all amplifiers have a measuredaimgut

output return loss better than 10 dB within their -3 dB bandwidth.

The three amplifiers tested are unconditionally stable (i.e., ki }d1M\h< 1
according to Rollet stability factor [26]). The series-peaked ancbdasamplifier

stability factors (k) and determinants of the measured S-pananfit@re plotted in

1.6 T T T T 1.0
. : : T, : : : :
1.5f-- — oSeries-peaked - - 7109 16p - . . S S
— Cascode Meas. 4 = 151 ML e L L
141 . . cascode Sim. , 08  _ "\ : : :
5 : : - 14t Ty R
SL3p 1074 ® A XN : :
b0 X i : 213 o NRRA
X : : E : :
1.2p ﬁ ----- P 74 e 0.6 35 : : :
\/ ; : : S8 1.2f - e R A TR Yoo
: : : N
11 0.5 11| Cas ode S m. 2 \
: : : Cascode Meas. /'
1 0.4 1 : : ; :
0 20 40 60 80 100 0O 20 40 60 80 100
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a. Stability factor k and A b. Stability factor p

Fig. 2-25: Stability factor k and A extracted from measurements of
the series-peaked and cascode amplifiers.
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Fig. 2-26: Group delay extracted from measured S-parameters for
the three amplifiers.

Fig. 2-25a. In the figure, k andl of the reference amplifier follow those of the
series-peaked closely, and have been omitted to simplify the plotsstabiity
factor u [27] was calculated using the measured data for the 3 ampliieds,
simulated data for the cascode amplifier. The results are showkigi 2-25b.

Multiple amplifiers can be cascaded due to their stability.

Constant group delay over frequency is desired to avoid the distortion created
by the dispersion of the signal, which can cause intersymbol intecéeia digital
data transmission. Fig. 2-26 shows amplifiers measured group delaywalbrige

simulation for the cascode amplifier. Variation of the group delay is withips.

The noise figure of each of the amplifier was measured up to 1§1&lite
source available up to that frequency). The results are presenkegl. iB-27 and
compared to simulation results. Lower NF is obtained from thedasamplifier due
to lower noise contribution from Qwvhen biased at smallerg¥ o5 as discussed in

Section 2.4.3 and shown in Fig. 2-18. Simulations show that the dominant sources of
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Fig. 2-27: Measured (solid) and simulated (dashed) noise figure
(NF) for the amplifiers.

noise are the base resistances pf@ and the feedback resistog.R

Second- and third-order distortions (IM2 and IM3, respectively) meastired

5 GHz are shown in Fig.2-28 for the cascode amplifier. Measurenaamts

simulations are seen in the figure. Furthermore, Table 2-1 shows the 1dB

compression, IIP2 and IIP3 for the three amplifiers. As describ&ection 3.2.4, a

lower base-collector reverse bias voltage degrades the ampiifearity. The

10
0

Output power, in dBm

A0t o L ST A ]
5Ot g — I\/'I_eésured ]
IM3 : --- Simulated
-60 P . ; ; :
-25 -20 -15 -10 -5

N
o

Input power, In dBm

0

Fig. 2-28: Measured (solid) vs. simulated (dashed) linearity for the
cascode amplifier.
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linearity of the cascode amplifier is improved by increasing the syalstge and
Vcasc Further improvement is obtained at the cost of higher power consumption.
For example, the ballast resistor value can be increased to degedseiwarther, but

to maintain the gain, the area and bias currentaiég@d to be increased too.

Table 2-1: Measured amplifier linearity

P1dB dBm IIP2 dBm IIP3 dBm
Reference -9 22 14.5
Series-peaked -9 225 15
Cascode -15 19 12

The fabricated amplifiers are benchmarked against other publishpifienn
in Table 2-2.

Distributed amplifiers fabricated in CMOS technology are includethén
table for comparison. Reference [28] is a distributed amplifién @4dB gain and
92-GHz bandwidth, and reference [29] is 4-level, tapered distributedfemplith
14 dB gain and 73.5-GHz bandwidth. Ref. [29] has a GBW/falue that is 0.89
higher than the one from [28] (i.e., 4.39 vs. 3.5), but it also has a laepernrar
comparison to [28] (1.72 mfvs. 0.45 mr). The larger area and smaller GBW&
compared to the cascode amplifier (i.e., 0.152%ramd 9.1 GHz/mW, respectively)
show the performance advantages of the SiGe HBT. Reference [30]auses
multi-stage design of four emitter followers and one cascode stageving an
overall -3 dB bandwidth of 84.6 GHz. Its 990-mW power consumption defines a
GBWI/Pyc of 0.85, which is less than one-tenth of the GBWPealized by the
cascode amplifier (Fig. 2-15). Reference [31] consist of a daschstagger-tuned
stages equalized for broadband response and low ripple. However, the group delay
(GD) of the design has a large variation (6 ps) compared to the stagje GD
variation (x1 ps for the reference, series peaked and cascodefias)pli
Furthermore, the 10-dB gain and 102-GHz bandwidth amplifier consugesV
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Table 2-2: Broadband amplifier s perfor mance comparison
Power .
Dissipation Active
Gain BW (mw)/ FoM = Area NF
Source Technology/fT (dB) (GHz) Vsupply GBW/Pdc (mmz) (dB) Topology
Reference
Fig. 2-5 12 79 6.58 0.152 8.8
Series- 90nm SiGe- 12 100 83 0.152 8.9 Single-stage Darlington.
peaked — giMOS/ 300GHZ 48/2.1v : : : Single-ended
Fig. 2-13
>110 9.1 0.197
Cascode 12 123 10.25 0.003 7.5
Fig. 2-15 (sims) (sims) (core)/
[28]MWCL,  45nm CMOS SOl/ 9 92 735/1.2 3.5 0.45 - Distributed amplifier.
2011 350GHz Single-ended
[29] MTT, 90nm CMOS 14 73.5 84/12 4.393 1.72 - Tapered cascaded distrib-
2009 uted amplifiers.
Single-ended
[30] JSSC, 0.18um SiGe bipo- 20 84.6 990/5.5V 0.85 0.63 21.5 4 cascaded EF + 1 cas-
2007 lar 200GHz code.
Differentail
[31] JSSC, 0.12um SiGe- 10 102 7312 4.425 0.29 5.8 Staggered.
2011 BiCMOS Single-ended
[32] BCTM, 0.13pum SiGe- 20 >67 92/2.7V 7.28 0.28 0.04 6 2-stage Darlington.
2013 BiCMOS 200GHz 82(sim) 8.91 (sim) (core) Single-ended

14
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and has a GBW{i: close to half the value of the cascoded amplifier (i.e., 4.425 vs.
9.1). Example [32] uses a 2-stage Darlington amplifier achieving 20-dBagdim
simulated bandwidth of 82 GHz (measured only up to 67 GHz due to setup
limitations) and it has a GBW#R of 7.28 (8.91 using its simulated -3 dB
bandwidth). By comparison, the measured data for the cascode amglifgd to
simulate two cascaded stages. The two-stage amplifier has 23.9tdBamgh
116-GHz bandwidth. The GBW product of the simulation is 1.82 THz, and the power
consumption is 96 mW, therefore, the GBW#Hs 19, exceeding the GBW{R of

10.25 and 8.9 of the cascode amplifier and ref. [32].

Techniques used to extend the -3 dB bandwidth of the amplifier inctbases
performance capability of a technology. The broadband amplifier withoutdede
bandwidth can be used to track different device parameters anceffieeir on the
circuit performance (e.g.,/Cye Gy €tc.). The Darlington amplifier in Fig. 2-5 was
designed in four SiGe-BiCMOS technologies following the design procedure of
Section 2.3. A comparison of the designed amplifiers is shown in Fig. 2R9A(l

of the simulated amplifiers have 12-dB gain and are matched®@sab@he input and
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Fig. 2-29: Forward transmission coefficient across four
SiGe-BiCMOS generations.
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output. The amplifiers GBW product across technologies are 54 GHzr(0.5-
5HP), 110 GHz (180-nm - 7HP), 216 GHz (130-nm - 8HP), and 316 GHz (90-nm -
9HP). The Darlington amplifier serves as an effective technologyhbea& circuit
because its GBW product provides a means of technology evaluation avel used

to make a comparison between technologies.

26  Summary

The design of a broadband Darlington feedback amplifier was studied in this
chapter. Two simple equations (Eq. 1 and Eq. 2) were used for the degiym of
low-frequency gain and input/output matching. The effect of the transgias on
the gain, bandwidth and matching was reviewed. Furthermore, the transistor
parameters that limit the amplifier maximum operating frequencye haeen
identified by calculating the dominant circuit time constant. Thecsffef parasitics
were reduced using inductive peaking and adding a cascode stage, obtaining an
overall bandwidth improvement of 53% with respect to the (referenadinBton
amplifier. Three prototypes with 12-dB gain and matched td5@put/output
impedances were fabricated in 90-nm SiGe-BICMOS technology. The brmhdba
amplifier prototypes validate the low-frequency design equations and bandwidth

extension techniques proposed for the Darlington feedback amplifier.
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3

FREQUENCY M ULTIPLICATION

Frequency multipliers are necessary for power generation in the upper
mm-wave and sub-mm-wave frequencies. The limitation in the output poiwer
amplifiers and the tuning range of oscillators operating near the deuteeff
frequency make multipliers an important component in higher frequency
transmitters. Distribution and generation of local oscillator eesriat lower
frequencies (to optimize phase noise) and scaling to higher frequeursiies

multiplication is attractive from a system design perspective.

3.1 Passive and active frequency multipliers

Frequency multipliers may be classified as passive or activesivBas
multipliers often use a single non-linear device for harmonic geoeré#.g., a
transistor or diode), followed by a gain stage and passive narrowbtarohdilto
select the desired overtone. Amplification is required to restoee RF signal
amplitude lost in the conversion process, which consumes DC poweus@ect
their simplicity and efficiency in narrowband applications, passivdiphials have
been designed which operate up to sub-mm-wave frequencies [1], [2]. However,
input-to-output isolation for passive multipliers can be poor without higbrp
narrowband filtering, which increases the chip area and manufacturinfpcalse

complete circuit.

Active multipliers provide conversion gain when translating the inputeo t
desired output frequency. Isolation and suppression of potential spurious sgma

be realized by selection of the circuit topology [3], which simplifiésgration of an
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oscillator with up-conversion blocks in a transceiver. It relaxes filtering
requirements needed to control output spurs at harmonics of the input figquenc
making it possible to realize higher spectral purity across alvadd of frequencies

within a compact area when compared to passive multipliers.

3.1.1 Activefrequency multiplier topologies

Transistor-based multipliers typically use the translinear twansf a
differential pair to generate energy at the desired harmonic. G[#jedevised a
symmetric circuit topology for a translinear multiplier that supg@eseven-order
spurious components and cancels signal feedthrough, thereby avoiding the need for

high-order post-multiplication filters that bandlimit the frequency response.

The Gilbert multiplier (shown in Fig. 3-1) was benchmarked in mangosili
technologies, with examples realizing 16-dB maximum conversion gaip,{FG
from DC-17 GHz using Si-BJTs [3], 18-42 GHz bandwidth with 8.6-dB,,G&ising
SiGe-HBTs [5], and across 100 GHz with 1-dB &£Gin an InP DHBT technology
[6]. The main limitations of the circuit, as a broadband frequencyiphel, are its
minimum supply voltage and spurious suppression. Undesired harmonic outputs are
suppressed well in the 4-quadrant analog multiplier circuit originathpgsed by
Gilbert. However, output spurious levels increase at odd harmonics of thevimgut

conversion gain and operating frequency are increased through circuit iseiplis

lop lom

T . T
Vip >——LJ‘|Q3 &P——K Qs Qg

Vlm De

Vap >—KIQ1 Q2 rj—l
V2m > I
O

Fig. 3-1: Gilbert multiplier.
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(e.g., removing the predistortion stage). In addition, overdriving the circuit to
maximize the multiplier conversion gain unbalances the circuit and ajeser
unwanted even-order harmonics, and its bandwidth is limited by the ddteia

response between the 2 inputs of the translinear cascode.

The Gilbert cell topology relies on the cascoding of current stestagges
and requires 2.7 V of headroom in a silicon bipolar implementation, or ~h&w
advanced CMOS technology and it is less suitable in the deep subneichoolbgy
era where ~1 V supplies for CMOS are common. The focus in thisechamin the
low-voltage Kimura multiplier topology [7] which is selected for libsv power

capability.

3.2  Low-voltage multiplier topology

The multiplier core consists of two asymmetrically biased difféal pairs
with cross-coupled collectors that realizes an even-order érafighction. It is
capable of wideband operatias a frequency doubler or quadrupler at bias voltages
below 2 V in a bipolar technology. A schematic of the Kimura mudtiptiore is
shown in Fig. 3-2. Initially proposed by Ogawa and Kusakabe as a multiplier in 1978
[8], Kimura developed the circuit as pseudo-logarithmic rectifier [9], atedt bs a 4-

quadrant multiplier using unbalanced differential pairs in MOS and bipolar [7].

A differential input signal ({-V;.) drives the multiplier core, which

generates a current outpik, . (i.e., bylom) at even-order multiples of the input

VOp oVom
lop=lcatlca t+ lom=lc1tlcs

Vi+Q2 Vk L Vk Q4
+ Ql Q3 |
AV;

A @IO @ lo

Fig. 3-2: Frequency doubler core schematic.
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signal. The multiplier circuit input loop consists of the signal soiand its
impedance, and the differential (base) inputs 8@nd Q 4 (with reduced voltage,

Vi on Q and Q). The output loop consists of the load at the multiplier output and
the collectors of transistors,Qand Q 3 The DC offset caused by asymmetry of the
bias currents flowing in the core transistors is minimized liyngethe core output
nodes (Y, and V4, in Fig. 3-2) to the same DC voltage, as discussed later in the

chapter.

The differential output currenfA(,,) as a function of the differential input

voltage Q\V;,) for the circuit of Fig. 3-2 is given by
Alout = aglg[tanh((AV;, + V)/2V;) —tanh((AV;, — V)7 2V7)] (2)

whereag is the forward transfer ratio of the BJT/HBT; V6 thermal voltage kT/qgl

is the DC current biasing each differential pair, apdd/an offset voltage. }/can be
implemented using different emitter area transistors in eachopas a DC bias.
Either method creates the asymmetry required to realize thsfdrafunction of

Eqg. 1. When Y is developed with unequal emitter aregss In(k)v; , Where K is the

ratio of areas used in the (now) asymmetrically biased differential pairs.
EqQ. 1can be rewritten as

V¢/ V. —V/V
20pl,(e T-e ) ~ 20l ysinh(V/ V)

Alout = = ) (2)
eVK/ Vo + e_VK/ Vi + eAVm/ \4 + e—AVm/ Vi cosh(V/Vq) + coshAV,/V5)

using identities for the hyperbolic functions. Taking the first two tesfrice Taylor
2n

« N
o Eg. 1 can be simplified to

series forcoshix) =y
n=0

20 glgsinh(V/ V)
1+ cosh(Vy/Vy) + AV, %/ (2V3)

®3)

Alout =

where the term squaring input voltafy¥j, that yields even-order harmonics in the

output current is readily apparent.
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' Eq.1

-0.2 -0.1 0 0.1 0.2
AVin, in Volts
Fig. 3-3: Frequency doubler normalized transfer function.

Fig. 3-3 shows a plot of the normalized differential output current &quri
and Eq. 3 versus input voltage forr326 mV and \=2.29V4. It is clearly an
even-order function that will produce an output rich in even-order harmomits a
little odd-order harmonic energy. The error in the approximation of Ege3sshan

10 % for |av; | <50mV .

The small-signal transconductanag, = (d(alout))/(d(AV,,)) of an ideal
frequency doubler should be a linear function q{l.\/Otherwise,(mout)/(Avm) is
higher than quadratic in order (e.g., the approximation made to deriven&dpi3ger
holds) and a single input tone produces significant harmonics abov&%ire the
output current. From differentiation of Eq. 1, the transconductance aifirthet in
Fig. 3-2is

I (G SURCTC) T

It has been shown in [7] that g \6f 2.29V4 yields a transconductance that is
approximately linear across the widest input voltage range. Fig. 3-4ivedlédrom

Eq. 4. It shows that the peak transconductance decreases by 21 % &mel lihagar

1. Assuming an ideal doubler whekeout=AV;,%: gm=d@lout)/dAV;,)=2AV;,, which is linear.
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AVin, in Volts

Fig. 3-4: Doubler transconductance derived from Eq. 4 for 3

different Vi values.

input voltage range isav,|<2omv  whenyVis set to 1.29Y, while V=2.29V
gives a linear g within |av,|<4omv . However, the highest transconductance
(i.e., gn=(aglg)/(2vy) for jav, | = 9omv) is obtained when ¥=3.29V; (see Fig. 3-4),
but gy, is no longer linear withinav, | <9omv

Higher harmonics are generated when the Kimura core is overdriven by a
differential input @\V;,|) larger than approximately 1.5VTransient simulations of
the differential output current (normalized dgi, and the input signabghefor

amplitudesAV;, ranging from 10 mV to 250 mV are plotted in Fig. 3-5. The

2.0 : . !
’AVm—lOml\/

SN /N ]

o )
& : AVin=70mV
S1c .

3 AVin=130mV
g

I\ I
AVINn=190mV

AVin=250mV
Ny

0 0.5 1.0
Normalized time
Fig. 3-5: Large-signal transient simulation results for Alg.
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coefficients of a Fourier series for the DC'924" and &' harmonics in the
simulated output current are plotted against the peak differenpat voltage in
Fig. 3-6. The second harmonic reaches a maximum ofagly&or AVj, . at
135 mV, and the magnitude of the fourth harmonic approachea@glT herefore,
the input signal should be backed-off in amplitude when used as a doubleto(e.qg.,

~65 mVy_qiff) in order to suppress the (spurious) fourth harmonic at the output.

The current output of the Kimura multiplier is rich in even-order loaios
and (ideally) contains no signal at the fundamental frequency or odd harrabties
input, as seen in Fig. 3-6. Analysis of the response for the multiplidgrerefore
simplified by the difference in frequency between currents flowirtpeninput and

output loops.

The isolation between input and output loops due to this frequency difference
implies that changes in one part of the circuit (e.g., at the inpumidafifect the other
(e.g., the output) because the two loops operate independently. Moreovaticparas
feedback from the output back to the input has little effect on ¢ogidéincy response
because the Miller effect at the fundamental frequency is negligibthis circuit.

Any residual higher frequency energy fed back from the output (e.g., via the

transistor’s Miller capacitance) may be filtered out by tuning.,(narrowband

0 005 01 015 02 025
AV, Peak Amplitude, in Volts

Fig. 3-6: Large-signal spectral components vs. AVj,.
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design), or by driving the core from a low-impedance source in a wideband
implementation. The largest tone at the output is one octave awaytieomput
signal for a doubler (even higher for greater multiplier orders), aicde back to
the input is easily suppressed with a low-order filter (e.g., singleresonator).
Isolation between output and input improves when small-area transisitrs

minimal parasitics are employed in the core.

3.2.1 Coreinput optimization

Voltage Vi can be implemented as a DC bias or using different emrtar a
transistors in each pair, nevertheless, the latter approach intsoaligsmbalance in
parasitic capacitance between the input and output of the circuitbdwansistor
mismatch. Transistors Qo Q, are made identical in area, and a DC voltage offset is
used to implement Y. This minimizes the effects of parasitic mismatch on the

multiplier response.

Optimization of the frequency response on the input side begins with a
simulation of the multiplier core of Fig. 3-2 using 80sources and a short-circuit
load to enforce complete isolation between the input and output loops.| Aitsta
current of 9 mA is chosen (i.eg3#4.5 mA), and large-signal Spectre-RF simulations
predict that the widest frequency response is realized when toass to Q4 are

90 nm x 2.5um in area.

The transistor’s parasitic emitter resistance)(Recreases the peak output
current and increases the input voltage range of the multiplier salesaribed in
[7]. The effect of R (~=3-Q) on the multiplier performance is small, even for the
small-area transistors used in the actual implementation. Siomdaf the prototype
circuit’s transfer function at low frequency reveal an 8 % drop in pegkibactirrent,
and a 5 % increase for the input voltage range when compared to theigmedé

closed-form solution Eq. 1.
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Fig. 3-7: Small-signal frequency response of Alg;.

The differential output currenfA(,,) normalized to the maximum output
current of the doubler versus frequency is shown in Fig. 3-7 (indicat€l}-&s5
only). It peaks near DC and rolls-off with increasing frequency, droppi2f €6 of
the low-frequency maximum at 36 GHz

In order to extend the response further, emitter followerso(@) are added
at the circuit inputs (see Fig. 3-8). The transistors are alam302.5um in area and
biased close to peak fi.e., 4 mA). They lower the impedance driving the base-
emitter capacitance of the core transistors. Simulations préuatt the output
impedance of the followers (i.e.s@g in Fig. 3-8) rises from 1& (1/gm) at low

frequency to 42+ 252 at 100 GHz. The inductive part of the follower output

Vpy Yop Yom
Vit
Qs Qe
Ry {/K
leF Q le

Fig. 3-8: Modified circuit to improve its input bandwidth.
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impedance peaks the high frequency response of the multiplier core, thereby
extending its bandwidth. With this modification, the simulated output cudrexps

by 20% at 104 GHz (i.e., a 70 GHz increase over the circuit withootfetk), as
shown in Fig. 3-7 (i.e., with Qg).

Substantial feedback from the collector to the base occurs whemtibe
Xcjdrp approaches unity. However,cX/r,=9 at 100 GHz for the small-area core
transistors used in this work (from small-signal simulation). Eguaently, feedback
from output to input is negligible when a low impedance driving source suah as

emitter follower is used.

Emitter follower buffers also simplify the implementation of tb#set
voltage at the inputs of Qand Q. Resistors Rand R inserted in series with the
emitters of @ and @, respectively (1% each as seen from Fig. 3-8), lower the base-
emitter voltage (¥g) of Q; and @ by 60 mV (i.e., \k=2.29V,) compared to the
Vge of @, and Q. Quiescent currents of 0.25 mA and 4.25 mA flow through
identically sized diff pairs Qs and @, Q,, respectively. However, inserting the
series resistors disrupts the anti-phase relationship betygend |, due to the
low-pass filtering effect of R R, and the input capacitance of transistoja@d Q.
This R-C lowpass filter delays the signal currenticzwith respect tod,+ic4 at the
output. A pair of 70-pH inductors (i.e.;land L, in Fig. 3-9a) are added in series
with the inputs of @ and ( to extend the frequency response further, as shown in
Fig. 3-9b from simulation. Inductors;Land L, are made series resonant with the
transistor input capacitance. The series peaking also compermsgibade distortion
in the output currents. A transient simulation with a 50 GHz input sjyedicts
11% higher differential and 7% higher common-mode output current aftkingea
The increased CMRR (i.e., differential/common-mode ratio) indicktes phase
distortion between signal currents;ticz and pytic, after the insertion of . and
Lo.
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Qo @

a. Doubler core with phase compensation inductors

2.5 ;

: : with L 1 L2
| RS e
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1.75fwithout inductors L 1, Ly ™

15
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Frequency, in GHz
b. Frequency response for Alg

Fig. 3-9: Bandwidth improvement of doubler core with series
inductors.

For a narrowband (NB) design, a tuned L-C network matching the Kimura
core to the RF source on the input side realizes the desired inpagevsiving of
100-150 mV, while consuming less RF power than a wideban@ &¥rmination.
Consider the trifilar transformer of Fig. 3-10 as the interfadbe multiplier pairs for
a NB application. Each pair of transistors is DC biased independeattiie center
tap (e.g., 1.54 V to Q3 and 1.6 V to QQ,.) to enforce the desired input offset,
V. The RF source is connected to the primary winding with a totainskl€tance
(Lp) of 70 pH. The real part of the shunt-equivalent impedance of a bipolar

differential pair is typically very large at the input (i.e.,@ K 16 fF for a 90 nm x
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Fig. 3-10: Narrowband input interface to the multiplier core.

1.25um area HBT), so a termination resistor is still required. Placing thenztion

at the transformer secondary outputs (e.g;7Rr>=250Q in Fig. 3-10) fulfills this
requirement, and the step-up in voltage between primary and secondarysreduce
loading on the RF source (i.e., turns ratios 1:1.45:1.45). A differential infng of

120 mVypk is realized across the inputs of each pair for an RF input power of
-18.4 dBm. The emitter followers used at the input for a wideband tcawoeinot
required in the NB case. Resonant tuning at the input compensates for efieci$

of the conversion gain due to transistor parasitic capacitance agrossrow

frequency range without consuming DC power.

The trifilar transformer balun of Fig. 3-10 is comprised of an oyeofa
metals with thicknesses of fm (copper primary) and 0.8um (aluminum
secondary), respectively. The oxide thickness between metal layers ig12.Biile
the secondary resides over 7.128 thick oxide on a 30Am thick, 10Q-cm silicon
substrate [10]. Simplified, equivalent circuit parameters forrdnestormer are listed

on the schematic of Fig. 3-10. Tuning capacitoeg @d G, are padded by the
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parasitic capacitance of the transformer windings to equalizeatecitance across

the secondaries. A coupling coefficientjkof 0.7 at low frequency (1 MHz) is
predicted between the windings from electromagnetic simulations. rébgohal
bandwidth at the input is 22%, i.e., 10 GHz bandwidth centered at 45 GHz, and the
simulated passband at the input ranges from 39 GHz to 49 GHz yyjtk |30 dB.

3.2.2 Output load

At the output, DC offset between the quiescent currents,cdr@ @ with
respect to @ and Q of the multiplier core must be eliminated in order to realize a
wideband circuit that can be DC coupled to a load (e.g., an output buffeQff$ée
voltage at the load resulting from the large difference in biasmisrrcould be
suppressed using a parallel resonant circuit for narrowband applicgsosisown in
Fig. 3-11). The small DC winding resistance RPf an inductor load (L) with
parasitic capacitance (L minimizes the offset voltage between outputs, which
simplifies offset compensation. The AC load seen by the multipliex s then a
parallel LC circuit with a center frequency and Q-factor that deterntiegsassband
of the output loop. The overall frequency response of the multipliemplysia
cascade of the input and output responses as the 2 loops are isolatéehgwuff
Simulations predict 10.5 GHz bandwidth at the output (84.5 to 95 GHz) for an
inductance of 140 pH in parallel with 22 fF (formed by load capacit@pcend the

Ve
L

RL L NI“ RL

AAA

C vy A"V‘V C
L£25ﬂ: 2.5Q 140pH 2.5Q |-£25ﬂ:

Y lop Yiom
|

et ]

V|+ V|' V|_

Fig. 3-11: Narrowband multiplier load.
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Fig. 3-12: Wideband output load for the frequency multiplier.

total parasitic capacitance at the collectors @ft®@ Q). Overall, 11% fractional
bandwidth is achieved for the NB doubler with a maximum conversion g&irdBf

at 90 GHz (see performance summary of Table 3-1 on page 69).

Wideband operation of the Kimura multiplier requires a broadband load, and
the offset caused by asymmetry in the collector DC currents mustpgpeessed by
other means. The wideband, active load with common-mode feedback (OMFB)
shown in Fig. 3-12. Any DC offset betweengVand \4, at the outputs of the
multiplier core is sensed by the op-amp inputs. Voltagggry (i.e., the DC bias
voltage of active load {3 and R))) is used to set gy, equal to ¥, by varying the
common-mode bias at the multiplier output in response to any error voltage.
feedback action eliminates the offset in the differential outputagel of the

multiplier.

The schematic for the 2-stage CMOS op-amp used in the CMFB goop i
shown in Fig. 3-14. The thick-oxide MOS transistors that comprise thefe@mpan
handle common-mode inputs exceeding the 4.5V supply. It is compensated by
resistor R (4.6 KQ) and capacitor £(308 fF) in series [11]. The output node has an
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Fig. 3-13: Multiplier with feedback bias-circuit.

80 fF capacitor connected tgyM to lower the AC impedance ofd¥r, at RF. The
op-amp was designed for a 3-dB bandwidth of 1 MHz, and closed-loop stalaity
verified from small-signal and transient simulations. At high fregies, the finite
output impedance of the op-amp does not affect the circuit becauskeatte
impedance is dominated by, R. Small-signal simulations predict 9.4-dB gain
margin and 84.4of phase margin for the loop including the op-amp; R and
R, (see Fig. 3-13).

7
10/0.4_|F7L1 RCT' 10/0.4 Tgorr

vV M M, VerrL
om >{|10/0.4 10/0.4{— N

Vop

O
VBias |_| Mg |_I Mg
10/0.4 5/0.4

Fig. 3-14: Op-amp schematic.
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VCTRL RP CT[ +V <+>gmvbe
QT T be
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a. Active inductor b. Simplified small-signal model for

the active inductor

Fig. 3-15: Feedback and active inductor circuits for DC offset
suppression.

The active load consisting of{@nd resistor R (see Fig. 3-15a) illustrates
the effect of Qs 15and Ry 2 Its simplified small-signal equivalent circuit is shown

in Fig. 3-15b. The impedance seen looking into the emitter is given by

gy, + Ro(wC,)° N WCH(Rp [ =1) (5)

Zper =
2 2 2 2
Om + (wCp) Om + (WCh)

Forrg, ~»1, Eg. 5 can be simplified to the series R-L equivalent
it 6)

The inductive reactance of the load is used to peak the multiggonse by
compensating for parasitic capacitance at the outputs. However, it dheuloted
that the difference in DC bias currents from the multiplier produdéferent g, in
each active load. Therefore, different resistor values ggZ00Q) and R, (160Q)
are selected to equalize the reactive components according to Eq. éiffétence
between the DC resistance seen looking into each active load Ik (séhd)
compared to the 148 of R ; and R, connected in series. The simulated reactance
of the active inductor is positive up to 148 GHz. However, the totalaeee of the

load is dominated by the parasitic capacitance, @f;R
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3.2.3 Broadband and narrowband comparison

The block diagram of a broadband active frequency multiplier built around
the Kimura core is shown in Fig. 3-16. The single-ended RF input isnizteai on-
chip and then buffered to the multiplier differential pairs. The Di€ebfcaused by
asymmetry of the bias currents flowing in the core transistors is mirdrbizeetting
the core output nodes gyand 4, in Fig. 3-16) to the same DC voltage using a
common-mode feedback (CMFB) loop comprised of an op-amp and an active load,
as explained previously. Finally, an output buffer drives the followirgesta a low

impedance off-chip load (e.g., 8Dequipment used for testing and characterization).

A schematic of the broadband input balun for the prototype testchip is shown
in Fig. 3-17. The response of the balun is widened by resonating peaking indlyctors
and L, with the parasitic capacitance at the collectors pal @, respectively.
Feedthrough via the base-emitter capacitance is compensateg @2 @). The
phase error at the differential output is reduced by selectingetiffareas for Qto
Qs (i.e., bmitter2 MM for Q and Q, 6 um for Q and @, Wgenitte=90 NM).
Simulations of the balun for a 50 GHz input predict that the phaseandmaht the
output changes by 0.8% (i.e., from 1.1% to 1.9%), while the difference in output

amplitudes falls from 20% to 3% after these modifications.

Active Vv
Load cc
Input Buffer - RFC || RFC | I\C/I)u[[tipligr
utpu
Vis lop| [Vo P

Multiplier [ P '\“> TG Vi
Core | 4 > Ci—v
i- |om Vom ! X SOQ
Output Buffer 500

I = =

Fig. 3-16: Block diagram for the active frequency multiplier.
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The circuit shown in Fig. 3-18 bufferspy and \y, from the multiplier
outputs to drive 5@ loads. Shunt feedback decreases the buffer output impedance,
and peaking inductorsgy and Lg, increase its small-signal bandwidth from 70 GHz
to 130 GHz, as in [12]. The bases of &d Q are shorted together on chip (base
node \easc in Fig. 3-18), and AC-grounded via a 500-fF capacitor shunted by a
1.12-pF capacitor (damped by an on-chif@ 3eries resistor). Further decoupling of
the voltage biasing ¥asc by 1 pF in parallel with 22uF is added off-chip during

testing and characterization of the prototype described later in this chapter.

Doubled
Output

Fig. 3-18: Schematic of the broadband output buffer.
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Fig. 3-19: Simulated CG vs. frequency for NB and WB doubler
circuit examples.

Simulated conversion gains for the wideband (WB, Fig.3-16) and

narrowband (NB, Fig. 3-10 and Fig. 3-11) multipliers are compared in Fig. &9,

their simulated performance is summarized in Table 3.1..

Table 3-1: Simulated wideband and narrowband doubler performance

comparison

Parameter

Wideband (WB)

Narrowband (NB)

Bandwidth

RF input amplitude
Conversion gain

Spurious suppression

Number of transistors

Input/Output configuration

Core transistor length

Core power dissipation

DC-105 GHz (CG > 0)
65 mV-pk
12 dB max.
28 dBc

8

Emitter Follower (input).
Broadband (output)

2.5um

25 mA from 4.5V: 112.5 mW

84.5-95 GHz (-3dB BW)
40 mV-pk
6 dB max.
90 dBc

4

Transformer input,
LC-tank load

1.5um

3 mA from 1.8 V: 5.4 mW
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The potential for low power operation of a frequency doubler based on
unbalanced emitter coupled pairs is clearly seen for the NB exa@ple 1.8 V is
required to supply the narrowband multiplier (i.e., 1.2 V for the core and b6a/
MOS tail current source), because the DC drop across the se@Gater load at the
output is negligible. It consumes a fraction of the power dissipateldebyitieband
circuit (112.5 mW vs. 5.4 mW). Comparable conversion gains are reatizeghd
using a lower g from the multiplier core in the NB case (8 mSyt [1.5 mA, as per
EqQ. 4), because the 8@ impedance of the L-C load at resonance (tank Q of 9) is
approximately 3x larger than the 29D (active) load of the WB doubler. The RF
input signal is also reduced from 65 mV (WB) to 40 mV (NB) thankbeaostep-up

of the transformer input balun in the NB design.

The NB multiplier has clear advantages in power consumption anceptci
compared to the wideband multiplier. However, a wideband doubler could bewused i
a multiband transceiver that covers the 57-64 GHz, 71-76 GHz, 81-86 GHz, and
92-95 GHz bands proposed for mm-wave communication. This may be advantageous
in a basestation application, where the higher power consumption could be supported
easily. A wideband prototype is therefore developed further in the next sectios of thi
chapter. It is less conventional in its design, and provides proof of ither&

multiplier concept at RF.

3.3  Wideband doubler prototype

A wideband prototype has been implemented according to the block diagram

of Fig. 3-16 and it is used to prove the Kimura multiplier concept at RF.

A photomicrograph of the wideband doubler test circuit fabricated MisiB
90-nm SiGe-BiCMOS technology [10] is shown in Fig. 3-20. The multipliez eod
active load occupy just 7208m? of the 0.37 mrharea (incl. bondpads). This is a
small fraction of the area required by a typical passive mm-waubler, e.g., the

20 GHz, 1.05 mm x 0.8 mm passive frequency doubler in [13]. The current drawn by
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530 pm

s al —

Fig. 3-20: Photomicrograph of the doubler testchip.

the principal circuit blocks in the doubler prototype are: 25 mA in the core and active
load, 9.5 mA by the input balun, 12 mA in the output buffer, and 8.5 mA for biasing
(55.6 mA in total). When powered from a single 4.5 V supply, it consumes 250 mW

in total.

On-die characterization using a Rohde and Schwartz FSUP spectriyaeana

was performed in 3 bands: 10 GHz to 50 GHz, 50-75 GHz (i.e., V-band), and

§ 0 730 GHZ
o E input
a % 50f AEEEEERENEY | (EENEEEREREREEREREREE IEEREEEREE
_.S_.E ,........IAL-L._.. JA.L.L _ - | <
S -100 i i i i
®) 50 55 60 65 70 75
Frequency, in GHz
_ a. V-band
2 0 [40GHz [45GHz '50GHz
£ n% input: input: input:
=T B0 b SERREEY] EERERRY S
"S- = ‘“-UI'QA«A\.LW:"!”»: . ..xzé.‘.-” V:'*!,.““"Iéhy!‘d”bwwﬂ'
> Z ) ) ) ) )
-100 i i i i H i
© 75 80 85 90 95 100 105 110

Frequency, in GHz
b. W-band

Fig. 3-21: Doubler output spectrum measured in: a) V-band (50-75
GHz), and b) W-band (75-100 GHz).
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75-100 GHz (W-band) via mm-wave downconverting mixers. The RF powers
applied to the input and measured at the output are corrected fordbtiserobes

(0-1 dB, depending on frequency) and cables (1 to 2.5 dB) comprising the test set-up.

Fig. 3-21 shows the V- and W-band output spectra measured for 30, 35, 40,
45, and 50 GHz inputs overlapped on the plots. Measured conversion gain (CG) for
the doubler decreases from +12 dB to 0 dB as the output frequency namyd3G
to 100 GHz.

The relationship between input and output powegsdP40 GHz and §;; at
80 GHz) for the doubler is plotted in Fig. 3-22. The output power incredsest
linearly (in dB) up to -15 dBm input power, beyond which the output power saturates
at approximately -7.5 dBm. Measured (power) gain for an 80 GHz outpl B
when -15 dBm is applied at the input. Gain expansion is observed betweenedeasur
input power levels of -20 dBm and -15 dBm at 80 GHz output, which agrees with the
simulations shown in Fig. 3-22. The greatest suppression of the fundamental
frequency (28 dBc) is realized at an input powey,0oP-14 dBm. The % harmonic
(i.e., x4=160 GHz at the output) could not be measured due to bandwidth dinstati

of the test set-up, however, simulation data is plotted in Fig. 3-22ofoparison.

80GHz ou-tput, .
10 NG LS

-30 -25 -20 -15 -10 -5 0
Input Power, in dBm

Fig. 3-22: Measured and simulated (dashed) doubler output vs.

input power for a 40GHz input signal.

Output Power, in dBm
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Fig. 3-23: Measured and simulated (dashed) doubler output power
vs frequency.

The x4 component increases rapidly above -15 dBm input power (i.e., peak
Vi, > ~6Vy), but lies below the fundamental frequency for input powers below
-10 dBm.

In Fig. 3-23, the measured and simulated output power (x2) vs. frequency are
plotted from 10-110 GHz. Suppression of the fundamental frequency ishalso,s
as the measured and simulated outputs at the fundamental are plothed same
figure. The fundamental frequency is suppressed by more than 28 dBc dctoss 1
100 GHz, while the x4 component is suppressed by at least 30 dBc acreamthe
frequency range (using the x2 output as reference). A slow roll-off iroukgut

power is observed in both simulations and measurements.

Phase noise measurements for the doubler prototype are shown in Fig. 3-24a.
The measured phase noise of the input signal generator at 20 Gldited ph the
same figure. Below 0.8 MHz offset, the phase noise seen at the outpetdufubler
is 6 dB larger than the phase noise produced by the source (i.e., 20log()Nvise
the multiplication factor). Above 0.8 MHz the doubler noise floor in@edise phase

noise difference above 6 dB respect to the signal generator.
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The difference in noise between the input (signal generator) and output
(frequency doubler) is seen clearly from the plot of Fig. 3-24b. White roadded
to the sinusoidal input applied to the multiplier (in simulation) to ensoat the
output phase noise is well above the doubler noise floor. The simulatalisre
indicate that the difference in phase noise between the doubler impwugput is
close to the ideal of 6 dB across 1 kHz to 1 MHz offset. The siiontaalso predict
that noise added by the output buffer exceeds the multiplier noise abovez1l MH

offset. The buffer noise can be reduced at the expenses of higher powengoms.

Table 3-2: Frequency doubler performance comparison

Max.  Output Input Max./Min.

Mult. CG BW Power  Suppr. of DC Power (mW)/

Ref. Fact. (dB) (GHz2) (dBm) fin (dBc) VSupply (V) Technology

This X2 12 DC-100 -16 28/22 250/4.5 90-nm SiGe-
work BiCMOS

(6], X2 1 DC-100 -12 30/- 150/4 200 nm InP

TMTT HBT
2005

[14], X2 5.7 3-50 0 30/15 600/- GaAs
MWCL PHEMT
2008

[15], X2 10.2 36-80 -8 36/20 137/3.3 180 nm SiGe-
MWCL BiCMOS
2009

[16], X2 6 106-128 0 -/- 23/- 65nm CMOS
ICICDT

2010

The prototype doubler presented in this chapter is compared with other
published frequency doublers in Table 3-2. Compared to the Kimura doubler, only
example[6] - a Gilbert multiplier core implemented in InP - has simidandwidth.
However, this multiplier requires 4 dB higher input signal amplitude tredriving
source and has a maximum conversion gain of only 1 dB compared to 12 dB CG for
the SiGe doubler prototype. Example [14] extracts the x2 frequency outputhieom

common-drain node of a differential amplifier (the same principéa in [17]), but it
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Fig. 3-24: Phase noise for the doubler at 40GHz output.

o

requires 16 dB higher input power (i.e., 0 dBm). It develops 6 dB lower camvers
gain while consuming twice as much DC power, and operates across botthal
bandwidth of our SiGe doubler. The Gilbert multiplier with transmissioa loads
implemented in SiGe [15] offers the highest spurious suppression, i.e.,c38ndB

20 dBc maximum and minimum across 36-80 GHz, respectively. However, it
requires 8 dB higher input power and operational bandwidth is less than one-half that

of the wideband SiGe prototype developed in this work. Finally, exampleq16] i
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narrowband injection-locked based multiplier implemented in a 65aGWM0OS
technology. Its performance is inferior to the SiGe prototype in covegsiin (i.e.,

only 6 dB conversion gain at 115 GHz), input sensitivity (min. O dBm input power
required) and narrowband operation (106-128 GHz locking range). Power
consumption can be traded-off with bandwidth (as seen from Table 3-1 on page 69),
and greater efficiency would be realizable from a narrowband Kitypeadoubler

operating from the minimum supply voltage (i.e., ~1.8 V).

34  Frequency quadrupler

Higher-order multiplication may be realized by cascading frequency
doublers, as the broadband response of the Kimura frequency doubler obviates the
need for tuning to align center frequencies in a cascade. Howewepassible to
design the multiplier to select a higher harmonic and suppress thgutihaanted)
frequencies, and obtain greater efficiency using a single multiplaayes For
example, an output rich in th& harmonic is obtained by driving the core (Fig. 3-2)

with a square-waveshape signal rather than sinusoidal inpuaévin Fig. 3-25).

| .
L

Allogl,

Output current

A Vin, in Volts time

time

N
L

Vin, in Volts

Fig. 3-25: Quadrupler input/output waveforms.
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Fig. 3-26: Quadrupler Al,; frequency components.

77

Fig. 3-26 shows that théharmonic output current approaches 45%, oot

an input voltage between 0.17 V to 0.22 V (i.e., 15% more than for a sinudaoid as

Fig. 3-6). The 29 and 6" harmonics in the output current must then be suppressed.

The design of a quadrupler based on the Kimura core targets 0 dBOO&hkiz, and

it is described next.

The quadrupler prototype (see Fig. 3-27) replaces the active input balun used

for the doubler with a fully differential buffer (with dual ¥D-on-chip terminations).

A CMFB loop (similar to the one used in the doubler prototype) id teseliminate

offset in the differential voltage at the output of the multiptieused by asymmetry

Active \Y
Tuned Load ce
RF
Input Buffer . RFC || c || Quadruple
Ly + Output
RFiN- '\> Quad <Pl 174 '\> c | Vya+
RFN-> 4 Core |« 4 Y Vya.

°T

%50(2 l?50(2
C

4m
Output Buffer

Fig. 3-27: Frequency quadrupler prototype.

50Q
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in currents biasing the diff pairs;gland ). The tuned active load of the quadrupler

is designed to filter out all harmonics except tie 4 passive inductor is a potential
alternative in this implementation, however, it would occupy a largea ar the
physical layout, and the winding resistance of the inductor would produce a DC
offset at the quadrupler output. An active inductor requires lesssa@aan be made
tunable, but it increases the required supply voltage, and generatesathwaise

and distortion at the output [18].

The quadrupler uses different emitter areas to implement djoered offset
voltage (k). Compared to the doubler core in Fig. 3-13, the quadrupler uses emitter
followers (@ to () to lower the input impedance (as the doubler core in Fig. 3-13),
2.5um length transistors biased at 4 mA. The transistors lengthguand@ Q;-Qs,
and 2um for Q,-Q,4. Both pairs are biased at 4 mA)(l

A Cherry-Hooper (CH, [19]) amplifier is used to implement the injuiiteln.
The CH amplifier uses a transconductance stage@gin Fig. 3-28) to convert the
input voltage to a current and a second (transimpedance) stage defnastput
voltage. The design guidelines proposed in [20] were followed for the
implementation of the CH amplifier. The circuit in [19] was midifas follows:
transistors @, Qg are used to broaden the bandwidth [21], and resistgr&Rare
added to increase the gain [22]. Darlington paigs@ and Q Qs in Fig. 3-28 are

Vb1

Re1f Rex? Rest Res
Fig. 3-28: Modified Cherry-Hooper input buffer used in the
qguadrupler testchip.

P Y B B
Qo 1Q10 W11 %le
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used to decrease the effective input capacitance of the transimpestage and
broaden its bandwidth. The -3 dB bandwidth of the transimpedance se@®froim

48 GHz to 65 GHz after this modification. However, the supply voltageisased

from 3.3 V to 4.5 V to supply the voltage headroom required by the added Darlington

pairs.

The quadrupler active load is shown in Fig. 3-29a. The impedance seen at the

emitter of @ follows Eg.6, which is repeated here for convenience,

zACT—:.g_1.+ j% . The effective capacitance,;®f the Darlington pair @, is
m m

controlled in this topology, making the load tunable. The reactance component of
ZpcT changes with & which is controlled by the current flowing in;Qvoltage
Vtune IS Used to vary the bias current. Fig. 3-29b shows the normalized impedance

magnitude vs. frequency for three different values f|f,¥ With this approach, the

Vee

Ry
é’in JQ
2
VTune"g?g ’1

ZpcT
a. Active load schematic

1.0

0.75

o
&

0.25|.. /4 /2

Normalized impedance

60 80 100 120
Frequency, in GHz
b. Frequency response of impedance

Fig. 3-29: Voltage controlled active inductor.
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active tuned load is used to set the band-pass center frequencialrfiestion,

minimizing the effects of process variations on the design.

3.5 Narrowband quadrupler prototype

The IC photomicrograph is shown in Fig. 3-30. It has an active area of
0.0132 mn3. The prototype input buffer consumes 17 mA, the core (incl. followers),
op-amp and tuned active load consume 25 mA, the output buffer 12 mA, and the
biasing circuitry 10mA (total of 64 mA). The testchip is powered using a single
+4.5 V supply and it consumes a total of 288 mW.

The testchip was measured in the V- and W-bands using downconversion
mixers. The quadrupled output measured gf,&#1 V is plotted in Fig. 3-31.
Maximum conversion gain (0 dB) is measured for an input signal of 70 mV
(-20 dBm) to the quadrupler. The bandpass response of the measured convarsion gai
is narrower than the simulations, which is caused primarily by thasipias
originated by the deliberate asymmetry (i.e., different emittemsarased in the
Kimura multiplier core, which affect the phase relationship batveeerents driving
the load as the frequency increases. Also, the change of the actvienjmedance
across frequency causes the quadrupler output power to vary. Unlike therdouble

compensation in the core input to adjust the response is not used in the prototype, but

700 pm

530 pm

AV
SERE L%ﬁ I Ao
Fig. 3-30: Quadrupler testchip photomicrographs.
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Fig. 3-31: Frequency quadrupler output power vs. frequency.

could be implemented in a similar manner (i.e., using series peakimg lafger-area
transistors in each diff pair). Implementing this changes imprdwedrequency

response as shown by the (expected) simulated response in Fig. 3-31.

Biasing of the quadrupler active load is controlled hy,¥ Output power
measurements at 4 input frequencies (i.e., 20, 22, 24, and 26 GHz) forc8tiad
settings (Vyne=0.5, 1, and 2V) are shown in Fig. 3-32. The output power at 80 GHz is
measured with a 20 GHz input signal and annotated for each setting,gfrvthe
same figure. The output power varies by approximately 7 dB;as /¢ adjusted,
ranging from -29 dBm for ¥,e0f 2V, to -25 dBm at 1 V, and -22 dBm for g,\;0f
0.5 V.

Measured phase noise for the quadrupler is plotted in Fig. 3-33. The phase
noise at the output is consistently 12 dB higher than the phase noiseiopuhe
source (both shown in Fig. 3-33) up to ~100 kHz offset from the carrier. The
measured data corresponds to the expected noise increase (i.g4(2Pd 2 dB).

The simulated quadrupler noise floor is also included in the figure. Hasured
difference between input and output noise is plotted in Fig. 3-34. The ddteie
phase noise between output and input increases monotonically at bfyetsd

100 kHz, as thermal noise floor of the output buffer dominates the phaseatois
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Fig. 3-32: Frequency quadrupler output power for 3 control
voltages.

higher offsets. The simulated quadrupler and source phase noise défshemm in
Fig. 3-34 uses a signal source with higher phase noise than the quadrugléooais

which helps to identify the 12 dB difference across the entire range.

Frequency quad output -

.......

| Simulated noise floor

Phase Noise, in dBc/Hz

Phase Noise diff., in dBc/Hz

- .- Signal generator input
108 104 10° 108 10

Frequency, in Hz
Fig. 3-33: Quadrupler phase noise at 90GHz output signal.
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Fig. 3-34: Quadrupler and source phase noise difference.

Frequency quadruplers reported in recent literature are comparetheith
quadrupler prototype in Table 3-3 on page 84. All of the circuits listed italthe are
designed as quadruplers, i.e., they are not cascaded frequency doubling circuits.
Following references [23] to [25], -3 dB bandwidth at the output is quoteelaf
quadruplers. The 16 GHz bandwidth of example [23] is comparable to the
performance of the SiGe prototype from this work (16 GHz). Although iturnes
just 35.3 mW (compared to 288 mW for the SiGe prototype) it requires 17 dB higher
input power, i.e., -3 dBm RF input power compared to -20 dBm of the Kimselba
qguadrupler. The multiplier in [24] has 23 GHz bandwidth and consumes less tha
one-half the poweof the Kimura-based quadrupler (i.e., 117 mW compared to 288
mW), with comparable spurious suppression. Nevertheless, [24] has 18 dB
conversion loss, and requires 28 dB more input power (i.e., 8 dBm) than our
guadrupler. Example [25] has only 4 GHz bandwidth, requires 12 dB higher input
power compared to the Kimura quadrupler, and it has a conversion loss 7¢ghdB hi

than the SiGe quadrupler prototype.
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Table 3-3: Frequency quadrupler perfor mance comparison

Max. Output Input Max. DC Power
Mult. CG BW Power  Suppr.of  (mw)/Supply
Ref. Fact. (dB) (GHz) (dBm) fin(dBc) Voltage (V)  Technology

This x4 0 81-97 -20 17 288/4.5 90nm SiGe-
wor k BiCMOS
[23], x4 0.6 121-137 -3 - 35.2/1.6 0.{d SiGe
ISSCC

2012

[24], X4 -18 52-75 8 15 117/- 0.2 BiC-
EuMIC MOS

2010

[25], x4 75 7478 8 - - 0.15m
EUMC PHEMT

2001

3.6 Summary

A low-voltage, active IC multiplier suitable for narrow (NB) andi@band
(WB) applications at mm-wave frequencies was investigated incttapter. The
multiplier core is comprised of asymmetric cross-coupled diiteakpairs, whose
asymmetry can be implemented using different transistor sizesirgy osatched
differential pairs with asymmetric biasing. Experimental reséitir a wideband
frequency doubler and narrowband frequency quadrupler prototypes designed in a
90-nm SiGe-BICMOS technology were also presented. The frequency reggonse
the WB doubler is peaked at the input using on-chip series inductors, amel at
output by a wideband active load in a common-mode feedback Megasured
conversion gain for the doubler ranges from +12 dB to 0 dB across DC-100 GHz
with 28 dBc to 22 dBc suppression of the fundamental frequency at the output across
this frequency range. The measured results agree very well wipinetlietions from
simulation. The 81-97 GHz frequency quadrupler was implemented with uredatc
emitter area transistors in a Kimura-type core. Measured caowegsin of the
guadrupler is 0 dB (maximum) and spurious outputs with respect to the quddruple

output are suppressed by 17 dBc. The performance of the bipolar multiplier
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prototypes is competitive with conventional active IC designs, nevesfeits
design can be improved using same size transistors asymmetriceld hising a

transformer at the input, and an LC network at the output.

The performance of the Kimura-type bipolar multipliers developed B thi
chapter are consistent with other active IC designs (e.g., a Gitidtiplier).
However, Kimura multipliers require less bias voltage headroom tlocéme a
multipliers built from cascoded stages. The NB bipolar doubler propogbisiwork
operates from a single 1.8 V supply with a simulated peak conversion gaidBof
centered at 89 GHz and a fractional bandwidth of 11%. The tradetotdr current
consumption (25 mA at 45 V vs. 3 mA at 1.8 V for WB and NB circuits,
respectively) and operating bandwidth (100 GHz vs. 10.5 GHz) was clearly
delineated for WB vs. NB multipliers. Finally, spurious outputs of thasauit
topologies are (ideally) limited to even-order harmonics of the funadane
frequency. This relaxes the demands for output filtering and simpiifeesontrol of

spurs in a monolithic system implementation.
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A
FREQUENCY DivisioN

Frequency dividers using emitter-coupled logic (ECL) master-slav@) (M
flip-flops are employed in mm-wave frequency synthesizers, flash-type
analog-to-digital converters and fiber-optic transmission chipsé¢tdnthese and
other applications, the divider operating frequency range limits itsTimszefore,

increasing the divider frequency range expand the range of wideband applications.

Frequency dividers can be designed to operate as static or dynamicsgivider

and both operation modes are introduced next.

41  Saticfrequency divider
This type of divider is based on a bistable cell, such as a D-ippibofh, see
Fig. 4-1. The flip-flop can be designed in an emitter-coupled logic (ECL) in a bipolar

process, or in source-coupled logic (SCL) in a CMOS process.

Emitter-coupled-logic (ECL) master-slave D flip-flops (MS-B)FReach a
maximum clock frequency according to the technology in which are implemented.

The optimization of its design, based on weighted time constant deroracafECL

Latchy, Latchg

Dm Qm[]Ds Qs > To/2
Dw Qu[1Ds Qs > Tol2
clky clky| [clky clky

B s

fo >
Fig. 4-1: Frequency divider based on master-slave D-FlipFlop.
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XOR ring oscillators, was reviewed in [2]. The static frequencyddivimaximum
operating frequency (fax-toggd Was increased using inductive peaking [3], and
layout optimization [4]. However, its maximum operating frequency is |ohaar the

maximum operating frequency of a dynamic frequency divider.

4.2  Dynamic frequency divider

A dynamic frequency divider may reach frequencies beygpd.fggie bY
employing the regenerative frequency division principle, which can be explained
using the block diagram in Fig. 4-2. A balance modulator produces two sidebands
whose frequencies arg £ f;, where § and f are the frequencies applied to the
modulator. A filter outputs,f which is amplified and feedback to the modulator. The
component { maintains itself in the feedback path satisfyigg ff; = f;, which is
comply if f; = fy/2 [5].

Static operation is sacrificed in dynamic dividers because the k@ndpa
response of the dynamic circuit topology limits the minimum frequency catbpe
(fayn-min)- Therefore, the use of dynamic dividers at low frequencies isctestby

fayn-min While static dividers can not operate beygqgfioggle

In this chapter a divider designed to operate in either static or dymnaode
is presented. This new type of divider is described in the resteothapter. It is
capable of wideband frequency division (in static mode), and division tdoe

maximum possible toggle frequency of a dynamic divider.

fo Balanced foxfy Filter fq fq
— | Modulator Network >
f1:f0/2

Fig. 4-2: Regenerative frequency division [5].
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4.3  Dual modedynastat (dynamic-static) frequency divider

The dual operation mode, dynastat divider, allows mode selection using bias
control of an ECL M/S D-FF (shown in Fig. 4-3). The concept is provem the
implementation of a prototype in a SiGe-BiCMOS technology, but it can be
implemented in other technologies (e.g., CMOS). Low-voltage operatiorsas al
investigated with a second prototype implemented as part of a buséHiiest

(BiST) circuit, and it is presented on section 4.5 on page 96.

The schematic of the dynastat divide-by-two is shown in Fig. 4-3. Cascaded

master and slave latches implement the divide-by-two function, aduilty-atatic

ECL divider (Fig. 4-3). However, emitter followers at each FF ougplit the signal

into separate paths. From the master (M)QQ buffer the signal to the slave (S)
stage. Followers Qo feed back the same signal to a differential pai-QQ
forming the latch in the master. The second modification combinesabeirents
from both latches. Buffer pairsstQg in the master and Q-Qq4 of the slave are
biased by the same current source; (&id R in Fig. 4-3). Latch pairs £Q, of the

master and @-Q¢ in the slave are biased by a second current sourgeR(Q’in

\%
'CC

Ri1 RL2 Ri3 Ria
Ly Lo L3 Ls

N v \ Y,
Qo KQ~ Qu7y Q19

FaN

QgQisM y KQ0

|
Q10

<Q3:4{>|'| |‘K\Q5I,6$(—: |~.|Q1?,14P|'“'K\Q1I5,16%
In+, I'HIQl QZH‘I 83{+; r—eQn Q1zs‘—|

In- > '
V4 V
Q'
R’>
Vpias=0.96 V T

4 Vv v _V
Q’l | |
iRk

Vmode:O-96 Ve

Fig. 4-3: Dynastat divide-by-two schematic.
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Vee

Qo KQ, Qa7y KQ19

Q1o KQgQis KQ
101 %QMPF”—KQ;, 6% T 1 ) I’ S ; | : N<20
In+ FHQl QZH— 83?6 r—HQn les‘—‘

In- I
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QO
H
w

k¥
1O
=
a1
'_\
(o2}

~/

Vmode=0V .
Fig. 4-4: Dynastat divide-by-two configured in the dynamic mode.

Fig. 4-3). Bias currents for the latching differential pairs andttemfollowers
feeding signal back in the latches are controlled by voltaggd/while bias for the

rest of the circuit is controlled by\s

These control voltages set the operating mode of the divider. Whghe V
equals the voltagep,s(i.e., 0.96 V), the divider is configured to operate in the static
mode. When Y,qqe€quals 0V, the latching pairs and emitter followers driving them
(in both master and slave latches) are biased “off’, and the diwidks in the

dynamic mode (see Fig. 4-4).

The divider now operates in static or dynamic mode [6], with an oweicgr
operating frequency range compared to either a static or dynamic dividerebhef
switching transistors QQ, (master) and -Q,, (slave) are 3.pm x 90 nm, and
holding transistors QQg (master) and Q¢ (slave) are 3m x 90 nm. The
emitter currents are 5 mA when active. Load resistqrg-HR, are 45Q, and
substrate-shielded coilsiL 4 are 74 pH. The divider differential output amplitude is
225 mVp-p in the static mode, and drops to ~200 mVp-p in the dynamic mode.
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4.4 Dynastat prototype

A divide-by-8 prototype (ref. Fig. 4-5) was designed to benchmark the
dynastat concept. An input buffer with on-chip terminations is followed bycadas
of the dynastat followed by 2 ECL M/S D-type divide-by-two circuits. Twéfers
amplify the clocks between the divider stages, and  ®xput buffer drives the

spectrum analyzer used to characterize the performance of the divider.
VCC
RFC RFC
Dynastat [ cl
In, Divide Divide Divide p—
In. by 2 by 2 by 2 =5 500
Input 1st Buffer 2nd Buffer  3th Output 50Q
Buffer Buffer =

Fig. 4-5: Block diagram of the frequency divide-by-8 prototype.

The 0.46 mrﬁprototype (incl. bondpads, as in Fig. 4-6) is fabricated in IBM’s
90 nm SiGe-BICMOS 9HP technology [7]. The dynastat divider occupies
80x 90 unf and consumes 38 mA operating in the static mode. DC current
consumption drops to 19 mA (a 50% decrease) in the dynamic mode. The complete

divide-by-8 testchip draws 160 mA from a +4.5 V supply.

=

=1

S

o |
2 8

Fig. 4-6: Dynastat prototype testchip micrograph.
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The differential input clock used for testing in the 5 GHz - 50 GHz rarge w
generated using a single-ended source and passive baluns. A V-band magic-T
provided the differential clock from a single-ended signal from 50 ®HAS GHz.
Evaluation of the dynastat by driving the input clock beyond the V-band was not
possible because of equipment limitations. The self-oscillaticquérmcy in each
divider mode was measured & GHz in the static mode, and 129 GHz in the
dynamic mode. Excellent agreement between simulation and measureroent be

75 GHz give us confidence when predicting agreement between the simaikatd

measurements at higher frequencies.

The divider input signal sensitivity vs. frequency is plotted in Fig. 4k T
static and dynamic modes of operation overlap (shaded in Fig. 4-7) forsigpats
between 85 GHz and 117 GHz and a maximum input swing of 2QQ differential.
Sensitivity increases with input frequency up to the self-oscilldteguency (SOF)
in the static mode (78 GHz, measured). Agreement between meeastrand

simulation is very good across this range. Simulations predict deuyesesisitivity

200

pk

— Measured

--=- Simulated
150 SRR :

100

o
o
Y
-

78 I v
/ 86 129 v 1 133
.
: VW \ .‘.'l/ .
50 100 150
Frequency, in GHz
Fig. 4-7: Measured and simulated input sensitivity vs. frequency.

Differential input voltage, in mV

o




Chapter 4 95
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Fig. 4-8: Measured phase noise for a 60GHz input.

in the static mode above the SQF, however, the dynamic-mode sensitivity
decreases in this frequency range. Fgr1f09 GHz the input sensitivities for the
2 modes are equal. Sensitivity in the dynamic mode continues to decigdse
SOFyy=129 GHz (measured) and increases beyondygOHsing to 200 mV-pk
(differential) at §,=153 GHz.

The phase noise measured at the divide-by-8 output is plotted in Fig. 4-8. The
output phase noise is 18 dB below the input signal (i.e., 20log(N) in dB, where N=8).

-12

S Measured

18 L E

PR

Phase Noise Difference,
in dB/Hz

108 104 10° 106 107
Frequency Offset, in Hz
Fig. 4-9: Phase noise difference between clock source and div-by-8.
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Fig. 4-8 also shows the noise floor (-150 dBc) of the divider predicteddrperiodic
steady-state (PSS) simulation. The difference in phase noise behgdept signal
and the divide-by-8 output is plotted in Fig. 4-9. Simulation and measuréraekt

the (ideal) 18 dB difference predicted from theory between input amaitoup to
10 MHz offset.

Performance comparable to other dividers (static and dynamic ind-dblis
realized by the dynastat circuit. The SiGe dividers of [8] anddidJcomparable in
SOF and power consumption to the dynastat in static and dynamic modes,
respectively. Example [9] reaches a higher frequency using higher @peéy
transistors, while the lower power CMOS dynamic divider [10] haSQ@IA less than
one-half that of the dynastat in SiGe, and cannot divide inputs below 53.4viBHz
0 dBm input power.

Table 4-1: Divider performance comparison

Ref. Mode Self-osc. Freq., GHz DC Power, mW Technology
Dynastat Stat/Dyn 781129 171/85.5 90-nm SiGe-BiCMOS
[8], BCTM Static 77 122 130-nm SiGe-BiCMOS

2006
[9], CSICS Static 143 592 250-nm InP HBT

2010
[10], JSSC Dynamic 62 29 65-nm CMOS

2013
[11], SIRF Dynamic 136 72.6 130-nm SiGe-BiCMOS

2009

45 Low voltage dynastat divider

The dynastat frequency divider is capable of operating in static or dynami
modes [6], which gives it a wider operating frequency range overall cethpa
either static or dynamic divider circuits alone.

Lower supply voltages in current and future systems respond to the demand

for lower power consumption. Technology scaling is reducing breakdown voltages in
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Fig. 4-10: Low voltage dynastat frequency divider schematic.

order to increase device speed, as mentioned in Chapter 1. Therefarés theeed
for circuit topologies consuming less power and operating from lower supply

voltages.

In Fig. 4-10, a frequency divider capable of dual-mode operation is
implemented using a single -2.5 V supply, i.e., a low-voltage dynastat divider.
Bipolar differential pairs cascode NFET devices, which arechetit by the
differential input signal (CLK-CLK.). The topology avoids the use of current
sources biasing the latches. TransistogsttdMM, conduct currentd when switched
on, therefore, {1 depends on the NFET area and the input signal common-mode
voltage. The low-voltage dynastat circuit topology has two main disadvantages
1) the common-mode bias at the base nodes;ocar@@ @ must be regulated, and

2) the noise immunity to M: supply is reduced.
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I M3

/M4

MS

Fig. 4-11: Shielded differential inductor layout.

Inductance peaking is used to extend the divider frequency response. The
layout of the 37x3Tum? differential inductors used to implement-L, and Ls-L 4 is

shown in Fig. 4-11. The inductance and k-factor are 130 pH and 0.45, respectively.

Referring to the dynastat divider of Fig. 4-10 with,)jebiased at -2.5 V, the
divider operates in the static mode. Whep,\eis set to -1.5 V, transistors Jvand
M, are turned-off and the divider operates in the dynamic mode. IndugtoosLl
suppress the effects of capacitive loading at the collector nodsscbfstage in the

divider.

A low impedance at the sources of,Nnd M, is essential for proper
operation, therefore a capacitance of ~200 pF is distributed atressytout to
achieve a reactance of less tha@ at 1 GHz. When ¥,pge€quals -1.5 V, ¢ and

Q11 12are turned-off and the divider operates in the dynamic mode.

The simulated sensitivity vs. frequency of the low-voltage dynastaa for
sinusoidal input is plotted in Fig. 4-12 for both operation modes. The divider
self-oscillation frequency (i.e., freq. for minimum clock input amplitude§2 GHz

in the static mode and 52 GHz in the dynamic mode.
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Fig. 4-12: Simulated low-voltage dynastat simulated input

sensitivity for a square waveshape (static) and sinusoidal input

(static and dynamic).

The maximum toggle frequency in dynamic mode is 56 GHz when driven by
a clock signal with a differential amplitude of 400 mVp-p. It operatesn to

10 MHz in static mode with a 275 mVp-p squarewave input.

The divider sensitivity at 40 GHz is 400 mVp-p in static mode, and decreases
beyond 800 mVp-p in dynamic mode. Monte Carlo simulations predict a minimum of
480 mVp-p due to process variation in static mode, but this requiremenixisc &
controlling the divider sensitivity usingge When \joqeis increased from -2.5 'V,
junction capacitances;Cand G (of Qs ¢ and Q19 decrease because their bias
currents are reduced, shifting the clock sensitivity minimum to higleeguéncies.
Voltage Vj,o4e Can therefore be adjusted to maximize the clock input sensitivity at
40 GHz (e.g., Yhoge=—-2.35 V brings the divider self-oscillation frequency to 40 GHz,

a shown in Fig. 4-12).

As mentioned, V,oqe Can be used to increase the input voltage sensitivity at

frequencies in between the static and dynamic self-oscillatigudreies. Fig. 4-13
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Fig. 4-13: Self-oscillation frequency vs. control voltage V o de-

shows the simulated self-oscillation frequency vg,,3& Process, voltage, and
temperature variations affect the sensitivity of the divider, howehe control
implemented via ¥,04e Can be used to modified it after fabrication. The divider
sensitivity was maximized at 40 GHz in [12] during the characterizatia6tGb/s

2111 PRBS circuit, which is presented in the next chapter.

46  Summary

A dual-mode, dynastat frequency divider capable of operation in static or
dynamic mode was investigated. Two topologies implement dual operation mode
frequency dividers. A test chip prototyped implemented in 90-nm SiGe-B&MO
was characterized. Dynamic operation enables a 65% increase inbeyoyel the
static divider mode, while reducing power consumption of the divide-by-2 from
171 mW to 85.5 mW (-4.5V supply). The 50% decrease in power consumption
compared to the static mode is realized without affecting the yswymilage or
increasing chip area of the divid@he second prototype is part of a built-in self-test

circuit, designed to work from a single -2.5 V supply. The low-voltage dynasta
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divider is used in a BiST circuit for a 40-Gb/s optical modulatovedyiand it is

presented in the next chapter.
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5

BuiLT-IN SELF-TEST CirCUIT

A 40 Gb/s built-in self-test (BiST) generator for optical traittantest and
characterization designed in 0.8 SiGe-BiCMOS is described in this chapter.
The sub-0.5-mrarea BiST produces 321 PRBS and a low-rate trigger output for
verification of transmitter operation at data rates ranging froMi@- to 40-Gb/s.
The PRBS generator is based on linear shift registers. Thiseatcine is limited by
the delay through the clock distribution network [1]. Higher speeds aieeckddy
generating lower-rate identical sequences that are combined touctrstull-rate
PRBS [2]. However, generators build from less than a quartearatanattractive

because of their increased power consumption and complexity [3].

A half-rate clock scheme is used to implement the PRBS. Syntheti
transmission lines distribute the clock reliably and the topology ofebisters is
modified to reduce the generator power consumption. A single DC supply (-2.5 V) is
used in the PRBS design. The trigger output, required to synchronize test
measurements performed off-chip with the half- or full-rate outippeass produced

by the data generator, is derived from the sequence using a countdown circuit.

The maximum operating frequency of a PRBS realized using a linear
feedback shift register (SFR) topology is analyzed considering the idéladuced
by the XOR gate (that forms part of this topology) equal to a register’s delay.

51 PRBS maximum operation frequency analysis

A block diagram of a master-slave D flip-flop register (negatnge clock) is

shown in Fig. 5-1a, and its timing diagram including input signgl dibck CLK

105
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REG|STER1 tsetup_rzii’ilzfld_miln :
D Q1 ! .
—|Pm  QuPbs  Qs— i :
Latchy, Latchg ;L,:
CLKy CLKg CLK \ ® } \ ‘
| O active '
I Q clock edge N
a. Master-slave D flip-flop register b. Time diagram

Fig. 5-1: Register based on master-slave D flip-flop.

(with period T k), and output signal Qis shown in Fig. 5-1b. In the following
analysis, the time for a high-to-low and low-to-high transitions aseiraed to be
equal. Input @ must remain unchanged before and after the clock active edge for
proper operation, and under this constrain time constggts min andtpog min are
defined. The minimum time the input signal must be stable beforeldblk active

edge istsgyp min, @nd the minimum time the input signal must remain stable after the
clock active edge i$yq min- Furthermore, the register propagation defgy) (is

defined as the time the register takes to change its output after an activedgeck e

Consider the four registers forming a closed loop in the data patib(Ea).
The registers have interleaved 1-0 inputs as initial conditions.efister clocks are
distributed using a single line, which introduces a time difference battixe clocks
of the registers. The time difference between the clocks ottmeecutive registers

is represented by the clock delgy

Correct operation of the registers in close loop is shown in Fig. 5i&b. T
output of the last register is the input of the first regisfgrD;). The time that the
input signal of the first register is stable between fallingclc edges is

te = Terk —tpa—(ta(Nreg —1)) , Where Neg=4 for this example. The PRBS operates

properly if tg = tsyp min- INCreasing the clock frequency reduceg & andty. To
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CLK, |zorenns —\___
3y

c. Incorrect timing
Fig. 5-2: Registers in a close loop and its time diagram.

reduce the effect dfj ontg, the clock can be distributed using two paths, as shown in

Fig. 5-3a. Then, the effect gf onty reduces tor, = T —tyg—(tg AN /2 -1)).

Increasing the number of registers in the PRBS limits the maxioparating
frequency due tdy. However, if the clock is distributed as shown in Fig. 5-3b, the

maximum operating frequency is independent of the number of registerssin thi

»D1 Q1D Qo Q2 Dy[+Q1 Dy
Ry 2 R 1
CLK, | | cLK, CLK, | | cLK,
CLKl td J CLKl td J
—»D3 Q3Ds Qaf— »D3 Q3Ds Qu—
R3 4 3 4
CLK; | | CLK, CLK; | | CLK,
CLK2 td J CLK2 td J

b. Split clock distribution

a. Split clock distribution with inverted register array

Fig. 5-3: Clock distribution options for registers in close loop.
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configuration ty = T¢ «-ty—ty - Then, the minimum clock period for proper

operation is obtained wheg =ty min @2nd the PRBS maximum clock frequency is

_ -1 _ -1
fCLKmax - (TCLKmin) - (tsetup—min+tpd+td) ' (1)

The configuration in Fig. 5-3b is adopted in the implementation of the PRBS
generator, which is shown in Fig. 5-4. It consists of 2 XOR gates and eleven registers
running at one-half of the input clock rate. OutpgiaRd the XOR of outputs;fand
Fi1 (ref. Fig. 5-4) are used to produce a full-rate output that implentbets

polynomial: X1+x%+1.

The resulting 21 sequence has 1024 transitions per cycle, with an equal
number of 0-to-1 and 1-to-0 transitions (i.e., no DC content). Therefor&jgber
output is derived by counting down the half-rate sequence through 9 divide-by-two
stages (divide-by-512 in total). The trigger rate is the clock dividedIBﬂfL-Z), or
~9.77 MHz for a 40 GHz clock.

52 Clock distribution

A block diagram of the PRBS generator is shown in Fig. 5-5. The external
clock is buffered to a Dynastat divider [4] (described in Chapter &joBe5.4),
which can operate in either static or dynamic mode for increased freouency
range. The divided clock outputs are used to generate halft&te pgeudo-random
sequences. The phase of the timing clock driving the 2:1 MUX (used to construct the
PRBS output) is aligned to the half-rate sequences by selecting @npasisible
phases from the Dynastat divider (i.e., true and inverted 1/Q). Tdet fenction

precludes an all-zero output sequence.
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HALF-RATE
OUTPUT (20 Gb/s)

COUNTDOWN[— TRIGGER

DYNASTAT RESET CIRCUIT P> (~9.77 MHz2)
CLOCK DIVIDER Y T7 MUX
FULL-RATE
11 ouT1 [ A
CLK Lo CLK/2 271 o> OUTPUT
CLK CiR2 PRBS out2[B (40 Gbl/s)
(40 GHz) 1| T g |@(20 GHz) svTs,

Yy vvy

Fig. 5-5: Half-rate-clock PRBS gene,rator with trigger output.

The input clock is divided by 2 in frequency, buffered, split into two paths,
and then distributed to the PRBS registers by differential pajrs &hd Q 4 (see
Fig. 5-4). Each pair is loaded by a synthetic transmission line teedibg pull-up
resistors (i.e., R to R 4). Interconnect wiring realizes a series inductance (L) of
80 pH for each transmission line section between the registers. Fig. 5-6 shoiss detai
of the clock distribution. Symmetric inductorg Bnd L, are implemented using a
145um long, 2um wide top aluminum track (M7) over slotted metals M1 and M2 as
a ground plane. The higher magnetic coupling coefficient between vedatains of
the inductor layout (k=0.6) raise the inductance of each section, maxgmntize

inductance within the available area.
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Fig. 5-6: Physical layout of the clock distribution between
registers.
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Differential shunt capacitance (C in Fig. 5-4) is provided by interazirarel
transistor parasitics at the clock inputs of each register.tdthé capacitance per
section is C=15 fF, yielding a characteristic impedangg, = JL/C = 73Q , Where
and C are the lumped equivalent differential inductance and capaqgi@nsection,
respectively (incl. clock input loading). The single-ended parasiticctapae to
ground at the flip-flop clock input is reduced from 19 to 10 fF by adding emitte
followers Q , (see Fig. 5-7), at the cost of consuming 2.6 mA more current. The

delay between consecutive stages,s./L.C

The common-mode voltage at the true clock input of registeFs; I set by
the sum of the voltages dropped acrogg Ret by current sourceMn Fig. 5-4), the
gate-source voltage of dMand RlI-tr_ (set by ktr|). Biasing at the other clock

inputs is realized similarly.

53  Shift register design

Each register consists of series-connected BICMOS flip-flops fliph#ops
themselves are comprised of emitter-coupled bipolar logic cascodeclonked
CMOS pairs operating from a -2.5 V supply (see Fig. 5-7). Push-pull current steering

logic permits fast clocking from a low supply voltage (i.e., diff pairsto M)

VCC:GND
Rlé Rzé Rgé R4é

CLK+Q_|:Q2 l > Il:QS [ _ KQ14

CLK- >.Q1 J hQ7 A'J [.Q13

D+> |\IQ3 Q4;|'| "HQ5Q6;I— IQ9 Qlo;l-‘ "anlle;'_ o

D-> Il ? _

NV L m §
iL'_»M : i “:M

B R £

VEE_-2.5v§I §| gl gl §| %

Fig. 5-7: D-type flip-flop register schematic.



Chapter 5 112

without the headroom consumed by bias current sources used in [5]. A 400 mV
input clock is required to switch Mo M, fully across the anticipated process (best to
worst cases), supply voltage (-2.3 to -2.7 V) and temperature ranges§25a).
The clock common-mode voltage is controlled (using an on-chip DAC) tdeet t
drain currents of N4 near zero when turned “off”, and to curreptwhen biased
“on” across PVT variations. The steered current defines theedesintput logic
swing, kR;=400 mV. Transistors M, are minimum length devices biased at the
current density yielding peak f(Jywvos=2-5 mAUmM?) when conducting{ Their

width is optimized to realize maximum switching speed in simulation.

The bipolars in the flip-flop are of minimum emitter width and optedi in
length for the fastest switching times. The optimized areaesarl.5 times the

current density for peak transistgnéihen conducting (i.e., {pn=15 MALM?).

Removing the bias sources normally used in CML reduces noise imnnity
the Vg supply. Retiming the full-rate sequence in the output MUX (ref. $i5) is

required to remove output jitter caused by such noise sources.

54  XOR gatedesign

The low-voltage XOR gate (shown in Fig. 5-8) requires a differemtgalt
voltage > 4\f. Inductive peaking of the XOR load is used to widen its bandwidth to
80 GHz. The 37 x 3fim? layout of differential inductors =L , and Ls-L, is shown
in Fig. 5-9. The inductor self-resonant frequency is 121 GHz, and the induetashce
k-factor are 130 pH and 0.45, respectively.

The propagation delays from the inputs to either output of the XOR are
identical. Resetting the XOR1 in Fig. 5-8 at start-up prevent aresdl-sequence
from propagating. Transistors;§ Q.o and @, sink current from the tail current
sources when the RESET input is 0 V, and set the XOR outputs to al lbgithe
XOR gate consumes 12 mA from a -2.5 V supply.
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Fig. 5-8: XOR gate with reset schematic.
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Fig. 5-9: Shield differential inductor layout.

Output MUX

5.5

The MUX of Fig. 5-10 interleaves the half-rate sequences frgmné the
XOR of outputs fp and R, (from Fig. 5-4) to generate the full-rate PRBS output

(Q). Buffer BUF2 minimizes the loading o Bnd matches the propagation delay of
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Fig. 5-10: 2:1 multiplexer schematic.

the path via XOR2 in order to maximize the output speed. The clock driving
transistors M and MV (ref. Fig. 5-10) select the desired input, which must be well
defined and stable during each half clock period (i.e., no bit transitions)ofthe

four output phases from the Dynastat divider (buffered by followgrQ£and
Qg-Q1) is selected to align the MUX clock and input sequences. Bits b1deléet

one of the 4 clock phases available via gl M, for optimal clocking of the MUX.

5.6 PRBS characterization

The PRBS was fabricated in IBM's 0.18r SiGe-BiICMOS 8HP
technology [6]. The frequency divider in Fig. 5-5 is the low-voltage dynastatedivi
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«— 620um——

Fig. 5-11: Photomicrograph of integrated BiST block.

described in Chapter 4 (Section 4.5). The PRBS is designed as an lnglf-test
(BiST) function for the optical modulator driver presented later in the next chipte
occupies an active area of 0.49 ?n(ﬁig. 5-11), and it includes the clock divider and

all components shown in Fig. 5-4. A single -2.5 V source supplies DC ctoréa
Dynastat divider (12 mA), buffers (52 mA), registers (11x14 mA/reg),RXO
(2x12 mA) and MUX (8 mA) blocks, for a total of 250 mA. The trigger countdown
(9 divide-by-2 stages plus output buffer) consumes 220 mA in total. The output
buffer drives a 10® (differential) off-chip load at 380 my/, differential.

The PRBS output for a half-rate clock (PRB$g in Fig. 5-4) is buffered to
ground (G) and signal (S) pads configured GSGSG for probing on-wafer. The
half-rate (20-Gb/s) output sequence shown in Fig. 5-12 was measuredausing
40-GHz input clock and Tektronix 60-GHz (80E09) sampling modules. The output
amplitude agrees with the 380 my (differential) predicted from simulation. The
TDS-8000B digital sampling oscilloscope was synchronized by the 9.77-MHzrtrigge

output.
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192mvVv

RN
50mV/div, 200ps/div

Fig. 5-12: Measured PRBS half-rate output sequence vs. time.

The eye pattern measured for a single-ended output is shown in Fig. 5-13. The
0-1 and 1-0 transitions give an open, almost symmetric eye (50% duty cycle).
Ringing at the 1-to-0 transitions is attributed to two sources. Aopaatises from the
second harmonic present in the single-ended output voltage. The larger contribut
is caused by ringing from the capacitive loading of the emitter fotlowsed in the
register and output buffer stages. The ringing could be reduced by decréasing t
extrinsic base resistance of the follower transistor (i.e.,asang their emitter areas),

at the cost of greater current consumption.

33mV/div, 20ps/div

Fig. 5-13: Measured PRBS half-rate eye diagram.
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Output Power, in dBm

™o 5 10 15 20 25
Frequency, in GHz

Fig. 5-14: Half-rate PRBS measured output spectrum (40 GHz clock).

The frequency spectrum measured at the half-rate PRBS outpatva
Fig. 5-14. The notch at 20 GHz is characteristic of a pseudo-randormseqaie
20 Gb/s. The spectrum consists of tones with fclkAh{}) =9.77 MHz tone
spacing for the half-rate sequence (n=2) generated by the 40-GHz iogkitusked

for this test. The tone spacing for two tones around 1 GHz is shown in Fig. 5-15.

The PRBS generator developed in this work is compared to PRBS geserator
from the recent literature, see Table 5-1. Reference [1] impisman 80-Gb/s,
half-rate PRBS that consumes 1 W from a 3.3-V supply, but does noatiagger

output or a frequency divider. Both are generally required in a Bi&Titi The

Output Power, in dBm

1.08 108 109 1.095 1.1
Frequency, in GHz

Fig. 5-15: PRBS half-rate measured discrete tones (40 GHz clock).
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half-rate PRBS developed in this work consumes 53 mA less from & <upply.
Example [7] is implemented in InP, and it uses differential mégson lines to
distribute the clock in a half-rate clock scheme. Due to its demtience length
(2-1), the minimum data rate is 457 Mb/s compared to 19.5 Mb/s for tfeeSRBS
prototype The InP example does not include a frequency divider and consumes 3x
more power. Ref. [8] is a quarter-rate PRBS with only one on-aeiguéncy
divide-by-two, and requires another frequency divider-by-two before is uRi8as

It has a 3-1 sequence and can operate up to 80-Gb/s (i.e., using a 40 GHz clock).
The CMOS-bipolar cascodes used for logic and current sources req@iBVa
supply, and it consumes 9.8 W, or 15x the power dissipation of the prototypedeporte
here. In [9] the supply voltage is lowered to 2.5 V by avoiding cascoded davices
the register, MUX, and XOR logic blocks, but the reduction in voltage désna
higher current from the supply. It realizes a power consumption cablpaio our

new design, but it outputs a shorter length sequence (ik&.y& 21-1), and it does

not include a frequency divider or a trigger output.

Table 5-1: PRBS performance comparison

Length / Divider / DC Current (mA) /

Ref. Max. bit MUX Vsupply (V) /Power f'l;?ri:]r;r:(o(lgggé)
rate rate scheme (mW) T
This work 211y yes / yes 250/-2.5/625 130nm SiGe-BiCMOS/
40G half-rate 200/280
EuMIC 211/ no/ yes 303/3.3/1000 350nm SiGe-Bipolar
2014 [1] 80G half-rate 200/250
ESSCIRC 271/ no/yes 500/ 3.5/ 1750 1mm InP HBT,
2004 [7] 58G half-rate 170/-
JSSC 231 single / yes 2970 /3.3 /9800 130nm SiGe-BiCMOS
2005 [8] 80G quad-rate 150/150
JSSC 271/ no/yes 220/2.5/550 120nm SiGe-BiCMOS

2006 [9] 55G 120/-
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5.7 Summary

A low-power, 211 PRBS generator with synthetic transmission line clock
distribution and a low-frequency trigger output has been demonstrated in a 130-nm
SiGe-BiICMOS technology. The PRBS cell consists of a dual-mogguéncy
divider, a linear feedback shift register running from a half-rigekec and a 2:1
interleaving output MUX. Synthetic transmission lines embed the inpatcdance
between register stages in the PRBS layout in order to maxingzeutput data rate
at the lowest power consumption. The PRBS generator consumes a gialrof,

while the trigger countdown circuit consumes 220 mA, both from a single -2.5-V

supply.
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6

DiGITALLY-CONTROLLED
DisTRIBUTED AMPLIFIER

In this chapter, the design of a Mach-Zehnder modulator (MZM) drivegusi
a digitally-controlled distributed amplifier (DA) is presented.idtdesigned and
fabricated to produce 6;), differential output swing at 40-Gb/s (6 ps rise/fall times)
in a production 0.13mm SiGe-BiCMOS technology. Innovations developed for the
40-Gb/s MZM driver include: 1) built-in calibration (BiC) of the dajiinput line
facilitated by an on-chip energy detector and a 3-step calibratymmitain, 2) a
shielded output line in standard aluminum top metal (not copper), 3) 10%oless
consumption despite the 4x increase in data rate, 4) wideband operatiss ac
28-48 Gb/s data rates enabled by a digitally-controlled clock phase genarat
5)an on-chip 1-0 data sequence and 1412 PRBS data source (presented in
Chapter 5) used for built-in self-test (BiST), calibration and charactienza

6.1  Digitally-controlled distributed amplifier

A block diagram of the driver prototype is shown in Fig. 6-1. A -2.5-V DC
source supplies all circuit blocks in the driver. A second +5-V suppkebithe
output stages via two 5Q-metal-film, on-chip back-termination resistors seen at the
upper right in Fig. 6-1. The high-speed clock input is terminated irfQ5@nd
buffered to 3 circuit blocks: an injection-locked quadrature oscil({#it@ via CB,),
the input data retiming flip-flop fvia CB,, and the Dynastat clock divide-by-two
circuit [1]. The divider outputs a square-wave (i.e., 1-0 pattern) synchkrbtozthe
clock, and to drive a pseudo-random-bit-sequence (PRBS) generator. Thus, 3 data

sources are possible: 1) external data via a differential inptht 80-mV,_,

121
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Fig. 6-1: 40 Gb/s MZ modulator driver block diagram.

sensitivity, 2) an on-chip 1-0 pattern for calibration purposes, and 3};:&aléngth

PRBS generator for test and characterization at 40-Gb/s.

The data source is selected via multiplexe &d retimed by £ Full
retiming provides greater margin against variations in processingysugge, and
temperature (PVT) at the cost of a slight increase in power consumpio.® mA
consumed by the latch). The retimed data is buffered (EB®B,) and distributed to
latches I3 to Lg. Each latch output drives a limiting amplifier stage in the thsted
amplifier with a replica of the input signal timed to match thesphaf the signal
traveling along the output line. Three DA stages load theun30eng output TL

terminated on-chip by 5@ metal film resistors which are AC-decoupled to ground
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by Cp. An energy detector circuit connected to the output measures the queaia-s
amplitude of the output signal. It is used during calibration of the diaveptimize

the output amplitude and thereby maximize rise/fall times.

Quadrature (1/Q) clock streams are generated by the 2-stagewheh
injection locked to the input clock. The 1/Q clock outputs from the IL® a
distributed to the retiming synchronization circuits via buffers,<CB,, shown in
Fig. 6-1. The synchronization (sync) circuit is used to set the phdke ofock used
to retiming data input to each stage of the DA. Each clock synchrdseseFig. 6-2)
consists of an inverter driving a vector summing phase shifter bms@dcurrent
DACs addressed by control bits pi87,,. Summation of the quadrature vectors input
to the phase shifter produces a clock output with phase range of 90 dggrees
1 Cartesian quadrant). This is extended to a full°360range by selecting a
Cartesian quadrant (i.e., differential | gahd differential Q or Rusing bits bland
b2, to control the outputs of the 2 inverters driven by differential, quadrature clocks |
and Q, respectively. Thus, a 7-bit word controls each phase shifter, withotheast
significant bits (LSBs) controlling the inverters (i.e.; 0r 180 selection of
differential 1 and Q). The resolution of the vector summer detersnihe accuracy
when attempting to match the time delay between stages of thredDé the output

line. Matching the delay between stages to 3.0 +/- 0.3 ps per stageitha 10 %

Injection-Locked Phase Vector Clock
Oscillator (ILO) Inverters Summer Buffer
(40 GHz)
X
CLK A CLK,
CLK bly Zn CBy CLK,
X 1 A
A
b2,

Fig. 6-2: Timing phase control for individual clocks, n=1,2,3.



Chapter 6 124

error) is possible when the minimum phase step is less thafod&840-GHz clock.
A 5-bit current DAC biasing the vector summer has a resoluti@@df 2° = 2.8°
which corresponds to a 200-fs change in delay time per step at a 40-GHA\dt&k.
that jitter in the DA output signal is determined by the 1/Q clatbdrj(transferred to
the DA output via retiming clocks CLiKto CLKj3 from the synchronizers) and any

jitter added by the data retiming circuitry.

6.1.1 Output transmission line and back-ter mination resistor

The 0.13pm SiGe-BICMOS technology used to implement the driver
prototype has 7 levels of metal available for interconnections, cadpois5 (thin)
copper layers beneath 2 (thick) aluminium metals at the top ofablk. §the 4am
thick topmetal has the lowest parasitic capacitance to the aigbatid is therefore
used to implement the output transmission line (TL). Attenuation atiessutput
line is further minimized by implementing a floating metal shied in the
second-level copper layer (M2). First metal (i.e., M1, below thedhielreserved
for supply and low-frequency circuit wiring. The output TL for the DAyiathesized
in L-C-L lumped-element sections, where the series inductands @eyived from a
(differential) 2-wire topmetal line, and the capacitance (&earfrom parasitics of
each limiting amplifier (e.g., LAto LA3 in Fig. 6-1) and the substrate shield. The

capacitive loading of each transistor on the output ling js=@6 fF.

The physical layout for each TL section connecting consecutive statjes of
DA is shown in Fig. 6-3. The 1im wide W), 44um thick (T) aluminum topmetal
transmission lines are separated by @00(G). The cross-sectional area is chosen to
satisfy DC and RMS current restrictions imposed by electromogragquirements
for the SiGe-8HP technology (i.e., 6 nuivi-width of topmetal) at 6-¥., differential
output swing across dual 0 loads. The section length is 25 (D), yielding a
self-inductance (},e) of 160 pH and parasitic capacitanceg{{ of 18 fF for two

topmetal lines. Each limiting amplifier connects to the outputiithe center of the
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Fig. 6-3: Cross-section of top metal (AM) output line and M2
substrate shield.

section (i.e., 107.5m from either end), forming an L-C-L topology network. The

characteristic impedance {Zsynthesized by the topmetal interconnect and the

limiting amplifier combined isz, = ,/L;;,/(Ciine* CLa) » OF 5@ for this design. Note

that the transmission line sections connecting the back-terminasistors and the
output pads to the TL are extended by 421% to a total length of 149.6m. The

adds approximately 32 pH of self-inductance to these sections, whicteds to
compensate for the capacitive load of 13 fF added by the back-termipations

bondpads, and associated wiring.

The silicon substrate shield (see Fig. 6-3) is comprised of rBefil2)
fingers that are floating (i.e., not connected to any other conducttwesM2 shield
fingers reside 11.8m below the balanced, output transmission line, and shield the
top conductors from the substrate by electric induction [2]. Digital absignals

wired in metal-1 (M1) are therefore shielded from the differential output sigaeth E
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shield finger is: 0.324m thick (t), 220pm long (d), 1pm space between fingers (s),
and 2pm in width (w). An opening in the shield of 3if (g in Fig. 6-3) facilitates
connections between the limiting amplifiers and the output line in dleut.
Unwanted common-mode components in the output signal penetrate thegfloat
shield and are attenuated by the resistive substrate. Large-signgdtions of the
limiting amplifiers connected to the output line predict a timeydefa3 ps between

consecutive output stages.

The 50Q back-terminations are tantalum nitride (TaN) thin-film s&sis.
They feed DC bias current from the +5 V supply to each DA cell. ddwired
differential output swing of 6 ¥/, requires switching 120 mA of current between the
50Q loads at the differential outputs. This current is divided equally degtvihe
output stages, and therefore each stage switches 40 mA. The baiclatierm
resistors conducts 60 mA of DC current continuously in normal operativen @ie
current limit of 0.5 mAAm and sheet resistance of &0sq. for the TaN film, each
back-termination resistor is therefore sized at @20 width and 10Qsm in length.
The 13-fF parasitic capacitance to substrate of the back-teromnatcompensated
by 32 pH of self-inductance realized by extending the output transmigsoto ithe

first limiting amplifier stage.

6.1.2 Latch and limiting amplifier

Schematics of the latch, pre-driver and limiting amplifier stageshown in
Fig. 6-4. Bipolar logic in the data path is cascoded onto push-pull CM@SNa
and M, for latches | to Lz (from Fig. 6-1). A supply voltage of -2.5 V may be used,
because headroom for a current source to bias the CMOS curreimgspagr is not
required. Eliminating the tail current source normally used in ardiffeal pair also
permits faster clocking because a significant source of parasipacitance is
eliminated. However, a disadvantage of eliminating the tail curcemts is that the

common-mode bias at the gates of &d M, must be regulated. Therefore, nd
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Fig. 6-4: Latch, pre-driver and limiting amplifier schematic.

M, are biased at the gate (i.egd/ to conduct a current) of 4 mA when switched
“on”, and near zero when turned “off”. The gate bias voltage is séebsidck buffer
preceding the latch (GBin Fig. 6-2). The buffer common-mode output voltage is
controlled using an on-chip DAC to set the voltage dropgi(sRe Fig. 6-5).

A 400 mV,_, clock drives each latch input (see Fig. 6-4). Simulations predict
full switching of transistors land M, across the anticipated process (best and worst
case), supply voltage (-2.3 to -2.7 V) and temperature variations (0°@) 85 this
clock amplitude. The gate width of 5u2n at minimum gate length (0.18n) for the
FETs biases the transistors at pegkénd yields the fastest switching time in
simulations. Bipolar transistors;@ Q; (see Fig. 6-4) are 0.3 wide (W), 2pm
in length (L), and biasing at 4 mAjl maximizes switching performance. The
current density selected for the npn corresponds to 1.5 times the aleresity
yielding peak f. The 400-mY,_, output voltage of the latch is determined by the

voltage drop across 1@@-polyresistors Rand B when conducting the full current,

IT.

Emitter followers Q and ¢ (W = 0.13um, L = 6 um) buffering the latch

outputs are biased at pegk(8 mA). They drive a differential limiting amplifier pair
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formed by @ and Qg (W = 0.13um, L = 9.5um). Emitter followers @, 1, are
0.13um by 12pm long transistors biased at pegk(17 mA). The driving amplifier
transistors @; to Qg are 2 x 0.13 x oum? in area and switch 40 mA of current.
Cascode stage 1@ reduces the Miller effect seen at the input of the differentia
driver, and increases the output impedance of the amplifier (i.e.r lgfgeand
smaller parasitic capacitance) to reduce loading of the output A&.nTaximum
voltage swing at the output before avalanche breakdown9{s 6 V (BVcgo)
because of the low impedance between the base terminal and ground for the
common-base transistors in the cascode [3]. The larggsgValue suggests that an
output voltage swing beyond 3,y (single-ended) is possible. Howeveansistor
beta degrades [4] as the base-collector swing approachgsBWhich may affect
reliability. In the absence of measured data, a larger marginadapted for this
design. A study of reliability and the maximum output swing tolerable Her t

limiting amplifier stages of the driver is an area for future work.

Each output stage (LAto LA in Fig.6-1) may be turned on/off
independently using control voltagesaY to V|o3. Control voltage 4 steers bias
currents from sources @M to Mg, away from the followers in the latch using
transistors @, opand Qy, gp (ref. Fig. 6-4), thereby preventing any AC signal from
reaching to the driver outputs. These controls are used to bias ttiegliamnplifier

output “off” during system startup, for example.

6.1.3 Phaseinverters, vector summer and clock buffer

Data is clocked into latches o Lz with approximately a 3-ps delay between
consecutive stages to match the propagation delay of the signal along pghe out
transmission line. Independent control of the retiming clock (i.e., phasekkof,
CLK, and CLK;s in Fig. 6-1) is realized using the synchronization circuit of Fig. 6-2.
The 1/Q phase selector, vector summing, and buffer sub-circuit schematibsware s

in Fig. 6-5. Control bits pand I select the | or Q phase of the clock. The magnitude
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of the vector sum produced at the outputs of differential paiyg §and Qg >gvaries
as the tail currents are controlled by 5-bit current D/A convel#€, (1), and
DAC1p, (Q). The total bias current supplied by the DACs is 4 mA, and a 34Q-m
phase-variable clock is produced acros<Blads R gat the summer output. The

amplitude varies by 10% as the phase is varied across ite®ol range (Fig. 6-6).
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Fig. 6-6: Simulated vector summing output within 1 quadrant for
10 code settings.
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Since the timing of the data output from a latch tracks the regiriock
phase, the 3-ps delay required between output stages can be setroHaD0 fs

(i.e., DAC resolution) by trimming input codes to the DACs in calibration.

The resolution of the DAC introduces an error in the DA output voltageé ri
fall times, which was found using transient simulations. The percent i@ the
20-80% rise/fall times corresponding to the DAC resolution is +/- 3& %0-Gb/s
data rate. The percentage error in the rise/fall times degeahen the clock
frequency is increased, and vice versa (e.g., the error in thelrise/és increases to
7.3 % for a 20 GHz clock). Furthermore, phase error between the ILO outputs causes
variation in the resolution of the vector summer, which depends upon the muadra
selected by the phase inverter stages of the synchronizer. For examip@ error of
+10° (max. error across 30-50GHz from simulation) in the first and thadesian
quadrants (i.e.—13=0o-@-90°=10C) yields a minimum phase step of 3.18e.,
100°/32 states), or 217 fs at 40 GHz. The phase error if either tbadsec fourth
Cartesian quadrant is selected wouldghe 4=¢-¢p-90°=-10°, and the minimum
phase step decreases to°2(574 fs at 40 GHz). If the delay between stages is
matched to within 217 fs (i.e., worst case fot ILQ error) then a maximum change
of +/-3.5 % in the 20-80% rise/fall time at 40 GHz clock is predi¢tom simulation.

The clock output from the synchronizer is buffered before retiming tlae dat
Shunt peaking of the differential pair buffer (see Fig. 6-7) is usedtend the 3-dB
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a. Clock buffer
Fig. 6-7: Clock buffer schematic and custom inductor layout.
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bandwidth from 43 GHz to 72 GHz, and the buffer common-mode output voltage is
trimmable via \&yvp (see Fig. 6-7a). The layout of the custom-made inductor is

shown in Fig. 6-7b.

6.1.4 Injection-locked oscillator

The 2-stage injection-locked oscillator (ILO) shown in Fig. 6-8 generate
guadrature-phase (1/Q) retiming clock synchronized to the data s@xteenal or
internal). An alternative for the generation of quadrature signalp@yphase filter
(PPF, e.g., [5]). However, the multiple PPF stages required toaeaceptable I-Q
phase accuracy and wide operating bandwidth would suffer from insert®arlds
the chip area occupied by a PPF. The tunable ILO for quadrature clodlatgeme
developed in this work has advantages in operating range (25-52GHz), very good 1/Q

accuracy £ 10°), and occupies just 90m x 90um of chip area.

The ILO first stage injects the external clock to the secorgk stging the
differential pair Q 4 resistors R, and emitter followers £ The differential pair
Q2 3 and loads R3 generate the in-phase voltage signal. Emitter followerg Q
buffer the voltage driving the second stage of the ILO, aggh@re used to tune the
frequency response. The second stage of the ILO generates the quandrasere-

signal via Q; 1oand loads Rg It uses emitter followers {Qto Q¢ for buffering and

VCCZGND
FigReg Rag Rug Rig Rog
< < < < EQS < <
2L P £Qs & Q. PQ
Q7 <9 EQ £Qis
£ fQ 13k v
oN Q10 ko —tous
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VBIAS1 VBIAS2 VBIAS3
Ml Mgt M o, —
e Me2 E E4 E5 Mege Me7LMgg Meg
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EE=-2.

Fig. 6-8: 2-stage injection-locked oscillator.
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Fig. 6-9: Simulated frequency response for the 2-stage
injection-locked oscillator.

frequency tuning. The free-running frequency of the ILO is determined fmrtly
low-pass filtering from load resistors,R and R, and parasitic capacitances
contributed by @to Qg, Q314 Qg 10and Qs 16 Emitter followers (EF) @to Qg
connect to the second stage differential pajj 3 and EF Qs 14 feedback the
signal. Transistors Qand Q sum the injected clock with the first-stage output by a
wired-OR connection of followers at the second stage input (see 8jg. 6-
Simulations predict that injection of a 400 mV-peak signal at theses nodeases
the lock range of the ILO by 4 GHz compared to injecting the signal in thetfiget s
directly via collectors @, and Q4 (i.e., summing the injected and first stage
currents in loads Rand R). Injection via the emitter followers is less sensitive to

capacitive loading of the injecting circuit.

The ILO lock range defines the operating frequency range for the Brtire
The lock range for the ILO is extended by avoiding the use of LC tuning stabes,
and minimizing Q-factor for the closed-loop circuit [6]. Electrotuaing of the
self-oscillation frequency is realized by adjusting the input capmataf emitter
followers (Q 10and Qs 19 loading the collector nodes of,Qand Q; 1ovia the DC
bias current using Masz- This extends the lower frequency which injection locks
the ILO from 42 GHz down to 34 GHz wherg)¥g3 is switched from -2.5 V to
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-0.9V, as shown in Fig.6-9a. Whengg) and Qs are biased “off”
(Vgias3z=-2.5 V), the self-oscillation frequency is 42 GHz, and the ILO cak toc
400-mVj,x amplitude injected clocks between 34 GHz and 52 GHz, as desired for the
40-Gb/s MZM driver application. The 25-GHz to 52-GHz lock range predfobea
post-layout simulation of the ILO accommodates PVT variations pateil for the
circuit. The PVT simulations (from 200 Monte Carlo trials includingtlie worst
cases) includes process, supply voltage (-2.3 to -2.7 V), and temperatitc85%26)
variations change the self-oscillation frequency+idys GHz (\g a3 “On” to “off”
states). The amplitude and phase variations in 1/Q across 30 to 5ar&Hz.5% of
the nominal peak anél 10°, respectivelyFig. 6-9b shows the simulated amplitude
difference between the in-phase and quadrature-phase outputs and timel @mdrQ

phases (i.e., w.r.t. 90 for a 40-GHz input signal andgyagz=-2.5 V.

6.1.5 Dynastat frequency divider

The low voltage dynastat divider presented in Chapter 4, Section 4.5, is used
in the digitally-controlled DA. It overcomes the maximum toggle frequénayof a
static divider topology and the narrow clock bandwidth operation of a dynamic
divider implementation in a given technology, as described in [1] and pg. T
dynastat for the MZM driver is designed to work from a single -2.5pply. For
Vmope equal to -2.5 V, the divider operates as static frequency divider. When
Vmope is set to -1.5 V. The clock frequency ranges of the two modes overlap, giving
a higher maximum toggle frequency than a fully-static circuit andhamam toggle

frequency approaching DC.

6.2 Built-in calibration

Mismatch in timing between the input and output lines of the DA results
distortion of the desired pulse waveshape (e.g., over- or under-shooting) and
sub-optimal rise/fall times. Therefore, clocks driving the DA inpmttHes are

calibrated at start-up to synchronize the re-timing of data &t s@ge with the
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Fig. 6-10: DA output waveforms for different interstage delays.
propagation delay between stages across the output line. Static ¢imong caused
by parameter drift (e.g., from PVT variations) during operation mayb&sorrected
through (periodic) recalibration on the clock timing. Monte Carlo simaratfor 200
trials with varying supply voltage (-2.3 to -2.7 V) and temperaturéqQ26 85C)
predict a +/- 30% change in the nominal rise/fall times, i.e., 4.%5@4all times at
25°C (after calibration), and it degrades to 7.8 ps & 8Bowever, rise/fall times can
be reduced to 7.05 ps at°8bafter recalibration. Simulations predict that process

variations are suppressed by calibration of the circuit.

The DA rising and falling edge rates are adjusted by controlling the @as
each clock driving the retiming latches,; (fo Lz in Fig. 6-1) individually. The edge
rates (i.e., rise/fall times) at the output varies accordindpeéotiming relationship
between clocks CLK1, CLK2 and CLK3. Transient simulations of the DrAah
alternating 1-0 input data pattern at 40-Gb/s (see Fig. 6-10) showstiestfadge
rates for 3 ps delay between the clocks (6 ps rise-fall timeije wise/fall times
(20-80 %) slow to 12 ps when the interstage delay between the cloglssisAs
expected, the fastest edge rates are realized when the clogkioelanatches the

propagation delay time between stages along the output line of 3 ps.

It is clear from observation of the waveshapes that the width andngpeini

the data eye is largest at the driver outputs when the edge rates amall as
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possible. Therefore, calibration of driver is aimed at optimizatidhevtlock timing
to realize the largest possible data eye opening. Direct meairefthe rise/fall

times at the output is avoided by noting that the mean-square outage/Ol;s) is

. . _ 1 T2 2
proportional to the data eye opening, whetg,, = TZ—TJTIV‘““ . In fagigoMs
largest when the interstage clock delay at the latch input mathbemterstage
propagation delay time across the output line. The proposed calibratiait circ
outputs a DC voltage proportional to the mean-square DA output voltage for a

predetermined test pattern (e.g., a square wave).

The calibration circuit is shown in Fig. 6-11. It consists of seresifying
and amplifying sections that measure the mean-square voltage affénendal
outputs of the DA (Fig. 6-1) without affecting the signal quality adlgrée.g., due
to capacitive loading). Resistorg B R, (390Q each) connected in parallel at the
DA output attenuate the amplitude by 6-dB before measurement. Thetiparasi
capacitance to ground (single-ended including post-layout parasitictextjasf the
attenuating resistors and the 45 x|662 bondpads is 18 fF. Series inductive peaking
compensates the effect of this capacitance. The required selfandeq35 pH) is

set by extending the length of the output transmission line Ipy0

V
ouT  OUT goe Rip
. —WE - q,— -+ Rsg Ci=  Rez Co= Rq o
Ri< Ry,< lrp = Sj= = o | AAA -
' "3 3000 Tao00'lJ e Rig | OAy
1 | Ql Q2 T Ir -; MV + Rl7
| le o = = , , R Calibration
'R3 < Rs< — | Q3Q4 1 " 2 Output
< < 1 N — - .
| 13900 13900, ]. 4 = Ry
L___“___“__‘J/ /
N Rectifier Dymmy Rig
Voltage divider comp. R;Z oRy ng‘:
M + S
Ry2 Cd_ Ret Cal  Rus <
s T $T %
|
P = o Csummer >
N d "
Acquisition T Rectifier > < Amplifier v

Fig. 6-11: Schematic of the proposed calibration circuit.



Chapter 6 136

The attenuated output signal is rectified at the collector-emitter nodes,of Q
Transistors @ and @ in Fig. 6-11 are minimum width, 1&m in length, and are
biased using a 2-mA tail current flowing through. Rhe differential impedance
between the bases off @nd @ is 4 kQ in shunt with 8.3 fF, and loading seen at the
driver outputs is minimal at approximately 1.8 lacross DC-30 GHz bandwidth.
The collector-emitter bias voltage across the dummy pajfi@QFig. 6-11 match the
bias of the differential rectifier {. Bias offset in the rectified signal is removed by
subtracting the common-mode ir/from Q; and Vg from Q 4using error (OA
and OA, with a gain of 2) and summing (QAwith a gain of 7) amplifiers (see
Fig. 6-11). These yield an Qutput voltage proportional to the mean-square DA

output.

Low-pass filters G-Rs, and G-R; (3302 || 500 fF, see Fig. 6-11) filter the
full-wave rectified signal at the respective collector and temibodes of Q..

Simulations predict that the ripple in the mean-square output ishi@sslO % after

filtering. The ripple {Vsg) can be estimated fromd\;%:%? :—'E , Where

C1=C,=C, and | is the DC current biasing @ TimeAt is approximately one-half the
period of the AC signal output from the rectifier [8].

Series-connected R(29 kQ) and C1 (400 fF) realize the frequency

compensation of the amplifiers shown in Fig. 6-12. Simulations predicpltdse

margin andL2 dBgain margin when the op-amp is loaded at the output by 5 pF.
Veceal o

5
0/0.4

Fig. 6-12: Op-amp schematic circuit.
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Fig. 6-13: Peak detector proposed in by Meyer [8] compared to
energy detector developed in this work.

The simulated output of the rectifier section for a 20-GHz sinewgu4 is
plotted in Fig. 6-13b. The rectified output voltage is linear across the 0 to 1.5 V input
amplitude range anticipated for the driver. The error at 2-V inpupaoced to the
(ideal) linear response is just 4%. Compared to a simple erfitewver peak
detector [8], the linear range of the differential full-waveifiect(Q; » in Fig. 6-11)

with respect to the input voltage is 50 % wider, as shown in Fig. 6-13.

In Fig. 6-14, a timing diagram of the 3-step calibration sequence devetoped i
this work is shown. Data at the input of the latches (DB1 to DB3assumed to be
identical waveforms with zero skew. The data is assumed to18 aalibration
sequence (i.e., bit period =-[x). Data must be stable for at leagt,f,before the
latch is clocked. The clock signals driving each latch (CLK1 to CL&®) also
shown in the figure, and three steps for the DA calibration are figentirhe first
step (Step-1) in the calibration sequence adjusts the phase of CLK1. Any violation of
the setup time requirement for the latch (e.g., CLK1 rising transiiefore stable D

input) is detected at the calibration circuit output by a decrieageltage \{;sq. It
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injection-locked oscillator.
should be noted thagd,0f each latch (typsttyg=2.4ps for the latches in this work)

depends on parasitics, timing jitter in the data, temperature variation, etc.

The second calibration step (Step-2) is used to adjust the timeade€ld K2
with respect to CLK1 to approximately 3 ps (i.e., the interstage daless the
output line). Finally, the third step in the calibration (Step-3) asljG&tK3 to ~3ps
delay with respect to CLK2. For example, the simulation result showig. 6-15
illustrates the effect of varying (simultaneously) the delay of £ih respect to
CLK,, and CLKg with respect to CLK with the same delay, which is in the range of
-6ps to +5 ps. Clock timing for first latch in the DA (i.e., C))Ks delayed by 2.4 ps
with respect to the bit transition at the D-input of Latch 1. Voltdge, reaches a

maximum of 1.55 V for 2.7-ps delay between clocks, which is in close agntem

with the calculated propagation delay, = ,/L;;,e (Cjipe*+ Ca) = 3.2ps

To perform the desired calibration, data selector M1 (ref. Fig.i$<bt to the
1-0 pattern generated by the dynastat divider (i.e., inpuThe clock delay for the

first DA stage only (i.e., all other stages biased “off”) isestdd from a total of
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circuit.

27 = 128 phase settings of the clock synchronizer’s 7-bit control word. Having CLK1
set to its optimum phase value, the relative delay of CLK2 is ghkatted from its
128 possible phase settings. Finally, the optimum relative delay 08 @#und by
testing all 128 phase settings for the third-stage clock. All 384 cormdneavere

tested during measurements of the prototype.

A flowchart for the three-step calibration sequence is illtestran Fig. 6-16.
Steps one to three adjust clocks CLk1 to CLK3 in sequence. During $tdp-the
the first DA stage is biased “on” (i.e.;34/=-1.5 V in Fig. 6-1). Voltage }s, from
the calibration circuit is monitored while bits; o b; controlling the clock
synchronizer producing CLK1 are incremented from O to 127. The code
corresponding to the minimum output voltage from the calibration circailied
tpy. It corresponds to approximate time alignment between simultaneosgidras
of the clock and data applied to latch L1. As the latch capturesob£8=1 with
approximately equal probabilities,\), approaches its lowest value. Ongg has
been identified, the synchronizer for CLK1 is set #Q t tseryp The calibration
sequence continues in Step-2, with the first and second latch@F¥o,=-1.5 V
in Fig. 6-1). A loop tests all 128 possible combinations for kyjteoly , addressing

clock synchronizer 2 while monitoring\\sq. The code which yields the maximum
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Fig. 6-16: Calibration sequence for DA cells during input line
phase adjustment.

Vsq is identified. In the final step (Step-3), the third output stageiased ON
(Vio3=-1.5 V) and following a similar procedure to Step-2, bjistb b,; addressing
clock synchronizer 3 are used to vary the phase of CLK3, and the codevyfgis

maximum is determined.

6.3  40-Gb/sdigitally-controlled DA prototype

The 3-mnf digitally-controlled MZM-DA driver prototype is shown in
Fig. 6-17. It has been fabricated in IBM’s 0.A8t SiGe-BiCMOS 8HP technology
[9] (BVcgg1.8 V, BVcgo=5.9 V). DC and RF on-wafer probes are used to
characterize the driver. An external clock source generates thél2@lGck which
is fed to the chip via 40-GHz GSGSG probes. The 1-GHz triggery®pattern
measurements is generated by mixing the clock and a second gen¢a@t80sé Hz
(i.e., 1 GHz below the clock synthesizer frequency). The active atba abmplete

circuit shown in Fig. 6-1 is 1.5 x 1.2 nfrincluding bondpads.
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Fig. 6-17: 40 Gb/s MZ modulator driver prototype photomicrograph.

The prototype is powered from dual +5/-2.5 V supplies and a breakdown of
the power consumption is shown in Fig. 6-18. The limiting amplifiers; (-4
consumes 120 mA from the +5 V and -2.5 V supplies. All the other cirasitr
powered from a single -2.5 V supply. The pre-drivers, latches, datadyufet the
retiming flip-flop consume 197 mA, clock buffers, DACs, vector sumnyanase
inverters, injection-locked oscillator, buffers to distribute the clackl input clock
buffers consume 211 mA, for a total DA current consumption of 408 mA (DA power
consumption is 1.92 W). The power consumption reduces to 1.55 W when external
bias-Ts are used for DC biasing rather than biasing via the bauk&tions. The 1-0
data stream created by the dynastat divider consumes 27 mA from 2¥ tv and
the calibration circuit consumes 10 mA from the +5 V supply to ground. The
calibration circuits (i.e., the divider for pattern generation andredion circuit)
increase the power consumption by 117 mW, but these blocks are biasé&eroff a
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Fig. 6-18: Modulator driver prototype power consumption.
calibration. The 40-Gb/s121 PRBS, consumes 250 mA, the countdown trigger
generator 220 mA, and the PRBS MUX 18 mA, all from -2.5V, for a total of 1.22 W

for blocks that are required during characterization only.

The output return loss (ORL) was measured, with all output stagesdbia
“on”, using an Agilent 65 GHz PNA-X 5247A. A thru-reflect-line (TRLasdard
was used for calibration. Differential S-parameters were cteddtom single-ended
measurements at the output following the procedure from ref. [10]. Theunesl
ORL includes the electrical behavior of the loaded output TL (outpgestbiased
on), the top-metal aluminum output line, back-termination resistorsthendutput

bondpads. Excellent agreement is seen between the measured and cGiocuifaie
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Fig. 6-19: DA output return loss.

return loss, as shown in Fig. 6-19. Measured ORL is better than -2@mBLIGHz
to 58 GHz, and better than -15 dB up to 65 GHz.

The calibration sequence proposed in Section 6.2 was applied to skeicthe
timing data into each driver stage. Bidirectional control dataaissterred via the
on-chip serial-to-parallel interface (SPI, see Fig. 6-1). A 1s0 pattern is applied
during calibration and the effect of clock phase on the output waveform was
measured using a Tektronix TDS-8000B sampling oscilloscope and 80E09 (60 GHz

bandwidth) sampling modules.

The calibration circuit output measured across the process desamibed
Section 6.2 is shown in Fig. 6-20. The first step in the calibration prozasiuo
detect the rising edges of the 1-0 test pattern applied to the daitzeinput with only
one output stage biased “on”. The data transition is detected asrattg autput
voltage as clock phase CLKs swept digitally (i.e., following Step-1 in Fig. 6-16).
The phase codeword for clock synchronizer driving stage @fAthe DA is then

adjusted to ensure that the set-up time requirement for latcis Inbt violated
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phase adjustment.

(i.e., ~2.4 ps delay between data and clock transitions). The secondfstag®A is
then turned “on” (i.e., both LAand LA, are “on” with Vig1=V|0>=-1.5 V). The
amplitude of the calibration circuit output is monitored while the @hamntrol
codeword to the synchronizer producing GLI§ varied, as shown in Fig. 6-20.
During this step of the calibration process (Step-2), the code applietiet
synchronizer generating Clsemains fixed. The minimum rise/fall time is realized
when the output voltage of the calibration circuit reaches its pda&.\al 3 driver
stages are then biased “on” for the final calibration step (St#g=8). 6-16), where
the codeword applied to the clock synchronizer generating;@d.Kwept in value.
Again, the peak voltage output of the calibration circuit indicatesriiramum rise/
fall time is realized. The time required to execute the egttdration sequence
using an external microcontroller is < 0.5 seconds (ADC conversionofimg& ms

for the calibration voltage output).

Digital control over the inputs to the DA opens the possibility of géingra
other edge profiles at the output. For example, the slowest andtfastasured

waveforms shown in Fig. 6-21. The slow output (see Fig. 6-21a) is trianigular
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Fig. 6-21: Measured output waveforms for two input phase settings.

waveshape, with symmetric, 12-ps rise/fall times (20-80%) and as#mgled output
amplitude of 3 . This output is obtained for clock synchronizer control codes
corresponding to 9 ps interstage delay. The fast output with 6-psaltigeffes
(see Fig. 6-21b) is obtained for 3 ps interstage delay.

After calibration, the data source is switched from the 1-0 rpatte the
on-chip 2-1 PRBS generator for characterization. The output eye measurée for t
calibrated DA at 40-Gb/s is shown in Fig. 6-22a, and it is idensicaloth single-
ended outputs (except for a phase inversion). The common-mode content in the
output signal (aside from DC offset) is negligible, thus the diffitae output is

simply twice the amplitude of the single-ended output signal. Theniddall times

'Single ended 3V Differential Y

Simulated

a. Single ended output b. Simulated differential output

Fig. 6-22: Time domain driver output at 40GHz eye diagram.
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(20%-80%) for 6-V, , differential output (3-yf., single-ended) are identical at 6 ps
each. The differential output simulated after parasitic etktradés shown in Fig. 6-

22b. The on-chip trigger countdown output is used to synchronize the sampling scope
measurement. The rms time jitter in the output signal is 797 fs, which is very close to
the 724 fs rms measured for the synthesizer supplying the 40-GHz input clock. Thus,
jitter added by the DA is 330 fs rms.

The single-ended outputs of the driver, with the on-chip PRBS signal used as
the input, is shown in Fig. 6-23. Ringing observed in the 1-to-0 transition arises from
second harmonic content in the single-ended output voltage. The interconnect
between the pre-drivers and limiting amplifiers {Lf\9 crosses one of the output
transmission lines. Simulation of the output line used during the desiga D did
not include the crossing, which introduces a parasitic coupling thaesre200 mV
difference between outputs OUT and QUResimulation of the DA including the
interconnection coupling matches the measurements. The parasitic capacitarce of
crossover in the layout can be compensated easily by adding dummy intericmsnect

in the other output line to balance the interconnection parasitics.
ouT

uT

3
3

|

1V/div, 200ps/div

Fig. 6-23: Time domain driver output with on-chip 211-1 PRBS.
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Fig. 6-24: Output spectrum 40 GHz 211-1 PRBS.

The measured output signal spectrum is shown in Fig. 6-24, which is
measured with a R&S FSU-50 spectrum analyzer. The notch at 40 &Hz i
characteristic of a 40-Gb/s PRBS. The frequency spacing betwees itortke
spectrum of Fig. 6-25 is equal tqyf(21:-1) = 19.54 MHz, as expected for &2
length PRBS sequence generated from a 40-GHz clock. The performatice of
driver using longer data sequence (e.§%2PRBS) requires increased decoupling
of the common-mode of the back-termination (capacitgr i€ Fig. 6-1). Extra

capacitance can be added external to the IC to augment the on-chip portipn of C

-20 r v T T T
© e——19.54MHz ——;
-30f i SRRRRRE RERRERE SRR 3 B
1 SRR IS T NS e | oo
S0

-60}. .. m' j|' ?

/011005 T.01 1.015 1.02 1.025 1.03
Frequency, in GHz

Output Power, in dBm

Fig. 6-25: Discrete tones 40 GHz 211-1 PRBS.
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The prototype is compared to other drivers in Table 6-1. The three
commercially available drivers listed (5882-picosecond, 810-SHF, and
TGA4942-Qorvo) have an output return loss of only -10 dB up to 40 GHz, or 10 dB
poorer than the ORL measured for the digitally-controlled DA driverchvis better
than 20 dB below 57 GHz.

Table 6-1: Modulator driver performance comparison

Data  Vout Vin Rise/ Jitter Area
rate p-p p-p Ppc ORL Fall rms (mm x Application/
Ref. (Ghls) (V) (V) (W)  Vpc (V) (dB) (P9 () mm) Technology
[11] 40 2.7 0.6 13 +8, -10 9/9 - - Electroabsor-
PSPL5882 S.E. SE. 5 <40GHz  10-90% sion mod.
Tektronix
[12] 810 40 6.4 0.33 22 +10 -10 9/9 0.55 - MZM
SHF Comm. S.E. SE. <40 GHz  20-80%
Tech. AG
[13] 43 8 0.4 1.4 +6 -10 10/10 0.4 - Modulator
TGA4942- S.E. SE. <40 GHz  20-80% driver
SL Qorvo
[14], JSSC 40 6.3 20 1.7 +5, 20 6/7 0.6 1.0x1.7 1.2um In-
2004 Diff.  Diff. 43 <45GHz  20-80% 0.5x1.5 GaAs-InP HBT
[15], RFIC 40 75 1 3 +1.5, +4, -10 10/10 0.8 1.4x1.7 0.151m
2003 Diff  Diff. -45 <20GHz  20-80% 09x1.4 PHEMT
[16], JSSC 40 6 1.4 2.8 5.2 -15 12/12 1.0 1.95x 4 0.18m GaAs
2003 Diff  Diff <37GHz  20-80% PHEMT
Thiswork 40 6 03 1.92 -2.5, -20 6/6 033  20x15 MZM /
Diff  Diff. +5 <57GHz  20-80% 10x08  0.13um SiGe-

BiCMOS

The power consumption of the 5882 Picosecond PL driver is 1.3 W to deliver
a 2.7 \f, p single ended output voltage. Therefore, two of them are required to deliver
5.4 V,.p differential and a power consumption of 2.6 W is required (i.e., 20 % higher
power to deliver a 10% smaller voltage compared to thg_gedtput voltage in this
work, which consumes 1.92 W). The 810 driver from SHF AG. has a 6.6 % higher
output voltage, but consumes 15 % more DC power and achieves a risedadff
9ps, or 50 % larger than the 6 ps symmetric rise/fall timeshisf work. The
TGA4942-SL from Qorvo has 33 % higher output voltage (i.e.,8)\tonsuming
27 % less power, compared to our design, nevertheless it has 66% hsgifatl ri
times (i.e., 10/10 ps), making it the slowest among the commercialilalaea

drivers.
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The driver designed in a llI-V technology from 2004 (ref. [14]) achieved rise/
fall times of 6/7 ps (respectively) at a 6.3.youtput voltage while consuming 11 %
less DC power compared to our prototype. Nevertheless, it requidesaanput
voltage of 2, , i.e., 6.6x larger than our driver. This higher input voltage requires a
pre-driver stage that will increase the overall power consumptlenwsed in a
practical implementation, and it is likely that the predriver comtiwith the driver
will consume a greater DC power in total. Ref. [15] achieved 25 % himltput
voltage (i.e. 7.5 Y. using a 0.13um IlI-V PHEMT technology, yet the output rise/
fall times are only 10 ps (i.e., 4 ps more than our design), and it con8umes$ DC
power (56 % higher power consumption compared to the 1.92 W of the SiGe
implementation). Another 111-V example [16], consumes 45 % higher DC pamger
realizes 12 ps rise/fall times (i.e., 2x the digitally-controtledign presented of 6 ps).

It should be noted that this work presents the only driver with trimmadgéall
times, and includes calibration and BiST circuits to compensat\Mdrvariations,

making it unigue among any other optical modulator driver at this data rate.

6.4 Summary
A digitally-controlled 40-Gb/s modulator driver prototype produces,&-V

differential output voltage swing with excellent symmetry at the outplite
distributed amplifier with a digital input line is the first \tkr reported that can
deliver edge rates trimmable from 6 ps (min. rise/fall tineel2 ps (max.) under
digital control at the 40-Gb/s. The rise/fall times realizedh®y DA prototype are
faster than most drivers implemented in silicon or I11-V technobgeported to date.
Timing jitter added by the driver is 0.33 ps rms (i.e., 1.3 % of the patid@-Gb/s).
The measured output return loss is below -20 dB across 57 GHz, andthuetier
-15 dB up to 65 GHz. The power consumption of this 40-Gb/s DA driver is 10 % less
than a 10-Gb/s driver reported previously, despite the 4x increase in datputte,
and it can be reduced 16 % more (to 1.55 W) if bias-Ts are used igi@e
prototype. The on-chip energy detector circuit facilitates théreaion of the digital
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input line using an integrated 1-0 pattern generator and a relativeesi3-step
calibration sequence. The!'2l PRBS integrated on-chip also enables built-in

self-testing of the driver.
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CONCLUSIONSAND
RECOMMENDATIONS

Continuous development of integrated circuits is required to satisfy the
demand of data bandwidth for communications. In optical communications, an
electronic driver circuit delivers the electrical signal usedncode data into the
optical carrier. This circuit was implemented this thesis usirggdigitally-controlled
distributed amplifier (DA) to reduce limitations associated hwihe input
transmission line of a conventional DA. Also, broadband benchmark circerts w
examined and characterized separately. Challenges in the desigeeobtbadband
circuits included the operation from a reduced bias supply voltage, andzaptomi
of their operating frequency. These challenges were addressed by inrevation

circuit topologies and integration of custom-made passive components.

Techniques used to design the benchmark circuits were applied in the desi
of a 40-Gb/s digitally-controlled Mach-Zehnder modulator driver. The dtiaer
built-in calibration capability using an energy detector circuit and a 3-step talibra
sequence. Moreover, built-in self-test is incorporated with a 40-Bf/8 PRBS
generator. The driver achieves increased bandwidth (4x) and reduced power

consumption (10% less) compared to previous work [1].

Details of the design and characterization of the benchmark sit@uwit the
digitally-controlled modulator driver were presented in Chapters 2 tdlésothesis.
The demonstrators were implemented in 90-nm and 130-nm SiGe-BiCMOS
technologies [2] [3]. However, similar design techniques can be appliethén
technologies (e.g., CMOS).

153
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7.1  Major contributions

Contributions to the design of broadband circuits (amplifiers, frequency
multipliers, frequency dividers, PRBS generator, energy detectors, arhlopt

modulator drivers) are summarized in this section.

Broadband amplifier

Broadband amplifiers implemented using a Darlington pair with resisti
feedback were investigated in Chapter 2. A signal flow analysisused to derive
equations for its low frequency gain and input/output matching. The optimum size of
the Darlington pair transistors was investigated in a BICMOBntdogy, and the
trade-offs of inductive peaking and cascoding were considered. Moreoes, thr
demonstrators implemented in IBM 90-nm SiGe-BICMOS [3] wereidated to
verify the findings.

The sizes of the transistors in the first prototype were optthi@emaximum
bandwidth. This amplifier was used as reference. The second prototyieenemts
series-peaking, which increases the bandwidth by 25 % respect tofédhence
amplifier. The third prototype combines series-peaking and cascodingeasedhe
bandwidth by 28 % more, i.e., a total of 53 % bandwidth improvement résgbet

reference amplifier.

Different characteristics of the amplifier were revieweul aerified from
measurements, including noise figure, stability, and intermodulation dstofthe
study of the Darlington broadband amplifier circuit in this thesislltes in the
benchmark circuit with the highest gain-bandwidth product over DC power
consumption reported among this type of amplifiers [4], i.e., 9.1 GHz/m\ihéor
12-dB gain and more than 110 GHz bandwidth, with a power consumption of 48 mwW
from a 2.1V supply.
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Frequency multipliers

Unbalanced cross-coupled differential pairs were used as the cdhe of
frequency multiplier presented in Chapter 3. The topology can be implamente
bipolar or CMOS technologies [5], and it can be biased using a low supfdge,

e.g., 1.8 V when implemented in a BICMOS technology (1.2 V for the core akd 0.6
for a MOS tail current source). Its transfer function genemtes-order harmonics
only, and it was used to implement a frequency doubler and a frequency quadruple
The optimum input voltage for maximum conversion gain and minimum generation
of undesired harmonics was estimated from the transfer function afiddsz&om
measurements. A narrowband and a broadband design were used to invésigate t
performance of the topology used for frequency multiplication. The input and output
loops of the circuit were optimized to increase the bandwidth efbtiladband
design, and to reduce the power consumption of the narrowband design [6].
Measured conversion gain, of the fabricated broadband frequency doubler, is positive
within DC-100 GHz [7]. Moreover, the frequency quadrupler prototype implemented
using active tunable loads has 0 dB conversion gain, center at 89 GHz ontbut, a
81-97 GHz 3-dB bandwidth. The performance of these prototypes confirm the
potential of the topology for high-frequency broadband and narrowband frequency

multiplication.

Frequency divider

Frequency dividers operate in either static or dynamic mode. Steitied
cover a frequency range from DC to a maximum toggle-frequengy thggid-
Dynamic dividers operate at frequencies abayg, fioggie Using the principle of
regenerative frequency division, but are limited to a minimum operatugéncy
(fayn-min)- In Chapter 4, a dual-mode frequency divider was proposed. The dynamic/
static, or dynastat divider concept was proven with the implememtafia stand-

alone prototype that is biased using a 4.5 V supply [8]. The dual modes diapera



Chapter 7 156

were verified by the measurement of the self-oscillation frequeneither mode
(78 GHz in static mode and 133 GHz in dynamic mode). A low-voltage dynasta
divider was also implemented using a -2.5V DC supply. In the second
implementation, the voltage that controls the operation-mode was usectdase
the sensitivity for the external 40-GHz clock. The new divider topology nmass

the operating bandwidth and introduces the control of the divider input sensitivity.

BiST, BiC, and digitally-controlled DA

Replacing the input TL of a distributed amplifier with a digitalprtrolled
input interface was demonstrated to eliminate the dispersion, attenuatomg iamd
pulse distortion [1]. Furthermore, integration of calibration and tesalskties,
demonstrated in this thesis, increase the yield and reduce tharttmeomplexity

required during production testing.

Chapter 5 presented the design of&L 40-Gb/s PRBS generator, which is
based on linear feedback shift register operating at a haltlatk, and a 2:1
interleaving output MUX. The design uses synthesized transmissiorfdne®ck
distribution, and it generates a trigger output via nine cascaded dividedbby-t
circuits. Furthermore, the registers adopt a new topology to opeoateafr-2.5 V
supply voltage. The PRBS and trigger generator consume 250 mA and 220 mA,
respectively, both from the same -2.5V DC supply [9].

The design and characterization of a digitally-controlled MZM drives
presented in Chapter 6. Compared to previous work [1], innovations in tiga dési
the new driver include: 1) built-in calibration capability for the digihput line
facilitated by an on-chip energy detector and a 3-step calibratimmitain, 2) a
shielded output line in standard aluminum top metal (not copper), 3) 10%oless
consumption despite the 4x increase in data rate, 4) wideband operatisa ac

28-48 Gb/s data rates enabled by a digitally-controlled clock phase genarat
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5) an on-chip 1-0 data sequence and'h12PRBS data source used for built-in

self-test (BiST), calibration and characterization.

The driver produces up to 6,Y differential output voltage swing with
excellent symmetry. It is the first to deliver edge rates trimniabie 6 to 12 ps rise/
fall times. The timing jitter added by the driver is 1.3% of theéodeat 40 Gb/s, and
the output return measured across 57 GHz is below -20 dB. The prototype was
fabricated in a 0.13am BICMOS technology and it consumes 1.99 W, which can be

reduced to 1.55 W using bias-Ts at the output of the circuit.

7.2 Recommendationsfor futurework

Recommendations for future work on benchmark circuits, similar to thee one
presented here, and digitally-controlled modulator drivers are outlinethe

following sub-sections.
Broadband amplifiers

Techniques used to extend the bandwidth of a Darlington pair feedback
amplifier were reviewed in Chapter 2. However, variations of theiriggon pair
result from combining bipolar and CMOS devices in a BICMOS technolbigg.
understanding of the trade-offs using different device combinations, and the
implementation of the amplifier in a differential configuratiorais area for future
work. For example, the use of transformers to extend the operating rfogqwe

neutralization using non-linear capacitors (C-V response) to improve the linearity
Frequency multipliers

Broadband and narrowband frequency multipliers benefit from the low supply
voltage required by unbalanced cross-coupled differential pairs. The nandwba
frequency doubler presented in Chapter 3 should be implemented to demahstrate

low power capability of this topology, and the frequency quadrupler presenteel i
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same chapter should be improved further applying the same optimizattbmubke

frequency doubler.

The input and output networks used for broadband operation increased the
overall power consumption. Applications that benefit from broadband operation or
reconfigurability (e.g., a multi-standard transceiver) require furteeearch on
reconfigurable input and output networks to be used together with the low-voltage

multiplier core presented in Chapter 4.
Frequency dividers

A frequency divider that can operate in dynamic or static mode (dynasta
divider) overcomes the frequency range limitations of single mode divider
Furthermore, control of the operation mode via an electrical stgnahlso be used to
handle the divider sensitivity at frequencies between the static dgndmic
self-oscillation. Automatic switching between the operation moddsalldw the
extension of the overall operating frequency without the need of extemiabl. The

implementation of automatic mode control remains to be investigated.

The dynastat divider concept was proven in a BICMOS technology, however,
frequency dividers implemented in CMOS technologies take advantage of the
complementary devices. Therefore, further research is requirecetalekie concept

of dual-mode dividers in other divider topologies.
Distributed Amplifier for Multi-Gb/s Optical Modulator Drivers

The 40 Gb/s driver with 6 )/, output voltage demonstrated in this work
introduced a new phase alignment approach compared to previous work. An energy
detector circuit, 3-step calibration sequence, ahd12PRBS BiST circuit were
implemented successfully. However, integration of an analog-to-digkBIC)
converter, microcontroller, and memory, which facilitate autocaldwabf the

driver, was not realized in the same chip, and is proposed for future implementations.
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For example, the microcontroller, data and instruction SRAM, and ADC
implemented in a 0.1@m CMOS process in [10], which occupies Qr@ x 0.8um,
can be integrated in the 0.1Ba SiGe-BiCMOS process used to implement the

driver.

The calibration circuit presented in this work requires a 1-0 skgaence,
however, a pattern-independent calibration functionality should be investigated.
example, the retiming clocks of the digitally-controlled DA can bédawhile the
instantaneous power at the output of each gain stagg,dR siage and the DA
output power (Baou) are measured, then the code for minimum rise/fall times

corresponds to the one for whicky )@t — ZPpagain_stagkis minimum.

The complexity of optical networks will continue to increase, and multi
standards should be expected to coexist. Operation of the driver atflegqueencies
is limited by the phase alignment circuitry, which derives the phémethe DA
stages using weighted 1/Q vectors generated from a reference Tloskapproach
creates frequency dependent phases, as explained in section 7.1.3 of Chapter 7.
frequency-independent clock phase generator is required. A circuit imglaghe
variable time response could be implemented using a reconfigurablesgiigtor

that changes the number of stages according to the desired delay.

Silicon technologies have proven high integration capacity in radio systems.
Overall, software defined radio (SDR) integrates digital pracgsand facilitates
flexible designs (reconfigurability) [11]. Similarly, the integoatiof data processing
can also benefit optical links, where integration increases themabphiannel capacity
and reduce problems associated with the interconnection of differenFLEther
research is needed to integrate the functionality of different comimokthe optical

link, such as equalization, serial-to-parallel conversion, symbol mapping, etc.

Future designs must limit its maximum output voltage including theigty

of the driver, for example, degradation of the time-to-failure due todegradation.
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This work was conservative because the output voltage remained beloevibe
BVcgo, however, the definition of a safe-operating-area (SOA) considering al
degradation mechanisms remains to be used as the limit for maxaperation
conditions. Not only the definition of a SOA, but also its implementa®part of

the device compact model remain to be investigated.

Finally, scaling in CMOS technologies allow more functionality to be
integrated in a given area, which makes them excellent candidateshd
implementation of a digitally-controlled driver with higher functionaly10 Gb/s
6-V,, differential voltage driver in a 65 nm CMOS process was presémtde],
however, the limitations on the maximum speed and maximum output voltade ne

to be investigated remain to be investigated.
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APPENDIX A

A small-signal model for the Darlington resistive feedback anepli$ shown
in Fig. A-1a. The model is valid at frequencies where the impedaneetominated

by the real part of the impedance (i.e., f sk f

Re
M\
Rg

+ + +
e Rpe f) Ro R

°. f v OmV Vo

a. Small signal low frequency model
GP

E a G

‘o > >

\% a Vo
H

b. Signal flowgraph

Fig. A-1: Shunt feedback amplifier low frequency model.

A flowgraph for the circuit is shown in Fig. A-1b. The generator, trémsis
base node, and output node voltages are representegl bydhd \,, respectively.

The transmittances from one node to another are represented3yyactive gain),

. . . Re|[R
G, (passive gain), and H (feedback). The transmlttacneeEl = ?—;L_‘—‘T—eﬁ—
. . v/ Ov,=0 G TFIlTbe
and the active gai, = v T R GHIL)
\=
The passive gain via bridging resistangeiRc, = Yo R , Where R is
Ro|Roe g0 NLTRr

assumed >> R Finally, H = ¥

o

¢ o et Rol[Foe
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- RL
Cp = R, +Rg
_ RFHRbe >
Rg +Re||Rpe )
Eq Y Ga = On HR[RR)
@ > >
_ RGHRbe
R+ Rg||Rpe

Fig. A-2: Shunt feedback amplifier low frequency signal flow

The signal flow diagram of the circuit, shown in Fig. A-2, includes its
transmittances, and it is used to calculate the circuit vojageusing Mason’s gain

rule

_ a(Gp+Gy)
A = 1-(Gp+GH 1)

Replacing the transmittances from Fig. A-2 into Eq. 1

A, = RL—9nReRL _ R _ ImReRL 2)
RUFRe +Re +9nRGRL RUFRe +Ro +0nReRL R+ Re +Rg +05R6R,

and because the first term is negligible/(1+R-./R_+R5/R_+g,Rs) «1 ), the

voltage gain reduces to

0.,R-R
A R TR+RIIRR (3)
Lt Re+Rg +g,,RgR.

If the amplifier input and output impedances are matched gges r_ = R )

the voltage gain equals

_ 9ReR  GReR _ —gu(RelIR) @)
2R+R. +g R 2(R*Re) 2

In a matched amplifier, half the voltage from the generator reatife

amplifier input (the other half is dissipated by the generator impejlahkerefore,
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the forward transfer coefficient 4§ of a matched amplifier equals twice the voltage
gain, and from Eq. 4

Sy = 2A, = g (RelIR) - (5)

The input and output impedance can be obtained from the feedback
impedance divided byi1-c,) , assuming that the passive ggin Is negligible, and
the resistancesy,, an@&,  are much larger than the feedback impedance. Then,

=7 = RF

(6)
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APPENDIX B

A small-signal model for a transistor embedded within a geneffagowith
series resistancedR and a load (R is shown in Fig. B-1. The model is valid at
frequencies where the transistor impedances are dominated by ntagmary

component (i.e., £f/3).

+

EJ Cin__ gml Cl RL v,
T 1 Q1%

Fig. B-1: Small-signal circuit for frequency response analysis.

The frequency response of the circuit in Fig. B-1 can be estimated calculating
its dominant pole:

S{[Cip + Ce(1+9R)IRg + (C + Cp)R }
= sC,,Rs+SCrRg(1+0,R.) +SC R +SCLR . (1)

If resistive feedback is including in the circuit, as shown in Fig, Be. is

replaced by(sc,R: +1)/R:  in Eq. 1, and

+

Om Cl Ryt
i Vo
T F

Fig. B-2: Simplified small-signal circuit for frequency response
analysis.
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SCinRg + (sC, + I/Re)R5(1+ g R ) +SC R +(sC, + 1I/R)R.
= sCi,Rs +sC R5(1+9,R ) + Rg/Re(1+9,R ) +sC R +sC R +R /Re

= (/Rp)(Re(1+ 9, R ) + R ) +8{[Cj, + C (1 +g,R)IRG + (CL+C YR} -

Then, the circuit frequency response can be calculated as

Re

9,R Rs+Rg + RLS{ [Cin+ Cu(1+9nR)IRG +(CL+CYR T

and the circuit time constamt  is proportional to the components:

T, 0C Rs+ CHRG(l +g,R)+C R+ CHRL
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