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The last decades have witnessed a rapid increase of Earth obser-
vation satellites (EOSs), leading to the increasing complexity of EOSs
scheduling. On account of the widespread applications of large region
observation, this article aims to address the EOSs observation schedul-
ing problem for large region targets. A rapid coverage calculation
method employing a projection reference plane and a polygon clipping
technique is first developed. We then formulate a nonlinear integer
programming model for the scheduling problem, where the objective
function is calculated based on the developed coverage calculation
method. A greedy initialization-based resampling particle swarm op-
timization (GI-RPSO) algorithm is proposed to solve the model. The
adopted greedy initialization strategy and particle resampling method
contribute to generating efficient and effective solutions during the
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evolution process. In the end, extensive experiments are conducted
to illustrate the effectiveness and reliability of the proposed method.
Compared to the traditional PSO and the widely used greedy algo-
rithm, the proposed GI-RPSO can improve the scheduling result by
5.42% and 15.86%, respectively.

I. INTRODUCTION

Earth observation satellites (EOSs) play a crucial role in
acquiring images of specific areas of the Earth [1]. Taking
advantages of space-based location and rapid revisit ability,
EOSs can collect information on the Earth’s surface conve-
niently by the observation payload. The last decades have
seen a growing trend toward observation requests for the
large region target, whose boundary size is much larger than
the imaging width of EOSs. Thus, cooperative observation
by multiple EOSs is necessary for large region target obser-
vation, which is essential to environmental monitoring, crop
survey, sea reconnaissance, and other practical areas [2].
The large region targets observation scheduling problem
has attracted increasing attention due to its significant eco-
nomic and social value. Meanwhile, the growing number
of EOSs [3], [4] makes it possible for the cooperation
observation by multiple EOSs.

According to the relative size between the target and
the field of view of the satellite, the observation targets on
the Earth can be divided into point targets and area targets.
To further distinguish from the area target, which can be
fully observed during only one pass of satellite [5], we
define the large region target which can only be completely
observed by multiple EOSs cooperative observations. Fig. 1
shows the satellite observation for point and area targets on
the Earth. An EOS could generate a long observation strip
whose width depends on the altitude and the field of view of
the satellite. Generally, the size of point targets and the small
area target is less than the width of the observation strip
and they can be successfully observed during one imaging.
On the contrary, the large region target enclosed by the
red boundary can not be covered by the observation strip
depicted in Fig. 1. This study will focus on the large region
targets observation scheduling problem by multiple EOSs.

A. Related Work

A considerable amount of literature has been pub-
lished on the point targets observation scheduling problem
over the past decades. Existing algorithms to solve the
Earth observation scheduling problem can be divided into
three types: the exact algorithm [24], [25], [26], heuristic
[27], [28], [29], [30], and multiobjective evolutionary al-
gorithm (MOEA) [31]. Although region targets can be
decomposed into point targets, the scale of the scheduling
problem would increase dramatically with respect to large
region targets. Meanwhile, the dramatic increase in compu-
tational complexity prevents the application of the observa-
tion scheduling method for point targets in the scheduling
problem of observing large region targets.

Existing studies on the region target observation
scheduling problem by EOSs are comparatively limited. In
order to make a clear description of the relevant literature,
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Fig. 1. Schematic of the imaging for different targets on the Earth.

TABLE I
Overview of the EOS scheduling With Respect to Region Target

we summarize previous studies in Table I in line with ap-
plied scheduling algorithms. The single satellite scheduling
problem for a region target was firstly addressed in [8],
where a set covering model was established. Lemaître and
Verfaillie [6] introduced an integer linear programming for a
single agile satellite scheduling problem and solved the con-
straint programming model with a commercial solver. Man-
cel and Lopez [7] adopted a column generation algorithm
to solve the integer programming model for scheduling the
PLEIADES satellite of France. The observation coverage
time was optimized by the particle swarm optimization
(PSO) algorithm hybridized with a differential evolutionary
algorithm. To accomplish the observation for an area target
by a single satellite, Du et al. [9] transformed the original
problem into a path planning problem for visiting nodes
and developed an improved ant colony algorithm to solve it.
Vazquez et al. [32] proposed an automated satellite antenna
assignment algorithm for observation data transmission.

Due to the great advantage of multiple EOSs cooper-
ation, most research has been conducted on the multiple
EOSs scheduling problem. For observing a single region
target, Wang et al. [10] constructed a multiobjective opti-
mization model and adopted a strength Pareto evolutionary
algorithm to obtain the scheduling result. For disaster emer-
gency response, Niu et al. [11] solved the satellite schedul-
ing problem of a large region task by using a multiobjective
genetic algorithm. Four optimization objectives including
the imaging finish time, the coverage, the mean spatial
resolution, and the average slewing angle have been taken
into consideration. The 2008 Wenchuan earthquake was
taken as a real disaster scenario to evaluate the performance

of the algorithm. For the rapid observation of a target area
in an emergency, Zhu et al. [12] have taken the satellite
scheduling and orbital transfer problems into consideration,
simultaneously. In order to maximize the observation cover-
age, Chen et al. [13] proposed a hybrid optimization method
based on the PSO and genetic algorithm. Perea et al. [14]
modeled the scheduling problem as a set covering problem
and presented an adaptive search algorithm to solve it. He
et al. [15] constructed an integer programming model for the
area target scheduling problem, which aims at maximizing
the coverage ratio while minimizing the response time by
considering the weighted sum. A balanced heuristic has
been presented to solve the model and the constant-factor
performance guarantee can be provided.

As for the multiregion observation, Li et al. [16] in-
troduced the preference incorporation to the region targets
observation scheduling problem and established a multiob-
jective optimization model considering the profit, quality,
and timeliness simultaneously. In order to maximize the
target area coverage and minimize the observation resource
utilization, Chen et al. [17] adopted a nondominated sorting
genetic algorithm to solve the model. Wang et al. [18]
established a nonlinear model and presented a heuristic
for solving the disaster monitoring observation scheduling
problem by four satellites. For the polygon region observa-
tion request, Zhu et al. [19] proposed a three-phase solution
method that integrates with a dynamic greedy algorithm
and a tabu search algorithm. Moreover, the scheduling
problem for the synthetic aperture radar satellite, which
owns a specific field of view, has been researched for
area observing [20], [21]. Focusing on large region target
observation, Xu et al. [22] and Zhibo et al. [23] devel-
oped improved genetic algorithms to solve the multisatellite
scheduling problem, aiming at improving the summed ob-
servation profit. The calculation of observation coverage is
a significant component in the observation scheduling of
large region targets. Two calculation methods are mainly
utilized to determine the coverage in previous studies. The
grid discretization-based area calculation (GDAC) method
is widely adopted owing to its good performance in pre-
cision [22], [23]. While concerning large region targets,
we have to strike a balance between the computational
efficiency and the calculation accuracy of the GDAC. Mean-
while, the polygon clipping technique for plane polygon
intersection operation has also been utilized to conduct
the coverage analysis [33]. It is worth pointing out that
a general projection from a spherical to a plane, serv-
ing as the basis of clipping, will result in relatively large
deformation.

B. Objective and Contributions

Although the above research has been carried out on
area target observation by EOSs, few studies pay sufficient
attention to the large region target except for [11], [17],
[22], [23]. A possible explanation might be that there exist
extensive candidate tasks derived from a large region tar-
get, which makes the coverage calculation and scheduling
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process more difficult. However, there still exist two chal-
lenges for large region targets observation scheduling. First,
existing studies generally calculate the plane intersection
between the large region and observation strips instead
of the spherical intersection. The equidistant cylindrical
projection in [23] is reasonable when the region target is
small. With respect to the large region target or high latitude
region, the area boundary would be greatly deformed during
the projection between plane and sphere. This results in
inaccurate calculation of the intersection, and even affects
the successful execution of the observation. Second, the
approximate coverage calculation by counting the number
of grid points is relatively time-consuming. The calculation
complexity would be sharply increased when larger region
targets are required to observe.

The large region targets observation scheduling is addi-
tionally complicated by extensive observation strips and the
considerable solution space. This study, therefore, dedicates
to investigating a rapid and accurate coverage calculation
method and then establishing an efficient scheduling al-
gorithm for the large region target observation by multi-
ple EOSs. Unlike existing studies, a coverage calculation
method based on a polygon clipping technique [34] is
proposed to substitute the GDAC method. To eliminate the
calculation bias between a plane and a spherical surface, a
projection reference plane is defined for each large region
target and the center projection method is adopted. The
precise intersection point between the region target and
satellite strips can then be obtained through the proposed
projection transformation and inverse transformation. The
presented projection reference plane integrated polygon
clipping technique can be denoted as the amended polygon
clipping technique (APCT) in this study. On the basis of the
proposed coverage calculation method, a nonlinear integer
programming model is constructed for maximizing the total
observation area and satisfying engineering constraints.
Given the multiple EOSs scheduling has been proved NP-
hard [23], [35], we propose an improved resampling particle
swarm optimization (RPSO) algorithm to solve the estab-
lished model. The algorithm based on particle searching has
been demonstrated as well-performance in the large-scale
optimization problem [36]. The greedy initialization strat-
egy is designed to enhance the convergence speed while
the presented resampling method has the potential to obtain
better solutions. Moreover, a particle reconstruction method
has been adopted to handle several engineering constraints
for practical applications.

The main contributions of this study can be summarized
as twofold: 1) We propose an accurate coverage calculation
method based on the specially designed projection refer-
ence plane and polygon clipping technique, which ensures
efficient objective function calculation of the scheduling
problem. 2) An improved RPSO scheduling algorithm, inte-
grated with the greedy initialization strategy and the particle
reconstruction method, has been developed to enhance the
large region targets scheduling result.

The rest part of this article is organized as follows.
Section II describes the region coverage calculation method.

Fig. 2. Schematic of satellite imaging and observation strips.

In Section III-C, the nonlinear integer mathematical model
is constructed in line with necessary assumptions and nota-
tions. Section IV presents the overall framework of RPSO,
followed by a detailed design of each algorithm component.
Experiment setting and simulation results are provided in
Section V. Finally, Section VI concludes this article.

II. COVERAGE CALCULATION METHOD BASED ON
POLYGON CLIPPING

With respect to the large region targets observation
problem, we aim to maximize the total coverage for the
regions to be observed [23]. Efficient and accurate coverage
calculation of each area is thus essential. In this section,
we first describe the observation scheduling problem for
large region targets, and then define the projection reference
plane. Based on the introduced polygon clipping technique,
the coverage calculation method can be finally provided.

A. Problem Description

As seen in Fig. 2, an EOS is flying over a large region
target, and the visible time window for the target can be
determined according to the area boundaries and the satellite
maneuverability. Generally, the field of view angle of the
payload is limited, but the satellite can adjust the orientation
of the payload through attitude maneuvering so as to in-
crease the observable area. Taking the satellite rolling ability
into consideration, the visible area along with the satellite
ground track can be uniquely defined. The boundary of
the visible area along the ground track corresponds to the
visible start time and end time, respectively. Meanwhile, the
boundaries of the visible area perpendicular to the ground
track are tangent to the boundary of the region target.
Available observation strips are discretely distributed within
the visible area and the roll angle interval between two
adjacent observation strips is denoted as δφ. Note that only
one observation strip can be collected during one passing of
a satellite. As shown in Fig. 2, each observation strip owns a
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Fig. 3. Schematic of projection from Earth surface to reference plane.

specific observation duration, which corresponds to varying
degrees of coverage. Thus, the selection of an observation
strip plays a key role in the scheduling problem.

Note that although Fig. 2 is displayed on a plane surface
for the sake of simplification, the division of observation
strips and coverage calculation actually are performed on
the spherical surface. By dividing the observation strip ac-
cording to a certain time duration, each independent obser-
vation strip can be approximated as a spherical polygon on
the surface of the Earth. Meanwhile, large region targets in
this study are defined as spherical polygons of the Earth. For
regions with other different definitions, they can generally
be approximated as spherical polygons through discretiza-
tion. Then the coverage calculation can be transformed
into the problem of intersection and merging of spherical
polygons. The intersection strip represents the intersection
area of the observation strip and the large region target.
Based on the polygon clipping technique, boundary points
after merging different intersection strips can be obtained
to support the coverage calculation.

B. Projection Reference Plane

Calculating the coverage of satellite observation strips
plays a critical role in the observation scheduling of large
region targets. There exist two main methods for computing
intersection strips: plane polygons and spherical polygons.
Owing to the fact that the intersection computing based on
spherical polygons is time-consuming and inefficient [22],
the intersection on plane polygons is utilized in this study.

To reduce the distortion during the projection transfor-
mation from sphere to plane, a projection reference plane
is defined for each large region target. This means that
observation strips and region targets will be projected on
the reference plane for intersection and merging computing.
Meanwhile, a central projection rule, which takes the Earth
center as the projection reference point is adopted. Thus,
the spherical polygon boundary can be accurately projected
as a straight line on the projection plane.

As shown in Fig. 3, two spherical polygons in different
colors are projected onto the reference plane. The blue

polygon indicates a large region target while the red one
could denote an observation strip. Points B and D represent
an area boundary point and an intersection of two poly-
gons, respectively. Note that all intersection points could be
determined accurately in this way. The projection reference
plane should be determined as close to the large region target
as possible to reduce deformation. A general framework to
select the projection reference plane for each large region
target is proposed as follows:

1) The set of boundary points of a large region target is
denoted as P, and |P| indicates the set size. Coordi-
nates of each boundary point in the Earth-Centered
Earth-Fixed (ECEF) coordinate system can be de-
noted as (xp, yp, zp), p ∈ P. The arithmetic average
center of these boundary points can be referred to as
C. Denote the vector from Earth center to point C as
Rc = (xc, yc, zc), which can be formulated as⎧⎪⎨⎪⎩

xc =
∑

p∈P xp/|P|
yc =

∑
p∈P yp/|P|

zc =
∑

p∈P zp/|P|
(1)

2) To describe the reference plane, a cartesian coor-
dinate system Sc is established with point C as the
origin. Three unit basis vectors of Sc can be denoted
as ⎧⎪⎪⎨⎪⎪⎩

ic =
z f × Rc

‖z f × Rc‖
jc = kc × ic

kc = Rc/‖Rc‖
(2)

where z f indicates the unit vector of the z-axis in
ECEF.

3) The projection reference plane can be set as z =
‖Rc‖ in Sc. For arbitrary spherical polygon boundary
point B, denote RB = (xB, yB, zB) as the vector from
Earth center to point B in ECEF coordinate system.
Then, point B can be projected onto the reference
plane as (xB, yB, zB)→ (̃xB, ỹB), and the projection
coordinate in Sc can be calculated as⎧⎪⎪⎨⎪⎪⎩

x̃B = ic · RB

‖ic · RB‖ · ‖Rc‖

ỹB = jc · RB

‖ jc · RB‖ · ‖Rc‖
. (3)

Then the intersection computing based on the pro-
jection reference plane can be conducted utilizing
the polygon clipping technique.

C. Polygon Clipping Technique

Recent decades have seen an extensive application of
polygon clipping in industrial manufacturing and computer-
aided design [37], [38]. In this study, both the observation
strip of EOSs and the large region target are not restricted as
the convex polygon. Therefore, the general efficient poly-
gon clipping technique [34], [39], which supports convex
and concave polygons simultaneously is utilized to conduct
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Fig. 4. Schematic of the intersection and merging of observation strips.

the intersection and merging computing. The C++ version of
the polygon clipping code can be obtained from the website:
http://www.angusj.com.

The utilization of the polygon clipping technique mainly
consists of two stages. As depicted in Fig. 4, all intersection
points between observation strips and large region targets
on the projection reference plane can be obtained in the
first stage. Intersection points among all observation strips
could be calculated in the second stage. Then, the union of
observation strips can be generated, which is the area with
the red color boundary in Fig. 4. Meanwhile, coordinates
of all intersection points in the reference coordinate system
Sc can be determined.

D. Strip Coverage Calculation

In order to transform the result of intersection and
merging operation on the plane to spherical, it is required to
perform an inverse transformation. After generating bound-
ary points of the union observation strip on the reference
plane, an inverse transformation should be conducted for
arbitrary intersection point D̃ in Fig. 3. It is not difficult to
know that point D is the result of the inverse transformation,
which is the intersection between the Earth’s surface and the
line crossing both the Earth’s center and point D̃. Denote
coordinates of point D̃ on the reference plane as (̃xD, ỹD),
and the vector from the Earth center to point D̃ can be
described as

RD̃ = x̃Dic + ỹD jc + ‖Rc‖kc. (4)

Projected coordinates of RD̃ in ECEF can be denoted as
[xD f , yD f , zD f ]T , and corresponding coordinates of point D
on the Earth can be formulated as⎧⎨⎩ xD = xD f /Nor

yD = yD f /Nor
zD = zD f /Nor

(5)

Nor =
√(

xD f

RE

)2

+
(

yD f

RE

)2

+
(

zD f

RE

)2

(6)

where RE indicates the equatorial radius of the Earth.
Subsequently, the calculation method of spherical polygon
area [40] can be employed to determine the strip coverage.

III. LARGE REGION TARGETS OBSERVATION
SCHEDULING BY EOSS

A. Assumptions

This study focuses on solving the observation schedul-
ing problem of large region targets by multiple EOSs. The
following necessary assumptions and simplifications are
adopted for practical applications.

1) This article takes large region targets into account
which can not be completely observed in one pass of
a satellite.

2) The EOS mentioned in this article refers to the
nonagile satellite without pitching maneuverability.

3) Only one observation can be conducted by each
satellite at the same time and the observation task
cannot be interrupted.

4) The satellite attitude remains unchanged during the
observation to ensure imaging quality.

5) Supposing that there exist enough ground stations
in the scenario, the data download, and instruction
upload fall outside of the scope of our study.

B. Notations

For ease of reference, some notations in this study
are summarized in Table II. Let T and S be the set of
large region targets and satellites, respectively. For each
satellite j ∈ S, Oj indicates the set of orbits of satellite j
during the given scenario. Each orbit k ∈ Oj is associated
with five parameters: Mjk indicting the maximum memory
capacity, Ejk denoting the maximum energy capability, et jk

denoting the energy consumption for a unit angle of attitude
transition, mojk and eo jk representing the memory and
energy consumption for unit time observation, respectively.
Moreover, the visible time window [V Si jk,V Ei jk] denotes
visible start and end time of large region target i by satellite
j on orbit k, corresponding to a specific visible area. A
visible area can be obtained according to the intersection
of large region target i and the satellite’s field of view
within [V Si jk,V Ei jk]. Then, the visible area can be divided
into several observation strips relying on δφ, namely the
discrete interval of the roll angle. Let Li jk denote the set of
available observation strips formulated by the division of the
visible area. The observation time window [OSl

i jk, OEl
i jk]

can be calculated for each strip l ∈ Li jk . The observation
duration of strip l by satellite j on orbit k is described as
odl

i jk = OEl
i jk − OSl

i jk .
When a satellite accomplishes an observation for strip

l1 ∈ Li1 jk1 , an attitude transition process is needed before
an observation for strip l2 ∈ Li2 jk2 . Notice the required
transition time st j (i1, k1, l1, i2, k2, l2) from l1 to l2 is also
related to target index i1, i2 and orbit index k1, k2. We denote
the attitude transition time between adjacent observation
strips as st l1l2

j for simplicity afterward. Taking the attitude
stabilization process into account [41], [42], the attitude
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TABLE II
Notations

transition time can be formulated as

st l1l2
j =

|φl2
i2
− φ

l1
i1
|

vroll
j

+
⎧⎨⎩

5 |φl2
i2
− φ

l1
i1
| ≤ 15◦

10 15◦ < |φl2
i2
− φ

l1
i1
| ≤ 40◦

15 40◦ < |φl2
i2
− φ

l1
i1
|

(7)

where vroll
j represents the attitude maneuvering angular

velocity of the roll axis for satellite j, φ
l2
i2

and φ
l1
i1

indicate
roll angles for observing strips l1 and l2, respectively. The
attitude maneuvering process from successive observation
strips l to ls by satellite j on orbit k consumes energy
se jk (i, is, l, ls), which can be simplified as sells

i jk . In order
to maintain satellite energy security, we assume that the
roll angle of EOSs at the beginning of each orbital period
is zero when calculating the total energy consumption on
each orbit. If target i is the initial or ending observation
on orbit k, therefore, corresponding energy consumption
during attitude transition can be defined as et jk · |φl

i |. The
energy consumption during each transition process can be

calculated as

sells
i jk =

⎧⎨⎩
et jk · |φl

i | i is the initial observation
et jk · |φl

i | i is the ending observation
et jk · |φls

is
− φl

i | otherwise
(8)

where φl
i and φ

ls
is

represent observation roll angles for
strips l ∈ Li jk and ls ∈ Lis jk , respectively.

C. Mathematical Model

Based on the above notations and equations, the math-
ematical model for the large region targets observation
scheduling problem by multiple EOSs can be constructed
as follows.

max
∑
i∈T

ξi

Ai
· f

⎛⎝ ⋃
j∈S,k∈Oj ,l∈Li jk

xl
i jk

⎞⎠ (9)

subject to∑
l∈Li jk

xl
i jk ≤ 1 ∀i ∈ T, j ∈ S, k ∈ Oj (10)

∑
i∈T

∑
l∈Li jk

(xl
i jk · odl

i jk · mojk ) ≤ Mjk ∀ j ∈ S, k ∈ Oj (11)

∑
i∈T

∑
l∈Li jk

xl
i jk · (odl

i jk · eo jk+sells
i jk ) ≤ Ejk ∀ j ∈ S, k ∈ Oj

(12)

xl
i jk ∈ {0, 1} ∀i ∈ T, j ∈ S, k ∈ Oj (13)

{xl1
i1 jk1
· xl2

i2 jk2
· (OSl2

i2 jk2
− OEl1

i1 jk1
− st l1l2

j )

≥ 0|if OSl2
i2 jk2
≥ OEl1

i1 jk1
}

∀i1, i2 ∈ T, j ∈ S, k1, k2 ∈ Oj, l1 ∈ Li1 jk1, l2 ∈ Li2 jk2 .

(14)

1) The objective function (9) is to maximize the total
area of the observed region. The collection of sched-
uled observation strips within target i is denoted as
(
⋃

j∈S,k∈Oj ,l∈Li jk
xl

i jk ), and the total area can be calcu-
lated by an implicit function f , which corresponds
to the coverage calculation method illustrated in
Section II. A coefficient factor ξi is defined to balance
the area difference of different regions, which can be
described as

ξi = Ai∑
i∈T

Ai
× 100. (15)

Thus, the maximum value of the objective func-
tion (9) can be normalized as 100 regardless of the
number of regional targets in the scenario. Note we
can also prioritize large region targets by introducing
a weight coefficient wi for each large region as
ξ ′i = ξi · wi. We may also vary the objective function,
and set a hard constraint for observing an entire large
region target, which is out of the scope of this work.
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2) Constraints (10) regulate that for each region target,
at most one available observation strip can be ob-
served on every satellite orbit, which is guaranteed
by assumptions 3 and 4.

3) Constraints (11) restrict that the memory consump-
tion for observations is always within the memory
capacity on each orbit.

4) Constraints (12) indicate that the total energy con-
sumption from target observing and attitude ma-
neuvering cannot exceed the energy security range.
As defined in (8), the initial and ending attitude
maneuvering process on each orbit is considered
relative to the case, where the roll angle is 0. Energy
constraints (12), namely a relaxation of actual oper-
ation constraints, contribute to modeling the energy
consumption on each orbit and enhancing the energy
safety margin.

5) Constraints (13) point out that the value of the deci-
sion variable should be restricted as 0 or 1.

6) Constraints (14) reveal that the attitude transition
time st l1l2

j of satellite j should be less than the
observation time interval between strips l1 and l2

on arbitrary orbits k1, k2 ∈ Oj . The attitude transi-
tion constraint will be verified for the scheduling
sequence of each satellite.

IV. GREEDY INITIALIZATION BASED RPSO SCHEDUL-
ING ALGORITHM

Taking considerable observation strips and the highly
combinatorial characteristic of the multisatellite scheduling
problem into account, we have developed an improved
RPSO algorithm to solve the large-scale combinatorial op-
timization problem. The PSO algorithm is adopted in this
study owing to its advantage in searching the strip, which
contributes most to the overall profit within all available ob-
servation strips. In order to improve the solution efficiently,
several modifications in the adaptability of PSO have been
proposed. First, a greedy initialization strategy is integrated
to enhance the fast convergence of the solution with almost
no increase in the calculation. Then an individual recon-
struction method is designed to handle complex operation
constraints for generating feasible scheduling solutions.
Furthermore, a resampling mechanism is introduced to the
PSO algorithm which will effectively improve the quality
of the solution.

A. Framework

The primary framework of the improved RPSO al-
gorithm is summarized in Fig. 5. First, each scheduling
solution can be described as a particle by introducing the
integer coding of particles. Meanwhile, most particles are
randomly generated except for one particle created based
on a greedy strategy. Subsequently, a resampling procedure
will be conducted if the resampling condition is satisfied.
The current position and velocity of particle n, namely xt

n
and vt

n, will be resampled to overcome the defect of particle
hysteresis [43], [44]. According to the PSO algorithm based

Fig. 5. Framework of the scheduling algorithm for large region targets.

on the constriction coefficient [45], the new velocity vt+1
n

and position xt+1
n for each particle n will be updated as

follows:

vt+1
n = χ

(
vt

n + c1r1

(
pt

n − xt
n

)+ c2r2

(
pt

g − xt
n

))
(16)

xt+1
n = xt

n + 
vt+1
n � (17)

where r1 and r2 are random real numbers within [0,1],
pt

n indicates the current best position of particle n and
pt

g represents the current global best solution. Rounding
the velocity 
vt+1

n � could ensure that the particle position
remains as an integer. The constriction coefficient χ can be
determined as

χ = 2∣∣∣2− ϕ −
√

ϕ2 − 4ϕ

∣∣∣ (18)

ϕ = c1 + c2, ϕ > 4. (19)

Generally, ϕ is set as 4.1, while c1 and c2 are fixed as 2.05.
After the velocity and position update process, some

particles may not satisfy the constraints presented in Sec-
tion III-C. In order to ensure that all particles are feasible
solutions, a particle reconstruction method is adopted in this
study by referring to the individual reconfiguration in [23].
Successively, the objective function (9) will be calculated
for each particle based on the coverage calculation method
described in Section II. At the same time, the local and
global optimum solutions will be updated to pt+1

n and pt+1
g .

Afterward, the termination condition should be verified and
the best solution can be output when the stopping criterion
is met. The detailed algorithm framework is described in
the following sections.
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Fig. 6. Coding structure of each particle.

B. Coding and Initialization

Note that the satellite attitude remains unchanged within
the observation duration, which means that only one obser-
vation strip can be selected during one pass of each EOS. An
integer coding strategy is adopted to describe each particle,
where each gene position corresponds to a visible time
window [V Si jk,V Ei jk]. As shown in Fig. 6, the index value
of each observation strip is assigned to the corresponding
gene. By arranging according to satellite observations, each
particle can represent the scheduling scheme of all satellites.
The number of genes within a particle equals the total
number of available observation opportunities. The value
of each gene can take an integer varying from 0 to |Li jk|,
where the zero value indicates that no observation strip is
scheduled in this visible time window.

Compared to a completely random initialization
method, a greedy initialization strategy for one particle is
introduced in our method. A particle is generated by the
greedy strategy while other particles are randomly initial-
ized. In each satellite crossing, the observation strip with the
largest coverage area, corresponding to the maximum ob-
servation duration, will be selected to observe in the greedy
algorithm. This strategy can guarantee a relatively good
initial solution, as well as contribute to the convergence
speed of the solution.

C. Particle Reconstruction Method

Because constraints (10) and (13) are already satisfied in
the previous heuristic process, there exists no need to handle
these constraints in the particle reconstruction procedure.
For each generated particle, constraints (11)–(12) and (14)
still should be verified. As shown in Fig. 7, boxes along the
Time axis indicate various observation tasks with different
observation durations, where the same color represents that
these tasks belong to the same satellite or orbit. Attitude
transition constraints will be verified for each satellite in
subplot (a) while memory and energy constraints should be
confirmed on each orbit as depicted in subplot (b). Note
that attitude transition constraints of Sat2 are all satisfied
owing to the sufficient time intervals between adjacent
tasks. With respect to Sat1, the time interval �t between
observation tasks S1A and S1B is too nervous to accomplish
the attitude transition. In subplot (b), Orb1 and Orb2 are
within the same orbit set Oj . Considering the memory and
energy consumption, tasks on Orb1 can be successfully
observed without violating any constraint while Orb2 can

Algorithm 1: Particle Reconstruction Algorithm.
Input:
Current scheduling solution Particlen

Output:
The updated scheduling solution

1: for each satellite j ∈ S do
2: while (1) do
3: Obtain current scheduling scheme of

satellite j ∈ S according to Particlen;
4: Verify the attitude transition constraint for

arbitrary two consecutive observation tasks;
5: if all constraints are satisfied then
6: break;
7: else
8: for observation strips {l1, l2} not satisfying

constraint (14) do
9: Adjust the observation strip l2 to l ′2 and

update Particlen;
10: Verify the attitude transition constraint

for the updated {l1, l ′2};
11: if the constraint is not satisfied then
12: Remove the later observation task and update

Particlen;
13: end if
14: end for
15: end if
16: end while
17: for each orbit k ∈ Oj do
18: Obtain observation tasks of satellite j on

orbit k according to Particlen;
19: Verify memory constraints (11) and energy

constraints (12) on orbit k;
20: if all constraints are satisfied then
21: break;
22: else
23: while (1) do
24: Remove the task with the minimum

observation duration and update
Particlen;

25: Execute Steps 19-21;
26: end while
27: end if
28: end for
29: end for

not. Therefore, some observation tasks on Orb2 should be
removed to guarantee all resource constraints.

The detailed process of the particle reconstruction
method is presented as Algorithm 1. After generating a
particle, namely a scheduling solution, the proposed re-
construction algorithm should be conducted for each satel-
lite j ∈ S. In order to decouple constraints (14) and con-
straints (11)–(12), the attitude transition constraint will
be handled at first and followed by memory and energy
constraints. The transition constraint will be verified for
arbitrary two consecutive observation tasks. Denote {l1, l2}
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Fig. 7. Schematic of particle reconstruction for constraints handling.

as two observation strips of two consecutive tasks. When
constraint (14) is not satisfied for {l1, l2}, a new strip l ′2
would be selected. As can be seen from Fig. 7(a), φA remains
unchanged while φB will be adjusted to make �t as large
as possible. Then, the attitude transition constraint will
be verified for {l1, l ′2}. The observation task S1B will be
removed if constraint (14) is still not satisfied. It is worth
noting that whole attitude transition constraints for satellite
j will be verified again because the adjustment of each task
may affect the transition time of adjacent tasks. The loop
will be stopped if all transition constraints are satisfied.

Subsequently, the verification for constraints (11)
and (12) on each orbit k ∈ O will be conducted. Both mem-
ory and energy consumption are all related to the number of
observation tasks and the length of observation duration. By
referring to [23], we will remove the task with the minimum
observation duration at first, namely the less coverage. The
observation task on the current orbit will be removed in this
order until memory and energy constraints are satisfied si-
multaneously. Finally, the particle satisfying all constraints
can be generated by the reconstruction algorithm.

D. Resampling Strategy

As a core of the proposed improved RPSO algorithm,
the resampling strategy contributes to generating a better
scheduling solution within given iteration steps. In the stan-
dard PSO algorithm, the particle velocity will be updated
as (16) and then the new particle position can be generated
according to (17). Generally, the gene value of each newly
generated particle position may be out of the valid range
[0, |Li jk|]. When the gene value is larger than |Li jk|, it will
be fixed as the upper boundary. Meanwhile, the gene value
is set as 0 if a negative number has been assigned to it.
Similarly, each gene value of particle velocity will be limited
within the valid range in the same way.

However, there exists a defect in the standard PSO.
Although most particles will converge toward a certain local
optimum, some particles may move to several nonoptimal
regions owing to the random number introduced in the PSO
algorithm. This part of particles contributes little to the
optimization process as well as wastes computing resources
during the process when they approach better particles.
Therefore, it is necessary to solve the moving hysteresis
defect by the resampling strategy.

Algorithm 2: Particle Resampling Algorithm.
Input:
The position xt

n, velocity vt
n, the objective function

value F (n) for each particle n ∈ {1, 2, . . ., N}, the
current global best solution pt

g;
Output:
The resampled particle position and particle
velocity;

1: if the reampling criteria is met then
2: Initialization: Nm ← 0;
3: for each particle n do

4: qn = 1√
2σπ

exp(− (F (n)− pt
g)2

2σ
)

5: Qn = qn/
∑N

n=1 qn

6: end for

7: Q̄n = 1

N

∑N
n=1 qn;

8: for n ∈ {1, 2, . . ., N} do
9: if Qn > Q̄n then

10: Nc = 
Qn/Q̄n�
11: Copy the current particle Nc times and set

the weight as Q̄n;
12: Nm = Nm + Nc

13: end if
14: end for
15: Inherit N − Nm particles from {1, 2, . . ., N}

and set the weight as Q̄n;
16: end if

As shown in Fig. 8, each dot represents a particle while
the arrow indicates the velocity of each particle. All particles
are located in an elliptical area which denotes the feasible
region. The weight of each particle is calculated and as-
signed during the process from subplot (a) to (b), where the
larger dot indicates the particle with a higher weight and
the hollow circle represents the particle with a low weight.
The resampling process is illustrated in the variation from
subplot (b) to (c), where the particle with a larger weight
is copied twice and the particle with a small weight is
discarded to keep the total number of particles unchanged.
After resampling, all particle weights are restored to the
same level. Although the newly generated particles are
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Fig. 8. Illustration of the resampling strategy.

completely the same in Fig. 8(c), the velocity in the next time
step would be different owing to the random parameters
in (16). These generated particles will search in different
directions from the same location, and then more particles
can search for solutions in better areas, which would make
up the defect of particle hysteresis to a certain extent.

The main steps for the resampling algorithm are shown
in Algorithm 2. The resampling criteria here is that the re-
sampling process will be performed twice after every ten it-
erations by referring to [36]. Each particle n ∈ {1, 2, . . ., N}
would be given a weight value qn according to its objective
function value F (n), which can be determined by (9). The
parameter σ indicates the sample variance of F (n)− pt

g
and Qn represents the unitary weight value of particle n.
For each particle n, if Qn > Q̄n is satisfied, particle n will
be copied Nc times as depicted in Fig. 8(c) and the weight
for each particle is set as the average value Q̄n. The total
number of particles obtained by copying is denoted as Nm.
There are still N − Nm particles missing compared to the
initial situation. Finally, these particles will be inherited
from original unreplicated particles in descending order of
weight. Particles with smaller weights will be discarded
in this procedure. Through the resampling process, more
particles will be concentrated in a better area, which will
facilitate the optimization of the solution.

V. COMPUTATIONAL EXPERIMENTS

Extensive simulations are conducted to evaluate the
proposed coverage calculation method and the improved
RPSO algorithm in this section. Three objectives are as-
signed to the numerical experiments: verify the accuracy
of the coverage calculation, evaluate the effectiveness of
the improved RPSO algorithm, and conduct the sensitivity
analysis.

A. Data Generation

The scheduling algorithm for large region targets is
coded in C++, and experiments are conducted on a desktop
with a CPU of 3.20 GHz and a memory of 16.0 GB. Because
there lacks the benchmark for the large region targets obser-
vation scheduling problem, we have designed the simulation
instances by referring to [22], [23]. The detailed description
of the scenario is as follows.

Fig. 9. Three large regions at different latitudes for coverage
calculation comparison.

Preliminary simulation shows that the proposed method
can achieve the optimal solution in small instances. In
order to verify the performance of the proposed method
on a practical scale, seven large region targets distributed
in different latitudes of the world are considered in
the experiment. The longitude and latitude information of
the seven region targets are provided in Table III, where
the area is provided by the System Tool Kit (STK) software
according to the geographical location of each region. These
regional targets are assumed to be of equal priority in
the observation requirement from customers.

The simulation experiment is conducted from the same
start time of 2021-04-07 00:00:00. Twenty satellites in the
Chinese satellite platform are selected, and initial orbital
parameters and the maximal roll angle φmax of involved
EOSs are shown in Table IV. Meanwhile, other performance
parameters of satellites and orbits are set as the same and
have been shown in Table V.

The particle population size generally varies from 20 to
50 in practical applications [36], [45], and we set the particle
size as 50. According to Section IV-B, the position range of
each gene value is [0, Li jk], and the corresponding velocity
range is set as [-
|Li jk|/10�, 
|Li jk|/10�]. The parameter
δφ = 0.001 rd is initialized to obtain discrete observation
strips.

B. Results and Discussions

1) Coverage Calculation: First, the proposed grid-less
coverage calculation method in Section II is verified by
comparing the GDAC method and the STK software. As
shown in Fig. 9, large region targets and observation strips
located at different latitudes are selected in STK for the com-
parison experiment. Areas enclosed by the blue border are
three large region targets from low latitude to high latitude,
which correspond to T1, T6, and T7 in Table III, respectively.
Observation strips are represented as the area enclosed by
the red border and can be generated arbitrarily to verify the
coverage calculation result. All intersection points between
observation strips and region targets can be obtained accu-
rately by the APCT in this article. As depicted in Fig. 9,

GU ET AL.: LARGE REGION TARGETS OBSERVATION SCHEDULING BY MULTIPLE SATELLITES 1809

Authorized licensed use limited to: TU Delft Library. Downloaded on May 04,2023 at 07:29:34 UTC from IEEE Xplore.  Restrictions apply. 



TABLE III
Basic Information of Seven Large Region Targets

TABLE IV
Specific Orbital Elements and Maneuvering Ability of the Selected Satellites

TABLE V
Constraint Parameters for
Each Satellite and Orbit

we have added the intersection point to STK according to
the latitude and longitude information computed by APCT.
It is not difficult to find that these intersection points are
exactly located on the region boundary, which indicates
that intersection calculation results are consistent with the
two-dimensional display results of STK. The intersection
area consists of black boundaries connecting intersection
points, and then the coverage calculation can be compared.

The coverage can be directly obtained based on the
APCT in this article. According to the geographical location
information of the large region target and the intersection
area, STK can provide the corresponding acreage value, and
then the coverage can be calculated. The GDAC method
would count the number of discrete grid points within the
intersection area. The different dispersion of grid points
can be adjusted by STK and the coordinates of each point
are output for the counting by GDAC. Comparison results

are shown in Table VI, where column Dis indicates the
different dispersion of the grid and column Cov indicates
the coverage calculated by different methods. What stands
out in the table is that the absolute error between APCT and
STK is exclusively small in all three instances, which are
completely negligible in practical engineering. The program
running time for almost all cases by GDAC is higher than
that of APCT in addition to one result highlighted by the
underscore. Meanwhile, the coverage calculation result by
GDAC is throughout not as accurate as APCT, although its
running time has exceeded 1000 times longer than APCT
when dispersion equals 0.05◦. This might be explained
by the inherent defect of GDAC that grid points close
to the boundary are not completely inside or outside the
area. Then, the coverage calculation result is accurate only
when the dispersion is small enough, which results in an
exhaustively increase in running time. Closer inspection
of Table VI shows the relative errors between GDAC and
STK are 1.91%, 6.62%, and 9.90% for the three instances
when the dispersion is 1.0◦. This indicates that the coverage
calculation error is expected to decline as the region area in-
creases under the same degree of dispersion. In conclusion,
the presented APCT in this article can calculate the coverage
accurately within a shorter time, which is definitely an
improvement to the calculation method by grid points.

2) Large Region Targets Observation Scheduling: The
performance of the improved greedy initialization-based
RPSO (GI-RPSO) algorithm is evaluated by comparing the
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TABLE VI
Comparison of Coverage Calculation Results of Different Methods

Fig. 10. Performance comparison of several algorithms at different
iterations.

greedy initialization-based PSO (GI-PSO) algorithm, the
RPSO algorithm with no greedy strategy, and the standard
PSO algorithm. The scenario duration is set as 1 d and the
maximal iteration number is initialized as 1000 to validate
the algorithm performance. Without loss of generality, 10
runs for each algorithm have been conducted and the aver-
age objective function value of (9) within the iteration can
be calculated and depicted in Fig. 10. Owing to the intro-
duced greedy initialization strategy, the initial solution of
GI-RPSO and GI-PSO is the same as the greedy result. It is
apparent that there is a sharp rise in the scheduling result for
all four algorithms with the increase in iteration numbers.
Though the random initial solutions of PSO and RPSO are
much worse than the greedy result, an opposite situation
would arise when the iteration number exceeds 100. What
is interesting in this figure is the rapid convergence of the
scheduling result of GI-RPSO and GI-PSO, which could be
attributed to the introduction of the greedy strategy. From
the data point in Fig. 10, it is apparent that the resampling
method could contribute to the improvement of the schedul-
ing solution. Average objective function values of GI-RPSO
and RPSO are consistently higher than that of GI-PSO and
PSO, respectively. Closer inspection of the figure shows that
the result of GI-PSO would converge quickly, which would
be trapped in the local optima. A higher objective function
value can be obtained by GI-RPSO because the resampling
strategy could contribute to searching for a better solution.
Considering that the greedy algorithm is widely utilized
in practical engineering [22], the comparison experiment

Fig. 11. Comparison result of different algorithms in different
iterations.

with the greedy method can validate the efficiency of the
proposed algorithm in this study. Meanwhile, the GI-RPSO
performs the best among all five algorithms, which em-
phasizes the ability of the improved RPSO algorithm in
the large region targets observation scheduling problem. It
can be concluded that the proposed resampling method and
greedy initialization strategy perform well in the improved
RPSO algorithm.

The distribution of scheduling results of 10 runs at
different iteration numbers is shown in Fig. 11, where the
green triangle symbol and the orange horizontal line in the
box represent the average and the median of 10 results,
respectively. Each box indicates the distributions, and dif-
ferent surface colors represent various iteration numbers
in line with the legend. The program execution time of
the scheduling algorithm for each run is denoted as the
purple square dot. Overall, there exists no big difference
in scheduling results among different runs. Besides, the in-
troduction of the greedy strategy might enhance the stability
of the algorithm, which could be found by the comparison
of scheduling results between PSO and GI-PSO. It is not
difficult to find that the running times of different algorithms
at the same iteration number are analogous, which indicates
that proposed strategies are not time-consuming. The pro-
gram running time increases with the growth of iteration
numbers, and the maximal running time does not exceed
50 s, which shows the excellent efficiency of the proposed
algorithm.

To further evaluate the performance of various algo-
rithms, 15 unique target sets are generated randomly to
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TABLE VII
Comparison of Simulation Results Under Different Constraint Parameters

Fig. 12. Statistical result of various target sets in different algorithms.

conduct the comparison experiment. Each target set con-
tains 15 regions, including the previous seven regions and
eight newly generated targets. In line with [15], these eight
targets are randomly generated as a square region with a
width of 4◦, located within the latitude range [60◦S, 60◦N]
and the longitude range [180◦W, 180◦E]. For each target set,
10 runs are conducted and the average results in different
iterations are recorded. The statistical results of 15 target
sets are presented in Fig. 12. We can observe a steady
increase in the objective function value as the iteration
number grows with respect to all four algorithms. The per-
formance of the greedy algorithm is provided by the results
of the first iteration of GI-PSO and GI-RPSO. Note that
the PSO and RPSO will exceed the greedy algorithm after
about 50 iterations. The results of GI-PSO and GI-RPSO
at 200 iterations are better than the ultimate performance
of PSO and RPSO, demonstrating the promotion effect
of the greedy-initialization strategy. Meanwhile, it can be
seen that the average results of GI-RPSO outperform other
algorithms, which validates the effectiveness of the pro-
posed heuristic. Considering the performance of GI-RPSO
improves little when the iteration number varies from 600
to 1000, the maximal iteration will be set as 600 in the
following experiments.

The verification for the proposed particle reconstruction
method is conducted by experiments with different con-
straint parameters. As shown in Table VII, the value of mojk

can be adjusted and corresponding simulation results by
the GI-RPSO algorithm in different iterations are recorded.
Parameters mojk vary from 100 to 200, and column IFN
indicates the initial feasible number of particles. It can

be found that for the instance with mojk = 100MB/s, all
initially generated particles are feasible and the reconstruc-
tion is not performed. When the value of mojk increases
to 125, there exist seven initial particles that do not meet
constraints. Meanwhile, the particle generated by the greedy
strategy is still feasible in this instance according to the
simulation result at the first iteration. If mojk exceeds
150 MB/s, however, there exists no feasible particle at the
initialization procedure. Then, all particles will be changed
to the solution satisfying all constraints by utilizing the
particle reconstruction method. What can be clearly seen
in Table VII is the steady decline of the objective function
value at each iteration with the increase of mojk . There is
a dramatic decline in the average value of the objective
function when mojk varies from 150 to 200, which might
be explained by the fact that the energy constraints (11)
would be violated seriously in these instances. It can be
concluded that the constraint is evaluated in this experiment
and the proposed particle reconstruction method performs
efficiently.

The coefficients c1 and c2 in (16) could impact the
optimization result of the proposed heuristic. To quantify
the impact of c1 and c2, a sensitivity analysis has been
conducted with respect to the proposed GI-RPSO algorithm.
The seven large regions are scheduled to observe by the
selected 20 satellites, and the number of iterations is set as
600. Following [36], c1 and c2 are initially both set as 2.05
to satisfy the constraint that the sum of c1 and c2 exceeds
4. We then vary two coefficients from 2.05 to 3.15, with
a step of 0.1 for the experiment. For each combination of
c1 and c2, 10 runs are conducted. Therefore, we entirely
have 12× 12× 10 = 1440 runs. The simulation results are
shown in Fig. 13, where the objective function value is
reported by a surface plot with the horizontal axes c1 and c2.
Clearly, the objective function value has a decreasing trend
with the growth of c1 and c2, although results fluctuate in
a few cases. It can be observed that the highest objective
function value is obtained when c1 and c2 are both set
as 2.05, which is consistent with the recommended values
in [45].

In order to evaluate the influence of discrete granularity
of the roll angle, a sensitivity analysis of δφ has been
conducted. Simulation results under two different scenario
durations are shown in Fig. 14, where the iteration number
is taken as 600. Different values of δφ varying from 0.1
to 0.0005 rd, as depicted in the legend, are chosen for the
comparative experiment. What is interesting in this figure
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Fig. 13. Sensitivity analysis of coefficients c1 and c2.

Fig. 14. Sensitivity analysis of δφ under different scenario durations.

is the steady growth of the objective function value with
the decrease of δφ. This result may be explained by the
fact that more available observation strips can be provided
when the value of δφ is set as a smaller value. The increased
solution space may potentially contain better scheduling
results, and then the improved RPSO could search for a
better solution compared to the instance with a higher
value of δφ. Fig. 14 shows that the difference of results
under δφ equals 0.001 and 0.0005 is not obvious, which
indicates that δφ = 0.001 rd is fine enough to obtain an
excellent scheduling result. Therefore, the value of δφ is
set as 0.001 rd, namely about 0.057◦, for the corresponding
experiments in this study. Meanwhile, it is not difficult to
find that the program running time changes insignificantly
with the variation of δφ, which indicates the excellent effi-
ciency of the proposed scheduling algorithm. According to
the data provided on the website of Natural Resources
Satellite Remote Sensing Cloud Service Platform [46], the
attitude pointing accuracy of the high-resolution multimode
satellite is better than 0.01◦. Owing to the fact that a con-
siderable degree of pointing accuracy can be achieved by a
practical satellite, the parameter value set in this article is
reasonable.

VI. CONCLUSION

We have addressed the large region targets observation
scheduling problem by multiple EOSs in this work. An

efficient coverage calculation method has been developed
based on the polygon clipping technique. Meanwhile, an
improved RPSO scheduling algorithm has been proposed to
solve the multiple large region targets scheduling problem,
where the greedy initialization strategy and the resampling
method perform significant roles. Comparative experiments
show that the proposed coverage calculation method with
respect to the large region exhibits better performance
than the GDAC method in terms of calculation accuracy
and efficiency. This approach will be useful in improving
the calculation ability of large region coverage problems
in practical engineering. In the scheduling process, the
greedy initialization strategy has been proven effective in
enhancing the convergence speed and solution quality of the
optimization algorithm. The resampling method contributes
to searching for a better solution, and the proposed GI-
RPSO outperforms other heuristics, especially the greedy
algorithm widely used in practice. Extensive experiments
have been conducted to verify the effectiveness and stability
of the proposed algorithm.

Further studies regarding the role of agile EOSs in
the large region targets observation would be worthwhile.
Compared to the nonagile EOSs, agile satellites possess
stronger attitude maneuverability, leading to more obser-
vation opportunities. In addition, the cloud occlusion to
optical sensors could be taken into consideration for future
research.
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