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Introduction

This thesis covers three topics that are highly relevant in the current aviation industry: data-driven remaining
useful life (RUL) prognostics, prognostic algorithm performance evaluation and the use of RUL prognostics
in maintenance scheduling. The main goal of this thesis is to further contribute to the available body of
knowledge on those subjects by developing novel theories and methods.

This thesis aims to solve the following problems that are identified from literature: first, the accuracy of
prognostic algorithms in terms of RUL prediction error has gone up over the past years. However, using novel
computational techniques it is believed to be possible to further improve the prediction results compared
to recent literature. Furthermore, current literature usually does not provide an extensive analysis on the
obtained prediction results. Lastly, very limited research has been done into how probabilistic data-driven
RUL predictions can be used to schedule maintenance.

These observations lead to the following condensed research questions: How can sensor recordings be
used to predict a remaining useful life distribution of an aircraft engine at any moment in time? How can the
performance of a prognostic algorithm be optimally assessed such all aspects are taken into consideration?
How can probabilistic data-driven RUL predictions be integrated in the maintenance scheduling routine of
airlines? These questions will be answered in this thesis alongside smaller sub-questions.

This research is relevant to any airline that wants to innovate its maintenance scheduling process by mak-
ing use of data-driven techniques. Shifting towards a data-driven organization holds the potential benefits
of increased scheduling efficiency and profits, while decreasing the time required to schedule maintenance
on a daily basis. Optimizing the airline maintenance process will lead to lower aircraft downtime and less
wasted life of aircraft components. This will result in a higher passenger satisfactory, a more sustainable way
of operation and a higher profit for the airline. All of these aspects stress the importance of optimizing the
airline maintenance scheduling process, both from a economic and societal point of view.

This thesis report is organized as follows : In Part I, the scientific paper is presented. Part II contains the
relevant Literature Study that supports the research. Finally, in Part III, a chapter on how verification and
validation are performed in this research is included.
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Aircraft Maintenance Scheduling Using Engine Sensor Data1

Arthur Pieter Reijns∗2

Delft University of Technology, Delft, The Netherlands3

Abstract4

Over the past years, prognostic algorithms that aim to predict the remaining useful life (RUL) of aircraft5

engines have seen an increase in prediction accuracy. However, novel computational methods indicate that6

there is still room for improvement in the accuracy of those prognostic algorithms, especially when these7

algorithms are desired to be used to schedule maintenance in practice. Furthermore, only limited research8

has been done on how probabilistic data-driven RUL predictions can be used to schedule maintenance for9

aircraft engines. This paper proposes a convolutional neural network (CNN) for predicting aircraft engine’s10

remaining useful life. This CNN takes recordings from sensors placed inside the engine as input and returns11

a probabilistic prediction of the engine’s RUL. This paper also introduces a large framework of prognostic12

algorithm performance assessment in order to obtain a full picture of the strengths and weaknesses of the13

proposed prognostic model. It was shown that by using optimal feature selection, data normalization,14

Monte Carlo dropout and a tuned CNN model, RUL prediction performance was improved significantly in15

comparison to recent literature when testing the model on the popular C-MAPSS dataset. This paper then16

shows how probabilistic data-driven RUL predictions can be used in a maintenance scheduling simulation17

model. In this model, the RUL predictions are used to determine a maintenance window using several18

maintenance policies. These data-driven maintenance policies are optimized using a genetic algorithm (GA).19

An inspection based policy is included to be able to compare the data-driven maintenance policies to current20

practices. The optimal maintenance opportunity in the maintenance window for the engine is then selected21

using an integer linear programming (ILP) model. The interaction of all maintenance polices with two types22

of flight schedules is investigated in order to find the optimal maintenance strategy for an airline such that23

profit is maximized. The performance of all maintenance strategies is evaluated using both operational and24

monetary performance indicators. It was found that the data-driven maintenance strategies outperform25

inspection based strategies in terms of airline profit. A sensitivity analysis on the optimal maintenance26

strategy revealed that it is very sensitive, indicating that appropriate safety margins should be applied27

when adopting the data-driven strategies in practice. Nonetheless, the developed data-driven maintenance28

scheduling strategies hold great potential when it comes to adopting data-driven RUL prognostics in the29

daily scheduling routine of an airline.30

1 Introduction31

Repair and maintenance costs are among the top expenses of big aviation companies. According to the annual32

reports of the Royal Dutch Airlines KLM, the aircraft maintenance costs were around e882 million in 2019,33

equivalent to ∼ 14.5% of their total yearly expenses [1]. Furthermore, not being able to fly an aircraft is34

also very costly. DHL has estimated that if an aircraft has to remain on ground due to technical issues, this35

can cost an airline up to e925.000 per day [2]. This shows the importance of being able to monitor the36

health of the aircraft and its components, as well as predicting when specific parts will fail. Over the last few37

decades, Prognostics and Health Management (PHM) has received increasing attention both from a practical38

and scientific perspective. PHM combines real-time and historical information of the system to improve the39

decision-making in terms of maintenance operations. It is considered to be an engineering disciple that has as40

a goal to minimize maintenance costs while ensuring adequate levels of safety and operationally. Is does so by41

assessing the health state of a system using available information from for example sensors, and tries to make42

predictions on the remaining useful life (RUL) accordingly. Over the past years, RUL prediction has received43

increasing attention in scientific literature, partially due to the availability of an open source turbofan engine44

degradation dataset provided by NASA [3]. A high variety of prognostic algorithms is developed using this45

dataset with the goal of making the most accurate RUL prediction model. The problem is that even though46

current prognostic algorithms achieve acceptable prediction accuracy, there is still room for improvement in47

order to make the prognostic algorithm more suited for use in practice. Furthermore, there is a clear gap48

in literature regarding how of RUL predictions can be incorporated into airline daily maintenance scheduling49

∗Msc Student, Air Transport and Operations, Faculty of Aerospace Engineering, Delft University of Technology
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operations. This limits the usefulness of the prognostic models, as even though accurate RUL predictions can1

be made, the predictions can not be used in a profitable manner for an airline.2

This work will focus on 3 main aspects: (i) developing a prognostic model that is able to predict engine3

RUL using engine sensor data more accurately than is done in current literature, (ii) introducing an exten-4

sive performance evaluation framework for probabilistic RUL estimations and (iii) developing a maintenance5

scheduling simulation model that is able to simulate maintenance scheduling for an airline using data-driven6

RUL predictions obtained using the prognostic model. The prognostic model that is designed is a convolutional7

neural network (CNN). Li et al. and Babu et al. have shown that CNN is a promising method for RUL es-8

timation, and therefore this method is further explored in this work [4, 5]. It is believed that by optimizing9

the input sensor selection, the inclusion of more input parameters and the application of Monte Carlo dropout10

sampling, the prediction results achieved by Li et al. can be significantly improved. Furthermore, most current11

literature that performs RUL prediction only includes a limited model performance evaluation. In this work,12

both developed and novel metrics are used to present a holistic overview of the prognostic model’s performance.13

Lastly, a variety of maintenance scheduling strategies will be developed in order to investigate how RUL prog-14

nostics can be adopted into maintenance scheduling. This will be done by developing scheduling policies that15

take a time series of probabilistic RUL predictions as input and return the desired moment of maintenance. In16

addition, the interaction of those policies with the flight schedule is investigated. Inspection based maintenance17

policies are also introduced in order to compare the data-driven maintenance strategies to strategies that are18

similar to how maintenance scheduling is performed nowadays. A genetic algorithm is used to optimize the19

data-driven maintenance scheduling policies. The results of all scheduling strategies are then compared using20

both operational and monetary performance indicators to see which strategy performs best and is most suitable21

for adoption in practice.22

This paper is structured as follows: first, section 2 presents a literature study on current prognostic algorithms23

and maintenance scheduling models. After that, section 3 covers the first part of this work, which is data-24

driven RUL prediction using a CNN. Section 3.1 describes all the methods used to predict RUL using a CNN,25

subsection 3.2 elaborates on the experimental set-up of the test case and subsection 3.3 introduces all the26

performance evaluation metrics used on the prognostic model outcome. Lastly, subsection 3.4 presents the27

prediction results obtained using the CNN and compares the results to relevant literature. How the obtained28

data-driven RUL predictions can be used for maintenance scheduling is explained in the second part of this29

work in section 4. First, subsection 4.1 introduces the methodology used, which includes explanations on30

the scheduling policies, the interaction with the flight schedule, the Integer Linear Programming (ILP) model31

that picks the optimal maintenance slots and the genetic algorithm (GA) used for policy optimization. After32

this, subsection 4.2 states the experimental set-up for the maintenance scheduling test case and subsection 4.333

describes how the performance of a maintenance scheduling strategy can be evaluated. Section 4.4 then discusses34

the results of the optimized policies and the maintenance strategies. Lastly, sensitivity analysis on the optimal35

policies and the cost input values is presented in subsection 4.5. Conclusions and recommendations for further36

work are stated in section 5.37

2 Literature Review38

This section will discuss the most prominent current literature on RUL prediction using machine learning39

algorithms and on maintenance scheduling. This literature provides insight into relevant methods and ideas40

that can be adopted and adjusted in this work. First, literature on data-driven RUL prognostics is discussed,41

with a focus on papers that use a CNN for RUL prediction. After that, literature on prognostic algorithm42

performance evaluation is introduced. Lastly, literature on maintenance scheduling is highlighted.43

2.1 Data-driven RUL prognostics44

Over the past years, RUL prediction using sensor data has received increasing attention. This is partially45

due to the availability of the open source turbofan engine degradation dataset called C-MAPSS provided by46

NASA [3, 6]. Many recent works develop prognostic algorithms to predict RUL and test their models on the47

C-MAPSS dataset afterwards. Heimes is the first author to attempt to predict RUL using machine learning48

methods as part of the PHM008-Challenge [7]. He first introduces a Multi-Layer Perceptron (MLP) and is able49

to successfully differentiate between engines in a healthy and unhealthy state. He furthermore introduces a50

Recurrent Neural Network (RNN) for RUL prediction, which achieves satisfactory prediction performance. In51

[8], Zheng et al. use a Long Short-Term Memory (LSTM) network for RUL prediction. The objective is to52

minimize the mean squared error between the true RUL and the predicted RUL. Compared to a MLP and a53

CNN, this LSTM model obtained lower error values. Ellefsen et al. also use a LSTM model with unsupervised54

pre-training and supervised learning to improve RUL prediction quality [9]. Furthermore, a Genetic Algorithm55
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(GA) is used to tune the hyperparameters of the deep architecture. Aremu et al. use a machine learning data1

dimension reduction framework after which low-dimension representations of each cluster are learned using2

Laplacian eigenmaps embedding [10]. Yu et al. use a RNN autoencoder scheme and obtain the lowest RMSE3

values on the C-MAPSS dataset found in literature [11]. More recently, TV. et al. use a variety of LSTM4

extensions to perform RUL prediction [12]. Still, they fail to beat the lowest RMSE values obtained by Ellefsen5

et al. and Aremu et al. on the C-MAPSS dataset.6

The first attempt at RUL prediction using a CNN is done by Babu et al. in 2016 [4]. At the time, the7

lowest RMSE values in literature were obtained by passing a 2D-input array into a CNN with 1D-filters. The8

filters slide along the temporal dimensions and extract features that are eventually used by a fully connected9

layer and a regression node to predict the RUL value. More recently, Li et al. have shown that by tuning the10

CNN hyperparameters a CNN network with regression node is well able to predict engine RUL [5]. At the time,11

the tuned deep CNN architecture trained using dropout was able to obtain significantly lower error values than12

previous attempts. The work of Li et al. will form the basis of the CNN developed in this paper as this CNN13

method holds great potential even though limited research into the use of a CNN for RUL prediction has been14

performed. For an extensive literature review on data-driven RUL prediction the reader is referred to part 2 of15

this thesis.16

2.2 Prognostic algorithm performance evaluation17

Only limited literature on prognostic algorithm performance evaluation can be found. In 2008, Saxena et18

al. developed a framework of prognostic metrics to evaluate the performance of prognostic algorithms [13].19

Saxena et al. continued by writing a paper in 2010 describing a large variety of metrics that can be used for20

the offline evaluation of prognostic algorithms [14]. Both of these works are still considered to be the most21

relevant literature available nowadays, as is also stated by Baur et al in 2020: ”..., the development of improved22

standardized metrics, suitable even for on-line applications, still represents a stimulating topic for the research23

community” [15]. This work will make use of the evaluation framework developed by Saxena et al. and will24

furthermore develop novel metrics suitable to evaluate the performance of prognostic models. Lastly, a metric25

that is interesting to include is the Continuous Ranked Probability Score (CRPS) introduced by Gneiting and26

Raftering [16]. This metric is able to compare a probabilistic prediction to a single true value by returning a27

single error value. For an extensive literature review on prognostic algorithm performance evaluation the reader28

is referred to part 2 of this thesis.29

2.3 Maintenance scheduling30

Schneider and Cassady introduce a maintenance scheduling model in which the probability that all future31

missions of aircraft in a set are completed successfully is maximized. A cost-based optimization model is used32

that minimizes the cost and maximizes reliability [17]. Lam and Banjanic develop a policy that is able to33

determine the optimal moments of inspection by monitoring the condition of the component. At each decision34

point, a choice is made to either inspect of replace the component, and the inspection interval for the next35

time period is determined [18]. Vu et al. introduce a maintenance optimization framework that makes use of36

a rolling horizon method that continuously optimizes the maintenance decisions for a certain period of time.37

Using a cost model and a heuristic optimization scheme, a maintenance grouping strategy is developed for a38

multi-component system [19]. In [20], Wu and Castro develop a maintenance policy for a system of which the39

condition is continuously monitored. If a combination of degradation processes has reached a specified threshold,40

the system is considered to have failed. Preventive maintenance is used in this model, in which the system is41

fully replaced after several preventive maintenance actions.42

In [21], Zhang and Zhang first develop a prognostic model that is able to predict probabilistic RUL dis-43

tributions for aircraft engines by making use of a stacked autoencoder long short-term memory network. The44

obtained predictions are then used to create a condition-based maintenance optimization framework. This45

framework makes use of several threshold values that determine the moment in time maintenance is required.46

Both a periodic and an ideal maintenance policy are developed in order to compare the scheduling results in47

terms of cost. A flaw of this work is that it only outputs the moment in time preventive maintenance should48

occur, and thus does not consider the interaction with the aircraft’s flight schedule. More recently, de Pater49

and Mitici show how RUL prognostics can be used to perform predictive maintenance for a multi-component50

system [22]. Over time, RUL prognostics are updated as new sensor data becomes available. The developed51

maintenance planning model combines continuously updated RUL prognostics with available maintenance slots52

in the flight schedule. The predictive maintenance strategy was shown to outperform both a corrective and a53

preventive strategy in terms of costs.54
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3 Predicting RUL Using A Convolutional Neural Network1

This section covers the first part of this research: predicting turbofan engine RUL using a machine learning2

algorithm. In this part, a machine learning algorithm will be developed that is able to take as input raw sensor3

data collected during flight and return as output a probabilistic distribution of the engine’s RUL. First, the4

methods used in this section will elaborated on. Next, the experimental set-up of the test case is explained.5

The data that is used is highlighted and the pre-processing steps are elaborated on. After that, the performance6

evaluation of prognostic algorithms is explained. Both current and novel prognostic metrics will be introduced.7

Lastly, the results of the developed model are shown using the metrics that were introduced prior. The results8

obtained in this work are also compared to related recent publications to present a full picture of the performance9

of the model.10

3.1 Methods11

This section aims to explain the methods that were used to develop the prognostic machine learning model.12

First, the convolutional neural network method used in this paper is discussed. After that, Monte Carlo dropout13

sampling is explained. Lastly, the network structure used in this paper is stated.14

3.1.1 Convolutional neural network15

This paper will develop a deep convolutional neural network (CNN) with regression node at the end for RUL16

estimation. CNN’s were first introduced by LeCun for image processing as they posses beneficial properties to17

deal with 2D inputs that have a grid like topology [23]. Using spatially shared weights and pooling, CNN’s are18

able to identify hidden features in the input data that become more complex as more layers are added. The19

convolutional layers convolve the input array with several learned filters to obtain features. Pooling layers can20

then be used to ensure that only local features are kept that posses the most information. For example, when21

using a CNN for image recognition, the output of the first layer might be abstract features such as lines and22

shapes, but after multiple layers the features might be more detailed, such as faces or objects. A CNN performs23

particularly well on data that has spatially neighbouring features in the input data, meaning that the input24

values close to each other are similar and that there is a relation between them. For example, the pixels in an25

image are spatially neighbouring features as pixels with similar RGB-values are likely to be part of the same26

object. In this paper, the CNN will be used to find a pattern along the temporal dimension of the sensor input27

data.28

In this paper, the input to the CNN will be signals of a variety of sensors that are placed inside the aircraft29

turbofan engines that record a single value per flight cycle. An example might be the average pressure in the30

low pressure turbine during a single flight. The format of the input array is 2D, where one dimension is the31

number of features (sensors) included and the other is the number of historical flight cycles. Note that the32

data is only spatially neighbouring across the temporal dimension and not across the feature dimension. Even33

though the input is 2D, the effective CNN that is developed in this work can be regarded as a 1D CNN as the34

filter width is kept at 1 and the filters only slide along the temporal dimension.35

Suppose x1 represents the vector containing all measured sensor values after the first flight cycle. Combining36

all vectors for all the N recorded flight cycles leads to the following sequential 1D representation of the complete37

input array: x = [x1, x2, . . . , xN ]. The convolution operation can now be defined as the multiplication between38

a filter w with length FL and the array obtained by concatenating FL vectors from x. Note that a filter w is39

a 1D array of weights that can be learned by the model. This concatenation operation leads to the input array40

xi:i+FL−1 and is obtained as shown in Equation 1. The array xi:i+FL−1 now represents an input array of FL41

consecutive signals starting at point i and ending at point i+ FL − 1.42

xi:i+FL−1 = xi ⊕ xi+1 ⊕ · · · ⊕ xi+FL−1 (1)

The convolution operation of filter w on subset xi:i+FL−1 is defined in Equation 2. In this equation, wT is43

the transpose of the filter w, b is a bias value and φ is the activation function that is applied. Furthermore, zi44

can be seen as the learned feature of the filter w on a subset of the full input array, namely xi:i+FL−1. While45

sliding the filter over the complete input x, the value of i keeps increasing until the edge of the input array is46

reached. When doing this, one filter w will generate FL values of zi, which can be denoted by zi as shown in47

Equation 3. zi now represents a single feature map that is obtained using one filter.48

zi = φ(wTxi:i+FL−1 + b) (2) zi = [z1
i , z

2
i , . . . , z

N−FL+1
i ] (3)49
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Figure 1: CNN feature map generation using multiple
filters on a 1D input [5]

In a CNN, each layer can have many filters each1

generating its own feature map. Figure 1 shows how2

multiple filters can generate feature maps from a sin-3

gle 1D input array. The output of this is then a 3D4

array with depth n, as the depth is determined by the5

number of feature maps generated.6

The number of feature maps generated per layer7

FN and the length of the filters FL are amongst the8

most important model hyperparameters. While tun-9

ing the model hyperparameters, trial and error meth-10

ods will be applied to optimize these values in order11

to maximize model performance. It should be noted12

that FL has a clear upper limit as it is not possible13

to make the filter longer than the available history of14

flight cycles for each engine. Lastly, the application15

of pooling layers is common when designing CNN’s.16

However, as the input data size is relatively small due17

to the low number of input features, it is chosen to ne-18

glect pooling in this paper as some useful information19

might be filtered out. This likely does not outweigh20

the potential benefit of increased computational time21

that can be achieved due to the decrease in feature22

dimensionality.23

3.1.2 Network architecture24

The network architecture that will be used can be seen in Figure 2. On the left, the input array can be seen.25

This input array has size Ntw ×Nft, where Ntw equals the number of historical flight cycles included and Nft26

equals the number of features (sensor signals) included. The convolution operation is then applied to this 2D27

input array using the 1D filter with size FL×1, making the convolution operation 1D as well. In the image shown28

in Figure 2, 10 feature maps are generated after each convolutional layer and a hyperbolic tangent activation29

function is applied. Note that the number of feature maps generated after each layer FN and the activation30

function at each layer are model hyperparameters that need to be carefully tuned. After LC convolutional31

layers, a final convolutional layer is placed that only generates a single feature map using a smaller filter size32

FL,final, making the output of this layer 2D. This 2D output is then flattened and connected to a single fully33

connected layer that consists of nFCL neurons. The final layer is a single neuron with linear activation that34

acts as a regression node. The output of the final layer is directly used as the predicted RUL value.35

Figure 2: Architecture of the deep convolutional neural network that is used to predict RUL [5]

During model training, the default weight initialization is Xavier normal. The optimizer used during training36

the the Adam optimizer, which is the fastest and best suited optimizer available nowadays. The loss function37

that is used to train the model is the mean squared error. The model learning rate is automatically multiplied38

by a factor lrf after lrp consecutive epochs without improvement in the verification loss. Every time the model39
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finds a set of weight with lower loss, this set of weights is automatically saved such that the best version of the1

model at any time can be used for testing. Regarding the training data, 80% of the training samples is used2

for training each epoch, while the other 20% of training data is used for computing the validation loss. The3

weights can then be trained in the right direction using back-propagation.4

3.1.3 Monte Carlo dropout5

In recent years, dropout has emerged as a promising technique to combat neural network overfitting. When6

using dropout in a regular fully-connected neural network, the weights connected to a random subset of neurons7

in each layer are set to 0 with a specified probability during training. This is done such that the model does8

not become overly dependent on a small number of neurons and forces the model to be flexible and robust.9

Monte Carlo dropout is a variant during which dropout is kept on during model testing as well. This causes10

the model output to be slightly different each time the same input array is passed. In this way, the same11

input can be passed many times such that a sampled output distribution is obtained for that input. This12

paper will makes use of this method to sample output RUL distributions for each input by using MC forward13

passes per input. Furthermore, Jospin et al. found that by making use of dropout and averaging the results14

of the approximated ensemble network, superior prediction results can be obtained [24]. Gal et al. found that15

Monte Carlo dropout in CNN’s approximates a Gaussian process and showed that models that kept dropout on16

during test time outperformed models that only use dropout during training [25]. Monte Carlo dropout thus17

not only allows CNN’s to obtain output distributions, but will also improve the prediction performance of the18

model. Note that in this work Monte Carlo dropout is only applied at the fully connected layer due to the fact19

that there still remains a big knowledge gap in literature about the effect of dropout in convolutional layers.20

Furthermore, during model development it was found that incorporating dropout in the convolutional layers21

would not increase model performance, both when dropping out entire feature maps and when dropping out22

individual neurons across all filters. The dropout will be applied at the fully-connected layer with the dropout23

probability being denoted as pd.24

3.2 Experimental set-up25

This section will describe the experimental set-up of the test case. First, the data that will be used to test the26

developed method will be explained. After that, data pre-processing and sensor selection will be elaborated27

on. Then, the creation of input samples for the CNN will be explained. Lastly, an overview of the tuned CNN28

hyperparameters will be presented. In this work, all experiments that are conducted are ran on the HP ZBook29

Studio G3 with an Intel Core i7-6700HQ CPU. All the coding work is done in Python 4.0 where use is made of30

the Tensorflow keras API for creating the CNN architecture.31

3.2.1 C-MAPSS dataset32

The publicly available NASA turbofan engine degradation dataset is a popular benchmarking problem for33

comparing the performance of prognostic algorithms [3, 6]. This dataset is developed using a model-based34

simulation program called C-MAPSS (Commercial Modular Aero-Propulsion System Simulation), which is35

a tool made by NASA that is able to simulate degradation in turbofan engines in a Matlab and Simulink36

environment. This dataset is commonly referred to as the C-MAPSS dataset. This section will explain the37

structure of the dataset, including the use of the training and testing datasets. For a more in depth explanation38

of the dataset including all 21 sensors that the dataset consists of the reader if referred to Appendix B.39

The complete C-MAPSS data set consists of 4 sub-data sets, named FD001, FD002, FD003 and FD004,40

where the difference between them is the number of operating conditions and fault modes. Each data set is41

made up of a training data set and a testing data set. The run-to-failure training data is simulated for multiple42

engines that start with varying degrees of wear and is stored as time series data for all 21 sensors. After some43

time, a fault develops in an engine and grows until the engine can no longer fulfil its intended function, after44

which the engine is declared unhealthy. The final recorded time step for each engine is the time at which the45

engine has failed. The training data set is run-to-failure and can be used to train the model. For the testing46

data set, the time series is terminated at some unknown point prior to failure, meaning that the engines in47

this dataset are thus not run-to-failure. The goal is to predict the remaining cycles until failure would occur48

given the time series sensor data of that engine up to that point. For each engine in the test dataset, a single49

prediction should thus be made at the moment the recorded sensor data is stopped. The correct RUL values of50

the test data are also provided. The data set is structured as a n-by-26 matrix, where n is the number of time51

cycles until failure for each engine.52
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Table 1: Overview of the C-MAPSS dataset [3, 6]

C-MAPPS instance FD001 FD002 FD003 FD004
Engines for training 100 260 100 249
Engines for testing 100 259 100 248
Operating conditions 1 6 1 6
Fault modes 1 1 2 2
Training samples 14184 36890 17456 53852
Validation samples 3574 9223 4364 10771

For the 26 columns, the first column is the en-1

gine number, the second column is the opera-2

tional cycle number, the third to fifth columns3

are the operational settings, and the remaining4

21 columns represent the sensor measurement5

values. Table 1 gives a comprehensive overview6

of the number of engines in the C-MAPSS sub-7

data sets. Here, it can be seen that the engines8

in FD002 and FD004 contain multiple operat-9

ing conditions, while the engines in FD001 and10

FD003 only have a single operating condition.11

3.2.2 Data normalization12

The C-MAPSS dataset contains time series recordings from a total of 21 different sensors [3]. The values13

recorded for all sensors are from different ranges and therefore is it beneficial to the training process to first14

normalize the input such that all sensor have the same range of values. In this paper, multiple ways of data15

normalization have been tried in order to see which one leads to be best model performance. The following16

data normalization and standardization methods were attempted in this work: normalization in range [-1,1] as17

shown in Equation 4, normalization in range [0,1] and standardization as shown in Equation 5.18

xi,j,knorm =
2(xi,j,k − xj,kmin)

xj,kmax − xj,kmin

− 1, ∀i, j, k (4) xi,j,knorm =
xi,j,k − µj,k

σj,k
, ∀i, j, k (5)19

In these equations, xi,j,k indicates the input value of the i-th data point of the j-th sensor used under20

operating condition k, and xi,j,knorm indicates the normalized input value. xj,kmin and xj,kmax indicate the minimum21

and maximum value of sensor j under operating condition k respectively. µj,k and σj,k indicate the mean and22

standard deviation of all recordings of sensor j under operating condition k respectively. This thus means that23

normalization is applied with respect to the current operating condition the engine is in, which makes sense24

as the ranges of sensor values might be vastly different when used in a different operational setting. In this25

paper, it was found that normalization in range [-1,1] obtained superior model results compared to the other26

normalization and standardization techniques attempted. Therefore, normalization as shown in Equation 4 will27

be the method used in the remainder of this paper.28

3.2.3 Target labelling using piece-wise linear function29

Each training sample is given a single output target label during training. This target label is equal to the true30

RUL of the engine that corresponds to the input sensor data. The CNN model can be seen as a regression model31

that attempts to learn the true RUL value based on recorded historical sensor data. When an engine is still32

healthy and has a high true RUL value, no clear degradation pattern can yet be seen in the sensor recordings.33

For example, both an engine with a true RUL of 400 FC and an engine with a true RUL of 200 FC might not34

yet show any signs of degradation, making it very hard for the model to predict a RUL value of 400 FC for the35

first engine, and 200 FC for the second one. For this reason, it is assumed that the RUL label during training36

for healthy engines can be set to a constant value. This approach can be seen in many other papers that use37

the C-MAPSS dataset, such as in the works of Li et al., Ellefsen et al. and TV. et al. [4, 9, 12]. The value for38

a constant early RUL Rearly of 125 FC is used in this paper, which is a common value in literature. This thus39

means that for any engine that has a true RUL higher than 125 FC, the model will be trained to predict a RUL40

value of 125 FC. Because the target RUL is constant in the early phase and linearly decreasing when the true41

RUL becomes smaller than Rearly, the target function used is piece-wise linear.42

3.2.4 Selecting sensors to include as model inputs43

Not all 21 sensors in the C-MAPSS dataset are equally useful. Some sensors only output a constant value or44

jump between stationary levels. Therefore, it is important to first determine which sensors should be used as45

input to the CNN for optimal prediction performance. An overview the sensor outputs over time for FD00146

can be found in Appendix C. Most works such as the paper by Li et al. only use the sensors that are non-47

constant and continuous, those being sensors 2, 3, 4, 7, 8, 9, 11, 12, 13, 14, 15, 17, 20 and 21 [5]. In the48

recent work of Zhang et al., a full methodology on sensor selection is provided. In this paper, 4 metrics are49

developed that can be applied to time series sensor measurements in order to find which sensors reveal most50

information. The sensors are evaluated on correlation, monotonicity, robustness and predictability. Application51

of this methodology to the sensors in the C-MAPSS dataset causes only 9 sensors that show the clearest and52
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most consistent trend over time to be kept. For example, sensors number 8 and 13 are not used because they1

have high variance in correlation, and low predictability. Furthermore, sensors 9 and 14 are dropped due to the2

high variation in monotonicity and correlation, with even lower values of predictability [26].3

To test the methods other works have used, the CNN was trained using several combinations of sensors4

inputs. The results are evaluated on the FD001 test dataset and are shown in Table 2. In Table 2 a very5

interesting phenomenon can be observed, namely that the model performance increases with more sensors6

added as model input. From this, it can be concluded that the CNN is able to extract useful information from7

all sensors that are not constant, even if a sensor only attains stationary values which is the case for sensor 17.8

For this reason, the CNN developed in this work will have input from a total of the 14 sensors corresponding9

to the top row of Table 2.10

Table 2: Sensors included as model input versus model performance. The RMSE values are obtained on the
FD001 test dataset

Sensors included as input Description RMSE
2,3,4,7,8,9,11,12,13,14,15,17,20,21 All except constant 12.16

2,3,4,7,8,9,11,12,13,14,15,20,21 All except constant and stationary 12.91

2,3,4,7,8,11,12,13,15,20,21 All except constant, stationary and sensors 14.02
with inconsistent trend

2,3,4,7,11,12,15,20,21 9 sensors with most information [26] 14.61

7,12,15 3 sensors with clearest trend [27] 18.50

3.2.5 Creating convolutional neural network input samples11

The model input is a 2D array of size Ntw×Nft, where Ntw equals the number of historical flight cycles included12

and Nft equals the number of features (sensor signals) included. As explained in the previous subsection, the13

number of sensors included in the input Nft is 14. To find the optimal number of historical flight cycles to14

include as model input, the work of Li et al. can be consulted [5]. In their sensitivity analysis, they find that15

up to a value of Ntw = 30 the model performance significantly increases. Adding more than 30 previous flights16

cycles as input does no longer improve the results while it increases computational time. Therefore, this work17

will use a default value of Ntw = 30. Some instances, such as FD002 and FD004, contain engines in the training18

set have have only been used for 21 FC and 19 FC respectively. If 30 historical FC are required as input, these19

engines can not be evaluated by the model. Therefore, additional models are trained for FD002 and FD00420

with Ntw = 21 and Ntw = 19 respectively in order to be able to make comparisons with related works.21

Furthermore, instances FD002 and FD004 are more complex due to the number of operating conditions the22

engines are used in. The first solution in dealing with this is explained in subsubsection 3.2.2, which is to apply23

data normalization with respect to the engine’s current operating condition. Furthermore, the history of each24

engine in each of the 6 operating conditions can be added as additional inputs to the network. This method was25

also used by Babu et al. and was shown to yield better prediction results [4]. For instances FD002 and FD00426

Nft is thus equal to 20, where 14 features are the sensor time series recordings and the other 6 features are the27

number of flight cycles spend in each operating condition. These additional inputs are believed to improve the28

prediction performance on instances FD002 and FD004. A visual representation of the selected and normalized29

sensors as well as the normalized operating condition input for FD004 can be found in Appendix D.30

3.2.6 Tuned CNN hyperparameters31

The final step before the CNN can start making predictions is to tune the hyperparameters such that the32

performance is optimized. Neural network hyperparameter tuning is still an active area of research and trial33

and error is one of the methods that is commonly used. In this work, the most important hyperparameters34

were tuned by varying them along a specified range and checking the influence on the model performance. The35

works of Babu et al. and Li et al. were used as a starting point for the hyperparameter values because they36

achieved good prediction results with their CNN architectures [4, 5].37

The CNN developed in this paper will have the architecture as shown in Figure 2. The network has 438

convolutional layers where the number of feature maps generated at each layer FN = 10. The activation39

function used at these layers the hyperbolic tangent, or simply tanh. The filter size is set to 10 × 1, meaning40

that the filter length FL = 10. After those 4 layers, a single convolutional layer is placed that generates only41

1 feature map. The filter size used in this final convolutional layer is 3 × 1, meaning that FL,final = 3. The42

dropout rate in the fully connected layer (FCL) is found to be optimal at at value of pd = 0.5 and this FCL is43

made up of nFCL = 100 neurons. At the FCL, the activation function is also tanh. At all layers, the padding44
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is kept at ’same’, meaning that the size of the feature map that is generated has the same dimensions as the1

input from the previous layer. The network training is performed with a batch size of 256 and for 250 epochs2

per model. The initial learning rate is set at lr = 0.001 and is multiplied by a factor of lrf = 0.6 after lrp = 103

consecutive epochs without improvement. An overview of the tuned hyperparameters and other important4

model parameters can be seen in Table 3.5

Table 3: Summary of tuned parameters and other inputs of the CNN model developed in this paper

Model parameter Symbol Value Model parameter Symbol Value
Number of feature maps
generated at conv. layer

FN 10
Number of historical flight cycles
as input for FD001 to FD004

Ntw 30/21/30/19

Filter length FL 10 Dropout rate pd 0.5

Filter length final conv. layer FL,final 3 Validation split - 0.2

Number of input features
for FD001 to FD004

Nft 14/20/14/20 Initial learning rate lr 0.001

Early constant target RUL Rearly 125 Learning rate reduction patience lrp 10

Convolutional layers LC 5 Learning rate reduction factor lrf 0.6

Neurons in fully-connected layer nFCL 100 Batch size - 256

Input normalization range - [-1,1] Number of epochs - 250

3.3 Prognostic algorithm performance evaluation6

This section will explain how the performance of a prognostic algorithm that predicts a component’s RUL can7

be measured. This will be done by first analyzing why specific metrics are useful for performance evaluation8

and what the drawbacks are when using these metrics. Next, a variety of general error metrics and prognostic9

algorithm specific metrics will be discussed. Also, requirements that are specific to prognostic metrics are10

stated. Lastly, it is stated how probabilistic predictions and uncertainty estimations can be incorporated into11

the evaluation metrics. The metrics introduced in this section will be used in the next section to present the12

results on the developed CNN model.13

3.3.1 Strengths and limitations of performance metrics14

Performance metrics are used to reveal information on the performance of the model that is developed. Metrics15

can therefore be specifically designed to indicate the strengths and weaknesses of a model on a variety of test16

cases. Over the past years, attempts have been made to develop novel metrics that can be used to further17

analyze the performance of prognostic algorithms for adoption in practice. These metrics are excellent to18

compare different models and algorithms with one another, but lack to ability to reveal for a single model19

how well it can perform in a real world scenario. For example, if an airline wants to use data driven RUL20

predictions for maintenance scheduling in practice, it will first need to develop multiple prognostic models21

that can compute RUL predictions. Metrics can then be used to compare the different models and select a22

single prognostic model that outperforms the other competitors. However, these metrics do not yet reveal23

much information on how reliable and with what accuracy this prognostic model can be adopted into the daily24

scheduling routine. Therefore, prognostic performance metrics can mainly be used to compare different models25

and algorithms with each other. To test if prognostic models can be used in a daily scheduling routine, other26

methods such as Monte Carlo simulations can be used. This will be explored further in section 4.27

3.3.2 General error metrics28

The most widely used general error metrics for prediction models can be found in Appendix A. In this table, the29

definition of each metric is presented, as well as the range and further references. The most important metrics30

from this table will be highlighted in this section. The most commonly used error metric in prognostics is the31

root mean squared error (RMSE), which is computed by squaring the error for each prediction, then taking the32

mean over all samples and finally taking the square root of that. A true positive (TP) is defined as a prediction33

that has a positive error (ε(i) ≥ 0, so early prediction) that is smaller than the acceptable early prediction error34

bound tFP , while a true negative (TN) is defined as a prediction that has a negative error (ε(i) < 0, so late35

prediction) that is smaller than the acceptable late prediction error bound tFN . A false positive (FP) and a36

false negative (FN) are defined as predictions that have a unacceptable early or positive error respectively. Note37

that in the remainder of this paper not all of the metrics included in Appendix A will be used. A selection of38

the most used general metrics will be made and used for the model performance evaluation.39

Besides the general error metrics shown in Appendix A, other metrics exist that can be used to reveal infor-40

mation on the model performance. Three commonly used metrics for evaluating machine learning algorithms41
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are accuracy, precision and recall and are defined in Equation 6-4. These metrics make use of the previously1

defined metrics TP, TN, FP, FN and the number of predictions N . The final metric that can be used is called2

the F1-score and is defined as the harmonic mean of the precision and recall as shown in Equation 9.3

accuracy =
TP + TN

N
(6) precision =

TP

TP + TN
(7) recall =

TP

TP + FN
(8)4

F1 = 2 · precision · recall

precision + recall
=

TP

TP + 0.5 · (FP + FN)
(9)

3.3.3 Metrics for prognostic algorithm performance assessment5

In the field of prognostics it is important to evaluate models using metrics that are specific to the problem.6

Over the past years, metrics have been developed that can take into account requirements that are specific to7

prognostic predictions. The most important performance requirements for models that perform RUL prediction8

are as follows [14]:9

1. In RUL prediction, a late prediction is usually considered to be worse than an early prediction. Late10

predictions may cause high safety risks because a component is used in highly deteriorated state, while11

an early prediction only leads to unnecessary maintenance causing higher costs.12

2. The error of a prediction should decrease over time. If an error of for example 20 flight cycles (FC) is13

achieved when the true RUL is 200 FC, this is not a big problem because the engine is not near failure14

and maintenance is not needed for a long period of time. However, if the same error of 20 FC is achieved15

with a true RUL of 5 FC, then it might happen that maintenance is scheduled based on an incorrect16

prediction.17

From these requirements specific metrics have been developed that can be used to present a better picture18

of the prognostic model performance. These metrics will be explained in the following paragraphs.19

PHM008-challenge score20

The first metric that is used in this work is the PHM008-challenge score and is defined in Equation 10. This is21

an asymmetric scoring function that penalizes a late prediction harder than an early prediction by setting the22

values of γl and γe. Note that ε(i) < 0 indicates a late prediction and ε(i) ≥ 0 indicates an early prediction.23

The default values for γl and γe used in the PHM008-challenge are 13 and 10 respectively. Furthermore, one24

can extent this metric by weighting this obtained score value s using the true RUL value of the engine that the25

prediction is made on. The definition of the weighted score, abbreviated in this work as W. score, is shown in26

Equation 11. Engines that have a low true RUL and thus are closer to failure are given a higher weight than27

engines that are still healthy and have a high true RUL. The weighting factor of e−ws∗rtrue(i) ensures that the28

second requirement posed on prognostic models is also incorporated. The degree to which engines with lower29

true RUL rtrue(i) are weighted heavier can be tuned using the parameter ws, which is set at 0.025 as default.30

s =

{
e
− ε(i)γl − 1 for ε(i) < 0

e−
ε(i)
γe − 1 for ε(i) ≥ 0

(10)

W. score = s · e−ws∗rtrue(i) (11)

Prognostic Horizon31

The second metric is the Prognostic Horizon (PH) and is visualized in Figure 3. This metric is equal to the32

time difference between the time the RUL prediction enters a specified performance criteria and the component33

end of life (EoL). In Figure 3, the black line indicates the component true RUL. The grey areas around this34

line represent areas of constant error which are considered acceptable upper and lower bounds for the RUL35

prediction. As soon as a PA outputs a RUL estimation that is within the grey area, the prognostic horizon36

can be computed. Note that it may occur that a prediction at a certain time is within the grey zone, but a37

prediction made at a later time is no longer within the grey zone. The PH can then be defined as the time38

difference between the time the RUL prediction is within the grey area and no longer leaves this area at a39

later time, and the EoL. A high value for PH indicates that there is more time to act for an airline based on a40

prediction within a certain level of accuracy [13].41

10



α− λ accuracy1

The third metric of importance is the α − λ metric, and is shown in Figure 4. This metric is based on the2

point that the performance of the PA should increase over time, as predictions near component EoL are vital3

for airline operational planning. A specific form of this metric is α− λ accuracy, which indicates that the RUL4

prediction should fall between specific α accuracy bounds that get tighter around the true RUL when time5

progresses. In Figure 4, the blue line indicates the true RUL and the blue shaded area shows the α bounds6

that get closer to the true RUL line over time. λ is a time-window modifier that can be chosen such that a7

specific accuracy α is achieved at a specific time instance. For example, a requirement that can be set is that the8

accuracy halfway of the true RUL should be 20%. If the prediction at a certain time falls within the α accuracy9

bounds, the α− λ accuracy takes a value of 1, and takes value 0 if the prediction is outside the α bounds. This10

metric can be used to compute what percentage of all predictions meet the α− λ accuracy requirement, which11

reveals information on how useful and reliable the prognostic algorithm is [13].12

Figure 3: PH metric for point estimate [13]

.

Figure 4: α− λ metric for point estimate [13]

Relative accuracy13

The fourth metric used in this work is the Relative Accuracy (RA). This metric is defined as the measured error14

relative to the true RUL value at a specific moment in time iλ. The RA is defined in Equation 12.This metric15

is similar to the α− λ metric, but the difference is that while the α− λ metric only tells whether a prediction16

in inside the α bounds or not, the RA gives a quantitative value that indicates how close a prediction is to the17

actual value. The RA thus reveals information on the accuracy at a specific time. The Cumulative Relative18

Accuracy (CRA) is defined as the weighted sum of several RA values at different time points, normalized by19

the number of RA values. If all weights are set equally, the CRA takes the form as defined in Equation 13. In20

this definition, pλ is the set of all time indexes at which a prediction is made and |pλ| is length of the set. If the21

weighted variant of the CRA is applied, denoted in this work as WCRA, the values of w(r(i)) can be altered to22

give more weight to predictions on engines that are closer to failure as is shown in Equation 14 [13].23

RAλ = 1− |rtrue(iλ)− rpred(iλ)|
rtrue(iλ)

(12)

CRAλ =
1

|pλ|
∑

i∈pλ
RAλ (13) WCRAλ =

∑
i∈pλ w(r(i)) ·RAλ∑

i∈pλ w(r(i))

(14)

24

Sampling rate robustness25

The sampling rate robustness tests how sensitive a prognostic algorithm is to the frequency of evaluating new26

input. The definition of SSR is presented in Equation 15, where f1 and f2 represent two different sampling27

frequencies. For example, one can evaluate the MAE for a series of predictions sampled after each flight cycle28

and also evaluate the MAE for a series of predictions sampled only at each 5th flight cycle. If the absolute29

difference in MAE using the different sampling frequencies is large, the model has high sensitivity to sampling30

frequency which is undesired [13].31

SSR = |MAEf1 −MAEf2| (15)
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Convergence1

Figure 5: Convergence metric [13]

The convergence metric is able to compute a sin-2

gle value that indicates how quickly any metric M3

improves with time. Figure 5 shows how 3 dif-4

ferent arbitrary performance measures evolve over5

time, where it can be seen that the blue metric6

does not decrease significantly, while the red and7

green metrics end up at a value near 0 at com-8

ponent EoL. The convergence metric determines9

how quickly each metric reached 0 by computing10

the center of mass of the area below the curve of11

each metric. In Figure 5 it can be seen that the red12

metric has the fastest convergence as its center of13

mass is closest to point tp. A fast convergence of14

any error metric is desired as this means that the15

initial prediction error decreases with decreasing16

engine true RUL [13].17

3.3.4 Incorporating uncertainty estimates18

One of the novel contributions of this work is that RUL predictions are given in the form of a probabilistic19

distribution instead of just a single-valued prediction using the Monte Carlo dropout sampling method. This20

output requires some of the performance metrics to be adjusted such that they are able to evaluate probabilistic21

predictions. This subsection will elaborate on how the previously introduced metrics can be applied to this type22

of output. Furthermore, a novel error metric called the continuous ranked probability score will be introduced23

that can be applied specifically to predictions that have a probabilistic form.24

Predictions in the form of a probability distribution can be evaluated by defining an upper and lower bound25

around the true RUL value, denoted by α+ and α− respectively. The probability mass of the prediction then26

has to be higher than a specified level β in order for the prediction to be considered to be within the α-bounds.27

This is mathematically denoted in Equation 16, where π[r(iλ)]α+
α− denotes the probability mass between α+ and28

α− bounds for the RUL distribution prediction r(iλ) [13].29

π[r(iλ)]α+
α− ≥ β (16)

Accuracy, prognostic horizon and α− λ accuracy for probability distributions30

This concept can be used for all previously defined metrics that make use of acceptable error bounds, such as31

the TP, TN, FP and FN metrics. A predicted probability distribution for an engine can be considered a TP if at32

least a probability mass of for example βTP = 0.5 is located between the acceptable early prediction error bound33

tTP and the true RUL value at that moment and can be considered a TN if at least a probability mass of for34

example βTN = 0.5 is located between the true RUL value at that moment and the acceptable late prediction35

error bound tTN . The probabilistic form of the prognostic horizon metric can be observed in Figure 6. For this36

metric, a predicted distribution is considered to lie within the acceptable error bounds α+ and α− if at least37

a probability mass of βPH is located between them. The same principle holds for the probabilistic form of the38

α− λ metric shown in Figure 7, where at least a probability mass of βα−λ is required to lie between the upper39

and lower error bound in order for the prediction to be classified as acceptable [14].40

Figure 6: PH metric for PDF prediction [14]

.

Figure 7: α− λ metric for PDF prediction [14]
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Continuous ranked probability score1

Another metric that can evaluate probabilistic predictions is the continuous ranked probability score (CRPS).2

This metric returns a single error value and requires as input the CDF of the predicted distribution and the3

true RUL value. The definition of the CRPS metric can be found in Equation 17, where F is the CDF of the4

predicted distribution and 1 is the Heaviside step function that equals 1 if (y−x) ≥ 0 and equals 0 if (y−x) < 0,5

where x is the true RUL value [16]. This step function is thus 0 at all values smaller than the true RUL and6

1 at all values larger than the true RUL. This function can be evaluated numerically by splitting the integral7

in two parts, one from minus infinity to x and one from x to plus infinity. The CRPS metric returns a single8

value that computes the area between the predicted CDF and the Heaviside step function and is thus able to9

evaluate the performance of algorithms that produce probabilistic output. For a single-valued prediction, the10

CRPS reduces to just the MAE.11

CRPS(F, x) =

∫ ∞

−∞
(F (y)2 − 1(y − x))2dy (17)

The final metric introduced in this paper is the weighted scored CRPS. This metric is similar to the weighted12

score metric introduced in subsubsection 3.3.3, but now the CRPS value computed using Equation 17 is used13

in Equation 11 in stead of the regular error ε. This metric now combines all important requirements that were14

determined in this section: it penalizes late predictions harder than early predictions due to the asymmetric15

scoring function. Moreover, it exponentially weighs engines that are near EoL (engines with low true RUL rtrue)16

heavier because of the weighting factor ws. Lastly, because the CRPS value is now used in stead of the error17

value, this metric also takes into account the predicted probability distribution in stead of just a single-valued18

prediction.19

W. CRPS(F, x) = e−ws∗rtrue(i) ·
{

e
−CRPS(F,x)

γl − 1 for ε(i) < 0

e−
CRPS(F,x)

γe − 1 for ε(i) ≥ 0
(18)

3.4 Experimental results and analysis20

In this section, the results of the developed model on the C-MAPSS test dataset are shown. This will be done21

by making use of the metrics defined in subsection 3.3. First, the results on all 4 instances of the C-MAPSS test22

data set will be shown. Specific examples will be further analyzed to show what the model output looks like.23

Lastly, the prediction results obtained in this work will be compared to related previous works. The reasons as24

to why this paper obtains superior RMSE values will be briefly discussed.25

3.4.1 Results on C-MAPSS test dataset26

The results of the CNN model on the C-MAPSS test data set for all 4 instances are shown in Table 4. In this27

table all metrics introduced in subsection 3.3 are included, except the ones that are specific to making a series28

of predictions over time for a single engine. The C-MAPSS test dataset consists of a number of engines that29

are used for a certain number of flight cycles, and the sensor recordings are stopped at some unknown moment30

prior to failure. The question then is to predict for each engine the RUL at that moment in time. This thus31

means that for each engine in the test dataset, only one RUL estimation is made, meaning that metrics such as32

the prognostic horizon are not suitable. Only metrics are included that are able to evaluate predictions made33

at a single moment in time.34

The default values of γl = 13 and γe = 10 are used for computing the score metric. For the α−λ metric, both35

the single-valued mean prediction variant and the distribution variant are used, indicated with by α−λ(d) and36

α− λ(p) respectively. The α− λ(d) metric determines the percentage of predictions for which the distribution37

mean lies inside a margin of 30% from the true RUL. The α − λ(p) metric determines the percentage of38

predictions for which at least a probability mass of βα−λ = 0.75 lies inside a margin of 30% from the true RUL.39

For computing the TP, TN, FP and FN, a required probability mass of βTP = βTN = βFP = βFN = 0.5 and40

an acceptable error margin of 30% are used. Lastly, the weighting factor used to compute the W. score and the41

W. CRPS is set to ws = 0.025.42

Furthermore, for FD002 and FD004 two different series of results can be observed, one without an * and one43

with an *. The * indicates that the results are shown for the model that is trained using a input time window44

size of 30 previous flight cycles of sensor data. As described in subsubsection 3.1.2, this time window size was45

found to lead to lowest RMSE as shown by Li et at. and is therefore used as the default time window size in46

this paper [5]. However, instances FD002 and FD004 contain test engines that have not been used for 30 flight47

cycles yet and therefore the model can not make predictions on all test engines. For this reason, two additional48

models are trained for FD002 and FD004 with an input time window size of the engine that is used for the49
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fewest number of flight cycles in these instances, being 21 and 19 flight cycles respectively. These models are1

now able to make predictions on all engines included in the test dataset and are shown in Table 4 as FD0022

and FD004 without the *. These models will also be used when comparing the results obtained in this paper3

to related works.4

Regarding the results of the metrics shown in Table 4, one can see that the developed model performed5

well. Across all instances, the MAE is between 8.36 FC and 12.06 FC, which can be considered low. Another6

interesting observation is that the MAE is lowest for FD003, while FD003 does not obtain the lowest score7

value. This indicates that even though FD003 has the lowest absolute error in its predictions, the predictions8

are often late (ε(i) < 0) in stead of early (ε(i) ≥ 0). This is undesired and reflected upon in the higher score9

value. This example shows the added benefit of evaluating the model output on multiple metrics in stead of10

just a single one such as the RMSE.11

Table 4: Results on the 4 instances of the C-MAPSS test data set shown using the most important prognostic
performance metrics. The * after FD002 and FD004 indicates that the ideal input time window size of 30 is
used and thus not all engines in the test data set could be evaluated. Network training time for 250 epochs is
included in the bottom-right column in seconds

Prognostic metric
Instance MAE MAPE RMSE ESTD FP FN TP TN Score W. score
FD001 8.99 15.08 12.16 8.2 0.07 0.08 0.33 0.43 2.33 1.32
FD002 10.46 19.28 14.71 10.34 0.07 0.13 0.39 0.26 4.05 2.48
FD002* 9.88 17.56 13.44 9.11 0.07 0.13 0.4 0.27 3.12 1.84
FD003 8.36 13.58 12.01 8.62 0.01 0.08 0.35 0.48 3.39 2.22
FD004 12.06 26.53 16.57 11.37 0.04 0.26 0.39 0.26 7.4 6.43
FD004* 10.22 19.55 14.79 10.69 0.03 0.18 0.43 0.27 5.45 3.62

Instance Acc. Prec. Recall F1 α− λ(d) α− λ(p) CRA CRPS W.CRPS T. time [s]
FD001 0.84 0.43 0.8 0.81 0.84 0.73 0.85 10.1 1.81 1923
FD002 0.76 0.6 0.75 0.79 0.8 0.59 0.81 11.52 3.57 5583
FD002* 0.77 0.6 0.75 0.8 0.8 0.62 0.82 10.74 2.63 7131
FD003 0.9 0.42 0.81 0.89 0.9 0.78 0.86 9.75 3.13 2402
FD004 0.69 0.6 0.6 0.73 0.71 0.6 0.73 13.2 9.02 7198
FD004* 0.77 0.61 0.71 0.8 0.78 0.67 0.8 11.23 4.83 8576

The results can be further observed by plotting the predicted RUL distributions and true RUL values for12

all engines in instance FD001 as can be seen in Figure 8. This figure shows all test engines included in FD00113

as a single point, sorted by true RUL. The value on the x-axis indicates the index of that test engine in the14

FD001 test dataset. Every blue dot thus shows the true RUL of an engine at the moment the sensor recordings15

have terminated, and the red violin shows the predicted probability distribution generated using the CNN. The16

red dot inside the violin indicates the mean of the predicted distribution. As can be seen, the predictions on17

FD001 are very close to the true RUL values. Especially for the engines that have a true RUL smaller than18

40 FC, the prediction means have an error of just a few flight cycles, indicating a very accurate prediction.19

This observation might be useful when using the CNN for maintenance scheduling, as one knows that if the20

models predicts low RUL values for an engine, it is likely that the true RUL is also low for that engine. This21

observation will be tested later in this paper when maintenance scheduling using CNN predictions is considered22

in more detail. The same figures for the other 3 instances can be found in Appendix E.23

Figure 8: True RUL and predicted RUL distributions for all 100 engines in FD001 sorted by true RUL

14



Lastly, the predicted RUL distribution for a single test engine is shown in 9(a). This figure shows in detail1

the distribution that is obtained after making 10,000 predictions using Monte Carlo dropout sampling for test2

engine 24 from instance FD001. The mean of the distribution and the true RUL of that engine at that moment3

in time are also shown using a red and blue vertical line respectively. It can be seen that after a large number4

of MC predictions, the output distribution highly resembles a normal distribution. In addition, the CDF and5

CDF2 of the predicted RUL distribution are shown in 9(b). The CDF and CDF2 are important because they6

are needed to compute the CRPS metric and they are therefore included here. The same figures for engines 1,7

56 and 80 can be found in Appendix F to also show the distributions of engines at different true RUL values.8

(a) Histogram of 10,000 MC predictions (b) CDF and CDF2 of 10,000 MC predictions

Figure 9: MC prediction results on test engine 24 from FD001

3.4.2 Comparison to related works9

This work is not the first to make use of the C-MAPSS dataset. Over the past years, other attempts have10

been made to develop prognostic algorithms that predict the RUL of the engines included in the test dataset.11

Table 5 shows the most relevant and recent papers that have attempted to develop prognostic algorithms and12

tested them using the C-MAPSS dataset. The performance of the methods used in these works is shown using13

the RMSE on all 4 instances of the C-MAPSS dataset in order to present a complete picture of the methods14

performance. This single metric is chosen because most related works only show a small number of performance15

metrics and the RMSE is most widely used amongst them. Note that for the RMSE values obtained in this16

work, the values are used that are obtained when including all the test engines for evaluation. This means that17

the values are taken from Table 4 where the instance without * is shown.18

It can be observed in Table 5 that the method used in this paper outperforms all related works in terms of19

RMSE across all instances. This can first of all be attributed to the fact that a CNN is proven to be an excellent20

method for RUL prediction by Li et al. [5]. Furthermore, this work used extensive experimentation on data21

pre-processing and normalization, sensor selection and input sample generation. This lead to the combination22

of an optimized CNN architecture and a careful training sample generation process, resulting in lower prediction23

error across all dataset instances. Furthermore, the use of Monte Carlo dropout sampling also may have caused24

the RMSE values obtained in this paper to be lower. The final row of the table shows the improvement in25

RMSE when comparing the results obtained in this work to the lowest RMSE value obtained in any of the26

previous related works. It can be seen that the improvement is highest for instances FD002 and FD004, being27

24.91% and 25.19% respectively. This can be attributed to the normalization of the data with respect to the28

current operating condition and to the fact that the operating condition history is added as additional model29

input. Many other works do not make use of this operating condition partitioning and thus achieve higher30

prediction errors on instances FD002 and FD004. Finally it must be noted that not all papers make use of31

an early constant RUL value. This does have an effect on the model RMSE values as models that do not use32

this early constant RUL value suffer an increase in RMSE. Despite this, the values shown in Table 5 are still33

competitive and can be used for a good comparison.34
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Table 5: Overview of most relevant and recent RUL prediction attempts on the C-MAPSS test dataset (ordered
by year of publication). The lowest RMSE values from other works are shown in blue, while the RMSE values
from this paper are shown in green. The final row shows the improvement in RMSE when comparing the blue
value and the green value, where the improvement is equal to 1−Blue/Green

Authors Paper Year Method
RMSE
FD001

RMSE
FD002

RMSE
FD003

RMSE
FD004

Rearly

Ramasso [28] 2014 RULCLIPPER 13.27 22.89 16.00 24.33 135

Babu et al. [4] 2016 Deep CNN 18.45 30.29 19.82 29.16 Not provided

Malhotra et al. [29] 2016 LSTM-ED 12.81 - - - 125

Zhang et al. [30] 2016 MODBNE, no TW 17.96 28.06 19.41 29.45 Not applied

Zhang et al. [30] 2016 MODBNE, with TW=30 15.04 25.05 12.51 28.66 Not applied

Zhang et al. [30] 2016 DBN 15.21 27.12 14.71 29.88 Not applied

Zheng et al. [8] 2017 LSTM 16.14 24.49 16.18 28.17 130

Li et al. [5] 2018 Deep CNN with Rearly 12.61 22.36 12.64 23.31 125

Li et al. [5] 2018 Deep CNN, no Rearly 13.32 24.86 14.02 29.44 Not applied

Ellefsen et al. [9] 2019 RBM + LSTM + GA 12.56 22.73 12.10 22.66 130

Aremu et al. [10] 2020 MLDR + classifier - 35.27 - 51.58 Not applied

Yu et al. [11] 2020 SBI EN 13.58 19.59 19.16 22.15 150/200

TV. et al. [12] 2021 LSTM-ORCE 14.62 - - 27.74 130

TV. et al. [12] 2021 LSTM-MR 15.62 - - 26.88 130

This work - 2021 Deep CNN 12.16 14.71 12.01 16.57 125

Improvement 3.18% 24.91% 0.74% 25.19%

4 Maintenance Scheduling Using Data-driven RUL Prognostics1

In current literature, there still is a knowledge gap on how a time series of RUL estimations for a component2

can be used in an actual scheduling scenario. This section will explore how the data-driven probabilistic RUL3

predictions obtained using the CNN model can be used in a realistic scheduling simulation. The goal is to develop4

novel methods and policies that are able to use RUL estimations in daily maintenance scheduling operations in5

order to maximize profit and minimize safety risks. First, the methods used in this section are described. This6

includes the maintenance policies that are developed, as well as the methods used for maintenance scheduling7

optimization and simulation. A genetic algorithm that is used to optimize the maintenance policies is also8

presented. Next, the set-up of the experimental test case is described. After this, the performance evaluation9

of the scheduling simulation is presented. Lastly, the results of both the optimized policies and the collected10

performance indicators are presented and discussed. Also, a sensitivity analysis is included.11

4.1 Methods12

This section will cover the methods developed to simulate maintenance scheduling using data-driven RUL pre-13

dictions. First, several maintenance scheduling policies that determine when maintenance should be scheduled14

will be highlighted. Next, an integer linear programming (ILP) model is developed that is able to allocate an15

aircraft that requires maintenance to an optimal opportunity in the flight schedule. Simulating this process16

in the long run is done using a rolling horizon method that is explained in the next section. After that, an17

overview of the scheduling simulation is presented. Finally, a genetic algorithm (GA) is presented that is used18

to optimize the parameters of the data-driven maintenance policies.19

4.1.1 Determining when to schedule maintenance20

The first aspect that will be elaborated on is how a series of RUL predictions for an aircraft engine can be used21

to determine when maintenance should be scheduled. After each flight cycle an aircraft has flown, new sensor22

data is recorded for all of its engines. The CNN developed in section 3 can then be used to predict a RUL23

probability distribution for all of the aircraft engines after that flight cycle. Over time, a series of probabilistic24

RUL predictions is formed that can be used to predict when the engine is required to undergo maintenance.25

Determining how to go from this series of predicted RUL distributions to a window in which maintenance should26

be scheduled is done using a maintenance policy. This paper will investigate a total of 3 different maintenance27

policies. These 3 maintenance policies are denoted as follows: data-driven (DD), advanced data-driven (ADD)28

and inspection based (IB). A maintenance policy can be denoted as a vector of parameters that takes as input29

the predicted RUL distributions and then answers the following questions: (i) does maintenance need to be30

scheduled for this engine, and if so (ii) at what moment in time should maintenance be scheduled. The 3 policies31
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that are investigated in this work consist of a subset of the parameters shown in Table 6. This table forms1

the basis of the policies that will be elaborated on in the next paragraphs as it explains how each parameter2

contributes to determining the maintenance window. Note that all of the 3 policies are engine-specific, meaning3

that a policy will determine for each engine individually the moment in time maintenance is required. From4

this it follows that if one of the engines of an aircraft requires maintenance, the aircraft can not fly and has to5

visit a hangar.6

Table 6: Parameters of the developed data-driven and inspection based scheduling policies and their eludication

Policy parameter Eludication

THmo
Threshold below which the RUL prediction must lie with at least a probability
mass of pmo to generate an alert to create MO’s

nAmo
Number of alerts needed to create MO’s in the far future using the mean
of the latest RUL prediction

pmo Probability mass required to be below THmo in order to generate an alert

nMO
Number of MO’s created around the early estimated RUL when at least
nAmo alerts are generated

THs
Threshold below which the RUL prediction must lie with at least a probability
mass of ps to generate an alert to schedule maintenance

nAs
Number of alerts needed to schedule maintenance using the mean of the
latest RUL prediction

ps Probability mass required to be below THs in order to generate an alert

fs
Factor by which the latest RUL prediction is multiplied if at least nAs
alerts are generated. Used to compute tRUL

sms
Safety margin subtracted from the latest RUL prediction if at least nAs
alerts are generated. Used to compute tRUL

IntI Inspection interval for inspection based policies

THI
Threshold used for inspection based policies. Maintenance is scheduled as soon
as the estimated RUL obtained via inspection is lower than THI

Besides these 3 maintenance policies, 2 types of flight schedules will be considered in this paper. The first7

type is a flight schedule that contains a standard maintenance opportunity during which maintenance can be8

carried out every week. During this period the aircraft is located at the base airport for sufficient time for9

maintenance to be scheduled and can thus not be utilized to generate revenue. The second type is a flight10

schedule that is completely filled with flights, maximizing the aircraft utilization and revenue. The downside11

of this type of flight schedule is that if maintenance is required, a flight pair of 2 flight cycles is required to be12

cancelled to create a maintenance opportunity. These 2 types of flight schedules used in this work are denoted13

as gap (G) or no gap (NG). This work will investigate a total of 5 different maintenance strategies that are14

obtained by combining a maintenance policy and a type of flight schedule. Note that a maintenance policy15

thus determines the maintenance window during which maintenance should occur for an engine based on RUL16

estimations, while a maintenance strategy covers both the maintenance policy that is applied and the type of17

flight schedule that is used. The next paragraphs will explain the maintenance policies that are developed in18

this work, as well as the type of flight schedule they can be combined with to form a maintenance strategy.19

Data-driven maintenance scheduling policy for a fixed flight schedule20

The first policy that is investigated in this paper is the data-driven policy (DDP). First, it will be explained21

how this policy uses a series of data-driven probabilistic RUL predictions to determine if and when maintenance22

should be scheduled. After that, it will be explained how this policy can be used in combination with both the23

gap and no gap flight schedule.24

How the DDP uses RUL predictions to estimate the window in which maintenance can be scheduled will be25

explained using Figure 10. In this figure, a series of probabilistic RUL predictions over time shown as red violins26

can be seen for a single engine. In blue, the true RUL values of the engine are shown. The DDP considers an27

engine for maintenance scheduling if there are nAs consecutive predictions with a probability mass of at least ps28
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below the scheduling threshold value THs. A single prediction with a probability mass of ps below the threshold1

THs is referred to as an alert. In Figure 10 example values of THs = 25, ps = 0.7 and nAs = 3 are used to2

explain the procedure. It can be observed that at the moment this specific engine is used for 146 FC, there are3

3 consecutive violins with a probability mass of more than 0.7 below the RUL threshold of 25 FC. This means4

that this engine is sufficiently near failure that maintenance should be scheduled for this engine. The DDP now5

computes the target RUL of engine i located on aircraft k, denoted as tRULk,i, using the prediction that was6

required to generate the final alert. The target RUL corresponds to the latest moment in time maintenance can7

be performed on this engine and is computed in Equation 19.8

tRULk,i = fs ·RUL
pred,nAs
k,i − sms (19)

In this equation, fs and sms are the final two parameters that the DDP consists of and are used to compute9

the target RUL tRULk,i using the RUL prediction of the CNN model at the time the final required alert is10

generated, denoted by RUL
pred,nAs
k,i . The output of this DDP is now a window in which maintenance can be11

scheduled as is shown in Figure 10 by the green curly bracket. This maintenance window forces maintenance to12

be scheduled between the current time (the time of the final required alert) and the target RUL of the engine.13

Note that if the DPP parameters take values such that the target RUL falls before the current time or after14

the true moment of failure of the engine, the policy becomes infeasible. The DDP can be denoted as a vector15

of the parameters that this policy consists of as follows: DDP= [THs, nAs, ps, fs, sms].16

THS = 25 FC

1: nAS (= 3)
consecutive alerts
because enough

probability mass pS (=
0.7) below THS

3. tRUL computed to
be at FC 157

2: if nAS reached, take
mean of final RUL

estimation that crosses
THS and compute tRUL

using fS and sms

4. Maintenance can now be
scheduled between the current
FC (= 146) and tRUL (= 157)

Figure 10: Visual explanation of the data-driven policy (DDP) that determines an engine’s target RUL using a
series of RUL predictions. Values shown in this figure are used as example

The DDP can be used on both the flight schedule that has a weekly maintenance opportunity and the17

flight schedule that has no standard opportunities. Both of these flight schedules are referred to as fixed flight18

schedules, meaning that the flight schedule is repeating weekly and is always the same. If the DDP is used on the19

schedule with weekly maintenance opportunities, the gap data-driven policy (GDDP) strategy is created. This20

maintenance strategy is visualized in Figure 11. In this figure, a blue block indicates 2 flight cycles and thus the21

time an aircraft is away from the base airport and a red diamond shows the weekly maintenance opportunity.22

The rectangle surrounding 4 blue blocks and 1 red diamond represents the flight schedule for one week, which23

is repeated to form the long term flight schedule. In this figure, it can be observed that after the engine has24

been used for some number of flight cycles, the threshold for maintenance scheduling is reached. In this paper,25

it is assumed that the sensor recordings only become known at the end of each week. At the end of the week26

the RUL predictions are thus made using all the data obtained during the flights that happened the previous27

week. It then becomes known that the scheduling threshold is reached during that week and the target RUL28

is computed. As can be seen in Figure 11, the target RUL lies a certain number of weeks into the future. The29

aircraft that the engine is placed on will then continue flying for some time until a maintenance opportunity is30

selected that is before and as close to the target RUL as possible to minimize the engine’s wasted life. How the31

optimal maintenance opportunity is selected will be further explained in subsubsection 4.1.2. Assuming that32
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the optimal opportunity is picked in Figure 11, the engine has wasted a total of 10 FC of useful life due to the1

fact that the true moment of engine failure lies after the selected moment of maintenance.2

Figure 11: The GDDP strategy of scheduling maintenance using a target RUL with weekly maintenance oppor-
tunities. Each blue block indicates a flight pair (2 FC) and a red diamond indicates a maintenance opportunity

The second maintenance strategy is created by combining the DDP and the schedule with no standard gaps.3

Due to the full flight schedule this strategy is able to generate maximum revenue. This strategy will be denoted4

as the no gap data-driven policy (NGDDP). This scheduling strategy is similar to the GDDP, but now a flight5

pair of 2 flight cycles needs to be cancelled in order to create a gap in the schedule during which maintenance6

can be performed. This process is visualized in Figure 12. Again, at some moment in time the scheduling7

threshold is reached. In this case, the flight pair right before the predicted target RUL is cancelled to create8

a maintenance opportunity. Using this strategy, only 6 FC are wasted in this example due to the fact that9

maintenance can be performed as close as possible to the target RUL. The NGDDP thus has as an advantage10

that the number of wasted flight cycles is lower compared to the GDDP, but it comes at a cost of cancelling a11

flight pair that passengers might have already bought tickets for, which is especially expensive if the cancellation12

occurs shortly before the flight was planned.13

Figure 12: The strategy of scheduling maintenance using a target RUL with no fixed maintenance opportunities
(NGDDP). Each blue block indicates a flight pair (2 FC). An opportunity is created by cancelling 2 FC as
shown in red

Data-driven maintenance scheduling policy creating maintenance opportunities in flight schedule14

The second maintenance policy investigated in this paper is the advanced data-driven policy (ADDP). This15

policy not only schedules maintenance using data-driven RUL predictions, but also uses those RUL predictions16

to create maintenance opportunities at an early stage. The ADDP is thus not used in combination with a fixed17

weekly repeating flight schedule. Due to the fact that the ADDP itself considers both creating maintenance18

opportunities in the flight schedule and scheduling maintenance, it is considered to be a maintenance strategy19

as well.20

The ADDP nominally makes use of the full schedule with no maintenance opportunities. In order to avoid21

many short term flight cancellations that are needed to create maintenance opportunities, the ADDP uses the22

RUL predictions at an early stage to create maintenance opportunities in the far future. In this way, this23

strategy still relies on flight cancellations, but since those cancellations will occur a long time before the flights24

are planned to depart the cancellation cost is assumed to be low. How the ADDP uses the RUL predictions25

to create maintenance opportunities is explained using Figure 13. The ADDP consists of 3 parameters that26
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check if maintenance opportunity creation is required. It will create maintenance opportunities if there are1

nAMO consecutive predictions with a probability mass of at least pMO below the scheduling threshold value2

THMO. If this opportunity creation threshold is reached, the ADDP uses the RUL prediction at the final3

opportunity creation alert to estimate in what week the engine is expected to fail. The ADDP will then create4

nMO maintenance opportunities spread around the predicted week of failure. In this way, the ADDP can be5

used to create only the minimum amount of maintenance opportunities required such that aircraft utilization6

is kept at a high level while avoiding many short term cancellations. Once the maintenance opportunities are7

created, the aircraft is used for a certain amount of time until maintenance scheduling is required. For the8

ADDP, the process of maintenance scheduling is equivalent to that of the DDP as was shown in Figure 109

and thus also consists of the parameters used in the DDP. If it happens that maintenance is required to10

be scheduled in the ADDP but either no opportunities are available soon in the schedule or all the created11

opportunities have already past, a flight pair will have to be cancelled to create an opportunity. This comes as12

the cost of two undesired short term flight cancellations. The ADDP can be represented as a vector as follows:13

ADDP= [THMO, nAMO, pMO, nMO, THs, nAs, ps, fs, sms].14

THMO = 85 FC

1: nAMO (= 3) consecutive
alerts because enough

probability mass pMO (= 0.7)
below THMO

2: if nAMO reached, take
mean of final RUL estimation

that crosses THMO and
compute in what weeks to

create MO's

3: create nMO MO's that
fall in this period of time.

The maintenance
scheduling will be done

the same as with the
maintenance scheduling

policy

Figure 13: Visual explanation of the advanced data-driven policy (ADDP) that creates MO’s and determines
an engine’s target RUL using a series of RUL predictions. Values shown in this figure are used as example

How the ADDP interacts with the flight schedule can be observed in Figure 14. Similar to Figure 10, a15

blue block indicates a flight pair of 2 flight cycles and a red diamond indicates a maintenance opportunity.16

At some moment in time, sufficient alerts are generated using the maintenance policy such that maintenance17

opportunities can be created using the early RUL estimation for one of the aircraft engines. In this example18

figure, nMO = 3, meaning that if the opportunity creation threshold is reached, 3 opportunities will be created.19

The black arrows on top of Figure 14 indicate the weeks in which the aircraft now flies the schedule with an20

opportunity. The aircraft then continues to fly for some time until the threshold for maintenance scheduling is21

reached for the engine. At this moment, the target RUL for the engine is computed. The optimal maintenance22

opportunity is the one closest to but before the target RUL. How the optimal maintenance opportunity is picked23

will be explained in subsubsection 4.1.2.24

In Figure 14, maintenance opportunities are created because one of the aircraft engines crossed the oppor-25

tunity creation threshold. In this work, aircraft do not have a single engine, but multiple. It can then happen26

that both engines cross the opportunity creation threshold around the same time. If for example 3 maintenance27

opportunities then have to be created for both engines, it often occurs that the weeks in which those opportu-28

nities are created overlap. If this is the case, only one opportunity will be created in that week. Furthermore,29

in Figure 14 one can observe that the final opportunity that is created is located after the target RUL and30

thus after the optimal opportunity that is likely picked. Therefore, this opportunity is redundant as the engine31

already underwent maintenance prior and can therefore be used to reschedule a flight pair in order to maximize32

revenue. Note that rescheduling flight pairs into redundant opportunities should be done with caution, as it33

might be the case that some opportunities that are located after an engine was scheduled for maintenance are34
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actually created for another engine of the aircraft. Therefore it should be checked to what engine the created1

opportunity belongs before it can be used the reschedule a flight pair.2

Figure 14: The advanced method of scheduling maintenance using a target RUL with maintenance opportunities
that are created based on a RUL estimation early on (ADDP). Each blue block indicates a flight pair (2 FC)
and a red diamond indicates a maintenance opportunity. In this figure, 3 MO’s are created as an example. The
green diamond shows a MO that is created but unused. This slot can therefore be used to reschedule 2 FC

Inspection based maintenance policy for a fixed flight schedule3

The final maintenance scheduling policy considered in this paper is a policy that does not use data-driven RUL4

predictions to find the moment in time an engine requires maintenance. The inspection based policy (IBP) relies5

on inspecting the engine at a constant interval in order to obtain information on the engine’s state. This policy6

is closely related to how maintenance is scheduled nowadays as it uses information about the engine’s state to7

predict when maintenance is required, but the information that is used is obtained via inspection instead of8

advanced computational technology. This policy can not make use of a series of RUL predictions made by a9

prognostic algorithm and thus relies on the imperfect information that is obtained when a inspection is carried10

out. During an inspection, the estimated RUL of the engine is simulated using Equation 20.11

RULpred
insp = RULtrue

insp +N (0, uinsp ∗RULtrue
insp) + U(−uE , uE) (20)

In this equation, RULpred
insp denotes the estimated RUL obtained after an inspection and RULtrue

insp denotes the12

true RUL of the engine at the moment of inspection. The error in the RUL estimation when doing an inspection13

comes from 2 terms: an error term that follows a normal distribution with 0 mean and a standard deviation14

related to the true RUL denoted by N (0, uinsp ∗ RULtrue
insp) and a constant error term that follows a uniform15

distribution denoted by U(−uE , uE). The normal error term causes the prediction error to be higher when the16

engine still has a high true RUL, which makes sense as it is difficult to make an accurate RUL estimation for17

an engine that shows only limited signs of degradation. The values of uinsp and uE can be set to change the18

distribution the random error values are drawn from in order to simulate scenarios with various levels of RUL19

estimation quality. In this paper, default values of uinsp = 0.2 and uE = 5 are used.20

The IBP is made up of two parameters. The first parameter is the inspection interval that determines the21

rate at which newly estimated RUL values for an engine are generated. The inspection interval of the IBP is22

denoted as IntI . The second parameter is the threshold used to schedule maintenance, denoted as THI . As23

soon as a RUL estimation obtained via inspection is lower than THI , the engine is scheduled for maintenance.24

The IBP can now be represented by the following vector: IBP = [IntI , THI ]. The IBP can make use on25

both type of flight schedules, both gap and no gap. If the IBP is combined with the gap schedule, the gap26

inspection based policy (GIBP) maintenance strategy is created. This strategy works by scheduling maintenance27

at the first maintenance opportunity available to an aircraft that operates an engine that satisfies the condition28

RULpred
insp < THI . The IBP can also be combined with the no gap flight schedule, creating the no gap inspection29

based policy (NGIBP) maintenance strategy. If the NGIBP strategy is considered, maintenance is scheduled30

as soon as RULpred
insp < THI by cancelling the flight pair right after the inspection. The NGIBP thus has as31

a disadvantage that many very short term cancellations are required to create maintenance opportunities, but32

has as advantage that revenue and aircraft utilization can be maximized due to the standard no gap schedule.33

Overview of computing when to schedule maintenance for all scheduling policies34

An overview of how the 3 different maintenance policies use RUL predictions is presented in Figure 15. In35

Figure 15, the respective policy is shown on the left with the inputs to that policy directly to the right. The36
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DDP and the ADDP make use of the data-driven RUL predictions, while the IBP uses the inspection based1

RUL estimations. The output of each policy is the target RUL for each engine. The ADDP has the locations2

of the created maintenance opportunities for all engines as additional outputs.3

Data-driven RUL predictions

Data-driven RUL predictions

Inspection based RUL estimations

DDP scheduling policy

ADDP scheduling policy

IBP scheduling policy

Yes

No

Maintenance scheduling TH reached?

No

Opportunity creation TH reached?

No

Maintenance scheduling TH reached?

No

Maintenance scheduling TH reached?

Compute tRUL

Compute tRUL

Compute tRUL

Create MO's

Yes

Yes

Yes

DDP

ADDP

IBP

Inputs Outputs

∀i∈I

∀i∈I

∀i∈I

Figure 15: Overview of how the target RUL value is computed for all maintenance scheduling policies using
RUL information as input. For the ADDP strategy, the created MO’s are additional outputs

4.1.2 Integer Linear Programming model to select the optimal maintenance opportunity4

This section will elaborate on how the optimal maintenance opportunity is selected when the target RUL5

has been computed for an engine. The optimal maintenance opportunity is picked using an Integer Linear6

Programming (ILP) model that makes use of the target RUL obtained via one of the 3 maintenance policies7

described in the previous section. Note that the ILP model is only used for maintenance strategies that make8

use of maintenance opportunities during which maintenance could be scheduled. The maintenance strategies9

NGDDP and NGIBP operate using a schedule that has no standard opportunities and both strategies solely rely10

on flight pair cancellation to create an opportunity during which maintenance can be carried out. Therefore, it11

is not needed to use this ILP model to pick the optimal opportunity as for those strategies there will only be12

a single slot that is created using cancellation. The nomenclature of the ILP model can be found in Table 7.13

Note that the terms maintenance opportunity, slot and gap are used interchangeably throughout this work but14

all refer to a moment in time during which an aircraft is located at the base airport for sufficient time such that15

maintenance can be carried out if required.16

Table 7: Nomenclature of the Integer Linear Programming model used for maintenance scheduling

Sets
K Set of all aircraft
Ik Set of all engines that are part of aicraft k

Tk
Set of all maintenance slots that are available to aicraft k in the current
optimization period

Decision variable
xi,k,t Equals 1 if engine i of aircraft k in assigned to maintenance slot t, 0 otherwise

Parameters
Ck,i,t Penalty cost of assigning engine i of aircraft k to maintenance slot t
H Number of hangars available

The objective function of the ILP model is mathematically formulated in Equation 21a. The constraints17

that the model is subject to are denoted in Equation 21b and Equation 21c.18

min C =
∑

k∈K

∑

i∈Ik

∑

t∈Tk
xk,i,t · ck,i,t (21a)

s.t.
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∑

t∈Tk
xk,i,t = 1, ∀i ∈ Ik,∀k ∈ K, (21b)

∑

k∈K

∑

I∈Ik
xk,i,t ≤ H, ∀t ∈ Tk (21c)

Objective function of the Integer Linear Programming model1

The objective function only consists of a single term that computes the cost of assigning engine i of aircraft2

k to maintenance slot t. In order to compute this cost, the cost parameter ck,i,t is introduced and defined in3

Equation 22. In this equation, tRULk,i indicates the target RUL of engine i of aircraft k and FC∗k,t indicates4

the flight cycle at maintenance slot t of aircraft k. The cost parameter takes a value of 109 if FC∗k,t ≥ tRULk,i5

as that would mean that a slot is picked that is located after the target RUL. If a slot is picked that is located6

before the target RUL, so FC∗k,t < tRULk,i, the cost parameter takes a value equal to the difference in flight7

cycles between FC∗k,t and tRULk,i. This causes the cost parameter to be minimal when the picked slot is as8

close as possible to the computed target RUL. The term t
100 is added to ensure that if more than one slot is9

available in between two flight cycles, the first one is always picked. Using this objective function the model10

will always attempt to schedule maintenance as close as possible to the target RUL that is computed using the11

maintenance policy, which is desired as this maximizes engine utilization and minimizes wasted life.12

ck,i,t =

{
tRULk,i − FC∗k,t + t

100 if FC∗k,t < tRULk,i
109 if FC∗k,t ≥ tRULk,i

(22)

Constraints of the Integer Linear Programming model13

The first constraint that is defined in Equation 21b simply states that each engine that requires maintenance14

is allocated to one slot and one slot only. The second constraint defined in Equation 21c states that for any15

moment in time the hangar capacity H can not be exceeded. The hangar capacity H is defined as the number16

of engines i that can be replaced in maintenance slot t. The sum of all engines i of all aircraft k at during all17

maintenance slots t should be smaller than H.18

Overview of selecting a maintenance opportunity19

 tRUL

Flight schedule
ILP model Optimal MO

 tRUL

Flight schedule

Cancel 2 FC
before tRUL Selected MO

G
∀k∈K,i∈I

NG
∀k∈K,i∈I

Inputs Outputs

Figure 16: Overview of selecting a MO for both a Gapped (G) and a No
Gapped (NG) flight schedule. Note that the ADDP strategy falls under
the Gapped schedule in this figure

An overview showing the inputs and20

outputs of the ILP model is shown in21

Figure 16. Note that the ILP model22

is only used for the Gapped (G) flight23

schedules, as then the ILP model can24

be used to pick to optimal slot out of25

all possible ones. For the No Gapped26

(NG) flight schedules, the ILP model27

is not used as for these schedules op-28

portunities are created by cancelling29

a flight pair of 2 FC right before the30

computed target RUL. This created31

slot is then used to perform the main-32

tenance action.33

4.1.3 Rolling horizon method to simulate maintenance scheduling34

In order to simulate maintenance scheduling for the long run using the 5 maintenance strategies that are35

introduced in subsubsection 4.1.1, a rolling horizon method is used. This method is able to progress in time36

in by continuously optimizing and realizing a period of time. First, the maintenance schedule is optimized for37

a time period ψ, called the optimization time. After that, the optimized schedule is realized for a time period38

τ , called the realization time. A visualization of how the rolling horizon method continuously optimizes and39

realizes the schedule can be observed in Figure 17.40

Optimization period41

At the start of the optimization period, the sensor recordings are obtained for all engines on all aircraft. These42

sensor recordings will be given as input to the CNN model that predicts the RUL distribution time series for43

the previous week. These RUL predictions are then fed into the maintenance policy that is applied. If the44

scheduling threshold is reached, the engine will be given a target RUL as explained in subsubsection 4.1.1. The45
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optimization is performed if there is at least one engine i on all aircraft k that has its target RUL computed to be1

within the next optimization period, meaning that the target RUL has to fall in the range [Sstart,n, Sstart,n+ψ].2

If this is the case, the ILP model is used to find the optimal allocation of maintenance slots for all engines3

that require maintenance. The outputs of the optimization period are thus the chosen maintenance slots for4

all engines for which a target RUL is computed. Note that engines that do not have a target RUL have not5

crossed the scheduling threshold yet according to the maintenance policy that is used. If none of the engines6

on all aircraft have a target RUL, the optimization is not required and realization of the realization period will7

occur.8

Figure 17: Rolling horizon method used to perform maintenance scheduling including important parameters
[31]

Realization period9

After the optimization is complete, the realization occurs. This simply means that the optimized schedule and10

maintenance allocations obtained from the optimization model are realized for a period τ . During realization, all11

performance indicators are collected, such as the flight cycles flown and all maintenance operations carried out.12

If an aircraft undergoes maintenance, this is realized by collecting the data about the engine that is replaced,13

such as the wasted life, flight cycles used and moment of replacement. A new engine is then put on the aircraft,14

which will then continue to fly until one of its engines requires maintenance again. At the end of the realization15

period, the sensor data for all flights that occured in that realization period is saved and prepared for RUL16

prediction. These RUL predictions will then be used in the next optimization period to allocate aircraft to17

maintenance slots using the target RUL of its engines.18

Overview of the long-term maintenance scheduling simulation logic19

This paragraph will present an overview of the maintenance scheduling simulation process. The logic of the20

GDDP maintenance will summarized using the flow chart found in Figure 18. After that, it will be stated how21

the other four maintenance strategies, those being NGDDP, ADDP, GIBP and NGIBP, differ from the logic22

presented in Figure 18. Figure 18 can be seen as the combination of Figure 15, Figure 16 and Figure 17 as it23

shows the inputs and outputs of all parts of the simulation model by making use of all the previously defined24

parts.25

The simulation starts by initializing the aircraft and engine objects. Each engine is given 2 engines with26

no initial degradation or usage. Once this initialization is completed, the actual simulation can start. First, a27

realization period happens. During this period, all aircraft fly the schedule with a weekly gap. The simulation28

increments the number of flight cycles flown by 1 for each aircraft until the total number of flight cycles in29

that realization period is reached. After this realization period, all sensor data is collected for all engines of all30

aircraft. If an engine does not have a target RUL yet, RUL predictions are made using the obtained sensor data.31
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Using the data-driven maintenance policy, it is checked if the newly obtained RUL predictions of the previous1

realization period are below the threshold for maintenance scheduling. If this is the case, the parameters of the2

DDP are used to compute the target RUL for the engine. All engines now either have a target RUL or have3

not yet shown sufficient signs of degradation in order for them to be included in the maintenance scheduling4

optimization.5

Initialize aircraft and
engine objects

Initialization
Input: -
Output: aircraft and
engine objects

∀k∈K,i∈I

Assign 2 engines to
each aircraft

Realization period
Input: aircraft, engines, number of periods to simulate
Output: sensor data, KPI's 

Simulate 1 FC

∀k∈K,i∈I

No

Yes
Is maintenance

scheduled for engine i
after this FC?

No
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Was the realized FC
the last one in this
realization period?

Perform
maintenance, collect
KPI's, put new engine
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Input: engines, sensor data, maintenance policy
Output: target RUL for engine
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Figure 18: Logic of the maintenance scheduling simulation for the GDDP strategy

All engines that have a target RUL within the next optimization period are fed into the ILP model. Using the6

flight schedule and the corresponding locations of maintenance opportunities in the schedule, the ILP model7

selects a maintenance opportunity for each aircraft that has an engine with a target RUL in the optimization8

period. The outputs of the ILP model are the optimal maintenance allocations for all aircraft that have an9

engine that requires maintenance in the optimization period. The model then progresses to the next realization10

period, which continues until the maximum number of prespecified realization periods is reached. If during a11

realization period an aircraft has maintenance scheduled after a flight cycle, this maintenance is performed. A12

new engine is then put on the aircraft and all the relevant data regarding the maintenance operation is collected.13

Even though Figure 18 is specific to the GDDP strategy, most blocks can be found in the other 4 strategies.14

The NGDDP uses the green, blue and yellow blocks to realize the flight schedule and compute the target15

RUL for each engine. The difference is that the NGDDP does not use the ILP model to pick the optimal16

opportunity, but just cancels the flight pair right before the target RUL and uses that opportunity to carry out17

the maintenance operation. The ADDP uses all blocks shown in Figure 18. It furthermore includes blocks that18

check if the opportunity creation threshold is reached and create maintenance opportunities if this threshold is19

indeed reached. The process of scheduling maintenance is equivalent to that of the GDDP.20

The inspection based policy does not make use of realization and optimization periods. When using this21

policy, the number of flight cycles flown is incremented by 1 in a loop for each aircraft. An inspection occurs22

according to the inspection rate of that policy. If the obtained RUL estimation at an inspection is lower23

than the threshold value of the policy, maintenance happens directly after the inspection. For the NGIBP, an24

opportunity is created by cancelling the flight pair directly after the inspection, while for the GIBP the first25

possible opportunity in the schedule with weekly opportunities is picked.26

4.1.4 Monte Carlo simulation27

The maintenance scheduling simulations include variables and actions that include randomness. For example,28

if a new engine is placed on an aircraft that just underwent maintenance, a random engine is selected from all29

engines for which run-to-failure sensor data is available. In order to minimize the effects of randomness on the30

simulation outcome, 2 measures should be taken: (i) let the simulation run for a long period of time, and (ii)31

run the simulation multiple times using the same initial settings. This second point is referred to as Monte32

Carlo simulation as the model is ran with the same initial conditions for MC runs in order to average out the33

effects of randomness on the model output. This method ensures the robustness of the outcomes and allows34

for comparison with other maintenance scheduling strategies. Furthermore, confidence intervals on the model35

results can be obtained using the Monte Carlo simulation method.36

25



4.1.5 Maintenance scheduling policy optimization1

In subsubsection 4.1.1 a total of 3 different maintenance policies were introduced: a data-driven policy (DDP),2

an advanced data-driven policy (ADDP) and an inspection based policy (IBP). It was furthermore explained3

how each of those policies can be represented as a vector containing the parameters of the policy. This section4

will explain how the optimal values for each of the parameters in those policy vectors can be found. First,5

policy optimization for the DDP and the ADDP is described. After that, the policy optimization of the IBP is6

elaborated on.7

Genetic algorithm for optimization of data-driven policy and advanced data-driven policy8

For the DDP and the ADDP, policy optimization is performed using a genetic algorithm (GA). As an example,9

the DDP is taken to explain how this GA is used to find the optimal values of the parameters that make10

up this policy. The DDP can be represented as a vector containing the policy parameters as follows: DDP=11

[THs, nAs, ps, fs, sms]. The values of these 5 parameters determine when a target RUL should be computed12

for an engine and determine the value of the computed target RUL. The following paragraphs explain the most13

important aspects of the GA.14

Agents and fitness function15

In the GA, a population of A agents is created in which each agent represents a DDP policy vector with random16

initial values. The full maintenance scheduling simulation logic as shown in Figure 18 is then applied for each of17

the agents. This simulation process is repeated for MC Monte Carlo runs for each agent in order to minimize18

the effects of randomness on the simulation outcome. After all simulations for all agents are performed, the19

results for each agent are collected. Using the performance indicators and input cost values, the performance of20

the model is expressed in a single monetary value, namely the average profit per aircraft per week, also called21

the profit rate. How the profit rate value is computed exactly for the maintenance scheduling simulation model22

will be explained in subsection 4.3. Using this profit rate value, the fitness of each agent is then computed using23

f = (profit rate
200,000 )3, where f indicates the fitness of the agent. This non-linear fitness function is designed to give24

agents a fitness that increases with their profit value to the power of 3.25

Filling the genepool26

After the fitness is computed for each agent, a genepool is filled using copies of the agents of the previous27

generation. In this work, the number of copies of each agent that are placed in the genepool is cag times the28

agent’s fitness. The agent with the highest fitness during a single generation receives additional copies in the29

genepool, namely a total number of copies equal to cag∗ times the highest fitness of that generation. Now that30

the genepool is filled, 2 random parents are selected from all the copies present in the genepool. This process of31

parent selection happens (A−Pnew ·A−A∗) times, where A is the number of agents in the previous generation.32

The term Pnew · A means that at each new generation, Pnew percent of all agents in that new generation are33

generated with a random policy vector. This is done to ensure that policy value diversity is kept high and to34

ensure that the optimal policy does not get stuck in a local maximum. Finally, the A∗ agents with the highest35

fitness in the previous generation go again in the next generation, ensuring the the best policy values found will36

never get lost. By filling the genepool in this way is is ensured that the number of agents in the next generation37

is equal to the number of agents in the previous generation.38

Crossover and mutation39

After 2 parents are selected, crossover is applied to generate a child. Crossover is applied by taking the average40

of the values of the policy parameters at each index of the parents. For example, if parent 1 has a DDP policy41

vector equal to [40,3,0.8,1.0,10] and parent 2 has a DDP policy vector equal to [20,1,1.0,0.9,14], the resulting42

policy vector for the child would be [30,2,0.9,0.95,12]. Note that some parameters in this policy are required to43

be integers, such as the number of alerts required in order to perform maintenance scheduling, nAS , for example.44

In this case, the average policy value obtained using the values of both parents is rounded down to the nearest45

integer. After crossover, mutation is applied to each of the policy values of all child agents with a probability46

of pmut. Mutation is done by adding or subtracting a small random value drawn from a uniform distribution.47

After mutation it is ensured that all values that are required to be integer are converted to integers. After this,48

a new generation of A agents is created and the process of simulating maintenance scheduling repeats. This49

process ends if the maximum number of specified generations is reached, which is denoted as Ngen. An overview50

of the complete GA data-driven policy optimization loop is shown in Figure 19.51
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Figure 19: Genetic algorithm (GA) used to optimize the data-driven and advanced data-driven policy vectors

For the ADDP, this GA policy optimization works equivalently. The only difference is that the ADDP is1

made up of 9 parameters in stead of the 5 parameters the DDP is made up of. This however does not influence2

the way the GA performs the policy vector optimization.3

Optimization of inspection based policy4

The IBP can be represented as a simple vector that is made up of only 2 parameters: the inspection interval IntI5

and the scheduling threshold THI . Because this IBP is a simple policy, optimization will be done by simulation6

maintenance scheduling using all combinations of IntI and THI when varying both parameters along a specified7

range. For each combination of IntI and THI , the policy profit value is computed. After all combinations are8

tested, it can simply be observed which combination led to the highest profit. This combination of IntI and9

THI will then be used as the optimal IBP vector. This procedure is mathematically shown in Equation 23,10

where IBP∗ indicates the optimal policy vector of the IBP and where profit indicates the function that computes11

the profit of the IBP that makes use of parameters IntI and THI .12

IBP∗ = argmax
IntI ,THI

(profit(IntI , THI)) (23)

4.2 Experimental set-up13

This section will describe the experimental set-up of the maintenance scheduling simulation test case. First, the14

input data used in this experiment is described. After that, the actual flight schedules used in this paper are15

highlighted. Lastly, the model input values for both the ILP + rolling horizon model and the GA are shown. In16

this work, all experiments that are conducted are ran on the HP ZBook Studio G3 with an Intel Core i7-6700HQ17

CPU. All the coding work is done in Python 4.0 where use is made of Gurobi 9.1 for the ILP optimization.18

4.2.1 Run-to-failure engine sampling19

The data that is used to simulate maintenance scheduling is obtained from the C-MAPSS dataset described in20

subsubsection 3.2.1 [3, 6]. The data from this dataset is used by the CNN model developed in subsubsection 3.1.121

to make probabilistic RUL predictions. These probabilistic RUL predictions are then used as inputs to the22

scheduling model. An important consideration is that in order to use a time series of RUL predictions as input23

to the scheduling model, sensor data of an engine needs to be available until the moment of failure. If no24

run-to-failure sensor data is available, RUL predictions can not be made for that engine until the moment of25

failure, meaning that the use of this engine in a maintenance scheduling simulation can not be represented. As26

described in subsubsection 3.2.1, the engines in the C-MAPSS testing set are not run-to-failure. The sensor27

recordings for these engines are terminated at some unknown point prior to failure, and the goal is then to28

predict the RUL value at the moment the sensor recordings have ended. For this reason, the engines from the29

C-MAPSS testing set can not be used when simulating maintenance scheduling.30

On the other hand, the training engines in the C-MAPSS dataset are run-to-failure. This means that for31

the engines in the training set, sensor recordings are included from the moment the engine is fully healthy up32

until the moment the engine fails. For this reason, the training engines are suitable to use when simulating33

maintenance scheduling. From each of the 4 C-MAPSS instances, a fixed percentage of the training engines is34

randomly drawn. For FD001, FD002, FD003 and FD004 this means that 14, 37, 14 and 34 engines are sampled35

respectively. The CNN models for all 4 instances are then trained on the remaining training engines that are36

not sampled. The outcome is that there are now 4 CNN models that are able to make run-to-failure predictions37

on a total of 99 sampled engines that the CNN models have not seen during training. The sampled engines are38

given an ID that includes the instance they are sampled from and the index of the engine in that instance. For39

example, engine E1.06 means that this engine is the sixth engine from the FD001 training set. An example of40

a full run-to-failure RUL prediction time series can be observed in Figure 20. Note that this figure is the same41
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as Figure 10 and Figure 13, but without the annotation and zoomed out. It can be seen that the CNN model1

predicts the RUL distributions very accurately for this engine, especially near the engine’s end of life.2

Figure 20: Full run-to-failure RUL distribution predictions for engine 34 from the FD001 training set that the
model is not trained. This engine can now be used for simulations in which run-to-failure prediction data is
needed

Now that a full time series of run-to-failure RUL predictions is obtained for 99 engines, all metrics introduced3

in subsection 3.3 can be used to evaluate the prediction performance of the developed CNN models, including4

the metrics that are not included in Table 4. The results for the first 5 sampled training engines can be found5

in Table 8. For all metrics that are included in both this table and Table 4, the input values to these metrics6

are the same. For the SRR metric, the sampling frequencies that are compared are evaluation after every flight7

cycle and evaluation after every 5 flight cycles, meaning that f1 = 1 and f2 = 5. Regarding the PH metric,8

the same input values as for the α − λ metric are used, namely an accuracy bound of 30% and a requirement9

of at least a probability mass of 0.75 between the accuracy bounds in order for a prediction to be counted10

as acceptable for the probabilistic version of this metric. For the WCRA metric, linear weighting is applied,11

meaning that the RUL prediction at the highest true RUL value has a weight of 1 and the RUL prediction at12

the lowest true RUL value has a weight equal to the length of the prediction series. For the convergence metric,13

the convergence of the CRPS is metric is tracked. The full results for all the 99 sampled training engines can be14

found in Appendix G. Note that all of the tables that show the results include the mean and standard deviation15

of the respective metric across all engines in the top two rows.16

Table 8: The first 5 sampled training engines that are used for run-to-failure testing evaluated on the most
important metrics. The mean and standard deviation of the metrics across all 99 sampled training engines are
also shown

Prognostic metric
Engine ID MAE MAPE RMSE ESTD SRR FP FN TP TN Score W. score Acc.
Mean 10.22 21.22 13.57 8.84 0.24 0.03 0.16 0.42 0.32 4.43 2.9 0.79
St. dev. 4.67 11.38 5.4 3.02 0.18 0.04 0.17 0.23 0.15 6.88 4.5 0.18
E1.06 9.32 18.31 12.79 8.76 0.92 0.09 0.12 0.6 0.13 2.92 1.93 0.78
E1.16 13.19 18.61 17.66 11.75 0.27 0.09 0.06 0.58 0.19 3.71 1.5 0.84
E1.19 10.17 18.59 14.1 9.77 0.26 0.05 0.17 0.44 0.21 3.96 1.89 0.75
E1.26 10.72 23.97 16.1 12.01 0.26 0.05 0.12 0.44 0.37 4.33 1.7 0.83
E1.34 4.34 8.14 5.86 3.93 0.08 0.01 0.02 0.56 0.33 0.53 0.34 0.97

Engine ID Prec. Recall F1 PH(d) PH(p) α− λ(d) α− λ(p) CRA WCRA CRPS W. CRPS Conv.
Mean 0.53 0.7 0.75 17.96 8.26 0.8 0.7 0.79 0.7 11.14 4.04 106.16
St. dev. 0.26 0.3 0.27 26.87 0.44 0.17 0.18 0.11 0.16 5.11 6.37 44.03
E1.06 0.82 0.83 0.85 9.0 9.0 0.79 0.7 0.82 0.75 9.16 2.52 77.86
E1.16 0.75 0.91 0.89 33.0 9.0 0.86 0.72 0.81 0.79 12.8 1.72 74.78
E1.19 0.68 0.72 0.8 9.0 9.0 0.78 0.64 0.81 0.79 11.1 2.55 53.9
E1.26 0.54 0.79 0.84 8.0 8.0 0.84 0.76 0.76 0.65 11.42 2.16 72.94
E1.34 0.63 0.97 0.98 166.0 9.0 0.98 0.89 0.92 0.89 5.03 0.57 81.14

4.2.2 Aircraft flight schedules17

This work will make use of two different types of flight schedules: one flight schedule that is full and thus has18

no standard maintenance opportunity of at least 24 hours every week, and one flight schedule that does have19
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a 24 hour maintenance opportunity every week. An aircraft that flies the full schedule flies 10 flight cycles per1

week, while an aircraft that flies the schedule with weekly opportunities flies only 8 flight cycles per week. Note2

that if maintenance is desired to be scheduled in the full schedule, a flight pair of 2 flight cycles is required to3

be cancelled in order to create a maintenance opportunity. The schedules are based on real life flight schedules4

for a single week from the KLM A330 fleet. The flight schedule for the long term planning is simply obtained5

by repeating the same weekly flight schedule for each aircraft. Visualizations of both types of flights schedules6

for 5 aircraft can be found in Appendix H.7

4.2.3 Experimental input values8

Table 9: Scheduling model parameters

Model parameters Symbol Value Unit
Nr. of aircraft NK 5 [aircraft]
Nr. of engines per a/c NE 2 [engines]
Nr. of hangars H 1 [hangar]
Optimization period ψ 4 [weeks]
Realization period τ 1 [week]
Simulation period P 260 [weeks]
Monte Carlo simulations MC 50 [simulations]

This section presents the input values9

that will be used during the maintenance10

scheduling simulations. First of all, Ta-11

ble 9 shows the model parameters of the12

ILP model and the rolling horizon method.13

In this research, a fleet size of 5 aircraft is14

considered and each aircraft has 2 engines.15

The hangar capacity is limited to only a16

single hangar that all 5 aircraft compete17

for. The optimization period is set to 418

weeks and the realization period is set to19

1 week. This means that after every week, the maintenance scheduling is optimized for the next 4 weeks, after20

which 1 week is realized. The total simulation period is equal to 260 weeks, or 5 years. This simulation period21

is then repeated for 50 Monte Carlo simulations for all of the maintenance strategies that are considered in this22

work.23

Table 10: Genetic algorithm optimization parameters

GA parameters Symbol Value Unit
Nr. of agents A 25 [agents]
Nr. of generations Ngen 30 [generations]
Probability of mutation pmut 35 [-]
Copies of agent in genepool cag 10·f [agents]
Copies of agent with highest
fitness in genepool

cag∗ 50·f [agents]

Nr. of best agents that go again A∗ 1 [agent]
Percentage new random agents Pnew 33 [%]

Next, Table 10 displays the parame-24

ters of the GA that is used to optimize25

the data-driven policies. The GA uses 2526

agents and runs for 30 generations. The27

probability of mutation for each of the val-28

ues in the policy vector for all child agents29

is set to 35%. The genepool is filled with30

10 ·f copies of each agent, and 50 ·f copies31

of the agent with the highest fitness are32

added. The single best agent of the pre-33

vious generation is used again in the next34

generation and per generation 33% of all35

agents are newly added agents with a ran-36

dom policy vector.37

4.3 Maintenance scheduling simulation model performance evaluation38

This section will discuss the performance analysis of the maintenance scheduling simulation model. All the39

performance indicators that are collected during the simulations are described and their use when analyzing40

the model’s performance is discussed. First, the operational performance indicators are mentioned, after which41

the monetary performance indicators are elaborated on. This second part also includes the cost structure that42

is used in this paper.43

4.3.1 Operational performance indicators44

During the maintenance scheduling simulation, all relevant data that indicates the performance of the strategy45

that used is collected. An operational performance indicator (OPI) is an indicator that can be measured as46

the result of an operational action and is thus non-monetary. The first OPI that is collected is the number of47

replacements denoted by R. In this work, if an engine is scheduled for maintenance, the engine is not repaired48

directly. The maintenance operation consists of removing the old engine and replacing it with a healthy engine.49

It is then assumed that the old engine is overhauled to perfect state and ready to put on a new aircraft50

afterwards. Therefore, the number of replacements counts the number of maintenance operations carried out.51

A maintenance operation can be scheduled using the ILP model, but can also be unscheduled if for example52

no feasible maintenance opportunity can be found in a given optimization period. In both cases, the number53

of replacements is incremented by one. The fact that an unscheduled replacement leads to a higher degree of54

inconvenience will be accounted for when collecting data on flight cancellations.55

29



The next OPI that is collected is the number of flight cancellations. It is of course unwanted to cancel1

flights that passengers might have already booked tickets for, and therefore it is desired to apply a maintenance2

scheduling strategy that has the minimal amount of flight cancellations. Some strategies, such as the NGDDP3

and the NGIBP, rely on flight cancellation to create opportunities to carry out maintenance as in these strategies4

flight schedules are used with no standard maintenance slots. Flight cancellations are further divided into 35

types, depending on the moment of when the flight is cancelled. A short-term cancellation is defined as a flight6

that is cancelled less than 2 weeks before departure and denoted by CanS . If a flight is cancelled 2 to 6 weeks7

before departure, a mid-term cancellation denoted by CanM is counted. Lastly, if a flight is cancelled more8

than 6 weeks before departure, a long-term cancellation denoted by CanL is counted. The more short term the9

cancellation occurs, the higher the inconvenience for passengers that have already booked the flight. Also, a10

more short term cancellation leads to more inconvenience for the airline as some aspects need to be arranged11

in a shorter time window, such as finding a suitable hanger to carry out the replacement or putting together a12

team of engineers. For those reasons, it is desired to have the minimum amount of short-term cancellations.13

Other OPI’s are the number of safety incidents denoted by SI and the number of inspections denoted by14

I. A safety incident is counted when engine failure happens during a flight and must thus be kept at 0 at all15

times. The number of inspections only applies to the inspection based policies and simply counts how many16

inspections occur to the engines of an aircraft in a given period of time. As inspections cost time and money, it17

is desired to minimize the number of inspections needed. Furthermore, the number of flight cycles flown after18

an engine’s target RUL is counted as OPI and is denoted by FC>tRUL. This indicator is related to the risk of19

operation, as flying many flight cycles after the target RUL leads to a higher probability of engine failure during20

a flight. Using the ILP model, the number of flight cycles flown after the target RUL is minimized, but due to21

the busy schedule and the limited hangar capacity it can never be reduced to 0. Note that when the NGDDP,22

GIBP or NGIBP is used, an aircraft can not fly after the target RUL as either a replacement always occurs23

right before the target RUL (for the NGDDP) or the concept of a target RUL is not applicable (for the GIBP24

and NGIBP). A OPI that is used to compute the generated revenue is the total number of flight cycles flown by25

an aircraft denoted by FCflown. It is of course desired to maximize this value. Lastly, the mean remaining life26

of an engine is collected by computing the difference between the moment of replacement and the moment of27

true failure of the engine and is denoted by WL. This OPI is also referred to as the wasted life of an engine at28

replacement and is desired to be minimized. All OPI’s introduced in this section are normalized with respect29

to the number of aircraft and the number of weeks the simulations lasts. This means that the units of all OPI’s30

are all per aircraft per week, except for the mean wasted life at a replacement.31

4.3.2 Monetary performance indicators32

Table 11: Cost parameters and other parameters that
are used in the monetary evaluation structure of the
maintenance scheduling simulation model

Cost parameter Symbol Unit
Ticket price T $/Pax.
Man hour rate CMHR $/Empl./h
Cost of tools required CTO $
Cost towing per hour CTW $/h
Cost of hangar visit CH $
Cost of safety incident CSI $
Cost flying 1 FC after tRUL CT $
Cost engine overhaul CO $

Other parameters Symbol Unit
Duration replacement DR h
Employees for replacement ER Empl.
Total life of tools used LTO Repl.
Duration towing to hangar DTW h
Duration inspection DI h
Employees for inspection EI Empl.
Max. passengers per flight Mpax Pax.
Short-term load factor LFs -
Mid-term load factor LFm -
Long-term load factor LFl -
Engine mean life L FC

This subsection will explain the monetary perfor-33

mance indicators (MPI) that are used when the main-34

tenance scheduling simulation model is evaluated.35

This work includes 4 monetary performance indica-36

tors: cost, revenue, profit and the revenue to cost37

ratio. In this paper, the cost, revenue and profit are38

all normalized with respect to the number of aircraft39

and the total simulation time. This means that the40

unit of these values will be per aircraft per week. For41

this reason, the indicators are referred to as a rate.42

For example, the weekly profit per aircraft is equiva-43

lent to the profit rate. In order to explain how each44

of those indicators can be computed, the monetary45

structure needs to be explained first.46

All the parameters that are considered in the mon-47

etary structure can be found in Table 11. The first48

MPI considered in this work is the cost rate. The cost49

rate is made up of many different components, each of50

which is explained separately fist. The fist cost com-51

ponent is the cost of replacement, which is defined in52

Equation 24. The cost of a replacement is made up53

of the hourly rate of the employees, the usage of tools54

required, the cost of towing the aircraft to the hangar55

and constant hangar visit cost.56
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CR = CMHR ·DR · ER +
CTO
LTO

+ 2 ·DTW · CTW + CH (24)

The next cost component is the cost of inspection and is defined in Equation 25. The cost of an inspection1

is made up of the hourly man rate, the duration of an inspection, the number of employees required for an2

inspection, the cost and life of the tools required and the cost and duration of towing the aircraft to a location3

where the inspection can be carried out. This cost only applies to the inspection based polices.4

CI = CMHR ·DI · EI +
CTO

2 · LTO
+ 2 ·DTW · CTW (25)

The cost of cancellation depends on the moment a flight is cancelled. As explained in the previous section,5

three types of cancellations are considered: short-term, mid-term and long-term. The cost of a short-term6

cancellation is defined in Equation 26. It consists of a refund to all passengers that is equal to 3 time the ticket7

price to compensate for passenger inconvenience and two times the cost of a replacement to cover the additional8

logistical and operational inconvenience to the airline. For the mid-term cancellation cost shown in Equation 27,9

it is assumed that only a ticket price refund i given to the passengers and that the flight is also only partially10

booked yet indicated by the mid-term load factor LFm. To account for airline operational inconvenience, the11

cost of a mid-term cancellation also consists of the cost of a replacement once.12

CSC = 3 · LFs ·Mpax · T + 2 · CR (26) CMC = 1 · LFm ·Mpax · T + CR (27)13

Regarding the cost of a long-term cancellation, passengers are only compensated for an additional 20% of14

the ticket price, besides the refund of their original ticket payment. This is denoted in Equation 28. The total15

cancellation cost can then be computed the summing the number of cancellations times the costs of cancellation16

for all cancellations types as shown in Equation 29. The superscript p, k is used to indicate a flight cancellation17

of aircraft k in realization period p.18

CLC = 0.2 · LFl ·Mpax · T (28) Cp,kC,tot = CSC · Canp,kS + CMC · Canp,kM + CLC · Canp,kL (29)
19

The final cost rate can now be computed by making use of all the previously defined cost components as is20

shown in Equation 30. The total cost is equal to the sum over all realization periods p for all aircraft k for all21

engines i of the cost of replacement, the cost of inspection, the cost of safety incidents, the cost of flying after22

the target RUL and the cost of wasting engine life. The cost of wasting engine life is computed by computed23

what fraction of the average engine life is wasted and multiplying that by the cost of overhaul. The cost rate is24

obtained by normalizing the cost by the number of aircraft Nk and the number of realization periods P .25

Cost rate =

∑
p

∑
k

∑
i(CR ·Rp,k,i + CI · Ip,k,i + Cp,kC,tot + CSI · SIp,k + CT · FCp,k,i>tRUL,tot + CO · WLp,k,itot

L
)

Nk · P
(30)

The revenue can be computed by summing over all the flight cycles that are flown by aircraft k in realization26

period p and multiplying that by the short-term load factor, the maximum number of passengers on a flight and27

the ticket price each passenger pays. The short term load factor LFs is thus also used as the default average28

load factor for all flights that are not cancelled. The revenue rate is obtained by normalizing the revenue by29

the number of aircraft Nk and the number of realization periods P as is shown in Equation 31.30

Revenue rate =

∑
p

∑
k FC

p,k
flown · LFs ·Mpax · T
Nk · P

(31)

The obtained profit rate can simply be computed by subtracting the cost rate from the revenue rate as is31

shown in Equation 32. Note that the profit per aircraft per week is the value used to compute the fitness of32

an agent when using the GA for policy optimization. The profit rate is thus the most important indicator to33

evaluate the performance of a maintenance scheduling strategy. Lastly, the revenue to cost ratio is defined in34

Equation 33.35

Profit rate = Revenue rate− Cost rate (32) Ratio revenue to cost =
Revenue rate

Cost rate
(33)36

4.4 Experimental results and analysis37

This section will show the results that are obtained when simulating maintenance scheduling using data-driven38

RUL prognostics for the 5 strategies that are considered in this work. First, the results of the optimization of all39

the maintenance policies in the 5 maintenance scheduling strategies are presented. After that, the performance40
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of the 5 maintenance scheduling strategies that use the optimal policy values are compared with each other1

using the both the operational and monetary performance indicators.2

Before the results can be discussed, it is first important to show the monetary and operational input pa-3

rameter values that are used in this paper. These values are required to compute the monetary performance4

indicators. The most important performance indicator, the profit rate, is also required to perform the policy5

optimization using the GA as the fitness of an agent is proportional to the obtained profit rate. The monetary6

and operational input parameters used in this paper are shown in Table 12.7

Table 12: Monetary and operational input values to the scheduling model that are used to compute the monetary
performance indicators

Input parameter Symbol Value Input parameter Symbol Value
Ticket price T 200 [$] Duration replacement DR 24 [h]
Man hour rate CMHR 38 [$] Employees for repl. ER 15 [empl.]
Cost tools CTO 106 [$] Duration of towing per repl. DTW 360 [s]
Cost towing per hour CTW 3,600 [$] Duration inspection DI 8 [h]
Cost hangar visit CH 1,000 [$] Employees for inspection EI 8 [empl.]
Cost safety incident CSI 109 [$] Max passengers per flight Mpax 400 [pax.]
Cost flying FC after tRUL CT 50,000 [$] Short-term load factor a/c LFs 0.8 [-]
Cost engine overhaul CO 3·106 [$] Mid-term load factor a/c LFm 0.64 [-]
Tools mean life LTO 1000 [Repl.] Long-term load factor a/c LFl 0.48 [-]
Engine mean life L 196.2 [FC]

4.4.1 Results of policy optimization for all maintenance strategies8

The results of the maintenance policy optimization for all 5 maintenance strategies are shown in Table 13. The9

optimized policy vectors for the ADDP, GDDP and NGDDP are obtained using the GA that is explained in10

subsubsection 4.1.5. The maintenance strategies that make use of the inspection based policies, the GIBP and11

NGIBP, are optimized using a brute-force search in which all combinations of values of both policy parameters12

along a specified range are evaluated.13

Table 13: Values of the optimized policy vectors for each of the maintenance scheduling strategies

Strategy Parameters of the policy vector Optimal values
ADDP [THmo, nAmo, pmo, nMO, THs, nAs, ps, fs, sms] [95, 2, 0.96, 1, 28, 2, 0.66, 0.81, 13.5]
GDDP [THs, nAs, ps, fs, sms] [26, 1, 0.692, 0.890, 12.83]
GIBP [IntI , THI ] [11, 26]
NGDDP [THs, nAs, ps, fs, sms] [47, 1, 0.681, 0.912, 13.38]
NGIBP [IntI , THI ] [9, 16]

It can be observed in Table 13 that for the ADDP, the threshold for opportunity creation is relatively high14

with a value of 95 FC. This means that this strategy is able to create maintenance opportunities in the flight15

schedule in the far future, ensuring that flight cancellation mostly happens long-term. In this way, the high cost16

of short-term cancellation can be avoided, which is the exactly why this policy was designed. It is furthermore17

interesting to see that for the ADDP, only 1 opportunity is created for an engine if the opportunity creation18

threshold is reached. This means that the early RUL prediction is accurate enough to create the opportunity19

close the ideal moment of maintenance. This also means that if the single opportunity that is created is not20

close to the actual moment of engine failure, a flight pair is required to be cancelled short-term in order to21

create an opportunity. Still, using the GA it was found that for the ADDP it is optimal to only create a single22

opportunity.23

For both the ADDP and the GDDP, the threshold for maintenance scheduling THs has a similar value of24

28 FC and 26 FC respectively. Around these values it is thus optimal to schedule maintenance, as the RUL25

predictions are then accurate enough for all engines to schedule maintenance while there is still time to find an26

opportunity before the target RUL. The GDDP is able to have a low value for THs as the flight schedule has27

weekly opportunities, meaning that it does not have to consider short-term flight cancellations often. On the28

other hand, the value of THs for the NGDDP is much higher compared to the ADDP and the GDDP. This is29

because in the NGDDP, no standard opportunities are present in the schedule, meaning that this strategy relies30

on flight cancellation in order to create maintenance slots. The high value of THs ensures that maintenance is31

scheduled much earlier compared to the ADDP and the GDDP, which ensures that most flight cancellations are32

mid-term in stead of short-term. This severely decreases the cost of the NGDDP, even though the target RUL33

is likely computed at a less optimal moment due to the more inaccurate RUL predictions when the engines are34
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still healthier. Using the GA, the NGDDP thus learned that by scheduling maintenance earlier the profit can1

be maximized as most flight cancellations then occur mid-term instead of short-term. The values of fs and sms2

that are used to compute the target RUL are both similar in value for the ADDP, GDDP and NGDDP.3

For the strategies that make use of an inspection based policy, it can be seen that the inspection interval is4

lower than the maintenance scheduling threshold in both cases. This makes sense as otherwise it often occurs5

that a after an inspection a RUL estimation is obtained that is just higher than the threshold, and due to6

the relatively long inspection interval the engine has already failed before a new inspection can take place.7

Furthermore, the inspection interval and the threshold value are quite different when comparing the GIBP and8

the NGIBP. This can be explained by the fact that for the GIBP, maintenance can not always occur directly9

after an inspection during which a RUL value lower than THI is obtained. For example, if an inspection has10

occured and the obtained RUL estimation is lower than THI , the aircraft has to wait until the next available11

opportunity in the standard schedule. In the mean time, flights are still scheduled that the aircraft has to be12

used for. The optimized policy for the GIBP should thus be more on the cautious side with a higher value for13

THI , as maintenance can not always happen as soon a the scheduling threshold is reached. For the NGIBP,14

this threshold value can be lower because maintenance can be carried out directly after an inspection during15

which it was found that the estimated RUL is lower than the threshold value.16

4.4.2 Results of maintenance scheduling17

This section will analyze the results that are obtained when simulating maintenance scheduling using the 518

maintenance strategies considered in this work. The evaluation of the results will be done using the operational19

and monetary performance indicators that were introduced in subsection 4.3. Table 14 presents the obtained20

results when simulation maintenance scheduling using all 5 strategies. The results on all key performance21

indicators (KPI) are obtained by simulating each strategy for 50 Monte Carlo runs using the optimized policy22

vectors that were presented in Table 13. The total simulation time for 50 Monte Carlo runs is also added as23

KPI, as well as the computational time per Monte Carlo simulation run. Table 14 shows the mean value for all24

KPI’s of all Monte Carlo simulations, as well as the 95% confidence interval. For each KPI, the strategy that25

achieved the best value is highlighted in green. Note that all values in this table are normalized such that the26

unit is per aircraft per week, except for the remaining life at replacement. The remaining life at replacement27

metric indicates the average number of FC that is wasted for an engine once it is replaced. For example, when28

the ADDP is used, each aircraft undergoes 0.110 engine replacements per week on average.29

Table 14: Results for all maintenance scheduling strategies measured using multiple KPI’s (50 MC simulations)

Maintenance scheduling strategy
Operational KPI’s ADDP GDDP GIBP NGDDP NGIBP
Replacements 0.110 [0.109-0.111] 0.086 [0.085-0.087] 0.090 [0.089-0.091] 0.115 [0.114-0.116] 0.106 [0.105-0.107]
Short-term cancel. 0.084 [0.082-0.086] 0.001 [0.000-0.001] 0.013 [0.012-0.014] 0.008 [0.007-0.009] 0.228 [0.225-0.230]
Mid-term cancel. 0.011 [0.010-0.013] 0.0 [0.0-0.0] 0.0 [0.0-0.0] 0.228 [0.226-0.230] 0.0 [0.0-0.0]
Long-term cancel. 0.209 [0.206-0.210] 0.0 [0.0-0.0] 0.0 [0.0-0.0] 0.0 [0.0-0.0] 0.0 [0.0-0.0]
Safety incidents 0.0 [0.0-0.0] 0.0 [0.0-0.0] 0.0 [0.0-0.0] 0.0 [0.0-0.0] 0.0 [0.0-0.0]
Inspections 0.0 [0.0-0.0] 0.0 [0.0-0.0] 0.731 [0.721-0.741] 0.0 [0.0-0.0] 1.182 [1.172-1.191]
FC flown after tRUL 0.177 [0.171-0.182] 0.049 [0.047-0.052] 0.0 [0.0-0.0] 0.0 [0.0-0.0] 0.0 [0.0-0.0]
Total FC flown 9.834 [9.831-9.837 7.999 [7.999-8.000] 7.986 [7.984-7.987] 9.764 [9.761-9.766] 9.772 [9.770-9.775]
Remaining life at repl. 20.18 [20.02-20.33] 17.63 [17.50-17.77] 20.87 [20.51-21.23] 22.08 [21.80-22.35] 12.75 [12.60-12.91]

Monetary KPI’s [$]
Total cost (104) 3.534 [3.480-3.587] 0.639 [0.625-0.654] 1.218 [1.191-1.246] 2.317 [2.286-2.347] 6.347 [6.293-6.401]
Revenue (105) 6.294 [6.292-6.296] 5.120 [5.120-5.120] 5.111 [5.110-5.112] 6.249 [6.247-6.250] 6.254 [6.253-6.255]
Profit (105) 5.940 [5.934-5.947] 5.056 [5.054-5.058] 4.989 [4.986-4.993] 6.017 [6.013-6.021] 5.620 [5.613-5.627]
Ratio revenue/cost 17.86 [17.59-18.14] 80.58 [78.77-82.39] 42.20 [41.28-43.11] 27.03 [26.67-27.39] 9.86 [9.78-9.95]

Other KPI’s [s]
Total comp. time 231.23 139.93 58.21 151.87 62.67
Comp. time / MC run 4.059 [3.928-4.189] 2.216 [2.203-2.228] 0.701 [0.695-0.725] 2.431 [2.161-2.700] 0.853 [0.840-0.865]

Regarding the number of replacements, all policies show quite similar results. The finding that the NGDDP30

has the most replacements comes from the fact that the NGDDP’s optimal policy is such that maintenance is31

scheduled at a relatively early moment in time. This leads to a very low number of short-term cancellations,32

but also leads to an increase in the number of replacements because maintenance is scheduled a times where33

the RUL predictions are not as accurate as in later stage when engines are closer to failure. This can also be34

observed when looking at the remaining life at replacement for the NGDDP, which is high due to the early35

moment of maintenance scheduling.36

When looking at the results for flight cancellation, it can be seen that the GDDP and the GIBP have very37

low numbers of flight cancellations due to the fact that these strategies already have fixed opportunities in their38
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weekly flight schedules. For the NGDDP, it is indeed observed that the number of short-term cancellations is1

very low compared to the number of mid-term cancellations. This shows that the GA has indeed optimized the2

NGDDP’s policy vector to make do maintenance scheduling early on, thereby eliminating most costly short-term3

cancellations. For the ADDP, the number of long-term cancellations is relatively high, which is the desired result4

for this strategy. This value is high because of the opportunities that are created at a very early moment in time5

using the RUL predictions at that moment. Furthermore, the number of short-term cancellations is also quite6

high for the ADDP. This is due to the fact that in the optimal ADDP policy vector, the number of opportunities7

created in the far future is only 1, meaning that it also happens quite often that this single opportunity is not8

located near the engine’s true moment of failure. In this case, a flight pair has to be cancelled short-term in order9

to create an opportunity. For the NGIBP, all cancellations are short-term because a maintenance opportunity10

is simply created by cancelling a flight pair directly after the estimated RUL at an inspection is lower than the11

threshold value.12

Only the GIBP and the NGIBP make use of inspections and therefore the number of inspections is equal to13

0 for the other strategies. The number of inspections for the NGIBP is higher compared to the GIBP because14

of the lower inspection interval that is found to be optimal for this strategy.15

Only the ADDP and the GDDP have nonzero values for the number of FC flown after the target RUL. The16

inspection based strategies do not make use of a target RUL, while the NGDDP always schedules maintenance17

right before the computed target RUL by cancelling the flight pair before it. The ADDP has a relatively high18

number of FC flown after the target RUL due to the fact that in each optimization period each engine that19

requires maintenance only has one opportunity that is created for that engine. It might occur that both engines20

of the same aircraft compete for the same opportunity if the opportunity that is created for one of the engines21

is located at a incorrect moment in time. This reason, in combination with the fact that the hangar may be22

occupied during the only opportunity that an engine has, leads to the possibility that an engine is replaced23

after the target RUL in the ADDP relatively often.24

When looking at the number of flight cycles flown, it can be clearly seen that all strategies that make use of25

the no gap flight schedule fly more cycles than the strategies that have a standard maintenance slot in their flight26

cycles. Furthermore, the ADDP has the highest number of flight cycles flown as it creates very few opportunities27

once the opportunity creation threshold is reached, and redundant opportunities are used to reschedule flight28

pairs in order to maximize revenue. When looking at the remaining life at replacement, the NGIBP is found to29

perform best, followed by the GDDP.30

When looking at the monetary performance indicators, it can be seen that no single strategy outperforms31

the others in term of both cost and revenue. The GDDP was found to have the lowest cost due to the low32

number of replacements, the very low number of flight cancellations and the low wasted life at replacement.33

Even though the GDDP also has a relatively low revenue due to the low number of FC flown, the ratio of34

revenue to cost is still highest for this policy. The revenue is highest for the ADDP due to the fact that only few35

opportunities are created and that redundant opportunities are used to reschedule flights. Due to the fact that36

the cost of the ADDP is relatively high due to the high number of both long-term and short-term cancellations,37

its profit value is not the highest of all.38

Figure 21: Box plot showing the profit and revenue to cost ratio
for all maintenance scheduling strategies (50 MC simulations)

The NGDDP was found to have the highest39

profit value, even though the cost, revenue40

and revenue to cost ratio are all not the best.41

The NGDDP has the highest profit due to the42

very low number of short-term cancellations,43

the fact that no FC are flown after the tar-44

get RUL, no inspections are carried out and45

the number of flight cycles flown is very high.46

This policy thus combines a low cost value47

with a very high revenue, which leads to the48

highest profit value across all strategies that49

are considered. As the profit is considered the50

most important evaluation metric for an air-51

line, it can be concluded that the NGDDP52

is the optimal maintenance strategy to use.53

In Figure 21, the profit values and revenue54

to cost ratios for all strategies are visualized.55

It can be seen that for most strategies, the56

boxes are thin, meaning that the variance in57

the monetary performance indicators is low58

across all Monte Carlo simulations.59
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4.5 Sensitivity analysis1

This section will provide a sensitivity analysis on the optimal policy vectors and most important inputs that2

affect the model performance. In order to keep this analysis concise, the sensitivity analysis will only be3

performed in detail for the maintenance scheduling strategy that was found to have the highest profit, being4

the NGDDP. All plots that present the sensitivity of the results to when the parameters in the optimal policy5

vectors for the other 4 strategies are varied can be found in Appendix I.6

4.5.1 Sensitivity analysis on the optimal policy vector of best strategy7

This section will investigate the sensitivity of the NGDDP optimal policy vector. For the NGDDP, the optimal8

policy vector consists of 5 parameters. In this analysis, each of those 5 parameters is varied along a specified9

range and the results on the monetary performance indicators are collected. In this section, only the 2 parameters10

that are most interesting to analyze are discussed in detail with associating plot. For the remainder of the policy11

vector sensitivity plots of the NGDDP, the reader is referred to Appendix I.12

The first parameter of the NGDDP optimal policy vector that is analyzed is the multiplication factor used13

to determine the target RUL, fs, as was introduced in Equation 19. The results of varying this parameter along14

the range [0.77-1.07] with step size 0.03 can be found in Figure 22. Note that the other values of the policy15

vector are kept at the optimal values shown in Table 13.16

Figure 22: Sensitivity results on the multiplication factor used to compute the target RUL parameter of the
optimal policy vector of the NGDDP (50 MC simulations)

In Figure 22, the cost, revenue and profit values are shown using a violin plot that shows the distribution17

of the outcome for 50 Monte Carlo simulations. The orange dashed line shows the mean revenue to cost ratio,18

which has a secondary y-axis on the right hand side. A black cross indicates an infeasible policy. This occurs19

if the multiplication factor that determines the target RUL becomes too big, as then the target RUL can be20

placed after the true moment of failure of one or more engines. This leads to engine failure during flight, which21

is leads to an infeasible policy. The same phenomenon would happen with very low value for the multiplication22

factor. If this value is very low, the target RUL can be computed to be before the current time, meaning that23

the time window to schedule maintenance is in the past, making the policy infeasible.24

It can furthermore be seen that the profit obtained using the NGDDP steadily increases with increasing25

multiplication factor until the factor reaches a value of 0.89. Up to this point, the cost steadily decreases while26

the revenue stays constant. This leads to an increase in profit and revenue to cost ratio. If the value of the27

multiplication factor reaches 0.92 or higher, the NGDDP policy vector becomes infeasible. This indicates that28

the GA was indeed able to find the optimal value for the multiplication factor, even though this value balances29

right on the edge of making the policy infeasible. It is therefore concluded that the policy is quite sensitive30

to the multiplication factor value, as both policy infeasibility and a sharp drop in obtained profit can occur31

when changing the value in either direction. If an airline uses the NGDDP in its daily maintenance scheduling32

operations, it is advised to not be located right on the edge of policy infeasibility as this would be accompanied33

by severe safety risks. A solution for this is to include a safety factor on these very sensitive policy parameters34

such that the distance to policy infeasibility is increased.35
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The second parameter of the NGDDP that is analyzed is the threshold for maintenance scheduling, THs.1

This parameter is varied along the range [39-55] in with a step size of 2. The sensitivity results of varying this2

parameter is shown in Figure 23.3

Figure 23: Sensitivity results on the threshold parameter of the optimal policy vector of the NGDDP (50 MC
simulations)

In this figure it can be clearly observed that almost all maintenance scheduling threshold values surrounding4

the optimal value of 47 lead to an infeasible policy. This shows that the outcomes of the NGDDP policy vector5

are very sensitive to the scheduling threshold parameter value. Using the precise sampled engines used in this6

simulation model, it turns out that if a value of 47 is used for the scheduling threshold in combination with7

the other optimal policy vector values, the policy is never infeasible. This means that the target RUL is never8

computed before the current time and that the target RUL is never computed to be located after the moment9

of engine true failure. This shows that the policy optimization is a highly non-linear and unstable problem10

in which the optimal solution is surrounded by very low quality solutions. As this policy is so unstable and11

sensitive to the maintenance scheduling threshold value, it is not recommended to use the optimal value of 47 as12

this would mean that for any engine added to the simulation with slightly different degradation characteristics13

the model could be infeasible. On the other hand, if the value of 40 is used as shown in Figure 23, the NGDDP14

profit drops from 6.017 · 105 to only 5.687 · 105. This would mean that the ADDP strategy then obtains a15

higher profit than the NGDDP as the ADDP obtains a profit value of 5.940 · 105. This shows that the NGDDP16

is thus likely not the best policy to use in practice and only obtained the highest profit value because of a17

single unstable and sensitive solution. Regarding the ADDP, it was found that this strategy has a much more18

stable and a-sensitive optimal policy vector, meaning that in practice the ADDP is likely better to use than the19

NGDDP.20

4.5.2 Sensitivity analysis on cost input values21

In this section the performance of all the maintenance scheduling strategies will be evaluated when varying the22

most important cost input values along a specified range. When looking at the results obtained for the strategies23

with optimized policies, it was found that the cancellation cost and the inspection cost have the highest impact24

on the profit value of the maintenance strategy. Therefore, a sensitivity analysis on these two cost input values25

will be shown in this section. For the cost sensitivity analysis, the policies will not be re-optimized. If the cost26

input values change, it might be the case that the policy that is optimized using the GA is no longer optimal.27

However, it is assumed in this section that an airline that wants to make use of these maintenance scheduling28

strategies optimizes the scheduling policy using the best possible cost input estimations. This sensitivity analysis29

can then be used to analyze how the obtained profit changes if the input cost values differ from the estimations30

that the policies are optimized with.31

Table 15 shows the profit values per aircraft per week for all the maintenance scheduling strategies when32

the cancellation cost is multiplied by the factor shown in the top row. The cancellation cost includes the short-33

term cancellation costs, the mid-term cancellation costs and the long-term cancellation costs as is defined in34

Equation 29. The column on the right that has a factor of fC = 2 thus indicates that all other cost values35

are kept the same while all costs related to cancellation are twice as high. It can be seen in Table 15 that the36

NGDDP remains the best maintenance strategy, even if the cost of cancellation becomes twice as high. It can37

also be concluded that the NGIBP is very sensitive to the cancellation cost, as the profit value decreases by38
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14.8% when changing the multiplication factor fC from 0.25 to 2. This high sensitivity is due to the fact that in1

the NGIBP, many short-term cancellations occur. If the cancellation cost value then changes by a lot, the effect2

on the profit value of this policy is also high. The GDDP is almost completely insensitive to the cancellation3

cost input value, as in the GDDP almost no cancellations occur.4

Table 15: Results of the sensitivity analysis of the cancellation cost value for all maintenance scheduling strate-
gies. The values shown in this table represent the profit values [105/aircraft/week] for the maintenance strategies
shown in the first column

Factor the cancellation cost is multiplied with fC
0.25 0.5 0.75 1.0 1.25 1.5 1.75 2.0

ADDP 6.098 6.046 5.993 5.940 5.888 5.835 5.783 5.730
GDDP 5.057 5.056 5.056 5.056 5.055 5.055 5.055 5.054
GIBP 5.013 5.005 5.000 4.989 4.983 4.976 4.968 4.961
NGDDP 6.147 6.104 6.062 6.017 5.976 5.933 5.890 5.847
NGIBP 6.001 5.876 5.748 5.620 5.493 5.366 5.238 5.111

In Table 16, the cost sensitivity results for the inspection cost value can be seen when it is multiplied by a5

factor fI . Again, this table shows the profit values for all strategies considered in this work. Note that the profit6

value for the ADDP, GDDP and NGDDP does not change with varying input inspection cost value as none of7

those strategies make use of inspections. Furthermore, it can be concluded that the GIBP and the NGIBP are8

both not very sensitive to the input inspection cost value. For the GIBP and the NGIBP, the profit values both9

only decrease by 2.6% when changing the multiplication factor fI from 0.25 to 2. For all inspection cost input10

values, the NGDDP strategy remains the best strategy in terms of profit per week per aircraft, even when the11

inspection cost value is multiplied by a factor of 0.25.12

Table 16: Results of the sensitivity analysis of the inspection cost value for all maintenance scheduling strategies.
The values shown in this table represent the profit values [105/aircraft/week] for the maintenance strategies
shown in the first column

Factor the inspection cost is multiplied with fI
0.25 0.5 0.75 1.0 1.25 1.5 1.75 2.0

ADDP 5.940 5.940 5.940 5.940 5.940 5.940 5.940 5.940
GDDP 5.056 5.056 5.056 5.056 5.056 5.056 5.056 5.056
GIBP 5.048 5.029 5.009 4.989 4.971 4.952 4.933 4.914
NGDDP 6.017 6.017 6.017 6.017 6.017 6.017 6.017 6.017
NGIBP 5.684 5.663 5.642 5.620 5.600 5.579 5.557 5.536

5 Conclusion and Discussion13

This section will present the conclusions of this paper. First, the academic novelty of this work is highlighted.14

After that, the main conclusion are presented, as well as a discussion on the results that are obtained. Lastly,15

recommendations for further work are presented.16

5.1 Academic novelty17

This paper has researched a variety of topics: RUL prediction using a machine learning algorithm, presentation18

of the performance evaluation results for a prognostic algorithm and maintenance scheduling using data-driven19

RUL prognostics. For each of those three sub-topics, the academic novelty will be highlighted.20

Regarding the RUL prediction using the CNN model, not much academic novelty is introduced. Most21

methods that are applied, such as the CNN architecture, data normalization, Monte Carlo dropout and sensor22

selection, are methods have been used before in literature. The novelty of this sub-topic thus does not lie in the23

specific method used in this work, but rather in the combination of those methods to obtain RUL prediction24

results. For example, no other works are found that use Monte Carlo dropout to obtain a probabilistic RUL25

predictions. Also, no other works that use the C-MAPSS dataset are found that show the prediction results for26

several combinations of selected input sensors. The novelty of this sub-topic is thus marginal, but sufficient to27

obtain superior prediction results compared to other papers.28

Since Saxena et al. introduced their framework of prognostic algorithm performance evaluation, no recent29

literature can be found that actually makes use of this framework the evaluate the results of its prognostic model30
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[13]. This paper sets a standard when it comes to prognostic algorithm performance evaluation by applying a1

large variety of metrics to the obtained model output. No other works are found that spend this much effort on2

evaluating the performance of their prognostic algorithms. The metrics used in this work are both developed3

prior or introduced in this paper.4

Lastly, no other works are found that use data-driven RUL predictions directly to schedule maintenance.5

This is the first work that develops several scheduling methods that can be used to schedule maintenance while6

making use of raw engine time series recordings. This makes the methods designed in this sub-topic novel7

and highly relevant for airlines that want to incorporate data-driven techniques into their daily scheduling8

operations.9

5.2 Conclusions10

In this paper it was first investigated how sensor recordings from an aircraft engine can be used to predict11

the engine’s RUL. A convolutional neural network (CNN) was developed that uses 1D-filters to slide over the12

2D-input arrays along the temporal dimension. In this way, the filter kernels of the CNN act as input smoothing13

filters that are able to extract useful features from the sensor data. The CNN consists of 5 convolutional layers14

followed by a fully connected layer in which Monte Carlo dropout is applied. This method allows for obtaining15

probabilistic RUL distributions that include model uncertainty. The proposed prognostic model was then tested16

on the C-MAPSS dataset. A large framework of prognostic model performance evaluation metrics was set-up,17

taking into account the most important requirements for prognostic model performance. By evaluating the18

obtained results it can be concluded that the CNN obtains low RMSE values on all instances of the C-MAPSS19

dataset. Furthermore, the use of all performance metrics is emphasized as the metrics allow for a thorough20

comparison of this prognostic model to other models. The obtained error values are also significantly lower than21

the error values obtained in recent literature. This shows the potential of the CNN method. Further reasons as22

to why this model outperforms other recent prognostic models are the normalization of the data with respect to23

the current operating condition, the extensive experimentation on the features to include as inputs and the use24

of Monte Carlo dropout. It can thus be concluded that the prognostic model developed in this work outperforms25

models introduced in recent literature, which was one of the goals of this research.26

Secondly, it was investigated how probabilistic data-driven RUL predictions can be used in the daily schedul-27

ing routine of an airline. First, 3 different maintenance policies were developed that take as input the probabilis-28

tic data-driven RUL predictions obtained using the CNN and return a target RUL as output. The target RUL29

indicates the latest possible moment in time maintenance can be scheduled for an engine. The 3 maintenance30

polices investigated in this work are a data-driven policy (DDP), an advanced data-driven policy (ADDP) and31

an inspection based policy (IBP). Furthermore, the ADDP is able to use the probabilistic data-driven RUL32

predictions to create maintenance opportunities in the flight schedule at a very early stage. The DDP and IBP33

are then combined with both a flight schedule with a standard weekly maintenance slot and a flight schedule34

that has no standard maintenance slots. This creates a total of 5 different maintenance strategies that are35

investigated in this paper. Picking the optimal maintenance opportunities for the strategies with a standard36

maintenance opportunity is done using an Integer Linear Programming (ILP) model that minimizes the time37

between the moment of maintenance and the target RUL of an engine while respecting the hangar capacity.38

The data-driven maintenance policies are optimized using a genetic algorithm.39

The input data for the maintenance scheduling simulation model is obtained by sampling run-to-failure40

training engines from the C-MAPSS training datasets that the CNN model is not trained on. These run-to-failure41

RUL predictions were then used by the data-driven maintenance strategies to simulate maintenance scheduling.42

The evaluation of the 5 maintenance strategies is done using both operational and monetary performance43

indicators, where the airline profit rate is considered to be the most important metric. It was found that the44

data-driven policy that uses a flight schedule with no standard maintenance slots achieves the highest profit45

rate due to the fact that the optimized policy vector has a relatively high value for the maintenance scheduling46

threshold. This ensures that flight cancellations that are needed to create a maintenance opportunity are mostly47

mid-term in stead of short-term, resulting in lower cancellation costs. Furthermore, it can be concluded that all48

inspection based strategies underperform the data-driven strategies with the same type of flight schedule. Also,49

strategies that make use of the gapped flight schedule severely underperform the strategies that make use of50

flight cancellation in order to create maintenance slots. This is due to the fact that in the gapped flight schedule51

strategies, aircraft utilization is much lower. Lastly, using a sensitivity analysis on the optimal policy vector52

of the NGDDP strategy that obtained the highest profit, it was found that the policy is very sensitive to a53

change in the maintenance scheduling threshold. It can be concluded that the optimal maintenance scheduling54

strategy, the NGDDP, only achieved a high profit value due to a very specific combination of policy vector55

parameter values. It can therefore not be concluded that the NGDDP maintenance strategy actually is the56

optimal strategy to implement in practice. The belief is created that the advanced data-driven policy strategy57

is the optimal maintenance strategy as this strategy is far less sensitive to a change in policy vector parameter58
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values. Also, if more accurate RUL predictions at an early stage could be obtained by improving the prognostic1

model, this policy will be able to create maintenance opportunities at even better moments in time, thereby2

increasing the performance of this strategy even more. Overall, it was shown how data-driven RUL prognostics3

can be incorporated into the daily scheduling routine using data-driven maintenance scheduling strategies. The4

results are hopeful, as the data-driven strategies outperform current strategies that rely on physical inspections5

for a given type of flight schedule.6

5.3 Recommendations for further work7

This section will enumerate the recommendations for further work on the topic of machine learning for RUL8

predictions and on using RUL prognostics to schedule maintenance. These recommendations mainly focus on9

extending the developed models in order to improve the results and make them more realistic.10

1. In stead of manually tuning the hyperparameters of the CNN model, an automated algorithm that is able11

to find the optimal combination of hyperparameters that results in the best prediction performance could12

be used.13

2. In stead of using the MAE as loss function when training the CNN, a more complex function such as the14

CRPS or weighted scored CRPS that can take into account specific requirements about the prognostic15

algorithm could be used.16

3. When both engines of the same aircraft have a target RUL close to each other, replacing both engines17

during the same maintenance opportunity to save money on towing and hangar visits, and to increase18

aircraft utilization could be considered.19

4. In this research, the time required for an inspection is not taken into account when considering the20

schedule for the inspection based strategies. This assumption can be eliminated, resulting in even worse21

performance of the inspection based strategies.22

5. To obtain an even better picture of how all maintenance strategies perform, more scenarios can be tested,23

such as scenarios with more than 5 aircraft or where aircraft have more than 2 engines.24

6. In this research, spare part and stock management is not taken into account. It is just assumed that if25

maintenance is performed there always is an overhauled engine available that is assumed to be as good as26

new. These assumptions could be relaxed.27

Taking these recommendations into consideration will improve how realistic the maintenance scheduling28

model is in comparison to a real-world scenario. Lastly, this maintenance simulation model for aircraft engines29

can also be combined with other aircraft parts that can be monitored using sensor data. In this way, this model30

could schedule maintenance for all aircraft in a fleet for multiple components. In this case, the model can be31

extended to be able to group maintenance actions of several components during a single hangar visit.32
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Appendices1

A Appendix 1 - General error metrics2

Table 17: General metrics used for the assessment of accuracy and precision as stated in [13]

Metric name Definition Range References
accuracy based metrics

Error ε(i) = rtrue(i)− rpred(i) (-∞,∞) -

Mean Absolute Error MAE(i) =
1

L

L∑

l=1

|εl(i)| [0, ∞) [32]

Mean Absolute Percentage Error MAPE(i) =
1

L

L∑

l=1

∣∣∣∣
100 · εl(i)
rtrue

∣∣∣∣ [0, ∞) [32] [33]

Mean Squared Error MSE(i) =
1

L

L∑

l=1

εl(i)2 [0, ∞) [32]

Root Mean Squared Error RMSE(i) =

√√√√ 1

L

L∑

l=1

εl(i)2 [0, ∞) [32]

Root Mean Squared Percentage Error RMSPE(i) =

√√√√ 1

L

L∑

l=1

∣∣∣∣
100 · εl(i)
rtrue

∣∣∣∣ [0, ∞) [32]

False Positive FP (rltrue(i)) =

{
1 if εl(i) > tFP
0 otherwise

[0, 1] [34]

False Negative FN(rltrue(i)) =

{
1 if − εl(i) > tFN
0 otherwise

[0, 1] [34]

precision based metrics

Error Standard Deviation ESTD(i) =

√∑n
l=1(εl(i)−M)2

n− 1
[0, ∞) [35] [36]

Mean Absolute Deviation MAD(i) =
1

n

n∑

l=1

|εl(i)−Md| [0, ∞) [36]

Median Absolute Deviation MdAD(i) = median(|εl(i)−Md|) [0, ∞) [36]
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B Appendix 2 - Additional information on the C-MAPPS dataset1

The C-MAPSS data set simulates engines with a 90,000 lb thrust class, for several operating conditions, altitudes,2

Mach numbers and temperatures. In Figure 24, the general layout of a turbofan engine can be seen. Figure 253

shows the different modules within the engine, and shows how those modules are connected. C-MAPPS takes4

14 inputs to simulate the various degradation scenarios of the simulated engine [3, 6].5

Figure 24: Overview of the simulated turbofan
layout [3, 6]

.

Figure 25: Modules and connections of the turbofan engine
[3, 6]

The output of the C-MAPSS software is a run-to-failure data set of 21 time series signals that can be6

considered to be the sensor measurements of the engine. The sensors that are present in the C-MAPSS data7

set that can be used to predict degradation of the engine can be found in Table 18.8

Table 18: Overview of the 21 sensors that are included in the C-MAPSS data set [3, 6]

Symbol Description Units Symbol Description Units
Parameters available as sensor data Parameters available as sensor data
T2 Total temperature at fan inlet °R phi Ratio of fuel flow to Ps30 pps/psi
T24 Total temperature at LPC outlet °R NRf Corrected fan speed rpm
T30 Total temperature at HPC outlet °R NRc Corrected core speed rpm
T50 Total temperature at LPT outlet °R BPR Bypass Ratio –
P2 Pressure at fan inlet psia farB Burner fuel-air ratio –
P15 Total pressure in bypass-duct psia htBleed Bleed Enthalpy –
P30 Total pressure at HPC outlet psia Nf dmd Demanded fan speed rpm
Nf Physical fan speed rpm PCNfR dmd Demanded corrected fan speed rpm
Nc Physical core speed rpm W31 HPT coolant bleed lbm/s
epr Engine pressure ratio (P50/P2) – W32 LPT coolant bleed lbm/s
Ps30 Static pressure at HPC outlet psia
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C Appendix 3 - Raw non-normalized sensor data for FD0011
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D Appendix 4 - Normalized sensor data for FD004 used as input1
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E Appendix 5 - Additional RUL prediction results for FD002-FD0041

Figure 28: True RUL and predicted RUL distributions for all 259 engines in FD002 sorted by true RUL

Figure 29: True RUL and predicted RUL distributions for all 100 engines in FD003 sorted by true RUL

46



Figure 30: True RUL and predicted RUL distributions for all 248 engines in FD004 sorted by true RUL
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F Appendix 6 - Additional RUL prediction results for individual1

engines at with different true RUL values2

(a) CDF and CDF2 of 10,000 MC predictions (b) Histogram of 10,000 MC predictions

Figure 31: MC prediction results on test engine 1 from FD001

(a) CDF and CDF2 of 10,000 MC predictions (b) Histogram of 10,000 MC predictions

Figure 32: MC prediction results on test engine 56 from FD001

(a) CDF and CDF2 of 10,000 MC predictions (b) Histogram of 10,000 MC predictions

Figure 33: MC prediction results on test engine 80 from FD001
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G Appendix 7 - Performance evaluation of all sampled training en-1

gines using all metrics2

Table 19: Sampled training engines E1.6-E2.248 that are used for run-to-failure testing evaluated on the first
half of the most important metrics. The mean and standard deviation of the metrics across all 99 sampled
training engines are also shown

Prognostic metric
Engine ID MAE MAPE RMSE ESTD SRR FP FN TP TN Score W. score Acc.
Mean 10.22 21.22 13.57 8.84 0.24 0.03 0.16 0.42 0.32 4.43 2.9 0.79
St. dev. 4.67 11.38 5.4 3.02 0.18 0.04 0.17 0.23 0.15 6.88 4.5 0.18
E1.6 9.32 18.31 12.79 8.76 0.92 0.09 0.12 0.6 0.13 2.92 1.93 0.78
E1.16 13.19 18.61 17.66 11.75 0.27 0.09 0.06 0.58 0.19 3.71 1.5 0.84
E1.19 10.17 18.59 14.1 9.77 0.26 0.05 0.17 0.44 0.21 3.96 1.89 0.75
E1.26 10.72 23.97 16.1 12.01 0.26 0.05 0.12 0.44 0.37 4.33 1.7 0.83
E1.34 4.34 8.14 5.86 3.93 0.08 0.01 0.02 0.56 0.33 0.53 0.34 0.97
E1.38 5.6 12.61 7.75 5.36 0.17 0.0 0.04 0.46 0.44 0.96 0.56 0.96
E1.45 13.52 25.36 17.75 11.5 0.16 0.02 0.43 0.09 0.33 7.15 4.26 0.49
E1.51 6.33 9.96 7.71 4.41 0.49 0.0 0.03 0.54 0.38 0.85 0.47 0.97
E1.66 12.37 19.13 16.43 10.82 0.2 0.05 0.08 0.57 0.23 3.34 1.25 0.86
E1.67 11.17 16.22 14.47 9.19 0.21 0.03 0.05 0.84 0.04 2.21 1.15 0.92
E1.68 6.34 10.91 9.24 6.72 0.24 0.0 0.06 0.62 0.27 1.03 0.41 0.94
E1.75 13.53 30.96 16.53 9.5 0.09 0.15 0.13 0.59 0.1 3.95 3.12 0.71
E1.77 18.09 38.67 21.34 11.32 0.56 0.04 0.47 0.09 0.3 8.73 5.48 0.43
E1.87 10.98 21.81 13.84 8.42 0.34 0.07 0.14 0.5 0.25 3.05 1.89 0.78
E2.6 6.43 18.97 9.16 6.52 0.02 0.0 0.16 0.21 0.51 1.46 1.28 0.82
E2.19 9.19 23.39 10.97 5.99 0.21 0.19 0.05 0.1 0.64 1.93 1.37 0.75
E2.23 7.54 19.29 9.87 6.38 0.5 0.0 0.13 0.49 0.32 1.63 1.34 0.86
E2.28 7.77 16.98 10.07 6.41 0.07 0.11 0.04 0.48 0.29 1.3 1.04 0.85
E2.30 14.0 34.69 17.71 10.84 0.03 0.0 0.39 0.14 0.33 6.2 4.57 0.54
E2.38 6.65 22.45 10.05 7.53 0.64 0.0 0.19 0.25 0.53 1.96 1.94 0.81
E2.52 12.09 21.46 15.89 10.31 0.74 0.0 0.3 0.19 0.43 4.84 3.23 0.68
E2.62 6.56 22.68 8.06 4.69 0.12 0.0 0.13 0.41 0.4 1.06 0.94 0.86
E2.67 18.47 40.28 22.09 12.12 0.26 0.0 0.59 0.01 0.35 11.79 6.1 0.38
E2.69 28.1 66.8 32.98 17.27 0.48 0.0 0.69 0.0 0.14 46.66 32.37 0.17
E2.75 12.09 18.28 17.05 12.02 0.29 0.06 0.11 0.54 0.22 4.33 1.95 0.81
E2.80 11.42 16.5 14.29 8.59 0.44 0.02 0.09 0.64 0.17 2.28 1.45 0.88
E2.84 10.68 15.04 14.8 10.24 0.02 0.04 0.02 0.7 0.18 2.43 0.93 0.93
E2.89 6.67 17.3 8.04 4.49 0.13 0.0 0.08 0.56 0.31 0.97 0.72 0.92
E2.100 9.48 18.84 13.05 8.97 0.13 0.04 0.07 0.63 0.2 1.95 1.11 0.88
E2.103 11.15 15.15 14.2 8.79 0.21 0.03 0.09 0.67 0.14 2.77 2.54 0.88
E2.106 10.87 15.52 14.92 10.22 0.14 0.01 0.04 0.63 0.26 2.49 1.12 0.95
E2.117 7.77 14.54 10.6 7.21 0.18 0.0 0.14 0.41 0.32 1.99 1.73 0.84
E2.136 14.42 33.9 18.34 11.34 0.55 0.04 0.44 0.12 0.35 7.14 5.51 0.5
E2.139 6.17 15.05 8.66 6.07 0.52 0.01 0.05 0.81 0.07 0.87 0.53 0.94
E2.146 8.34 20.29 12.15 8.83 0.38 0.0 0.17 0.4 0.38 2.95 3.22 0.82
E2.150 5.39 13.34 6.92 4.35 0.27 0.02 0.03 0.5 0.38 0.75 0.63 0.95
E2.153 18.13 24.01 22.49 13.31 0.5 0.13 0.03 0.73 0.06 6.35 2.27 0.83
E2.159 10.98 13.57 13.8 8.36 0.21 0.03 0.01 0.81 0.08 1.91 0.88 0.95
E2.188 19.13 37.71 23.89 14.3 0.16 0.03 0.58 0.02 0.29 18.28 9.77 0.34
E2.198 9.41 29.26 14.44 10.96 0.14 0.07 0.12 0.53 0.27 2.87 1.47 0.81
E2.202 5.31 13.91 6.76 4.18 0.45 0.07 0.02 0.67 0.18 0.61 0.53 0.9
E2.206 7.54 14.24 10.52 7.33 0.19 0.04 0.16 0.25 0.47 1.91 1.7 0.79
E2.214 18.11 34.18 22.64 13.58 0.22 0.04 0.53 0.06 0.26 12.53 7.98 0.36
E2.222 7.17 17.36 9.0 5.45 0.01 0.02 0.11 0.6 0.24 1.06 0.99 0.86
E2.226 10.64 34.87 13.98 9.06 0.07 0.0 0.27 0.2 0.5 3.76 2.54 0.72
E2.230 6.35 15.72 7.88 4.67 0.32 0.0 0.15 0.38 0.38 1.04 1.02 0.84
E2.232 9.63 12.52 13.32 9.2 0.1 0.07 0.0 0.77 0.1 1.86 0.83 0.93
E2.234 16.51 32.59 21.59 13.92 0.02 0.0 0.43 0.08 0.35 13.36 9.16 0.5
E2.245 14.73 20.82 21.35 15.46 0.39 0.18 0.05 0.55 0.16 7.03 2.2 0.75
E2.248 10.29 15.34 13.95 9.43 0.62 0.04 0.02 0.72 0.16 2.18 0.93 0.93
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Table 20: Sampled training engines E2.249-E4.233 that are used for run-to-failure testing evaluated on the first
half of the most important metrics. The mean and standard deviation of the metrics across all 99 sampled
training engines are also shown

Prognostic metric
Engine ID MAE MAPE RMSE ESTD SRR FP FN TP TN Score W. score Acc.
Mean 10.22 21.22 13.57 8.84 0.24 0.03 0.16 0.42 0.32 4.43 2.9 0.79
St. dev. 4.67 11.38 5.4 3.02 0.18 0.04 0.17 0.23 0.15 6.88 4.5 0.18
E2.249 10.9 21.48 13.89 8.62 0.22 0.03 0.22 0.46 0.24 3.54 4.17 0.74
E3.6 12.95 19.61 16.05 9.47 0.19 0.08 0.04 0.73 0.08 2.73 1.41 0.87
E3.16 4.24 11.72 6.3 4.66 0.04 0.0 0.03 0.56 0.37 0.55 0.61 0.96
E3.19 6.74 10.68 9.54 6.76 0.16 0.0 0.05 0.26 0.62 1.56 1.08 0.95
E3.26 7.1 19.59 10.84 8.19 0.11 0.0 0.13 0.59 0.25 3.01 3.28 0.86
E3.34 4.26 6.05 7.52 6.19 0.34 0.0 0.02 0.62 0.32 0.69 0.5 0.98
E3.38 9.22 14.39 14.81 11.59 0.08 0.01 0.16 0.26 0.49 5.97 4.0 0.82
E3.45 8.73 17.09 13.69 10.54 0.32 0.0 0.16 0.21 0.56 4.55 3.01 0.82
E3.51 9.63 19.89 12.17 7.45 0.08 0.0 0.17 0.24 0.56 2.72 1.79 0.83
E3.66 14.99 35.56 19.68 12.75 0.41 0.0 0.42 0.09 0.46 9.45 5.49 0.56
E3.67 12.75 27.32 15.76 9.27 0.24 0.07 0.05 0.7 0.12 2.71 1.65 0.88
E3.68 7.37 13.3 9.84 6.52 0.18 0.0 0.05 0.16 0.72 1.6 1.1 0.94
E3.75 4.33 7.49 6.33 4.61 0.0 0.0 0.02 0.46 0.43 0.73 0.62 0.98
E3.77 4.58 7.45 7.01 5.31 0.27 0.0 0.04 0.3 0.58 0.86 0.79 0.96
E3.87 10.19 26.22 13.96 9.54 0.05 0.0 0.28 0.37 0.32 4.16 2.74 0.71
E4.6 5.38 13.8 7.84 5.7 0.06 0.0 0.07 0.53 0.35 0.94 1.12 0.92
E4.12 8.55 32.85 11.57 7.8 0.07 0.0 0.18 0.34 0.48 2.29 2.86 0.82
E4.19 9.25 21.17 11.54 6.89 0.32 0.13 0.04 0.66 0.1 1.46 1.18 0.82
E4.28 8.69 19.75 12.36 8.79 0.28 0.01 0.16 0.21 0.51 2.72 2.1 0.81
E4.30 6.98 14.16 9.53 6.48 0.15 0.08 0.01 0.59 0.25 1.09 0.86 0.9
E4.31 10.63 14.62 13.97 9.07 0.13 0.1 0.02 0.62 0.23 2.27 1.1 0.88
E4.38 7.22 23.08 8.86 5.14 0.48 0.08 0.08 0.38 0.34 1.08 0.92 0.82
E4.52 4.05 8.02 6.06 4.5 0.17 0.02 0.03 0.47 0.45 0.53 0.54 0.96
E4.67 8.31 20.44 11.5 7.95 0.44 0.0 0.17 0.28 0.45 2.4 1.45 0.81
E4.69 9.14 19.8 13.02 9.27 0.15 0.02 0.21 0.29 0.43 3.21 2.88 0.76
E4.75 12.47 20.91 18.2 13.26 0.67 0.14 0.04 0.69 0.02 6.11 2.34 0.79
E4.80 4.24 9.51 6.95 5.51 0.02 0.01 0.06 0.54 0.33 0.99 0.91 0.92
E4.84 15.71 26.56 20.49 13.15 0.26 0.0 0.39 0.05 0.42 12.35 6.64 0.54
E4.89 10.49 20.44 13.33 8.22 0.1 0.02 0.26 0.15 0.47 3.14 2.04 0.69
E4.101 18.01 25.27 23.07 14.42 0.43 0.16 0.09 0.57 0.13 7.55 3.05 0.74
E4.106 5.49 10.02 7.82 5.57 0.02 0.01 0.05 0.39 0.46 0.89 0.84 0.93
E4.117 6.76 13.63 10.25 7.7 0.01 0.02 0.05 0.44 0.44 1.4 1.23 0.93
E4.131 5.14 10.12 7.62 5.63 0.08 0.01 0.05 0.61 0.29 0.83 0.98 0.94
E4.134 8.35 23.77 13.54 10.66 0.53 0.0 0.23 0.38 0.33 4.54 4.71 0.75
E4.136 11.49 32.17 15.49 10.39 0.17 0.0 0.35 0.11 0.49 4.69 3.8 0.63
E4.139 6.65 15.97 9.4 6.65 0.42 0.0 0.09 0.53 0.31 1.22 1.02 0.9
E4.146 7.99 13.49 10.69 7.1 0.15 0.04 0.02 0.62 0.27 1.46 1.07 0.94
E4.150 17.69 42.87 20.26 9.87 0.15 0.0 0.5 0.01 0.39 7.79 5.92 0.44
E4.153 15.33 29.53 20.1 13.0 0.05 0.0 0.35 0.18 0.37 11.17 7.96 0.62
E4.159 7.56 16.98 11.68 8.9 0.28 0.0 0.13 0.28 0.57 2.53 2.15 0.87
E4.174 4.36 6.26 6.76 5.17 0.08 0.0 0.01 0.57 0.34 0.75 0.63 0.98
E4.198 20.33 45.21 23.74 12.25 0.27 0.05 0.64 0.0 0.29 12.78 9.61 0.29
E4.201 13.25 22.55 17.59 11.57 0.07 0.11 0.04 0.63 0.16 3.86 2.31 0.84
E4.214 27.24 66.39 31.8 16.41 0.23 0.0 0.84 0.0 0.09 45.83 28.7 0.1
E4.219 13.46 60.72 17.45 11.11 0.26 0.0 0.39 0.12 0.42 6.28 5.71 0.58
E4.229 5.76 14.49 7.95 5.49 0.36 0.03 0.04 0.56 0.32 0.83 0.82 0.92
E4.230 4.9 10.24 8.01 6.33 0.16 0.02 0.06 0.56 0.3 1.12 0.81 0.91
E4.232 9.81 13.33 14.09 10.11 0.26 0.06 0.05 0.58 0.23 2.95 1.32 0.88
E4.233 11.78 14.66 16.36 11.35 0.23 0.04 0.04 0.71 0.14 3.24 1.2 0.91
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Table 21: Sampled training engines E1.6-E2.248 that are used for run-to-failure testing evaluated on the second
half of the most important metrics. The mean and standard deviation of the metrics across all 99 sampled
training engines are also shown

Prognostic metric
Engine ID Prec. Recall F1 PH(d) PH(p) α− λ(d) α− λ(p) CRA WCRA CRPS W. CRPS Conv.
Mean 0.53 0.7 0.75 17.96 8.26 0.8 0.7 0.79 0.7 11.14 4.04 106.16
St. dev. 0.26 0.3 0.27 26.87 0.44 0.17 0.18 0.11 0.16 5.11 6.37 44.03
E1.6 0.82 0.83 0.85 9.0 9.0 0.79 0.7 0.82 0.75 9.16 2.52 77.86
E1.16 0.75 0.91 0.89 33.0 9.0 0.86 0.72 0.81 0.79 12.8 1.72 74.78
E1.19 0.68 0.72 0.8 9.0 9.0 0.78 0.64 0.81 0.79 11.1 2.55 53.9
E1.26 0.54 0.79 0.84 8.0 8.0 0.84 0.76 0.76 0.65 11.42 2.16 72.94
E1.34 0.63 0.97 0.98 166.0 9.0 0.98 0.89 0.92 0.89 5.03 0.57 81.14
E1.38 0.51 0.93 0.96 10.0 8.0 0.96 0.88 0.87 0.82 6.55 0.81 76.46
E1.45 0.2 0.17 0.28 20.0 9.0 0.57 0.36 0.75 0.7 15.86 5.73 63.59
E1.51 0.59 0.94 0.97 184.0 8.0 0.97 0.92 0.9 0.87 6.89 0.75 87.63
E1.66 0.72 0.88 0.9 9.0 8.0 0.87 0.72 0.81 0.77 12.26 1.45 69.35
E1.67 0.95 0.95 0.96 8.0 8.0 0.92 0.83 0.84 0.78 9.83 1.11 142.81
E1.68 0.7 0.91 0.95 9.0 8.0 0.94 0.91 0.89 0.86 6.82 0.6 71.2
E1.75 0.86 0.82 0.81 8.0 8.0 0.73 0.61 0.69 0.53 12.65 3.84 106.36
E1.77 0.22 0.16 0.26 18.0 8.0 0.49 0.33 0.61 0.52 20.19 7.64 55.12
E1.87 0.67 0.78 0.83 9.0 9.0 0.79 0.74 0.78 0.71 11.41 2.49 67.35
E2.6 0.29 0.56 0.72 40.0 8.0 0.84 0.67 0.81 0.71 8.78 2.09 80.35
E2.19 0.13 0.65 0.44 9.0 9.0 0.75 0.68 0.77 0.67 11.24 1.87 62.96
E2.23 0.61 0.79 0.88 9.0 8.0 0.87 0.8 0.81 0.7 8.83 2.13 100.01
E2.28 0.63 0.93 0.87 17.0 9.0 0.85 0.7 0.83 0.75 8.21 1.25 91.0
E2.30 0.3 0.26 0.41 8.0 8.0 0.61 0.45 0.65 0.51 16.59 6.79 70.85
E2.38 0.32 0.57 0.73 8.0 8.0 0.81 0.7 0.78 0.64 8.99 2.94 84.63
E2.52 0.3 0.39 0.56 39.0 8.0 0.71 0.54 0.79 0.74 14.48 4.74 74.31
E2.62 0.5 0.76 0.86 8.0 8.0 0.86 0.77 0.77 0.63 7.92 1.54 85.7
E2.67 0.02 0.01 0.03 8.0 8.0 0.4 0.24 0.6 0.51 21.18 8.41 49.07
E2.69 0.0 0.0 0.0 8.0 8.0 0.3 0.17 0.33 0.19 30.77 44.01 49.28
E2.75 0.71 0.83 0.86 8.0 8.0 0.82 0.65 0.82 0.76 12.1 2.27 101.54
E2.80 0.79 0.87 0.92 9.0 8.0 0.89 0.75 0.83 0.8 11.04 1.85 96.43
E2.84 0.79 0.97 0.96 11.0 8.0 0.93 0.88 0.85 0.81 10.11 0.98 106.95
E2.89 0.64 0.88 0.94 8.0 8.0 0.92 0.84 0.83 0.74 7.2 1.05 80.2
E2.100 0.76 0.9 0.92 9.0 9.0 0.9 0.77 0.81 0.73 9.42 1.41 91.72
E2.103 0.82 0.88 0.92 22.0 9.0 0.88 0.74 0.85 0.8 10.99 3.66 141.78
E2.106 0.71 0.94 0.96 22.0 9.0 0.96 0.81 0.84 0.8 10.92 1.45 115.35
E2.117 0.56 0.75 0.86 18.0 9.0 0.86 0.7 0.85 0.82 9.28 2.58 76.12
E2.136 0.26 0.22 0.34 8.0 8.0 0.52 0.44 0.66 0.54 16.56 7.8 65.5
E2.139 0.92 0.94 0.97 9.0 8.0 0.95 0.85 0.85 0.78 5.9 0.64 81.84
E2.146 0.51 0.7 0.83 8.0 8.0 0.83 0.74 0.8 0.67 9.95 4.87 149.7
E2.150 0.57 0.94 0.96 16.0 8.0 0.96 0.83 0.87 0.79 6.76 1.07 107.59
E2.153 0.92 0.96 0.9 28.0 8.0 0.84 0.67 0.76 0.7 16.53 2.04 118.36
E2.159 0.91 0.99 0.97 47.0 8.0 0.96 0.83 0.86 0.84 9.62 0.78 99.02
E2.188 0.05 0.03 0.05 9.0 8.0 0.39 0.29 0.62 0.57 22.26 13.73 52.59
E2.198 0.66 0.81 0.85 8.0 8.0 0.81 0.74 0.71 0.52 9.94 1.78 85.53
E2.202 0.78 0.97 0.93 12.0 9.0 0.9 0.83 0.86 0.79 5.4 0.58 86.19
E2.206 0.35 0.62 0.72 9.0 9.0 0.8 0.69 0.86 0.8 9.74 2.69 112.16
E2.214 0.18 0.1 0.17 8.0 8.0 0.44 0.3 0.66 0.63 20.66 11.14 51.12
E2.222 0.71 0.84 0.9 8.0 8.0 0.86 0.77 0.83 0.74 7.45 1.37 88.79
E2.226 0.29 0.43 0.6 8.0 8.0 0.74 0.64 0.65 0.45 12.83 3.69 76.63
E2.230 0.5 0.72 0.84 14.0 8.0 0.84 0.75 0.84 0.77 8.01 1.63 86.43
E2.232 0.88 0.99 0.96 16.0 8.0 0.93 0.82 0.87 0.85 8.85 0.78 104.53
E2.234 0.18 0.15 0.26 8.0 8.0 0.57 0.46 0.67 0.6 19.36 13.35 62.49
E2.245 0.77 0.91 0.82 9.0 8.0 0.78 0.66 0.79 0.73 13.85 2.05 103.11
E2.248 0.82 0.97 0.96 19.0 9.0 0.93 0.82 0.85 0.8 9.72 1.0 94.0
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Table 22: Sampled training engines E2.249-E4.233 that are used for run-to-failure testing evaluated on the
second half of the most important metrics. The mean and standard deviation of the metrics across all 99
sampled training engines are also shown

Prognostic metric
Engine ID Prec. Recall F1 PH(d) PH(p) α− λ(d) α− λ(p) CRA WCRA CRPS W. CRPS Conv.
Mean 0.53 0.7 0.75 17.96 8.26 0.8 0.7 0.79 0.7 11.14 4.04 106.16
St. dev. 0.26 0.3 0.27 26.87 0.44 0.17 0.18 0.11 0.16 5.11 6.37 44.03
E2.249 0.66 0.68 0.79 8.0 8.0 0.76 0.66 0.79 0.7 11.95 5.87 99.21
E3.6 0.9 0.95 0.92 11.0 8.0 0.88 0.79 0.8 0.73 11.68 1.32 122.38
E3.16 0.6 0.94 0.97 8.0 8.0 0.97 0.93 0.88 0.8 4.48 0.8 197.56
E3.19 0.29 0.84 0.91 30.0 8.0 0.96 0.84 0.89 0.86 8.12 1.62 115.93
E3.26 0.7 0.82 0.9 8.0 8.0 0.86 0.84 0.8 0.68 7.53 4.95 131.82
E3.34 0.66 0.97 0.99 117.0 8.0 0.98 0.95 0.94 0.91 4.29 0.61 280.71
E3.38 0.35 0.62 0.76 31.0 9.0 0.83 0.74 0.86 0.82 10.65 5.19 94.14
E3.45 0.27 0.56 0.72 8.0 8.0 0.81 0.72 0.83 0.76 10.28 3.89 100.94
E3.51 0.3 0.59 0.74 9.0 8.0 0.83 0.71 0.8 0.72 11.2 2.6 85.11
E3.66 0.16 0.17 0.3 8.0 8.0 0.58 0.49 0.64 0.51 17.3 7.52 65.52
E3.67 0.86 0.94 0.92 8.0 8.0 0.88 0.76 0.73 0.58 11.74 1.77 113.71
E3.68 0.19 0.76 0.86 24.0 9.0 0.95 0.76 0.87 0.82 9.38 1.9 91.61
E3.75 0.51 0.95 0.98 22.0 8.0 0.98 0.88 0.93 0.89 5.28 0.97 140.48
E3.77 0.34 0.88 0.94 20.0 8.0 0.96 0.84 0.93 0.89 5.79 1.24 140.12
E3.87 0.54 0.57 0.73 8.0 8.0 0.71 0.62 0.74 0.62 11.61 3.98 72.76
E4.6 0.6 0.88 0.94 8.0 8.0 0.92 0.86 0.86 0.77 6.23 1.83 191.04
E4.12 0.41 0.65 0.79 8.0 8.0 0.81 0.76 0.67 0.42 9.89 4.42 159.47
E4.19 0.86 0.94 0.88 8.0 8.0 0.84 0.69 0.79 0.68 8.21 1.22 100.5
E4.28 0.29 0.57 0.72 13.0 9.0 0.84 0.65 0.8 0.71 10.99 3.45 99.12
E4.30 0.71 0.98 0.93 9.0 9.0 0.91 0.84 0.86 0.78 6.68 0.94 158.63
E4.31 0.73 0.97 0.91 9.0 9.0 0.88 0.83 0.85 0.81 10.22 1.28 116.21
E4.38 0.52 0.82 0.82 21.0 8.0 0.84 0.68 0.77 0.64 8.67 1.36 76.83
E4.52 0.51 0.94 0.96 8.0 8.0 0.95 0.92 0.92 0.87 4.76 0.83 202.09
E4.67 0.39 0.63 0.77 8.0 8.0 0.84 0.65 0.8 0.71 10.86 2.37 67.36
E4.69 0.41 0.58 0.72 10.0 8.0 0.77 0.67 0.8 0.7 11.02 4.34 123.99
E4.75 0.97 0.94 0.88 8.0 8.0 0.81 0.7 0.79 0.71 11.23 1.97 99.27
E4.80 0.62 0.9 0.94 9.0 9.0 0.93 0.86 0.9 0.84 5.22 1.35 175.78
E4.84 0.11 0.12 0.22 25.0 8.0 0.6 0.41 0.73 0.71 18.29 8.96 59.66
E4.89 0.24 0.37 0.52 10.0 9.0 0.72 0.6 0.8 0.74 13.03 3.26 67.4
E4.101 0.81 0.86 0.82 8.0 8.0 0.74 0.58 0.75 0.67 16.87 3.22 112.63
E4.106 0.46 0.88 0.93 9.0 9.0 0.94 0.82 0.9 0.85 6.76 1.46 144.27
E4.117 0.5 0.89 0.93 8.0 8.0 0.93 0.85 0.86 0.78 7.3 1.74 196.84
E4.131 0.68 0.92 0.96 11.0 9.0 0.94 0.87 0.9 0.84 5.46 1.49 218.4
E4.134 0.54 0.62 0.76 8.0 8.0 0.76 0.72 0.76 0.6 9.86 7.45 144.57
E4.136 0.18 0.24 0.38 8.0 8.0 0.65 0.51 0.68 0.49 14.01 5.91 105.09
E4.139 0.63 0.85 0.92 18.0 8.0 0.9 0.81 0.84 0.74 7.34 1.53 129.27
E4.146 0.7 0.97 0.96 9.0 9.0 0.95 0.86 0.87 0.8 7.71 1.39 164.45
E4.150 0.02 0.02 0.03 25.0 8.0 0.5 0.32 0.57 0.44 20.98 9.4 56.0
E4.153 0.32 0.34 0.51 30.0 8.0 0.66 0.45 0.7 0.63 17.87 12.24 70.05
E4.159 0.33 0.69 0.82 8.0 8.0 0.88 0.75 0.83 0.72 9.34 3.36 168.52
E4.174 0.63 0.98 0.98 77.0 9.0 0.98 0.9 0.94 0.91 5.18 0.95 206.6
E4.198 0.0 0.0 0.0 9.0 8.0 0.31 0.28 0.55 0.4 22.87 13.42 72.48
E4.201 0.8 0.94 0.89 8.0 8.0 0.85 0.74 0.77 0.65 12.06 2.41 209.57
E4.214 0.0 0.0 0.0 8.0 8.0 0.12 0.06 0.34 0.23 30.45 41.74 43.96
E4.219 0.22 0.23 0.38 8.0 8.0 0.61 0.51 0.39 0.05 16.07 8.85 95.97
E4.229 0.64 0.93 0.94 13.0 8.0 0.93 0.88 0.86 0.76 6.05 1.09 150.81
E4.230 0.65 0.9 0.93 9.0 8.0 0.92 0.87 0.9 0.84 5.85 1.24 130.98
E4.232 0.72 0.92 0.91 13.0 8.0 0.89 0.78 0.87 0.83 9.72 1.57 128.2
E4.233 0.84 0.95 0.95 12.0 8.0 0.92 0.84 0.85 0.82 10.97 1.29 127.83

52



H Appendix 8 - Flight schedule visualizations1
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Figure 34: Full flight schedule in which each aircraft has 10 flight cycles per week
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Figure 35: Flight schedule with weekly gaps in which each aircraft has 8 flight cycles per week
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I Appendix 9 - Policy sensitivity plots for all strategies1

Figure 36: Sensitivity analysis on the MO creation TH parameter for the ADDP strategy

Figure 37: Sensitivity analysis on the number of consecutive alerts required for MO creation parameter for the
ADDP strategy
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Figure 38: Sensitivity analysis on the probability mass required below TH parameter for the ADDP strategy

Figure 39: Sensitivity analysis on the number of MO created parameter for the ADDP strategy
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Figure 40: Sensitivity analysis on the maintenance scheduling TH parameter for the ADDP strategy

Figure 41: Sensitivity analysis on the number of consecutive alerts required for maintenance scheduling param-
eter for the ADDP strategy
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Figure 42: Sensitivity analysis on the probability mass required below TH for maintenance scheduling parameter
for the ADDP strategy

Figure 43: Sensitivity analysis on the multiplication factor used to determine target RUL parameter for the
ADDP strategy
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Figure 44: Sensitivity analysis on the safety margin used to determine target RUL parameter for the ADDP
strategy

Figure 45: Sensitivity analysis on the maintenance scheduling TH parameter for the GDDP strategy
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Figure 46: Sensitivity analysis on the number of consecutive alerts required below TH parameter for the GDDP
strategy

Figure 47: Sensitivity analysis on the probability mass required below TH parameter for the GDDP strategy
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Figure 48: Sensitivity analysis on the multiplication factor used to determine target RUL parameter for the
GDDP strategy

Figure 49: Sensitivity analysis on the safety margin used to determine target RUL parameter for the GDDP
strategy
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Figure 50: Sensitivity analysis on the inspection interval parameter for the GIBP strategy

Figure 51: Sensitivity analysis on the TH for maintenance scheduling parameter for the GIBP strategy
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Figure 52: Sensitivity analysis on the maintenance scheduling TH parameter for the NGDDP strategy

Figure 53: Sensitivity analysis on the number of consecutive alerts required below TH parameter for the NGDDP
strategy
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Figure 54: Sensitivity analysis on the probability mass required below TH parameter for the NGDDP strategy

Figure 55: Sensitivity analysis on the multiplication factor used to determine target RUL parameter for the
NGDDP strategy
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Figure 56: Sensitivity analysis on the safety margin used to determine target RUL parameter for the NGDDP
strategy

Figure 57: Sensitivity analysis on the inspection interval parameter for the NGIBP strategy
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Figure 58: Sensitivity analysis on the TH for maintenance scheduling parameter for the NGIBP strategy
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1
Literature study

1.1. Introduction
Repair and maintenance costs are among the top expenses of big aviation companies. According to the an-
nual reports of the Royal Dutch Airlines KLM, the aircraft maintenance costs were around e882 million in
2019, equivalent to ∼ 14.5% of their total yearly expenses [1]. Furthermore, not being able to fly an aircraft
is also very costly. DHL has estimated that if an aircraft has to remain on ground due to technical issues,
this can cost an airline up to e925.000 per day [2]. This shows the importance of being able to monitor the
health of the aircraft and its components, as well as predicting when specific parts will fail. Over the last few
decades, Prognostics and Health Management (PHM) has received increasing attention both from a practi-
cal and scientific perspective. It is considered as one of the key solutions to improve the reliability, safety,
maintainability and economic affordability for many industrial assets, including aircraft [3]. PHM combines
real-time and historical information of the system to improve the decision-making in terms of maintenance
operations. It is considered to be an engineering disciple that has as a goal to minimize maintenance costs
while ensuring adequate levels of safety and operationally. Is does so by assessing the health state of a system
using available information from for example sensors, and tries to make predictions on the remaining useful
life (RUL) accordingly. Accurate predictions for a components RUL can ensure that an aircraft does not un-
dergo unnecessary maintenance when its components are still in healthy state, and can prevent high down
times which might occur if a component were to fail unexpectedly [2].

Failure prognostics, including RUL estimation, is one of the core concepts of PHM. Predicting a com-
ponents RUL refers to estimating the future condition of this component based on the current condition.
Maintenance for this component or aircraft can then be scheduled accordingly [4]. The RUL of a compo-
nent is usually modeled as a random variable that is to be computed using available information, such as
sensor degradation measurements of similar components. Based on degradation trends in the sensor sig-
nals of historical data, the RUL can be predicted using the current state of a component. [5] describes the
4 steps of implementation of PHM for RUL prediction as follows: (i) define critical failure components, (ii)
select appropriate sensors for degradation measurements, (iii) apply data analysis for feature evaluation, and
(iv) prognostic methodology and tool evaluation metrics. RUL prediction comes down to using historical
information in combination with current component state to compute how many more time cycles the com-
ponent can safely be used. Over the past years, much research has been done on RUL prediction for aircraft
components. The availability of a publicly available turbofan engine sensor measurements data set [6] has
lead to numerous scientific attempts to find the best possible RUL estimation. A variety of those attempts will
be discussed in more detail in this report, with a focus on literature that uses machine learning techniques.
Machine learning has seen a huge increase in application in a variety of research areas over the past years
and shows tremendous potential when it comes to making accurate predictions on large data sets. For this
reason, machine learning methods will be the core focus of this study.

In order for prognostic algorithms that predict RUL to be viable in practice, metrics are developed that
assess the performance of such algorithms [7]. Those metrics can be used to directly compare several algo-
rithms against each other to see which one performs best, but can also be used to see how well an algorithm
performs compared to the true RUL values. For aviation company decision makers, it is of vital importance
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to have a standardized framework that consists of a set of indicative and informative metrics that can be used
to check whether or not a certain prognostic algorithm can be used in practice. Current prognostic algorithm
performance metrics suffice for comparing algorithms with each other, but fail to deliver inclusive outputs
on algorithm reliability and safety for implementation in the real world. Furthermore, almost all current
RUL prediction methods only output deterministic RUL estimates [8–12]. Company decision-makers cannot
make reliable choices if no measure of algorithm uncertainty is included in the model output. For this reason,
including a degree of confidence in the model RUL predictions is of great value for algorithm implementation
in practice.

This research will consist of two main parts: (i) developing a machine learning RUL prediction algorithm,
and (ii) developing a framework that can be used to analyze the performance of prognostic algorithms and
assess readiness for use in practice. These accompanying research questions for both parts are stated below
including explanation:

How can machine learning be used on sensor measurements of an aircraft turbofan engine for remaining
useful life prediction?

The novelty of this study lies not so much within this first part. Much research has already been done
on RUL prediction using machine learning techniques. This first part primarily focuses on continuing on
previous work, by taking the aspects of other papers that worked best. Authors in [8] and [9] found that
Convolutional Neural Networks (CNN) hold great potential for RUL estimation for turbofan engines. Despite
this, no other RUL estimation attempts using CNN can be found in literature. The main focus of this first
part will therefore be on developing a CNN for RUL prediction by optimizing the architecture used in [9] and
by including physics based degradation information as input to the network by pre-computing component
health indicators (HI). This method of combining a CNN with HI information has not been seen before in
literature. The goal of this part is to achieve superior RUL prediction results on the commonly used C-MAPSS
data set compared to recent literature [6] [13]. Also, uncertainty estimation will be included in the model
output. This report discusses both scientific literature that attempts turbofan RUL prediction, and literature
that covers neural network uncertainty estimation.

How can the performance and readiness of an aircraft component prognostic algorithm be assessed such
that the algorithm can be used in real-world applications?

The second part of this research focuses on developing a framework that can directly be used by avia-
tion companies to see if a prognostic algorithm fits their requirements and if it can be used in their daily
operations. As stated, many metrics that quantify algorithm performance currently exist [7], but no stan-
dardized approach on algorithm evaluation can yet be found in academic literature. Such an approach is of
great value for algorithm implementation in practice, and therefore this research attempts to develop such a
novel method. This method might consist of a great number of both current and novel metrics that test the
performance of an algorithm. If this algorithm then achieves satisfactory threshold levels on all metrics, this
algorithm can be used for airline maintenance planning. Scientific literature that previously looked into this
topic is discussed in this report, including all currently used performance metrics.

This report is set up as follows: first, section 1.2 describes methods of data-driven health indicator extrac-
tion, as well as general methods of the remaining useful life prediction of components. Next, section 1.3 de-
scribes a commonly used turbofan engine degradation data set and a variety of machine learning techniques
used on this data set for remaining useful life prediction. Then, section 1.5 describes methods of including
uncertainty estimates in neural network outputs. Currently used metrics that asses the performance of prog-
nostic algorithms and algorithm implementation in practice are discussed in section 1.6. In section 1.7, the
research questions and method are discussed. Lastly, a conclusion is presented in section 1.8.

1.2. General Health Monitoring and RUL Prediction Methods
Over the past years, much research has been done in the field of health monitoring and RUL prediction. This
chapter aims to shed light on the most important findings of the scientific literature that was published on
those topics. First, the area of health monitoring of an aircraft component will be discussed. In this report,
health monitoring is solely defined as being able to use the components sensor data to extract a health in-
dicator that reveals information on the degradation state of the component. After this, scientific papers that
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aim to predict the RUL of a component or system are discussed. These papers are subdivided into three cat-
egories: papers that predict RUL using a data-driven approach, papers that predict RUL using a model based
approach, and papers that predict RUL using a hybrid approach. Several different RUL prediction attempts
in literature will be presented to give a holistic overview of the methods that have recently been used.

1.2.1. Data driven health indicator extraction methods
Measurements on the degradation state of a component or system are valuable as they provide information
about the health state of a component. Often it is not possible to measure the degradation level from a com-
ponent or system directly. However, multiple other system features can usually be measured directly using
sensors. For an aircraft turbofan engine, some examples of those sensor measurements are: the temperature
at fan inlet, the pressure at fan inlet, the physical fan speed, the bypass ratio etc. Please refer to subsec-
tion 1.3.1 for a full description of the turbofan engine and the corresponding sensor measurements data set.
The goal of health monitoring is then to use this available sensor data to construct a single variable that in-
dicates the degradation state of the system, the health indicator. The following paragraphs discuss several
attempts to fuse available sensor data into a useful health indicator.

In [14], the authors predict a health indicator (HI) for the aircraft air conditioning system (ACS) using
available sensor data. First, they provide a detailed description of the ACS, including a list of all built-in sen-
sors. They then plot the values of the most important sensors against the number of fight cycles, to see if
any clear visual degradation trends are present. It is concluded at this point that the sensor data is affected by
several factors, such as the operating mode, environmental conditions and the system health state. Advanced
analytic methods are required to obtain useful prognostic information from the raw sensor data. For compu-
tation of the HI, the non-parametric modeling technique Multivariate State Estimation Technique (MSET) is
used. This method stores past data samples in a matrix, and when a new state estimation is required, those
parameter’s values are computed using the weighted averages of the stored historical data [15].

The state of the system is described by M variables (sensors), collected in a M ×1 vector. The state of the
system at time ti is described as:

X(ti ) = [
x1(ti ) x2(ti ) x3(ti ) . . . xM (ti )

]T
(1.1)

Collecting K of those observations, the training matrix can be constructed as follows:

D =


x1(t1) x1(t2) . . . x1(tK )
x2(t1) x2(t2) . . . x2(tK )

...
...

. . .
...

xM (t1) xM (t2) . . . xM (tK )

 (1.2)

An estimate of the observed state Xobs can then be computed using the training matrix D and weight
matrix W, where W is computed using D and Xobs and where the ⊗ sign denotes the Gaussian kernel similarity
operator Kh(x, xi ) [16]. All equations are presented below:

Xest = D ·W (1.3) W = (DT ⊗D)−1 · (DT ⊗Xobs ) (1.4) Kh(x, xi ) = 1p
2πh

e
(x−xi )2

2h2 (1.5)

The health indicator is then computed as the parameter residuals of a indicative sensor, meaning a sensor
that shows a clear visual degradation pattern over time. For the ACS, the HI was computed by taking the
difference between the measured value and the estimated value of RAMT (bleed air temperature) sensor as
follows:

H I = TRAMT,measured −TRAMT,estimated (1.6)

Sensor selection for the training matrix was done by computing the correlation coefficients for all sensor
signals. Only sensors with a strong correlation (>∼ 0.7) were selected to be part of the state vector X. The
training matrix was then constructed using data in normal condition, meaning no anomalies were observed
and no maintenance was performed during that time. To reduce the computational burden, min-max and
vector ordering was used to minimize the size of the training data while still including the optimal subset of
historical observations [17], leading to a training matrix of size 405×5. Using the MSET method, the authors
were able to extract a health indicator that was highly related to the ACS degradation state as the HI value
grows higher in magnitude over time, and falls back to around zero when maintenance is performed [14].
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In [18], the authors aim to predict the RUL of a turbofan engine using health index similarity. In this
paragraph, the method used to construct the HI will be discussed. The procedure starts with partitioning
the data from 21 sensors inside the turbofan engine into 6 different operating regimes. If this would not be
done, no clear degradation trend was observed over time. Using a simple 3D plot, it was found that 6 distinct
clusters in the data are present, avoiding the need for sophisticated clustering algorithms. The next step is to
select useful sensors that might reveal information about the engine degradation. Some of the 21 sensors only
attain single or multiple constant values that show no clear degradation pattern. Also, some sensors shown
inconsistent trends near the unit’s end of life. For example, for some units the sensor value might increase
over time, while for some units the value remains approximately constant. These sensors are also not suitable
for HI construction. All sensors that are selected, a total of 9 out of 21, are continuously-valued with a clear
degradation trend. The question remains whether all 9 sensors actually contribute to improving degradation
assessment quality of the HI. Therefore, the model was trained using only the 7 sensors with lowest noise
variance and clearest degradation trends in all operating regimes.

The model that is trained in [18] is a linear regression model shown in Equation 1.7. The sample training
set Ω = {(x,HI)} consists of sensor measurement vectors x that are either from cycles very close to engine
failure, in which case the value of HI is set to 0, or from cycles in the very early life of the engine, in which case
the value of HI is set to 1. In [18], if an engine has 5 or less cycles remaining, the HI is considered to be 0, and
the HI is set to 1 if an unit has more than 300 cycles until failure remaining. Training 6 different models leads
to the possibility of predicting the HI time series given the sensor measurements time series of that unit.

H I =α+βT ·x+ε=α+
N∑

i=1
βi xi +ε (1.7)

The final data-driven HI extraction method is based on the correlation between the unit under consid-
eration and a healthy unit. In [19], the authors compute the HI of a degraded component by performing
accelerated degradation experiments in which they collected multiple vibration signals from both a nominal
healthy bearing and a degraded bearing. The correlation coefficient between the vibration sensor signals is
directly used as a HI for the degraded component. This HI is computed as follows:

H I =
∑N

i=1(xi − x̄) ·∑N
i=1(yi − ȳ)√∑N

i=1(xi − x̄)2 ·
√∑N

i=1(yi − ȳ)2
(1.8)

In this equation, xi and yi are vectors of length N describing the sensor vibration signals, and x̄ and ȳ
the corresponding means. Using this approach, a HI can be constructed for any time point by comparing a
degraded unit to a set of healthy units. Due to the high frequency output of the HI over time, the authors in
[19] use sampling and smoothing methods to obtain a more useful output. For sampling, the authors decide
to only keep 1 point over 10. For smoothing, a simple moving average was used. Lastly, a exponential curve
of the form H I (t ) = a ·e−bt was fitted through the obtained smoothed values of the HI.

1.2.2. General RUL prediction methods
Methods used for RUL prediction can generally be grouped into 3 categories: (i) model-based approaches, (ii)
data-driven approaches and (iii) hybrid approaches [9]. This section will explain the characteristics of each
category of approaches and will present relevant examples in literature for each. Note that as this research
is focused primarily on machine learning (ML) methods, data-driven and ML approaches are more relevant
to this study and are extensively described in section 1.3. However, it was found that if system degradation
can be modeled well, model-based approaches tend to yield more accurate results [20]. Therefore, a review
of model-based approaches is included as parts of those methods can be used to create hybrid approaches
that perform superior to both pure data-driven approaches and pure model-based approaches.

Model-based approaches rely on using damage models that match with the degradation characteristics
of a component. Using such a model, degradation of a component is modeled step by step in an iterative
manner in which the new state of the component is computed taking into account the previous state and the
accumulated damage over time. In practice, applying model-based approaches is usually challenging as ex-
tensive knowledge on the exact physics of the working of the component is required in order to make accurate
degradation predictions. For complex physical systems with many parts operating in different environments,
such as an airplane turbofan engine, such damage accumulation models are not usually available [9]. The



1.2. General Health Monitoring and RUL Prediction Methods 75

most used model-based approaches for RUL prediction in literature are particle filter, Weibull distribution
and Eyring modelling. The main concepts of those methods will be briefly described.

Particle filter models are extensively described in [21]. Particle filtering relies on Monte Carlo sampling by
using a set of particles representing the state of a system. The state model is initiated with a prior probability
function, that reduces to a single point prior estimation when the initial state is fully known. Using a Markov
Process, the state of a system can be updated over time using the initial distribution and a transition equation.
Using the Chapman-Kolmogorov equation, the prior distribution at any time can be computed. Updating this
state is performed when observations become known using Bayesian methods that compute the posterior
distribution. The overall state distribution can be computed by taking random particles from the posterior
distribution. When the numbers of particles goes to infinity, any arbitrary probability density function of the
systems state can be approximated. For a complete description of all current research presented on the topic
of particle filters used in prognostics, the reader is referred to [21].

In [22], Weibull distribution fitting is used to model the deterioration of bearings. This paper proposes
a model that follows 3 steps: (i) feature extraction, (ii) classification, and (iii) RUL prediction. The authors
use a Weibull failure rate function to model the state of bearings. The obtained results from this Weibull
functions are used for training a machine learning model that performs classification and RUL prediction.
The features of the input signals that are used to fit a Weibull distribution are found using careful analysis
of the input data. The most indicative signal features found in the input data are the Root Mean Square, the
kurtosis and the Root Mean Square Entropy Estimator. The type of distribution that was fitted is a special
type of Weibull distribution, namely the Universal failure rate function. This distribution is especially used
as a failure model to predict system reliability and maintainability. This work indicates the applicability of
model-based approaches for component RUL prediction by fitting a failure function using the input data
characteristics [22].

In [13] the authors introduce the C-MAPSS data set that will be described in subsection 1.3.1. Further-
more, this paper discusses various damage models that can be used to compute the degradation level of a
system based on real physical quantities. First, the Arrhenius model is introduced that is able to compute the
time to failure for certain mechanical models. This model is represented by an exponential function, and fail-
ure time depends on the temperature at failure time and activation energy. Secondly, the Coffin-Mason crack
growth model is mentioned. This model has been shown to be able to predict crack growth in several meth-
ods based on the temperature range, the maximum temperature and cycling frequencies. The Eyring model is
similar to the Arrhenius model, but also models how the time to failure varies with stress. This model is more
accurate, but more physical parameters need to be determined before it can be applied. Lastly, the authors
propose a health indicator extraction model specific for the C-MAPPS data challenge. This model takes into
account the exponential degradation pattern and uses efficiency and flow of several components to model
degradation based on physical processes [13]. In [20], the authors use a different model-based approach to
model the RUL of bearings. The state of a bearing is computed using the Modified Paris crack growth model
that estimates the fatigue life of a component based on the crack length. RUL estimation is performed ac-
cordingly using particle filter methods.

Data-driven models do not rely on specific knowledge or expertise of the system that is modelled. Data-
driven models rely on historical sensor data of the system and try to find relations and causality between
multiple signals. Based on specific and complex patterns in the sensor data, such approaches are able to
predict the remaining useful life of a system or component. The downside of data-driven approaches is that
a lot of training data is required in order for the model to truly learn the correct relations and causalities
between sensor signals. If not enough training data can be provided, the model will not be able to learn
the correct complex data structure and will then not output accurate predictions. Some examples of data-
driven approaches used for RUL estimation are Neural Networks (NN), Hidden Markov models, Gaussian
processes regression and Relevance/Support Vector Machines (RVM/SVM). An extensive analysis on data-
driven/machine learning methods used on RUL prediction will be presented in subsection 1.3.2.
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Lastly, hybrid approaches aim to combine the benefits of both physics based model-approaches and pure
data-driven approaches. For example, a model-based approach can first use expertise on the system physics
to extract important characteristics and features. A data-driven or machine learning algorithm can then be
used as a classifier that uses the extracted features to make RUL predictions. For example, [22] can be clas-
sified as hybrid model as first a Weibull fitting method is used for feature extraction, and a machine learning
approach is used after this for classification and RUL estimation. [23] is a hybrid model used for determin-
ing Li-ion battery state of charge. In this work, a variety of sensor measurements such as voltage, current
and temperatures are used to train a standard NN that predicts the battery state of charge. After this, an Ex-
tended Kalman Filter approach is used on the NN output estimations to compute the final state of charge
predictions. Only the NN output estimations gave highly fluctuating results that were not able to follow the
correct degradation trend well, but when the KF was applied the output was filtered and followed the correct
state of charge degradation trend. These papers show the applicability of combining data-driven or machine
learning methods with physics based models.

Lastly, Figure 1.1 shows a brief but clear overview of how RUL estimation methods can be classified. In this
work, the main focus will be on machine learning RUL prediction methods, but data-driven health indicator
extraction methods with a physical interpretation will be combined into the network architecture with the
goal of achieving superior RUL prediction performance.

Figure 1.1: Overview of RUL estimation method categories [24]

1.3. Machine Learning for RUL Prediction on Turbofan Degradation Sen-
sor Data

The main focus of this research is on the use of machine learning for RUL prediction. Therefore, this chap-
ter will no longer look at general RUL prediction methods, but will discuss specific approaches to estimate
turbofan engine RUL prediction using a variety of different ML algorithm structures. In order to have a solid
understanding of the system we want to predict, it is of great importance to first have a closer look at how the
system works and what sensors are actually present in a turbofan engine. The general turbofan engine layout
will be examined on a high level, and the sensors that provide data are presented. Also, the popular C-MAPSS
turbofan engine degradation data set is described. This data set developed by NASA is the most popular data
set used for RUL prediction for turbofan engines in scientific literature. Next, recent machine learning RUL
prediction attempts on the C-MAPSS data set are discussed. This includes a variety of different ML algo-
rithms structures, such as artificial neural networks (ANN), recurrent neural networks (RNN), long short term
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Figure 1.2: Overview of the simulated turbofan layout [13]

.

Figure 1.3: Modules and connections of the turbofan engine [13]

memory networks (LSTM), deep neural networks (DNN) and multi-objective deep belief network ensemble
(MODBNE). Also, a genetic algorithm (GA) approach for network hyperparameter tuning is included in the
discussion. RUL estimation using convolutional neural networks (CNN) is discussed separately in more de-
tail, as this research will primarily focus on the use of CNN. Lastly, all relevant ML attempts on RUL prediction
are summarized in a table for clarity.

1.3.1. The turbofan engine model and C-MAPSS data set
On of the core challenges in data-driven prognostics is the availability of run-to-failure data sets. Usually,
aviation companies that perform maintenance on their fleet gather data that they keep private and use to
improve their own maintenance solutions. Publicly available sensor data is therefore scarce. Furthermore,
run-to-failure data of turbofan engines is hard to collect, as due to maintenance operations the engines are
almost never used until complete failure. For those reasons, the publicly available NASA turbofan engine
degradation data set is a popular benchmarking problem for comparing the performance of prognostic algo-
rithms [6] [13]. This data set is developed using a model-based simulation program called C-MAPSS (Com-
mercial Modular Aero-Propulsion System Simulation), which is a tool made by NASA that is able to simulate
degradation in turbofan engines in a Matlab and Simulink environment.

As this research focuses on the RUL prediction of a turbofan engine, it might aid in the process of under-
standing to have a better image of what such an engine looks like. The C-MAPSS data set simulates engines
with a 90,000 lb thrust class, for several operating conditions, altitudes, Mach numbers and temperatures. In
Figure 1.2, the general layout of a turbofan engine can be seen. Figure 1.3 shows the different modules within
the engine, and shows how those modules are connected. C-MAPPS takes 14 inputs to simulate the various
degradation scenarios of the simulated engine [13].

The output of the C-MAPSS software is a run-to-failure data set of 21 time series signals that can be con-
sidered to be the sensor measurements of the engine. The sensors that are present in the C-MAPSS data set
that can be used to predict degradation of the engine can be found in Table 1.1.

Table 1.1: Overview of the 21 sensors that are included in the C-MAPSS data set [13]

Symbol Description Units Symbol Description Units
Parameters available as sensor data Parameters available as sensor data
T2 Total temperature at fan inlet °R phi Ratio of fuel flow to Ps30 pps/psi
T24 Total temperature at LPC outlet °R NRf Corrected fan speed rpm
T30 Total temperature at HPC outlet °R NRc Corrected core speed rpm
T50 Total temperature at LPT outlet °R BPR Bypass Ratio –
P2 Pressure at fan inlet psia farB Burner fuel-air ratio –
P15 Total pressure in bypass-duct psia htBleed Bleed Enthalpy –
P30 Total pressure at HPC outlet psia Nf_dmd Demanded fan speed rpm
Nf Physical fan speed rpm PCNfR_dmd Demanded corrected fan speed rpm
Nc Physical core speed rpm W31 HPT coolant bleed lbm/s
epr Engine pressure ratio (P50/P2) – W32 LPT coolant bleed lbm/s
Ps30 Static pressure at HPC outlet psia

The complete C-MAPSS data set consists of 4 sub-data sets, named FD001, FD002, FD003 and FD004,
where the difference between them is the number of operating conditions and fault modes. Each data set
is made up of a training data set and a testing data set. The run-to-failure data is simulated for multiple
engines that start with varying degrees of wear and is stored as time series data for all 21 sensors. After some



78 1. Literature study

time, a fault develops in an engine and grows until the engine can no longer fulfil its intended function, after
which the engine is declared unhealthy. The final recorded time step for each engine is the time at which
the engine has failed. For the testing data set, the time series is terminated at some unknown point before
failure. The goal is to predict the remaining cycles until failure would occur given the time series sensor
data of that engine up to that point. The correct RUL values of the test data are also provided. The data
set is structured as a n-by-26 matrix, where n is the number of time cycles until failure for each engine. For
the 26 columns, the first column is the engine number, the second column is the operational cycle number,
the third to fifth columns are the operational settings, and the remaining 21 columns represent the sensor
measurement values. Table 1.2 gives a comprehensive overview of the number of engines in the C-MAPSS
sub-data sets.

Besides the C-MAPSS data set, another popular turbofan degradation data set is the "PHM08 Challenge
Data Set". This data set is also provided by NASA, as part of a competition held at the first international
conference on Prognostics and Health Management in 2008. This data set similar to the C-MAPSS data set,
except that for the test data set the correct RUL values are not presented. Participants of the competition were
able to upload their predictions on the test set, after which the organization would compute their score [6].
For the coming sections, if any literature uses the PHM08 Challenge data, keep in mind that the structure of
this data set is equivalent to that of the C-MAPSS data set.

Table 1.2: Overview of the C-MAPSS data set [6]

C-MAPSS data set FD001 FD002 FD003 FD004
Nr. of engines for training 100 260 100 249
Nr. of engines for testing 100 259 100 248
Operating conditions 1 6 1 6
Fault modes 1 1 2 2

1.3.2. Machine learning RUL prediction efforts on the C-MAPSS data set
The C-MAPSS data set is the most widely used benchmarking problem in turbofan engine RUL estimation.
Over the past years, many attempts to predict the RUL values of the engines in the test data set can be found.
More recently, machine learning has risen to be one of the most promising methods to predict RUL using the
C-MAPSS data set. This section aims to review the most relevant attempts at RUL prediction on this data set
in literature using a variety of machine learning techniques.

[25] is one of the first attempts on RUL prediction using a publicly available turbofan degradation data set.
As part of the PHM08 Challenge, the author attempts to predict the RUL values of the test data set using sev-
eral machine learning methods. The novelty of this paper is that it solely relies on machine learning software,
and that no attempts were done to analyze the data or find specific patterns that could indicate degradation
based on any physics-based principles. As an initial try, the author investigates whether a simple Multi-Layer
Perceptron (MLP) is able to differentiate between an engine in healthy state, and a engine in near-failure state.
For each engine, the first 30 cycles are labeled as healthy, and the final 30 cycles before failure are labeled as
unhealthy. A simple 3-layer network with 24 inputs (3 operating condition settings and 21 sensors values)
was able to correctly identify the health state of a new test engine 99.1% of the time. Network training time
was found to only be around 5 seconds. The next step is for the network to output a RUL estimate in stead
of only a ’healthy’ or ’unhealthy’ label. This was done by training the model using the remaining operational
cycles in the training data. For example, if an engine in the training data has a life of 200 cycles and the RUL
has to be predicted after 50 cycles, the target RUL value for training was set at 150 cycles. Figure 1.4 shows the
RUL prediction output for one specific engine. It can be seen that even though the prediction (red) is very far
away from the target RUL values (blue), the MLP captures the trend of decreasing RUL over time and ends at
0 at approximately the same time as the true RUL.

Further observations of the MLP network output lead to the change in a very important aspect of RUL
prediction: the target RUL during training. During the initial healthy cycles of an engine, no fault has oc-
cured and therefore no degradation propagates through the sensors over time. Therefore, degradation is only
expected to be noticeable after a certain amount cycles used. For this reason, the target RUL value when a
component is still very healthy is set to a constant value, as an healthy engine’s sensor values provide no way
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for the model to differentiate between for example a RUL value of 200 or 300 cycles. Therefore, the authors
set the constant RUL target value for training at 130 cycles, as this is more than the minimum number of
life cycles for all engines in the data set and the MLP output shows a steady state output near cycle number
140. To improve the prediction accuracy of the model, the author then reverts to a recurrent neural network
(RNN), as this model is able to incorporate the time dependence of the data and use information of the past
states. RNN uses internal memory of past information and can learn the dependency on past hidden states.
Finally, Differential Evolution (DE) is used to find to optimal structure of the RNN network. Using a popula-
tion of solutions, the RNN structure, the number of hidden nodes and some other model hyperparameters
were tuned. By evaluating the fitness of each individual, the best solutions were crossed over. Using also
mutation, the final RNN architecture was determined. Hundreds of different model structures were trained
and tested in this manner, which saved tremendous time as human trial and error methods were deemed
unnecessary. The final RNN RUL prediction output can be seen in Figure 1.5 for the same singe engine unit.
A large improvement compared to the MLP can be observed. Using a combination of the 3 best performing
RNN models, a second place was obtained in the PHM08 Challenge [25].

Figure 1.4: MLP output versus target output [25]

.

Figure 1.5: RNN output versus target output [25]

In [26], the author tries to predict RUL for the PHM08 Challenge using a Kalman filter ensemble of neural
network models. The main contribution of this paper to this research are two aspects. First, the high dimen-
sional feature data is mapped into a two dimensional image using neuroscale mapping. Using a Radial Basis
Function neural network that minimizes the Sammon Stress Metric, the high dimensional data was mapped
to 2D format such that Figure 1.6 could be created. From this image, it can be clearly observed that the engine
data is clustered in 6 distinct operating regimes. Furthermore, it can be seen that points with lighter colour,
which indicates a lower RUL, are located further away from their corresponding cluster. This means that the
operating condition of the engine might aid in predicting the RUL of an engine unit. Figure 1.7 shows a 3D
plot of all operational settings provided in the data set, and again all 6 operating regimes can be clearly seen.
The challenge guidelines mention that the units operating regimes have a significant relationship with the
engines performance. Therefore, the author decided to include the operating regime history of each engine
as an additional feature to the model input, by adding six columns to the data set that indicate the number of
cycles each unit has been in each of the 6 operating regimes.

Secondly, [26] contributes to this research by using data normalization. The author uses a standard
method where the normalized value for a feature are computed by subtracting the mean and dividing by
the standard deviation of all values of that feature. However, as this data set contains 6 clear data clusters,
the data was normalized only by using the mean and variance of the values of a feature in the same operat-
ing regime in order to maximize variance in each mode. This method was proven to yield superior results
compared to regular data normalization. The rest of this paper describes a Kalman Filter ensemble of neural
network models, which turned out to win the PHM08 competition. As this approach is not directly related to
the research in this study it is not further discussed.

[27] combines the approaches of computing a HI using linear regression and a standard neural network
(NN). The authors use the exact same linear regression model approach as was explained in subsection 1.2.1,
Equation 1.7 [18]. Labelling healthy engines with HI = 1, and near-failure engines with HI = 0, this linear model
was trained to predict a HI at any time point. Note that again 6 different linear models were trained, one for
each operating regime. In [27], the HI is computed for all training engines at any time point. The obtained HI
are used as target output of a standard 2-layer NN, where the input is a concatenation of the sensor data and
amount of time cycles spent in each operating condition at that time point. This simple network is now able
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Figure 1.6: Neuroscale image of all points in the PHM08 data set.
Lighter coloured dots indicate engines closer to failure. Six distinct
clusters can be seen. Note that in neuroscale plots the axis are irrel-
evant [26]

.

Figure 1.7: Three dimensional plot of the three operational settings
clearly shows the six distinct operating regimes of all engines [26]

to predict a HI for a test engine at any time point. The RUL of a test engine is now predicted as follows: at all
time cycles that sensor data is available, a HI is estimated using the NN. This time series of HI is smoothed
using a moving average, and a higher order polynomial is fitted through these HI data points. The RUL is then
computed by taking the difference between when the polynomial fit crosses HI = 0 and the last time cycle in
the test engine data.

More recently, [28] uses an ensemble of Deep Belief Networks (DBN) for RUL prediction. Here, the au-
thors take advantage of the proven fact that for an ensemble of multiple models, the outputs of each of the
base models can be combined to improve generalization. Previous works have shown that for an optimal
ensemble, each of the base models should generate small errors and have a good diversity among themselves
in order to pursue superior generalization. [29] has shown that for a base learner model, accuracy and di-
versity are sufficient conditions for the ensemble to outperform any of its members. It was however found
that those conditions often conflict, and therefore the authors revert to a Multi-objective Deep Belief Network
Ensemble (MOBDNE) method. Many previous work on RUL prediction, such as [25], only focuses on a single
objective such as minimization of RMSE or the PHM08 Challenge scoring function. This paper uses a multi-
objective function to train the base learners of the ensemble. Each base model is DBN, which is composed
of several stacked Restricted Boltzmann Machines (RBM). Using a Multi-objective Evolutionary Algorithm
(MOEA), multiple DBN’s are trained at the same time. The MOAE decision variables are the the DBN’s struc-
ture parameters, such as the number of layers, the number of hidden neurons, the values of the weights and
learning rates. An initial population of DBN’s is evolved using crossover and mutation for a predetermined
number of generations. The final generations of DBN’s is used as the ensemble of base models. The DBN’s
in the final population are combined to an ensemble where the weights of each DBN are optimized using a
single objective differential equation. Here, the only objective is to minimize the training prediction error of
the ensemble network. Besides this method, the authors also use sensor selection and data normalization
in a similar fashion as was mentioned before. This method achieved very good performance on instance 1
and 3 of the C-MAPSS data set, but significantly lower performance on instance 2 and 4 (where multiple fault
modes are present). Still, this method outperformed traditional machine learning algorithms such as Support
Vector Machines (SVM), and standard Multi-layer Perceptrons (MLP).

[10] is the first attempt of using Long Short-term Memory (LSTM) for RUL prediction on the C-MAPSS
data set. LSTM is a branch of RNN’s that is able to learn long-term dependencies in the data. It has shown to
be effective for sequential data, such as speech and music recognition, text prediction and motion-capturing.
Using forget, input and output gates for a certain states, a LSTM network has to ability remove or let infor-
mation into the current cell state. This is different from a standard RNN, where the cell state is completely
overwritten each time step. In this manner, LSTM is able to memorize long-term data patterns that aid in
making more accurate predictions. This LSTM method was used to predict faults in engine and RUL from
sensor data. RUL labeling was performed using training of a SVM that is used as an anomaly detector. This
was done as component degradation will generally not be visible after the component has been used for some
time and a fault has occured. Using a SVM, labeled RUL values were obtained for the training data such that
initially the RUL was set at a constant value. The performance of the LSTM was compared to 3 different types
of RNN’s (simple RNN, GRU LSTM and simple LSTM), and an esemble LSTM method. It was found that the
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simple LSTM method obtained the lowest error scores compared to other methods.

In [11], the authors also use a LSTM approach for RUL estimation. In addition to the previously discussed
paper, in [11] the authors use 2 LSTM layers in combination with 2 feed forward fully connected layers. Again,
the LSTM layers serve the purpose of learning long-term dependencies in the data, while the fully connected
layers are now able to extract hidden patterns in the data structure. The addition of the fully connected layers
improves the mapping of the LSTM output to the regression outcome. The objective that is optimized in
this paper is the mean squared error between the true RUL and the predicted RUL. In this paper, 2 types of
data normalization are used: Z-score normalization and min-max normalization. As used in similar papers
on the same topic, a piece-wise linear target RUL function is used, where a constant target RUL value of 130
cycles is used in the engines early life. Using cross-validation, the architecture of the model was optimized by
changing the number of layers and hidden nodes. The developed method was compared to a simple MLP, a
SVR and a CNN. The LSTM method obtained the lowest scores, whit CNN performing just slightly worse (9%
higher score).

Figure 1.8: Example RUL prediction of the LSTM method in [11] for all C-MAPSS data instances

[12] is the most recent attempt in literature that predicts RUL using LSTM. In this paper, the authors note
that unsupervised learning techniques are able to extract high-level features from raw input data. They find
that the combination of unsupervised pre-training in combination with supervised learning has the possi-
bility of achieving higher RUL prediction accuracy then just using only supervised learning techniques. The
goal of this paper is thus to incorporate unsupervised learning methods to achieve superior prediction per-
formance. The authors use a Restricted Boltzmann Machine (RBM) for unsupervised pre-training to learn
abstract features from the raw input data. Using these features, the weights can be initialized near a local min-
imum before the supervised fine-tuning is performed. After this RBM layer, 2 LSTM layers are used. Lastly,
a fully connected layer and an output layer are present. Additionally, the authors use a Genetic Algorithm
(GA) for hyperparameter tuning. Using a population of networks with different hyperparameters, evolution-
ary methods such as crossover and mutation are applied to the individuals. In this manner, the population
will evolve such that the networks architecture will be optimized and the hyperparameters are ideally tuned.
Furthermore, this paper uses manual sensor selection, z-score input normalization, and again an RULearly

of 130 cycles. The average training time for each instance of the data set is around 60 hours. The algorithm
developed in this paper obtained the best performance in terms of RMSE on all instances except FD002 up to
that point in time (the CNN in [9] outperformed this LSTM method). In terms of the PHM08 Challenge score,
this method won on all instances.

The authors of [30] attempt to predict RUL using degradation pattern learning. Their approach at RUL
computation consists of two parts: a global part that is able to learn the distribution of all degradation pat-
terns that reflects the structure in the data, and a local part that describes useful information on the state of
a specific unit. The state of a unit is described by not only a HI, but also by the degradation speed and the
corresponding pattern. A HI is adopted from previous work, computed using a very simply linear regression
that just multiplies sensor weights with the corresponding sensor values. In this work, no sensor selection is
performed as the authors state that sensors that do not reveal much useful information are automatically as-
signed a weight value close to 0. RUL is computed by an Adjacent Difference Neural Network (ADNN) that is
similar to a standard MLP trained with back propagation, but an additional term is added to the loss function
where to goal is to smooth weights corresponding to the same hidden node. This is beneficial as more smooth
weights damp the effect of noise in the fixed-input length time series data. The weights of the trained ADNN
are considered as the degradation pattern learned by the model based on the input HI information. Regard-
ing the results, the sorted RUL predictions for all engines in the C-MAPSS test set are shown in Figure 1.9.
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The obtained PHM08 Challenge score would have given them a 4th place in the competition, showing the
potential of the method.

Figure 1.9: Sorted RUL prediction for all engines in the test set by [30]

Lastly, the most recent attempts on RUL prediction on the C-MAPSS data set are mentioned to show the
current state of research. Note that some works are not highly related to this study, where the main goal is
to use a CNN on raw sensor data, and therefore these recent papers will only be discussed briefly. In [31],
the authors make use of a ML-based framework that clusters observations using a kernel density estimation.
This is done in order to reduce the high dimensionality of the data, which is often the case for multiple time
series sensor measurements. ML is used to learn the low-dimension representation of the identified clusters.
Although regular DNN’s are able to deal with high-dimensional data, they require many training samples
which is often not available in the real world, especially not for run-to-failure applications. The newly develop
method believes that "black box" DNN approaches are inferior to simpler ML methods that first reduce the
data dimensionality, as there is an increasing need to understand the characteristics of ML algorithms applied
in PHM.

[32] uses a RNN autoencoder for feature extraction and subsequent computation of a HI. The obtained
values for the HI are used as training samples to train a linear regression model. Using these models, a library
of HI degradation curves is made. For a test engine, a HI trajectory is computed and similarity matching
is used to find the most similar degradation trend in the HI curve library. The final RUL computation is
performed by computing the the weighted average of the RUL’s of the most similar engines in the training set.

1.3.3. Convolutional neural networks for RUL prediction on the C-MAPSS data set
The previous section focused on a large variety of machine learning techniques applied to the turbofan en-
gine RUL prediction problem. In this section, literature that focuses specifically on RUL prediction using con-
volutional neural networks (CNN) will be reviewed, as the CNN’s are the predominant focus of this research.
This study will continue by developing an algorithm for turbofan RUL prediction using a CNN method, and
therefore it is of great importance to have a solid understanding of how CNN’s can be applied to the C-MAPSS
data set for RUL estimation. In literature only two attempts on RUL prediction using a CNN can be found.
The full methods of those papers will be discussed, including the initial data feature extraction, the data pre-
processing, the network architecture, network training, and network output results.

The strength of CNN’s lies within its potential identify multiple hidden patterns of input sensor data.
With increasing number of convolutional layers, more abstract features of the input data can be revealed.
For example, in image processing, lower level features might be just simple lines or edges, while higher level
features that are obtained by combining lower level features might be more sophisticated shapes such as eyes
or ears. For RUL estimation using CNN, the authors in [8] define two main challenges: (i) processing input
in the CNN should be performed along the temporal dimension and (ii) sharing and unifying the units of the
CNN among a variety of sensors.

[8] is the first attempt in scientific literature on RUL prediction using a CNN. Similar to many papers
discussed before, the authors first note that the data points are clustered into 6 different operating regimes
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by plotting the 3 operating setting values. Using the same method mentioned in [26], the amount of cycles
spent in each of the 6 operating regimes is added as additional model input features. Furthermore, Z-score
data normalization is used for all input values (being the sensor measurements and the number of cycles
spent in each operating regime). Again, just as in [26] this normalization is performed with respect to each
operating regime. The final aspect the authors mention before explaining their method is that similar to many
previous papers, a piece-wise linear degradation target RUL function is used due to the fact that degradation
information in the early life of a component is almost absent. The popular value for the constant early RUL is
set at 130 cycles.

An overview of the CNN architecture developed in [8] can be found in Figure 1.10. The input to the model
is a D ×S matrix, where D is the number of attributes (the number of sensors plus the 6 additional columns
representing the operating condition history) and where S is the amount of time cycles history. In this pa-
per, the input size is equal to 27×15. The value for 15 was chosen because in the test data set there is one
engine that only has 15 time cycle data points. Increasing the value of S might lead to increased prediction
performance as more time cycles history are included, but this comes at the cost of higher computational
load. This input matrix is fed into a convolutional layer, after which a pooling layer is added. Then, another
convolution and pooling operation is performed, after which the extracted high level features are fed into a
fully connected MLP layer. The output layer is a single neuron that estimates the RUL.

Figure 1.10: Overview of the CNN architecture used in [8]

A convolution operation is performed by sliding a window (kernel) over the input data and applying
element-wise multiplications between the weights of the kernel and the location of the input where the ker-
nel is located. This process of sliding a kernel over the 2D input matrix and applying convolution operations
can be formally expressed as follows:
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Here, xl−1
j is the filter input, kl

i j is the kernel, bl
j is a bias that is to be learned, zl

j is the input to the sigmoid

activation function, and xl
j is the output feature map of the convolution operation. Sig in Equation 1.9 stands

for the sigmoid activation function, which was chosen due to its simplicity. In [8], the filter size in the first
convolutional layer is D ×4, meaning that the filter has the same height as the input data matrix and slides
along the temporal dimension of the input data. Given the input matrix width, the filter can perform 12
convolution operations as no zero-padding of the input is used. If it were to be desired to retain the same
size as the input, padding operations could have been used. In Figure 1.10, it can be seen that the in the first
convolution operation, a total of 8 filters are used that each transform the 27× 15 input matrix to a 1× 12
feature map. For the second convolutional layer, the filter size is now 1×3. This reduces the size of the 14
feature maps to 1×4.
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Figure 1.11: Convolution operation of n filters on 1D input data [9]

In between the convolutional layers, average pooling layers are placed. The goal of pooling layers is to
sample the feature maps such that their size is reduced without the loss of the most indicative features. In [8],
the size of the pooling filters is 1×2. Pooling then works as follows: on each of the first 8 feature maps of size
1×12, the average of the first and second index becomes the first index of the feature map after pooling. The
average value of the third and the fourth index of the feature map before pooling becomes the second index
of the new feature map, etc. In this manner, the size of each feature map is cut in half. After the final pooling
layer, all 28 values that are present in the 14 feature maps are flattened and connected to a fully connected
layer for RUL estimation. The network is trained using back-propagation and gradient descend. As almost
all current programming languages have sophisticated packages that can train and optimize network weights
automatically, the mathematical theory on network training is not discussed here.

The CNN developed in [8] was trained and tested on the C-MAPSS data set. The performance of the CNN
was also compared to other previously used machine learning techniques, such as a Multi-layer Perceptron
(MLP), a Support Vector Machine (SVM) and a Relevance vector machine (RVR). In terms of RMSE, the CNN
outperformed all other methods for all sub-data sets. In terms of the PHM08 Challenge score, that punishes
late RUL predictions harder than early predictions, only the RVR outperformed the developed CNN. Based
on those results, in combination with the fact that this is only the first ever attempt at RUL prediction using
CNN, the authors conclude that this method is promising.

[9] is the second, more recent attempt in literature that attempts to predict turbofan RUL using a CNN.
This work is highly correlated to the work in [8], but the methods and network architecture are slightly altered.
The input to the network is once again a 2D matrix of size S ×D , where S is the time sequence history and
D the number of input features. Opposed to the method used in [8], authors of [9] note that there is no
relationship between spatially neighbouring features in the 2D input data. That is, no relationship between
different sensors at the same time is present, there is only a temporal relationship between a single sensors
measurements over time. For this reason, the size of the filter that is used for the convolution operation on the
input layer is FL ×1, where FL is the filter size with default value of 10. This means that although convolution
is applied on a 2D input matrix, the actual convolution operation is only 1-dimensional as the filter size is
also 1-dimensional. This process of 1D convolution on an input sequence can be visualized as in Figure 1.11,
where n 1D filters are used to create n feature maps that are then presented as a 3D output with depth n.

The remainder of the deep CNN architecture can be found in Figure 1.12. The full model consists of 5
convolution layers able to extract high level features. Note that opposed to the model in [8], no pooling layers
added after each convolution layer. This is not done as the authors state that even though computational load
is reduced, useful feature information might be lost. In addition, the input size is not very large compared
to other popular CNN applications such as image processing. Furthermore, zero-padding of the input is
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used to ensure that the output size of a convolution layer is the same as the input size of that layer. Each
convolution layer uses 10 filters, such that the output of each convolution layer is 3D, where the height is
the time history sequence, the width the number of sensors that are included in the input, and the depth
the number of feature maps generated by the filters. At each layer, a hyperbolic tangent activation function
is used. After the convolution layers, the data is flattened and a fully connected layer is added to map the
features to a corresponding RUL estimate. During training, dropout is applied at the fully connected layer to
prevent network overfitting on the training data. Dropout is incorporated by setting each of the weights in
connected to the hidden neurons to 0 with a specified probability. As will be discussed in section 1.5, dropout
can also be used to represent a ensemble model. The input data is normalized using min-max normalization.
Sensor selection is performed such that only sensors that provide useful information on degradation and
have continuous values are included in the input. This leads to an input matrix size of S ×14, as 14 sensors
are included. Compared to [8], this paper does not include a history of the engines operating conditions in
the input. The time history sequence input for each sensor differs for each sub-data set, and reaches from 15
to 30 cycles. Finally, this paper also uses a piece-wise linear RUL target function, with a early constant RUL
value of 125. Network training is done using Back-propagation (BP) using Adam optimization.

Figure 1.12: Overview of the CNN architecture used in [9]

The results of the RUL prediction of the method used in [9] can be found in Figure 1.13. In this image, the
test engines are sorted by increasing RUL (blue line), and the model predictions are shown in orange. It can be
seen that generally, the predictions are quite good, especially for engines with a small RUL value (RUL < 30).
Furthermore, this method was compared to several other ML methods, such as a standard MLP, a DNN, a RNN
and a LSTM network. The deep CNN outperformed all other techniques for RUL prediction, both in terms of
RMSE and PHM08 Challenge score. Lastly, authors include a sensitivity analysis on the network architecture
by changing the number of convolutional layers and the size of the time window that is included in the input.
It was found that RUL prediction performance increased with both a higher number of convolutional layers
and with a larger time window size. However, no significant improvement was found after adding more than
5 convolutional layers and making the time window size larger than 25, while computational training time
increased linearly for both parameters.
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Figure 1.13: Sorted RUL prediction for all engines in the test set by [9]

Lastly, an overview of all tune-able parameters of a CNN used for RUL estimation can be found below.
This includes both network hyperparameters, as well as input and output parameters based on the desired
RUL prediction performance. When developing a CNN for RUL estimation, each of those parameters should
be carefully tuned in order to achieve desired performance.

• Nr. of convolutional layers

• Nr. of pooling layers

• Nr. of fully connected layers

• Nr. of filters per layer

• Size of the filters

• Stride of the filters

• Use of input padding

• Type of activation function

• Type of weight initialization

• Type of pooling

• Size of input matrix

• Nr. of neurons in FCL

• Dropout rate

• Learning rate

• Batch size

• Nr. of training epochs

• Type of loss function

• Type of data normalization

• Type of output

• Early constant RUL value

• Nr. of relevant sensors

1.4. Overview of machine learning RUL prediction attempts
This section presents a comprehensive overview of all RUL prediction attempts discussed in this chapter. This
overview can be found in Table 1.3. This table shows the initial RUL estimation attempts, the most relevant
attempts and the most recent attempts. The following points should be noted:

• This table presents both scores on the C-MAPSS data set and the PHM08 Challenge data set, depending
on what data set is used in the paper. The scoring function is a function used in the PHM08 Challenge
that exponentially punishes late predictions harder than early prediction. This scoring function will be
explained further in subsection 1.6.2. Similar to the RMSE, a lower value is better.

• The RMSE and score values shown for the C-MAPSS data set are all for instance FD001. Most papers
also include results on the other 3 instances, but that would take up too much space in this table. Only
showing the results for the first instance gives a good indication on the methods performance.

• Especially in the early papers there is no clear consensus on how to present the results. Some papers
use MSE, some use RMSE and some use the scoring function. Also, some present their score values as
average result per engine, while some papers sum all score values for the engines in the test set. This
table is constructed to both show what methods are used and what results are obtained, but the results
of the initials papers are therefore hard to compare directly.

• The best results in terms of RMSE and score on instance FD001 on the C-MAPSS data set are shown in
bold.
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• It can be seen that over time, the results in terms of score on the C-MAPSS data set have greatly im-
proved. Even though the last attempt at RUL prediction using CNN is over 2 years ago, the methods
results are still comparable to the best results in the table. This shows the importance of further re-
searching CNN techniques.

• Besides the works shown in Table 1.3, many more attempts at RUL prediction on the C-MAPSS data set
have been performed over the past decades, both in literature as on dedicated programming websites
and blogs. This table is composed of the most relevant and recent scientific papers, but note that in
order to obtain an even broader view of all previous work it might be valuable to also look at other
sources, such as technical blogs and websites.

Table 1.3: Overview of initial, most relevant, and most recent RUL prediction attempts on the C-MAPSS (FD001) and PHM08 Challenge
data sets (ordered by year of publication)

Authors Paper Year Method
RMSE

C-MAPSS
Score

C-MAPPS
Score

PHM08
Notes

Heimes [25] 2008 RNN + DE - - -
Total error on
PHM08 = 519.8

Peel [26] 2008 Ensemble of KF NN - - -
MSE on
PHM08 = 984

Lee et al. [18] 2008 LR HI similarity - - 5606.06
Score computed
on test set of 435 units

Riad et al. [27] 2010 NN HI prediction - - 1540
Outperformed
similar LR model

Babu et al. [8] 2016 Deep CNN 18.448 1286.7 2056
First RUL prediction
using CNN

Yuan et al. [10] 2016 LSTM NN - - -
% of units within
error margin shown

Zhang et al. [28] 2017 MODBNE, no TW 17.96 640.27 -
No time window
processing applied

Zhang et al. [28] 2017 MODBNE, TW 15.04 334.23 -
Time window
processing applied

Zhao et al. [30] 2017 pat. learning + ADNN - 261 793.642
No RMSE values
provided

Zheng et al. [11] 2017 LSTM 16.14 338 -
Outperformed CNN,
MLP, SVR and RVR

Li et al. [9] 2018 Deep CNN 12.61 274 -
Second RUL
prediction using CNN

Ellefsen et al. [12] 2019 RBM + LSTM + GA 12.56 231 -
Best RMSE result on
FD001 so far

Aremu et al. [31] 2020 MLDR + classifier - - -
RMSE only provided
on FD002 and FD004

Yu et al. [32] 2020 RNN + HI similarity 13.58 228 -
Most recent work
on RUL prediction

1.5. Probabilistic Prediction and Uncertainty Estimation
One of the main drawbacks of almost all papers discussed in the previous chapter is that none of them in-
clude an estimation on the uncertainty of the obtained results. Only [9] obtains its results by averaging 10
forward passes of the input through the network and subsequently obtains 10 various output values. In this
way, the authors were able to measure to some degree the variation in the network output by computing the
standard deviation of the obtained outputs. Besides this one example, there seems to be a lack of uncertainty
estimation in recent literature regarding RUL estimation. Inclusion of an estimate of network uncertainty is
however of vital importance for adaptation of a prognostic algorithm in practice. Company decision mak-
ers are not only interested in the accuracy of a proposed RUL estimation method, but also in how certain and
confident that method is in its predictions. Therefore, this chapter investigates methods of obtaining not only
point estimates for RUL predictions, but also probability density functions as network outputs. Also, general
neural network uncertainty quantification methods are touched upon. The combination of those two aspects
related to this study will be briefly discussed.
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Figure 1.14: Example of a standard neural network using a softmax activation function on the output layer [33]

1.5.1. Obtaining a probabilistic prediction from a neural network
This section discusses how a neural network can output a probabilistic prediction in stead of only a deter-
ministic value prediction. An example of such a deterministic value prediction can be seen in Figure 1.12,
where all hidden neurons in the fully connected layer are connected to a single output neuron. This single
output neurons value is directly used as the prediction value of the RUL of the engine. The first method of
obtaining a probabilistic output is to let the output layer of the network be a vector representing all possible
values the output can take instead of just a single neuron. In the case of RUL prediction, this output vector O
might look as follows:

O =


p(RU L = 0)
p(RU L = 1)
p(RU L = 2)

...
p(RU L ≥ 130)

 (1.11)

Each index in this output vector now represents the probability that the model assigns to each possible
RUL value. These probability values can be obtained using a softmax activation function on the output layer.
An example of this is shown in Figure 1.14 [33], where a standard multi-layer neural network with input x
provides probability estimates on the output using a softmax layer. The values in the output layer gi (x) are
taken as input to the softmax function, that subsequently outputs the assigned probability values of each
possible output. The softmax function that transforms the output value into a useful probability is defined as
follows [33]:

softmax(g (x))i = egi (x)∑m
i=1 egi (x)

(1.12)

Such a network can be trained using a standard approach, where the loss function can be composed of
the difference between the predicted probability vector and the true probability vector. The true probability
vector is a null-vector with a value of 1 at the index corresponding to the correct RUL value. For example, if the
true RUL of the vector shown in Equation 1.11 were to be 2, the vector that the network would use for training

network would be
[
0 0 1 . . . 0

]T
. This approach is used in [34], where the authors use a neural network

for classification of Alzheimer disease among patients. Here, the authors use the output of the softmax layer
directly as an estimator of P (Y = i |x), where Y is the network output and x the network input. Only 2 output
neurons are used, one corresponding to "Alzheimer disease", and one corresponding to "no disease".

A different approach is to let the output neurons of the NN be the parameters of a statistical distribution.
In the blog post of Shaked Zychlinski [35], he attempts to incorporate neural network uncertainty by letting
the output neurons of the network be the parameters of a Normal distribution, µ and σ. This is a special type
of NN, called a Mixed Density Network (MDN). First described in 1994 by C. M. Bishop [36], MDN’s do not
predict the expected value of the target, but also estimate the underlying probability distribution. A MDN can
be interpreted as a mixture of m kernel functions, where a kernel function φ(t|x) is the conditional density
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Figure 1.15: Architecture of a neural network where the output neurons represent the parameters of a Normal distribution [35]

of the target vector t given the input vector x. In [36], the discussed kernel function takes a Gaussian form
according to the equation below:

φ(t|x) = 1

(2π)c/2σ(x)c
exp

{
− (t −µ(x))2

2σ(x)2

}
(1.13)

A mixture of m of those kernel functions can be created by weighting those function with a coefficient
α(x). The probability density of the target data can then be computed as follows:

p(t|x) =
m∑

i=1
αi (x)φi (t|x) (1.14)

Using this mixture model, any arbitrary conditional density function can be computed. By letting m be
sufficiently large, and by making a NN with sufficient hidden neurons, any conditional density function can
be approximated by an MDN [36].

The method in [35] uses the network architecture shown in Figure 1.15 to estimate the function g (x) =
f (x)+ε(x) = x2 −6x +9+ε(x), where ε(x) is a Normally distributed noise term that increases with increasing
value of x. The network is trained using input values of x, and corresponding output targets sampled by f (x).
Using this network with output parameters µ and σ, it is tested whether the network indeed estimates higher
uncertainty for increasing values of x (as the noise term is higher in the training data for higher input values).
The model is trained using the negative log likelihood of the Normal distribution as loss function. In this way,
by minimizing this function, the model is thought to predict the Normal distribution parameters µ andσ that
given an input x, output variable y is the most likely outcome. This method is also proposed by [36].

The results in [35] are very satisfactory: not only does the network learn to almost perfectly predict the
function f (x), it also outputs higher uncertainty estimates for increasing vales of x due to the added noise
term ε(x) that increases with x.

[37] aims to predict traffic flow over time. In this blog post, the author uses the parameters of negative
binomial distribution as network output, n and p. The model itself is a LSTM sequence to sequence model
that was previously developed for the same traffic flow prediction problem. In this article, the author only
modifies the output layer to make the network return probabilistic distributions. Again, a custom negative
log likelihood loss function was implemented specific to the negative binomial distribution. The obtained
binomial distribution was used by the authors to construct confidence intervals around the model predic-
tions, as can be seen in Figure 1.16, where several colors indicate a variety of confidence levels based on the
properties of a binomial distribution. From this it becomes apparent that probability distribution outputs
can be used as a degree of uncertainty in a neural network.
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Figure 1.16: Output of the neural network created in [37]: traffic flow over time including confidence intervals based on a negative
binomial distribution

1.5.2. Estimating neural network output uncertainty
Output probability distributions can be directly used as a degree of uncertainty in the network. For example,
the output parameter σ in the network shown in Figure 1.15 contains information about how certain the
network is on its mean prediction µ. More methods exist that are able to quantify the uncertainty of a NN
prediction. The methods that will be discussed in this section are Bayesian NN’s (BNN) and Monte Carlo
Dropout (MCD).

A Bayesian NN is a stochastic NN, meaning that stochastic elements are introduced into the network. In a
Bayesian NN, the network weights are not simple deterministic values but a probability distribution is learned
over the weights. Suppose A is the prior distribution of the weights and biases in the network, and B is the
training data in the form of input-output pairs. The goal of a Bayesian neural network is then to find the the
posterior distribution P (A|B) over the weights and biases that makes the output of the network most likely
given the input. Given the stochastic nature of these networks, a Bayesian NN can be regarded as a special
case of ensemble learning. The idea behind ensemble learning is to train several models and average the
predictions made by all models. Averaging the ensemble of independent estimators is found to yield superior
prediction compared to training only a single highly trained expert model [38]. Sampling from a Bayesian
NN can be done by given a certain input multiple forward passes through the network. Due to the posterior
distributions that are computed over the weights and biases, the network output will differ with each forward
pass, resulting in a sampled set of outcomes. These outcomes can be used to improve prediction performance
by averaging the output results and by computing the variance of between all outputs, giving an indication of
model uncertainty. In [39], uncertainty in a BNN is further subdivided into aleatoric (statistical) uncertainty
and epistemic (systematic) uncertainty, where both components are estimated using the properties of the
BNN posterior distribution.

More recently, a different approach to estimate model uncertainty was proposed. In [40], the authors
show using an extensive mathematical proof that the widely used technique of dropout can be used during
testing of the model to approximate a Gaussian process. This leads to the conclusion that this way of applying
dropout is another approach to obtain probabilistic outputs from the network. The authors mention that one
of the main applications of this result is that using dropout can now be used during testing of the model to
sample multiple outputs for a single input. The authors refer to this concept as Monte Carlo Dropout (MCD),
which can be used to quantify model uncertainty. [41] follows this work by proving that MCD can also be used
in CNN’s by applying dropout after each convolutional layer as well as the inner-product layers. Using MCD
in a CNN, it was shown that the model outperformed models that only use regular dropout during training.

[42] is a very recent work that describes how MCD can be used for uncertainty estimation. Using MCD,
a the function y = x3 + ε is approximated, where ε ∼ N (0,9). It is indeed found that within the range of the
training input data x ∈ [−4,4] the model outputs very accurate predictions with low uncertainty estimates.
For the range of input value the model was not trained on (x < −4, x > 4), the model performs poorly and
outputs very large uncertainty bounds. The paper furthermore experiments with several model inputs, such
as dropout rate, activation function, model precision and number of training epochs to see what the effect on
the predicted uncertainty is. Also, the network using MCD is compared to a standard dropout network where
dropout is only using at training time. It was found that the MCD model did not improve the prediction
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performance for several data sets. Therefore, this paper concludes that MCD is a great tool to use to include
in a network for uncertainty analysis, but not so much for improving the network prediction accuracy.

In [43], the authors use MC sampling to fully model all sources of prediction uncertainty in their network,
including sensor noise. Their approach is used to quantify two types of uncertainty: data uncertainty, e.g.
sensor noise due to sensor imperfection, and model uncertainty, e.g. uncertainty introduced due to imbal-
ances in the training data. In this paper, MCD is applied by keeping dropout on during test time and sampling
the same input through the network several times. This approach, compared to equivalent methods of BNN’s,
is easy to implement and does only require the model to be trained once. Data uncertainty is estimated us-
ing Assumed Density Filtering (ADF), where the network activation, inputs and outputs are represented by a
probability distribution. This modifies the network to not only output predictions µ, but also the respective
data uncertainty v . The ADF propagates the initial sensor noise v = v (0) through the network to represent
input uncertainty. Using MCD, an input sample if fed through the network T times. The model architecture
can be seen in Figure 1.17. A single input image with noise characteristic v = v (0) is fed into the model that
at each node computes the node value along with an uncertainty estimate. This procedure is done T times,
such that T output pairs (µT , vT ) are sampled. The final prediction of the network given an input x is then
given as the the mean value of all µT . The network uncertainty depends on the average noise propagated
through the network and the distance of the prediction to the mean prediction, as can be seen in the bottom
right of Figure 1.17. Lastly, an important finding is that the optimal dropout rate for MCD during testing is
the same dropout rate that is applied during training [43].

Figure 1.17: Overview of the model structure developed in [43]. This model predicts uncertainty using both a data noise characteristic
and Monte Carlo Dropout sampling

[44] uses a very similar approach where they attempt to create an uncertainty map for a fully CNN for col-
orectal polyp segmentation using MCD. In this paper, the authors use T forward passes through the network,
after which they apply a softmax function to the sampled output. The obtained values are averaged to obtain
the posterior output distribution. Using this method, the authors find superior results compared to previous
methods with very useful uncertainty maps that indicate at what locations the model is not fully sure whether
or not a polyp is present in an image.

Lastly, [45] present a very easy to understand description for the implementation of MCD in Python using
the Keras API. This post clearly describes how to pick the optimal dropout rates, and how MCD can subse-
quently be used to construct confident intervals around a prediction. Here, the input data is very similar
to Figure 1.16. In as similar fashion as was used to create the output in this image, the author uses 20 for-
ward passes through the network for each input with a dropout rate of 0.375. The results are similar to the
output shown in Figure 1.16, where satisfactory confidence bounds that posses information about network
uncertainty are plotted around the input data.

A simple way in which all of the above information can be used for engine RUL prediction and uncer-
tainty estimation is as follows. A NN approach similar to the approaches shown in Table 1.3 could be used,
but now the output neurons represent the parameters of a distribution, similar to the architecture shown in
Figure 1.15. For example, for a normal distribution µ is the indication of the model RUL prediction, while
σ reveals information on how certain the model is in its prediction. Then MCD can be used to sample T of
those normal distribution outputs by keeping dropout on during test time and feeding a single input into the
network T times. This is similar to the method used in [43]. These T normal distributions can then be mixed
into a single output posterior using equal weighting coefficients. An example of this approach is shown in
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Figure 1.18 and Figure 1.19. Figure 1.18 shows 4 possible output distributions of the network sampled using
MCD, each with its own µ and σ. These can be mixed using equal weighting into the distribution shown
in Figure 1.19. This posterior distribution shows the most accurate RUL prediction distribution from which
uncertainty bounds and confidence intervals can be constructed. During the continuation of this study, the
question on how those output distributions can be optimally combined for uncertainty analysis will be fur-
ther examined.

Figure 1.18: An example of 4 normal output distributions (probabil-
ity density functions) sampled using Monte Carlo Dropout

.

Figure 1.19: A single output distribution obtained by computing the
weighted average of the 4 distributions shown in Figure 1.18

1.6. Prognostic Algorithm Performance Assessment
Prognostic algorithms (PA) aim to predict the health state and RUL of aircraft components. Faulty predictions
may have catastrophic conditions, when for example it were to occur that a component would fail during
flight while the PA estimated the component to be healthy. However, in RUL estimation various sources of
uncertainty are present, such as future operating conditions, the component environment, errors in the PA
and data noise [7]. These reasons impose strong requirements on the assessment of PA’s before they can be
used in practice. Therefore it is of vital importance to establish a wide source of metrics that asses a PA on
all aspects. In this study, only metrics related to accuracy, reliability and safety are considered. Quantities
that can be used to research economic feasibility of a PA are not taken into account in this research. This
chapter first looks at general error metrics that are commonly used in combination with machine learning
techniques. After, currently used metrics specific to the assessment of prognostic algorithms are introduced.
As some PA’s do not have deterministic outputs, it is also examined how uncertainty estimates can be included
in the algorithms accuracy and reliability assessment.

1.6.1. General error metrics and machine learning performance indicators
This section covers a variety of general metrics that can be used to evaluate the performance of a series of
predictions. This includes both metrics that directly relate an output value to a true value, and metrics that
are commonly used with machine learning classification tasks.

A variety of standard metric used to assess the accuracy and precision of an algorithms output can be
found in Table 1.4. This table presents the definition of the metric, as well as the range of values the metric
can take. Also, references that provide further information on that specific metric are included. Over time,
some metrics have become more popular than others. For example, in 1982 the RMSE was the most used
metric with a use rate of 34%, while the MAPE was only used 15% of the time. More recently, in 2007 it was
found that the RMSE was still used only 9% of the time, while the MAPE is now the most used metric with a use
rate of 44% [46]. In Table 1.4, rtrue is the correct true value, while rpred is the predicted value. Furthermore, the
symbols used for defining false positives and false negatives need to be explained. A false positive is defined
as a prediction that is earlier than the true value minus some sort of early prediction threshold value. For
example, if the true RUL is 70 and the value of tF P is set at 10, than all predictions that estimate a RUL smaller
than 60 are classified as false positives. On the contrary, false negatives deal with very late predictions. If the
value of the threshold parameter tF N is 10, then a RUL estimation larger than 80 is labeled as false negative.
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Note that the values of tF P and tF N do not have to be constant. In RUL prediction, it might be beneficial to
increase the required prediction accuracy over time, and the values of tF P and tF N can then for example be a
function of the true RUL.

When testing an algorithms with many test units, the total number of false positives (FP) and false nega-
tives (FN) can be computed. This information, in addition to the correctly identified true positives (TP) and
true negatives (TN), can be visualized using a confusion matrix. Furthermore, several metrics can be defined
using those four classes. [47] defines the following metrics:

accuracy = T P +T N

N
(1.15) precision = T P

T P +T N
(1.16) recall = T P

T P +F N
(1.17)

Table 1.4: General metrics used for the assessment of accuracy and precision as stated in [48]

Metric name Definition Range References
accuracy based metrics

Error ε(i ) = rtrue(i )− rpred(i ) (-∞,∞) -

Mean Absolute Error M AE(i ) = 1

L

L∑
l=1

|εl (i )| [0, ∞) [49]

Mean Absolute Percentage Error M APE(i ) = 1

L

L∑
l=1

∣∣∣∣∣100 ·εl (i )

rtrue

∣∣∣∣∣ [0, ∞) [49] [50]

Mean Squared Error MSE(i ) = 1

L

L∑
l=1

εl (i )2 [0, ∞) [49]

Root Mean Squared Error RMSE(i ) =
√√√√ 1

L

L∑
l=1

εl (i )2 [0, ∞) [49]

Root Mean Squared Percentage Error RMSPE(i ) =
√√√√ 1

L

L∑
l=1

∣∣∣∣100 ·εl (i )

rtrue

∣∣∣∣ [0, ∞) [49]

False Positive F P (r l
true(i )) =

{
1 if εl (i ) > tF P

0 otherwise
[0, 1] [51]

False Negative F N (r l
true(i )) =

{
1 if −εl (i ) > tF N

0 otherwise
[0, 1] [51]

precision based metrics

Error Standard Deviation S(i ) =
√∑n

l=1(εl (i )−M)2

n −1
[0, ∞) [52] [53]

Mean Absolute Deviation M AD(i ) = 1

n

n∑
l=1

|εl (i )−Md | [0, ∞) [53]

Median Absolute Deviation Md AD(i ) = median(|εl (i )−Md |) [0, ∞) [53]

Another metric that can be used is the F1-score which is computed as the harmonic mean between the
precision and the recall [47]. Tuning a prognostic algorithm might also be done usig a ROC (Receiver Oper-
ating Characteristic) curve. Using the FP and the FN, this plot is created by plotting the FP rate on the x-axis
and 1-FN rate on the y-axis. A perfect algorithm would have 0 FP and 0 FN, and would therefore be located in
the top left corner of this plot. This plot can be used to trade-off FP and FN to tune the algorithm to required
performance[48].

The final method of algorithm reliability evaluation is the reliability diagram [48]. This diagram plots the
observed frequency of an event against the computed probability of that event. The occurrence of the event
is predicted T times and the range of probabilities is divided into k bins, for example like [0-5%, 5-15%, 15-
25%...]. Suppose nk out of N times the predicted probability of an event false within bin k that has a center
value of p. Out of nk predictions in that bin, the event actually occurs mk times, such that the observed
frequency of the event ok is equal to mk /nk . The values of ok can then be plotted against p to obtain the
reliability diagram, where the diagonal represents perfect forecasting. Deviation from the diagonal can be
computed using the Brier score that is defined mathematically below [48]:
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BS = 1

K

K∑
k=1

(pk −ok )2 (1.18)

If pk > ok , over-forecasting occurs, and when pk < ok , under-forecasting occurs.

1.6.2. Metrics for prognostic algorithm performance assessment
This section analyzes metrics that are developed specifically for assessing the performance of prognostic
algorithms (PA). The requirement for specific metrics for PA is mainly due to two factors [7]:

• In RUL prediction, a late prediction is usually considered to be worse than an early prediction. Late
predictions may cause high safety risks because a component is used in highly deteriorated state, while
an early prediction only leads to unnecessary maintenance causing higher costs.

• The accuracy of a prediction should increase over time. If for example the true RUL of a component is
100, and a PA predicts a RUL of 140, this is a highly inaccurate prediction (+40%) but because the true
RUL is still very high no maintenance has to be scheduled yet. Therefore, this inaccurate prediction
does not influence airline decision making. If the true RUL were to be 15 and the predicted RUL 21
(again +40%, so same accuracy as before), it is likely that the airline already has to make a detailed
flight and maintenance schedule for the aircraft based on the RUL estimate of 21 cycles. It will cost the
airline a lot of money and leads to increased risks if the aircraft then suddenly fails after 15 cycles, 6
cycles earlier then expected.

This first point is incorporated in the score used to evaluate the RUL predictions in the PHM08 Challenge.
This scoring function exponentially weights estimation errors, and also punishes late predictions harder than
early predictions. The scoring function is defined as follows:

s =
{

e−
di
13 −1 for di < 0

e−
di
10 −1 for di ≥ 0

(1.19)

Where di is equal to the difference between the predicted RUL and true RUL. This scoring function is a
specific example with coefficients (13,10) of the general timeliness metric stated in [48].

[48] proposes a set of new metric that can be used for the assessment of PA. [7] further adopts those
metrics and combines the most important ones into a framework that can be used to asses the performance
of RUL predicting PA’s. This framework, that consists of 4 metrics and is developed by taking into account to
two points on top of this page, is explained below. Note that in this section, the output RUL estimation of a
PA is only a single deterministic value.

The first metric defined in [7] is the Prognostic Horizon (PH) and is visualized in Figure 1.20. This metric is
equal to the time difference between the time the RUL prediction enters a specified performance criteria and
the component end of life (EoL). In Figure 1.20, the black line indicates the component true RUL. The grey
areas around this line represent areas of constant error which are considered acceptable upper and lower
bounds for the RUL prediction. As soon as a PA outputs a RUL estimation that is within the grey area, the
prognostic horizon can be computed. Note that it may occur that a prediction at a certain time is within the
grey zone, but a prediction made at a later time is no longer within the grey zone. The PH can then be defined
as the time difference between the time the RUL prediction is within the grey area and no longer leaves this
area at a later time, and the EoL. A high value for PH indicates that there is more time to act for an airline
based on a prediction within a certain level of accuracy.

The second metric of importance is the α−λ metric, and is shown in Figure 1.21. This metric is based on
the point that the performance of the PA should increase over time, as predictions near component EoL are
vital for airline operational planning. A specific form of this metric is α−λ accuracy, which indicates that the
RUL prediction should fall between specific α accuracy bounds that get tighter around the true RUL when
time progresses. In Figure 1.21, the blue line indicates the true RUL and the blue shaded area shows the α

bounds that get closer to the true RUL line over time. λ is a time-window modifier that can be chosen such
that a specific accuracy α is achieved at a specific time instance. For example, a requirement that can be set
is that the accuracy halfway of the true RUL should be 20%. If the prediction at a certain time falls within the
α accuracy bounds, the α−λ accuracy takes a value of 1, and takes value 0 if the prediction is outside the
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α bounds. This metric can be used to compute what percentage of all predictions meet the α−λ accuracy
requirement, which reveals information on how useful and reliable the PA is [48] [7].

Figure 1.20: Prognostic horizon metric for point estimate [48]

.

Figure 1.21: α−λ metric for point estimate [48]

The third metric in the framework is the Relative Accuracy (RA). This metric is defined as the measured
error relative to the true RUL value at a specific moment in time iλ. The RA can be computed as follows:

R Aλ = 1− |rtrue(iλ)− rpred(iλ)|
rtrue(iλ)

(1.20)

This metric is similar to theα−λmetric, but the difference is that while theα−λmetric only tells whether
a prediction in inside the α bounds or not, the RA gives a quantitative value that indicates how close a pre-
diction is to the actual value. The RA reveals information on the accuracy at a specific time, but it might be
useful to define a metric that evaluates the accuracy at multiple moments in time and aggregates those values
into a single indicator. The Cumulative Relative Accuracy (CRA) is defined as the weighted sum of several RA
values at different time points, normalized by the number of RA values. Mathematically, this comes down to
the following:

C R Aλ =
1

|pλ|
∑

i∈pλ

w(r (i )) ·R Aλ (1.21)

Where pλ is the set of all time indexes at which a prediction is made, |pλ| is length of the set, and w(r (i ))
are the weights based on the RUL at all time indexes [48] [7].

The final metric used in the framework developed in [7] is convergence. This metric is able to compute a
single value that indicates how quickly any metric M improves with time. Figure 1.22 shows how 3 different
arbitrary performance measures evolve over time. It can be seen that the blue metric does not decrease
significantly, while the red and green metrics end up at a value near 0 at component EoL. The convergence
metric determines how quickly each metric reached 0 by computing the center of mass of the area below
the curve of each metric. In Figure 1.22, those centers of mass are the 3 colored circles. The value for the
convergence metric is then the Euclidean distance between the performance metric center of mass and the
bottom right point with coordinates (tp ,0). It can be clearly seen that for the red metric that converges faster
than the green metric, the distance from the bottom right point to its center of mass is also smaller. A faster
convergence is important to achieve high confidence predictions, and to keep the prognostic horizon high as
possible.

In the very recent work of [54], the authors also look at the prognostic evaluation framework developed
in [7]. The authors have found no new frameworks or other recently developed metrics for the assessment
of PA’s. The authors state: "..., the development of improved standardized metrics, suitable even for on-
line applications, still represents a stimulating topic for the research community [54]". This indicates that the
framework developed in [7] is still the most prevalent research performed on the development of new metrics
for the evaluation of PA’s.
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Figure 1.22: Convergence metric [48]

Besides this framework, [48] mentions two other metrics that are useful when assessing the performance
of PA. The first one is called the Prediction Spread, and is defined as the variance of the predictions over time
of any metric M . Secondly, the Sampling Rate Robustness (SRR) metric gives an estimate of how sensitive any
metric M is to changing the data set sampling frequency. A certain sampling frequency is compared with a
reference frequency that can for example be used as the recommended sampling frequency when using the
PA.

1.6.3. Incorporating algorithm uncertainty estimates
The previous section only covered metrics that take as input single valued RUL predictions. However, as de-
scribed in section 1.5, this research aims to predict a complete RUL output probability density function (PDF).
As can be clearly seen in Figure 1.19, such an output PDF can be highly asymmetric, indicating that simply
computing the mean and variance for uncertainty analysis does not suffice. For this reason, the metrics de-
scribed in the previous section need to be altered such that they are able to deal with PDF estimations rather
than deterministic values. An easy way of incorporating the PDF into the metrics is by defining error bounds
based on the true RUL value. This method can be seen in Figure 1.23. Here, the True RUL value is marked
with a white dot, and asymmetric error bounds α+ and α− are shown as well. These bounds are asymmetric
due to the fact that late prediction is considered to be worse than early prediction. The α+ bound is therefore
located closer to the true RUL value than the α− bound. Another example can be found in Figure 1.24, where
the PDF of Figure 1.19 is shown with symmetrical bounds.

Figure 1.23: RUL PDF output with α-bounds [7]

.

Figure 1.24: RUL PDF shown in Figure 1.19 with α-bounds

This concept can be used in combination with the previously defined metrics by computing the proba-
bility mass between the α− and α+ bounds. This probability mass then has to be higher than a specified level
β in order for the prediction to be considered to be within the α-bounds. Mathematically, this comes down
to the following:
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π[r (iλ)]α+α− ≥β (1.22)

Here, π[r (iλ)]α+α− is the probability mass between the α bounds. Figure 1.25 and Figure 1.26 show how this
method can be incorporated into the PH and the α−λ metrics. A prediction is considered to be within the
grey area in both figures if the probability mass between the α bounds is larger than a specified value of β.

Figure 1.25: Prognostic horizon metric for PDF prediction [7]

.

Figure 1.26: α−λ metric for PDF prediction [7]

The method of computing the probability mass between α-bounds is very useful, but has one main lim-
itation: it reveals no information on how close the probability mass is to the true RUL prediction as it only
tells how much mass it between the bounds. Two algorithms that for example both have a probability mass
between α-bounds of 0.6 might perform very differently, as it might be the case that for one algorithm the
mass of 0.6 is located very close to the true RUL value, but for the other algorithm it might be that the mass of
0.6 is located more towards the edge of the bounds. Also, this method reveals no information how close the
remaining mass 0.4 is to the true RUL. A metric that does take these pitfalls into account is the Continuous
Ranked Probability Score (CRPS) [55]. This metric computes the cumulative density function (CDF) of the
RUL prediction PDF, squares this CDF and then computes the area between this squared CDF and a Heavi-
side step function located at the true RUL. This metric is visualized in Figure 1.27, where the CDF is computed
using the PDF shown in Figure 1.19 and the true RUL value is equal to 80 cycles.

Figure 1.27: Application of CRPS metric to RUL PDF of Figure 1.19

The CRPS metric can thus be used to directly compare a probabilistic prediction to a deterministic true
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value. Furthermore, the CRPS metric has the property that it is in the same unit as the observations. For a
single point forecast, the CRPS reduces to simply the absolute error [55].

Lastly, [7] shares some insights on how the values of α,β and λ can be determined. The main goal of
developing the performance metrics that were described in this chapter is help company management make
decisions on whether or not an algorithm performs good enough on a variety of aspects to use in practice.
The choice of the parameters α,β and λ plays a vital role in the outcome of those metrics, and determining
the values of those inputs should thus be done with great attention. Some factors that determine how crucial
it is to make a correct prediction, including the effect it has on the parameter value, are mentioned below [7]:

• Required time for problem mitigation: the time needed to mitigate an unforeseen problem, for example
due to a late prediction made by the PA. This has an effect on the parameter λ.

• Cost of mitigation: cost of a corrective action. Related to the costs due to false positives (unnecessary
early maintenance). Trade-off between FP and TP should be made by tuning the parameter α.

• Criticality of system/cost of failure: costs and reliability risks related to FN (late predictions) that lead
to high down times, safety bottlenecks and unscheduled maintenance costs.

• Capability of managing uncertainty: deals with how well can a company deal with uncertainty and
what are the costs of system failure. Determines the value of β.

1.7. Research Outline
Remaining useful life prediction for aircraft turbofan engines is not a new concept in the scientific litera-
ture. Many attempts on RUL prediction, both for turbofan engines and other components, have already been
identified in this paper. Furthermore, the use of data-driven and machine learning approaches has seen a
tremendous rise in use over the past decade. This research aims to continue upon the work that has been
done in this field of work. Furthermore, many prognostic algorithm performance indicators have been de-
veloped over the years that indicate the accuracy and reliability of a prediction. However, no standardized
framework has been developed that directly assesses the readiness of a prognostic algorithm for implemen-
tation in practice. This research also focuses on how an algorithm should be tested to ensure safe and reliable
implementation in the real world. This chapter first clearly identifies the gap between the current literature
and the problem at hand. Also, the research questions are mentioned, and the way those questions will be
answered is discussed in the method section.

1.7.1. Research Gap
As stated, many attempts can be found in literature in which the authors try to make predictions on the RUL
of a turbofan engine. Furthermore, the concept of machine learning techniques and the use of big data is
also already applied to this problem many times. The novelty of this research is therefore not so much related
to coming up with a completely new way of predicting turbofan RUL. This research focuses on combining
methods of other authors that have seen great success with their approach, to reach even higher levels of
RUL prediction performance. To be specific, the convolutional neural networks developed in [8] and [9] are
examples of machine learning applied to the C-MAPSS data set for RUL prediction that have seen great suc-
cess. Nevertheless, no further attempts on using a CNN for RUL prediction has been identified recently, even
though the authors obtained very good results compared to similar approaches. Furthermore, besides the
promising concept of only using raw sensor data as input to the CNN, methods of health indicator extrac-
tion based on the observed patterns in the physics of the engine could also leverage superior results [14] [18].
Therefore, this research aims to combine both approaches by using a CNN that not only takes raw sensor
data as input, but also uses pre-computed HI information for better RUL performance.

Furthermore, all approaches to RUL prediction using the C-MAPSS data set build their model to output
only a single deterministic RUL value prediction. For implementation of such an algorithm in practice, it
is of vital importance for an algorithm to not only make accurate predictions, but also provide information
about the uncertainty of the prediction that it made. This can for example be done by letting the output
of your model be a probabilistic prediction instead of a single value. Also, sampling methods can be used
to construct confidence intervals around the model predictions. Those methods are not used in any other
turbofan RUL prediction papers, and therefore this research also attempts to include uncertainty estimates
in the form of probabilistic distributions for the RUL prediction of an engine.
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Lastly, although [7] defines a framework for prognostic algorithm performance evaluation, no standard-
ized framework exists that directly assesses the readiness of a prognostic algorithm for use in practice. There-
fore, this research will combine a set of currently available metrics and predefined threshold values, as well as
newly developed metrics, to create a general framework that assesses the reliability and application readi-
ness of any prognostic algorithm with distribution output.

1.7.2. Research Questions
The key research questions of this research are presented in this section in bold. Below each key question, a
list of corresponding sub-questions is given.

How can machine learning be used on sensor measurements of an aircraft turbofan engine for remain-
ing useful life prediction?

• What aircraft turbofan engine data can be used for health monitoring and remaining useful life predic-
tion?

• What turbofan engine sensors are most useful when predicting remaining useful life?

• How can turbofan engine sensor data be used to construct a health indicator that shows the degrada-
tion level at any time?

• How can turbofan engine raw sensor data and pre-computed health indicators be fused into a convo-
lutional neural network for remaining useful life predictions?

• How can a probabilistic output distribution be obtained from a neural network?

• How can neural network uncertainty estimation be included in the model output?

How can the performance and readiness of an aircraft component prognostic algorithm be assessed
such that the algorithm can be used in real-world applications?

• What metrics and frameworks currently exist that evaluate the performance of prognostic algorithms?

• Based on airline operational performance, how can suitable threshold values for prognostic algorithm
performance metrics be determined?

• What new metrics can be developed for prognostic algorithms that quantify the readiness for imple-
mentation in practice?

• How can both existing and newly developed metrics be fused into a general framework that airlines can
use directly for making decisions on algorithm implementation?

• What are the remaining obstacles towards implementation of prognostic algorithms in practice?

1.7.3. Method
This research will focus on creating a convolutional neural network that takes as input raw sensor data. Fur-
thermore, HI extraction models will be developed that will serve as additional inputs to the CNN. While devel-
oping the CNN architecture, close attention will be paid to previous related works in order to use the aspects
that have been proven to work best, and to avoid the errors that already have been made. This will result
in a network that is more advanced than other CNN’s used for the problem of turbofan engine RUL predic-
tion. Additional NN uncertainty estimation methods will be used to quantify the confidence of the model
predictions. It will be attempted to make the networks output neurons the parameters of a statistical distri-
bution such that confidence intervals can be computed. Also, dropout will be used during training to prevent
model overfitting, and dropout will be used during testing to sample a variety of output distributions for a
single input. These output distributions can then be mixed into a single PDF that reveals vital information
on the confidence of a model prediction. Lastly, it will be attempted to construct a general framework that
can be used to quantify the readiness of any prognostic algorithm for implementation in practice. This will
be done by selecting and creating the most informative performance metrics that can be used to see how
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well an algorithm is doing. Ideally, a single program is developed that takes as input the true RUL values
and predicted output distributions of a prognostic algorithm, and returns how reliably this algorithm can be
used in practice. Also, this model should return an indication on where in the system reliability bottlenecks
might arise. Using this tool, aviation company decision makers should be able to make choices on whether
or not a certain prognostic algorithm is suitable to use within their company. This program will be created
by closely comparing prognostic algorithm output and true RUL values, and by implementing information
on the company requirements. For example, some companies might have very strict requirements in term
of how long in advance they plan their maintenance operations. For such a company, a much higher RUL
prediction accuracy is required at higher RUL values. All of this information has to be fused into a single,
ready-to-use decision making tool that aids in the implementation of prognostic algorithms in a reliable way.

1.8. Conclusion
In recent years, more and more attention has been paid to incorporate predictive maintenance actions into
airline operations. Predictive maintenance has the potential to reduce operational costs and aircraft down-
time, while increasing reliability and safety. For those reasons, prognostics and health management of aircraft
components has been widely studied in literature. One of the key concepts of prognostics is predicting the
remaining useful life of a component. This prediction is vital for determining when maintenance is to be
scheduled for an aircraft, and thus also plays an important role in the entire scheduling problem of an air-
line. This study aims to use novel machine learning techniques to make high quality remaining useful life
predictions on one of the aircrafts most interesting and complex components, the turbofan engine.

This report first mentions general methods that can extract health indicators and predict the remaining
useful life of several components. With the main focus being data-driven degradation prediction, it was found
that many methods currently exist that can predict component remaining useful life with satisfactory accu-
racy. Next, a widely used turbofan degradation data set is described to give insight in how component sensor
data can be presented and how it can be used to make predictions. A variety of machine learning techniques
applied to this data set was discussed, and their performances were analyzed. The application of Convolu-
tional Neural Networks was analyzed in more detail, as it was found that this technique is not currently a
topic that has received much attention even though multiple studies found this method to yield promising
results.

Uncertainty in neural networks was analyzed by looking at how a model can output parameters that reveal
information on the confidence on its predictions. It was found that a possible way of including uncertainty
estimation is to let the network output neurons be the parameters of a statistical distributions. Also, dropout
can be kept on during testing time such that a single input can be fed through the network multiple times and
different outputs can be obtained. This method is called Monte Carlo Dropout and is equivalent to approxi-
mating a Gaussian process. Combining both methods can lead to a model output that not only attempts to
make remaining useful life predictions, but also includes a measure of the prediction uncertainty.

At the moment, no standardized framework for the performance assessment of prognostic algorithms
exists. A variety of prognostic algorithm performance metrics exist, but no method has been developed that
combines that application of those metrics into a decision-making tool that can directly be used by aviation
companies to check if a prognostic algorithm can be used in practice. Metrics specific to remaining useful
life are included by introducing the fact that late prediction are usually worse than early predictions, and that
the accuracy of an algorithm should increase over time. Those metrics suffice when simply comparing the
performance of algorithms with each other, but can not yet be used to directly quantify the readiness of an
algorithm for use in practice.

Taking the above results into account, it becomes apparent that although extensive research has been
done on turbofan remaining useful life prediction, gaps still exist between literature and algorithm imple-
mentation. Therefore this study will focus on 3 main aspects: (i) improving current remaining useful life al-
gorithm prediction performance by using a Convolutional Neural Network that includes physics based Health
Indicator information, (ii) include measures of uncertainty in the model prediction, and (iii) develop a stan-
dardized framework that assesses the readiness of a prognostic algorithm for implementation in practice.
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1
Verification and Validation

This chapter will elaborate on how verification and validation were applied throughout this research. Verifi-
cation and validation are of great importance to ensure that the results of obtained during the research are
reliable and can be used to set-up a data-driven maintenance decision framework in practice. Verification
and validation for simulation models was extensively researched by Sargent, whose work will be the focus of
this chapter when discussing how verification and validation was applied in this work [56].

This chapter is laid out as follows: first, section 1.1 covers the general verification and validation strategy
applied in this research. Next, section 1.2 describes how model verification is performed. Lastly, section 1.3
discusses the model validation process.

1.1. Verification and validation strategy
Before the specific forms of verification and validation can be discussed, it is first important to introduce
the definitions of verification and validation used in this model. These definitions are adopted from the
work of Sargent, as this research is specific to simulation models. The definitions as used in this research are
presented below:

• Model verification: ‘ensuring that the computer program of the computerized model and its imple-
mentation are correct’ [56]

• Model validation: ‘substantiation that a model within its domain of applicability possesses a satisfac-
tory range of accuracy consistent with the intended application of the model’ [56]

From these definitions, it can be concluded that model verification focuses on the correctness of the im-
plementation of the model, while model validation focuses on how suitable the model is with respect to its
intended application. Verification is an internal process, as it looks at the correctness and condition of the
model itself. Validation on the other hand is an external process, as it looks at how the model and its results
relate to the needs of the customer and other identified stakeholders [57].

Sargent introduces three different decision-making approaches that can be used to determine if a model
is valid. The first one is to let the model developer determine the model validity itself. This approach is
not recommended, as the model developer might not always be fully aware of all the specific requirements
posed by the customer. Secondly, the users of the simulation model can determine the model validity. This
approach is thought of to be better as this approach allows for more credibility as it ensures that the users are
actively engaged in the model development. Lastly, model validity can be monitored by a third, independent
party. The Independent Verification and Validation (IV&V) team is a separate party that is required to have a
solid understanding of the model that is being developed. Conducting the IV&V can both occur during the
model development phase, as well as after the model has been created. The method of IV&V also leads to a
higher level of credibility, as other parties are more likely to accept that the model is valid if an independent
party has come to that conclusion [56].

In this research, model verification and validation is done by the model developer. This is done because
the model that is developed at this stage is mainly a theoretical model with no specified user or customer.

103



104 1. Verification and Validation

Therefore, assessing the validity can not be done by an user. Furthermore, as the size of the model is relatively
small and no other parties are involved, IV&V is not applicable when taking into account the scope of this
research. For those reasons, verification and validation are performed by the model developer.

Assessing the overall model validity will be done by looking into the model verification and model vali-
dation separately. Model verification will focus on the input data is used in the model and on the specific
implementation of the functions used in all parts of the model. Model validation will discuss the conceptual
validation of the model, as well as the operational validation. Note that the model refers to both the prog-
nostic model and the maintenance simulation model combined, meaning that the whole simulation process
from raw engine sensor data up to maintenance scheduling results is being verified and validated.

1.2. Model verification
For this research, two types of verification are applied. The first one is model input verification, in which the
correctness of the input data that is being used to construct and test the model is analyzed. Secondly, model
function verification is applied by analyzing the computerized model specification and implementation of
all parts of both the prognostic and the maintenance scheduling simulation model. A variety of validity tests
are discussed that are used throughout the model design to minimize implementation errors and maximize
internal correctness.

1.2.1. Input verification
This subsection will focus on the verification of the inputs used the model. First, C-MAPSS dataset that is used
to generate the RUL prognostics is investigated [6, 13]. This dataset is of great importance to ensure model
validity, as this dataset is used throughout the entire model and forms the basis of both the prognostic and
the scheduling model. The C-MAPSS dataset is a widely used prognostics dataset used in many other works
published in peer-reviewed journals. This creates a high credibility, as many other independent authors have
approved the use of the dataset for high-end scientific research. Furthermore, the dataset is published by
NASA. NASA is known as a reliable and trustworthy organization that produces high quality research. This
adds confidence to the conclusion that the C-MAPSS dataset is a verified data source.

Secondly, the flight schedules used in this work can be taken a closer look at. The schedules the aircraft
fly are based on real flight schedules taken from the KLM A330 fleet. This ensures that the flight schedules are
very realistic and comparable to real world operations. In this research, the flight schedules of only 5 aircraft
are used. This means that if a simulation is performed with more than 5 aircraft, the flight schedules will be
repeated for certain aircraft, which would not be the case in practice. However, in this research, simulations
are only performed with a fleet size of 5 aircraft.

Lastly, the cost input parameters are important inputs to the model as they determine the profit that is
obtained using all 5 maintenance scheduling strategies. It was found to be very difficult to make an accurate
estimation of all cost input values, such as for example the penalty cost of flying a FC after the target RUL.
The cost input values were determined by consulting a large variety of online sources, thereby taking the
most reasonable estimates as the input values. This may lead to inaccurate models inputs, as no fixed and
peer-reviewed values could have been obtained. However, it is not believed that this will have a large effect
on the model output. First of all, the model performance can also be assessed by only looking at the opera-
tional performance indicators. Secondly, the range of cost input value error is not believed to be large. The
sensitivity analysis on the most important cost input values has furthermore shown that the profit obtained
for all strategies is not sensitive to the cost input values. It can thus be concluded that the model input values
contribute to high model validity.

1.2.2. Model function verification
This subsection will elaborate on how the specific functional blocks of the complete model are verified. The
model is broken down into the following blocks in order to perform the functional verification: the prognostic
model, the scheduling model, the optimization model and the rolling horizon model. Verification of each of
those functions will be done by analyzing their implementation, the external solvers and packages that are
used and their response to a variety of test cases.
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Prognostic model verification
First, the prognostic model consists of all functions that transform the raw sensor data to RUL predictions.
This model is first of all verified by carefully examining how the raw input data is processed and normalized.
The normalization is done using default Skicit functions that are available in Python 1. This machine learning
library is commonly used in research and many other experienced programmers make use of these functions.
The prognostic CNN model is implemented using the Keras deep learning API for Python 2. This API is widely
used and its application for deep learning models is considered to be verified amongst researchers. The re-
sults of the prognostic model can be verified by comparing them against similar models. The output error
values are very comparable to those obtained by Li et al. who use a very similar prognostic model architec-
ture [9]. This adds confidence that the model was implemented correctly. Furthermore, a variety of test cases
were applied to the developed model. The first test is an extreme test, where the input to the model is set to
all zeros. It was found that the CNN model was not able to be trained properly and just returned an output
of zero as well, which is what is to be expected. Another test is the comparison to other models as stated by
Sargent, in which the results and implementation of the model are compared with similar models [56]. It was
observed that the results of the developed CNN model were in the same range as those of other comparable
works found in literature. Lastly, smaller tests were performed that checked the overall correctness of model
implementation, such as varying some input values along a specified range, tracking the impact on the out-
put values of structural changes, implementing checkpoints that break the code if certain parameters attain
values that do not make sense and by constantly monitoring the overall logic of the implemented code. This
process is comparable to what Sargent refers to as a structural walk-through, but in this work the verifica-
tion is done by the model developer himself. This entire process ensures the validity of the prognostic model
implementation.

Scheduling model verification
The second part of the overall model is the scheduling model. This model includes all functions that trans-
form the probabilistic RUL predictions obtained using the prognostic model to the target RUL values for each
engine. The verification of the functions in this model was done similarly to the prognostic model. Through-
out the code, multiple breakpoints were included that are able to break the code if an error occurs. Also,
multiple print statements and output variables are used that are able to reveal information on the values of
certain parameters at different stages of the computations. In this way, the state of the model at all stages was
monitored in order to ensure that the model was implemented correctly. Extreme testing was performed to
ensure that a zero input would result in a zero-valued output. The process of computing the target RUL for
each engine was monitored by investigating the attributes of the aircraft and engine objects. After each week
of simulating maintenance scheduling, the attributes were checked to see if the values of the target RUL, the
scheduled moment of maintenance and the number of FC an engine is used are all updated in a logical and
correct manner.

Optimization model verification
The optimization model contains all functions that select the optimal maintenance slot for an engine that
required maintenance in the next optimization period. The first part checks for each engine if the target RUL
is within the next optimization period. This process was checked manually by carefully monitoring the state
of the engine’s attributes and by printing the model outputs while running the simulation. The optimization
model itself is written using Gurobi Optimization in Python 3. Gurobi is an industry solver that is used for a
large variety of optimization problems. This solver is considered to be accepted in academic research and is
used by many industry leading companies and universities. It can therefore be concluded that the use of this
solver contributes to the model verification.

Rolling horizon model verification
Lastly, the rolling horizon model is a combination of the the aforementioned models such that the simula-
tion can be performed for a long period of time. The rolling horizon model consists of two alternating stages,
namely the optimization period and the realization period. During the optimization period, the ILP optimiza-
tion model is used to determine the optimal maintenance slots for all engines that might need maintenance.

1https://scikit-learn.org/stable/
2https://keras.io/
3https://www.gurobi.com/

https://scikit-learn.org/stable/
https://keras.io/
https://www.gurobi.com/
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Then, during the realization period the flight cycle is realized and the degradation information is obtained.
Verification of this functional block is done by investigating the model input-output relation, meaning that
the outputs of the model were carefully monitored and investigated when the model input is changed. Fur-
thermore, the aircraft and engine object attributes were monitored to ensure that logical values were obtained
after each rolling optimization and realization period. Higher code validity is obtained as the code for this part
was partially obtained from Boekweit, meaning that more than one developer has looked at and has verified
the implementation [58]. This adds confidence to the correctness of the model implementation.

1.3. Model validation
This section will cover the validation of the developed model. This will be done by both looking into the
conceptual validation of the model and by looking into the operational validation. Again, the work by Sargent
will be used as guideline to perform the validation of simulation models [56].

1.3.1. Model conceptual validation
Conceptual model validity determines that (i) the theories and assumptions underlying the conceptual model
are correct and (ii) the model’s representation of the problem entity and the model’s structure, logic, and
mathematical and causal relationships are ‘reasonable’ for the intended purpose of the model [56]. The main
assumptions and theories used in this research are already introduced in part 1 of this thesis. Therefore,
this section will mainly focus on whether or not the representation of the model is accurate enough for the
intended purpose of this research. This will also include a discussion on how closely the model resembles
reality under the assumptions included in this work.

The purpose of the developed model is to show how raw sensor recordings can be used in a daily schedul-
ing routine. This purpose can be further broken down into smaller sub-goals. First, the a sub-goal is to trans-
form sensor recordings into probabilistic RUL predictions at any stage of an engine’s life. Secondly, the goal
is to show how these data-driven RUL predictions can be adopted in the daily scheduling routine of an air-
line. It can thus be concluded that the overall goal is to contribute to the available knowledge on data-driven
maintenance scheduling. When performing conceptual validation, it should thus be investigated whether or
not the model that is developed has a structure and logic that is reasonable for this intended purpose.

The logic and structure of the model comply with the purpose of generating novel knowledge on how
data-driven RUL prognostics can be incorporated into the daily scheduling routine. The model is structured
to mimic a realistic scheduling scenario, in which aircraft fly real flight schedules. The model’s logic can be
summarized as follows: using realistic aircraft engine degradation data, predict using a widely used CNN
model the RUL distribution of the engine. Then, use this RUL prediction to determine the moment in time
maintenance is needed for that engine. Knowing the moment of required maintenance, schedule the aircraft
containing the near-failure engine in a suitable opportunity. Repeat this logic for as many realization periods
as desired using the rolling horizon model. This logic completely complies with the intented purpose of this
research.

The main theories used in this model will be briefly discussed in order to prove their contribution to the
overall model validity. First, the model makes use of a CNN to make RUL predictions. By historical compar-
ison, it can be proven that this type of prediction model is widely used in academic literature, both for RUL
prediction and for other regression problems [8, 9]. Furthermore, an ILP model is used for the optimization of
the maintenance scheduling. This theory suits the model well, as this ILP model considers only 2 options for
each decision: either one does schedule maintenance for engine i of aircraft k at opportunity t , or one does
not. This binary decision making makes the ILP model very well suited for this type of scheduling model. It
can thus be concluded that the theories used in this model contribute to high model validity.

Lastly, it is important to analyze the main assumptions made when developing the model. This paragraph
will predominantly focus on how the assumptions affect the intended purpose and how different the model
is when comparing it to a real world scenario. First, it can be noted that the assumptions made in this work
are perfectly in line with the intended purpose of the model. Once again, the main purpose of the model is to
show how data-driven RUL prognostics can be used to schedule engine maintenance for an airline. The as-
sumptions made do not interfere with this goal. For example, in reality an aircraft undergoes maintenance on
more than just its engines. Therefore, maintenance actions are usually grouped to minimize aircraft down-
time. However, assuming that the aircraft only requires maintenance on the engine as is done in this research
does not affect the purpose of finding out how data-driven RUL prognostics can be used to schedule engine
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maintenance. Other assumptions such as that at least a period of 24 hours is required to perform mainte-
nance also do not hinder the main purpose of the model. It can thus be concluded that even though multiple
assumptions are included in the model, none of them hinder the original purpose. However, these assump-
tions do make the model less realistic when comparing to a real life situation. For example, other airlines will
usually group maintenance actions, both for different components and for engines that are expected to fail
close to each other. These actions are not considered in this work. The model thus overall resembles a very
realistic maintenance scheduling scenario as it takes into account realistic flight schedules, an entire fleet
of aircraft, hangar capacity, realistic engine degradation data and realistic input values, but still aspects are
included that cause the model to be different than practice. However, as the main goal is to contribute to the
body of knowledge on data-driven maintenance scheduling, these differences compared to practice are not
important and beyond the scope of this research.

1.3.2. Model operational validation
Operational validation is determining whether the simulation model’s output behaviour has the accuracy
required for the model’s intended purpose over the domain of the model’s intended applicability [56]. For
this research, this means that it should be determined if the obtained KPI’s are in line with the purpose of the
model when considering the use of all maintenance strategies in practice. This subsection will analyze the
validity of the results using a variety of test cases that will be discussed individually.

Validity testing on the results
First, the validity of the obtained results will be tested using a variety of tests described by Sargent [56]. The
first test is called a degenerate test and consists of evaluating the model’s behaviour when picking the input
values in a way that should find the limits of the model. For example, the number of aircraft in the simulation
was increased to a high number such that it would be expected that the hangar capacity would be exceeded
at every moment in time. It was then indeed found that when increasing the number of engines to a high
value, many engines that are near-failure would not have a maintenance opportunity available in the next
optimization period. Furthermore, it was checked that the model constraints were respected at all times.
When looking into the results, no cases were found in which a single engine underwent maintenance more
than once, and the hangar capacity was never violated for the default input parameters. Sargent furthermore
introduces the internal validity test on the model results. In a simulation model, many MC simulations are
performed. If there is a high variance between the results obtained during different MC runs, this might
indicate questionable and uncertain results. For the developed model, the obtained results across all MC runs
have a low variance as was shown in the table that presents the output results including the 95% confidence
interval.

Sensibility of the results
This subsection will focus on whether or not the obtained output values make sense and if the output is
within the expected range of output values. Also, the output is compared to real world values to see to what
degree the model output is representative to a real world scenario.

First, it is investigated if the results that are obtained make sense. In general, all findings are very sensible
and the reasons as to why certain output values are obtained are clearly explainable. For example, the RUL
prediction RMSE values across all C-MAPSS instances are lower than those obtained in other paper, which
makes sense as all aspects that worked well in literature so far have been combined into a novel model. Fur-
thermore, regarding the results of the maintenance scheduling simulation model, it was clearly observed that
for all maintenance strategies the results were easy to explain. For example, the no gap and ADDP strate-
gies have much higher revenue due to the fact that aircraft utilization is maximized. On the other hand, the
strategies that make use of a gapped flight schedule attain a much lower cost due to the lower number of flight
cancellations required. This logic extends to all results obtained, meaning that the overall results are sensible.
Also, the results vary in a logical manner when slightly changing the model input values, as was observed in
the added sensitivity analysis.

Next, it is analyzed is the obtained results are as expected. Once again, this is clearly the case as for the
ADDP strategy the goal is to develop a strategy that is able to maximize revenue and minimize cancellation
costs. From the obtained results, it can be seen that this is indeed the outcome, meaning that the result is
as expected. Furthermore, it was also expected that the inspection based policies would underperform the
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data-driven policies for the same type of flight schedule. Overall, the results for all maintenance strategies are
as expected when comparing the type of flight schedule and the type of maintenance policy.

When comparing the model results to real world values, it becomes clear to what degree the model re-
sembles reality. It should of course be noted that due to the simplicity of the model that is developed, the
obtained profit values will be vastly different than airlines obtain in practice. For example, in this work the
only costs are the engine related maintenance cost and flight cancellation costs. In reality, airlines have much
more costs, such as maintenance costs for other components, crew costs, landing costs etc. Therefore it
would not make sense to compare the obtained profit values directly to the profit values of a real world air-
craft. However, the profit values can be compared to see if the model is able to predict the profit values with
the correct order of magnitude. Comparing the obtained profit values of 5−6 ·105$ per aircraft per week to
the values obtained by common airlines, it can be concluded that the obtained results have the correct order
of magnitude, thereby adding confidence in the validity of the model output.

Applicability of the model
Even though it is attempted to make the maintenance scheduling model as realistic as possible, a large num-
ber of assumptions remain. For example, this research only considers the maintenance actions on engines,
while in reality many other components also require maintenance. Furthermore, airlines usually group main-
tenance actions for components that are expected to fail around the same time. Neglecting these aspects
limits the applicability of the model. This means that this model is not directly ready to be used to schedule
maintenance for airlines using sensor recordings. However, the results of this model can be used to see in
what way data-driven RUL prognostics can be incorporated best into the scheduling routine. The obtained
profit values and the other KPI’s present a clear picture on what maintenance strategy is optimal to imple-
ment when engine sensor data becomes available. The results of this research can thus be used by any airline
to innovate their maintenance process into a data-driven scheduling routine. This work then forms the basis
of how the engine sensor data can be used to find the optimal moments in time during which maintenance
could be performed. As this work has no ties to real airlines, the actual validation of the model is a difficult
task. True model validation should be done by incorporating the most prominent aspects of this research
into the scheduling routine of a real airline to see how the profit of the airline then changes.
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