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Abstract
For maritime safety, condition monitoring and fault diagnosis on-board large sea-going vessels is a
growing necessity. To this end, measurements from on-board sensors are needed, which are utilized
by automated fault diagnosis methodologies. More specifically, such measurements are used to derive
residuals that will determine whether a fault has occurred within the propulsion system. Furthermore,
the sensors themselves are vulnerable to sensor faults that also need to be detected and isolated.
Therefore, in this thesis, an integrated sensor and process fault diagnosis framework for the propulsion
process of large marine vessels is presented.

In order to realize this integrated sensor and process fault diagnosis framework, certain steps are
taken in the context of this thesis. Firstly, the literature regarding common ship propulsion faults and
the state-of-art in fault diagnosis and condition monitoring for marine vessels are reviewed. The tools
that will be used to carry out the framework are also reviewed. Then, the model of one of the most
common and crucial ship propulsion components, the marine fuel engine is presented. This model was
validated, using certain data from Factory Acceptance Tests (FAT). Moreover, a scheme is presented at
a later stage to provide the methodology needed to carry out fault detection, isolation, and classification
between sensor and process faults. This is achieved namely with the use of distributed monitoring
agents, adaptive thresholds, and hardware redundancy. Simulation results regarding fault detection
of both sensor and process faults are presented and some examples of multiple fault isolation are
provided to showcase the effectiveness of the proposed method. Some performance indicators are
also provided to demonstrate the efficiency of the scheme.

This thesis aims to provide a model-based, distributed fault diagnosis framework that will enhance
online monitoring of marine propulsion systems to avoid future failures and accidents. Furthermore,
the utilization of adaptive thresholds in the monitoring modules of the monitoring agents helps minimize
false alarms and reduces the conservativeness in decision-making. Finally, a few conclusions are
drawn regarding the performance of the proposed methodology, and suggestions for future research
are also discussed.

Keywords: Condition monitoring, fault diagnosis, fault detection and isolation, prognostic health
maintenance, fault modeling, sensor faults, marine process faults, marine propulsion process, non-
linear interconnected systems, distributed fault diagnosis.
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1
Introduction

In the next decade, waterborne trade demand is estimated to increase by 26%, while at the same
time a significant shift towards decarbonization and digitalization will be made [26]. Marine vessels are
essential for mapping oceans, conducting offshore operations, and shipping activities. Moreover, they
are a prerequisite for humans to be able to harvest ocean-based resources [27]. As a result, there
is a great motivation for classification societies and government associations worldwide, to monitor
and maintain the active fleet. This can be done by adopting innovative and systematic fault diagnosis
methodologies, that detect and isolate faults that occur during the operation of a marine vessel.

1.1. Prologue
Maintenance is defined as “a combination of all the technical and associated administrative activities
required to keep equipment, installations, and other physical assets in the desired operating condition
or to restore them to this condition” [55]. At first, maintenance was seen as a necessary evil. However,
today it attributes to the operational functionality and life-cycle of different systems, like ships where
it can limit their downtime to a minimum while reducing up to 30% of their operational expenses [46].
The traditional maintenance techniques applied on ships represented by corrective maintenance and
preventive maintenance have moderately highlighted the disadvantages of “over repair” and “missing
repair” that inevitably lead to the growth of a ship’s operation costs [74]. Conducting maintenance
based on predetermined periods or running hours can frequently result in redundant maintenance and
may cause wear-out, which in turn, leads to reduced equipment reliability and unwanted downtime [25].
For maritime safety purposes, implementations of new approaches based on the availability of large
arrays of sensors are happening, improving the monitoring and performance of marine vessels, their
machinery, structural elements, propulsion, and power systems. Such sensor data are produced in an
unprecedented manner, on global ship fleets, with increased broadband connectivity to shore, and can
contribute to the overall monitoring efforts [5].

1.2. Definitions and Motivation
The growing complexity of shipboard systems has increased the expectations and demands for ship
efficiency. The impact of the data available on vessel operations favors a well-structured Condition
BasedMaintenance (CBM) regime. CBM is defined as “themaintenance policy carried out in response
to a significant deterioration in a machine as indicated by a change in a monitored parameter of the
machine condition” [46]. CBM may be often called Prognostic Health Maintenance (PHM) due to its
ability to acknowledge the condition of equipment, plan and carry out maintenance decisions before a
critical failure [28]. Indeed, recent studies agree that PHM is a positive alternative to traditional CBM and
has therefore attained interest in both academia and the maritime world, even though PHM techniques
require more accurate and robust data-driven algorithms than systems to date have utilized [14].
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The termmonitoring was used at first by the U.S. military to describe a type of aerial espionage that
went over and beyond regular photography use and into the use of other parts of the electromagnetic
spectrum besides the visible ones, such as the infrared and microwave spectrum [59]. The essence of
CBM is Condition Monitoring (CM) which can be defined as “the process of monitoring a condition
parameter, in order to identify a significant change that is indicative of a developing fault” [2]. Two main
pillars hold PHM. The first is the prognosis, and the second is the diagnosis [28]. The outcome of an
accurate PHM method provides the technique to maintain a component’s health condition attributes in
making Operation and Maintenance (O&M) decisions. The PHM techniques for marine vessels and
their equipment cover, in essence, every vital function carried out on a marine vessel, as shown below
in fig. 1.1, by acquiring Data, Information, and Knowledge (DIaK) and utilizing them to reproduce
results for O&M decision making [74]. The DIaK acquisition phase is achieved at the beginning of
the monitoring process, where the online data acquired by sensors, can be stored and processed
to reproduce several visualizations and plots that make DIaK transparent and easily accessible for
the next phases of PHM. The results of CM attribute an early warning for the equipment of interest.
According to possible abnormal behavior in the acquired data of CM, Fault Diagnosis (FD) will focus
on the faults caused or possible future failure modes and their underlying reasons by demonstrating
the relationship between the data and the fault condition [74]. The primary purpose of FD is to study
methods that identify and characterize possible commencing faults in different parts of the system under
study [10]. Afterward, the task is to establish a possible degradation model to estimate the remaining
useful life using health prognosis, as can be seen at the bottom of fig. 1.1. This estimation focuses
on the possible evolution of the fault [74]. Such faults may affect either the process on-board a vessel
or the sensors monitoring it, or even both at the same time. A reliable FD method should be able
to capture and distinguish all fault types, so that O&M decision-making may be conducted, to avoid
equipment failure on-board. Therefore, this work focuses mostly on the FD block of fig. 1.1 and the
way to develop a reliable and holistic FD method that will detect sensor and process faults of a marine
propulsion process and isolate them.

Figure 1.1: Relationship diagram between CM, FD and health prognosis [74].
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1.2.1. Motivation
Problems that arise in the absence of FD on-board marine vessels, place the crew and passengers in
danger and compromise the timely completion of a voyage. Therefore, the design of a model-based,
distributed Fault Detection and Isolation (FDI) methodology, of multiple process and sensor faults, may
allow the avoidance of implications and reassure the safety on-board. Additionally, the Mean Value
First Principle (MVFP) model of a fuel engine part of the marine propulsion process, enables a better
generalization ability of the results for different engines, since it allows for the reconfiguration of the
used parameters and can be expanded to include more subsystems. This work focuses on systems
described by nonlinear Differential Algebraic Equations (DAE). Due to the high complexity and the non-
linear interconnected systems of the marine fuel engine, a distributed monitoring approach is proposed
in this work [44]. More specifically, local monitoring agents are designed, that utilize information from
local sensor sets and the sensors of neighboring agents to capture the occurrence of the process and
sensor faults.

With regards to previous work and more details associated with FD methods, an extensive literature
review is provided by the author in [53]. The reader can look into the aforementioned review and trace
for information concerning marine vehicles and their functions, the sensors used for their monitoring,
the state-of-the-art regarding maintenance and CM, as well as the model-based and model-free FD
methods. At the end of the review, there is also a clear motivation that links it to this thesis, which
comes to narrowing down the gaps in the field of FD for marine vessels.

1.3. Development and Contribution
The development of the FD framework shall be carried out by first presenting the models that describe
the systems of the propulsion process of marine vessels which will be monitored in the simulation.
Moreover, an FDI scheme shall be provided, with the logic of how to detect a fault and distinguish it
between either a sensor or a process fault as well as how to isolate it. A further purpose of this work is
to answer the research questions that will be mentioned hereafter.

1.3.1. Research Questions
This paper will answer a series of research questions regarding FD of a marine vessel’s propulsion
process. Such questions are the following:

1. What are the common faults regarding marine propulsion systems of large vessels, and what are
the needed tools to carry out their modeling, detection, and isolation?

2. How to implement the physical models that describe the process of a marine propulsion system
in a simulated environment and how to monitor them with simulated sensors?

3. How to validate the simulated models that describe the process of a marine propulsion system of
a large vessel?

4. What would be a feasible model-based scheme to detect and isolate sensor and process faults
for the integrated diagnosis of faults affecting marine propulsion systems?

5. How can the provided FD strategy be implemented in a simulated environment and what are the
results and Key Performance Indicators (KPIs)?

1.3.2. Scope
The scope of this thesis evolves around developing a distributed FD integrated framework that will
detect and isolate multiple sensor and process faults that affect the propulsion process of a marine
vessel. Therefore, this work focuses on permanent, abrupt, and offset sensor faults that affect the
sensors, as well as permanent, abrupt, or incipient, offset, or drift-like process faults that affect the
propulsion process. To these means, the models that describe a turbocharged marine diesel engine,
which represents a large part of the marine propulsion process, are simulated as well as the sensors to
monitor it, and the aforementioned faults. Moreover, the introduction of monitoring agents and adaptive
thresholds will bemade that allow the detection and isolation of multiple faults, reduce conservativeness
in decision-making, and eliminate false alarms.
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1.3.3. Contribution
The main contribution of this thesis is a proposed framework as described earlier. This will be done
by relying to a large extent on the work of [24] for the modeling of the marine propulsion process of a
vessel but also on the work of [44] that conducted similar work for the model-based, distributed FDI of
sensor faults on a marine fuel engine. This thesis will go one step further and introduce the process
fault models in the marine propulsion process, but also redundant sensors to provide the distinction
between the process and sensor faults. Therefore, a big part of the methodology for the FDI of multiple
sensor faults is taken from [44] and is expanded to cover process faults, by also considering the theory
needed for the modeling of such faults.

In an attempt to identify frequent faults in the marine propulsion process, this thesis reviews and
mentions the faults that might appear in the systems that are used for the propulsion of vessels. More-
over, this work introduces the concept of utilizing redundant sensors and monitoring modules that en-
able the distinction of the sensor faults from the process faults. Additionally, these redundant sensors
and modules provide better isolability of the detected faults, since their existence allows the formation
of an increased number of unique signatures for the possible faults. The methodology that accommo-
dates the redundant sensors and modules in order to create augmented fault signature matrices that
enhance fault isolability is expressed extensively in this work. Furthermore, the modeling of process
faults attributes to the perception of how abnormalities in system behavior may appear and how they
may be detected and isolated. The modeling of such faults is not a trivial task and was to a large extent
conducted based on the theory found in [34] and [57], but also on the author’s knowledge about the
behavior of similar mechanical systems. Lastly, a sensitivity analysis is conducted to showcase the
performance regarding fault detection by the monitoring modules.

1.3.4. Thesis Outline
This thesis is structured as follows. In chapter 2 the answer to research question 1 will be given since the
mechanical faults in the marine propulsion process and the root causes that lead to them are presented.
In addition, an extensive literature review regarding the State-of-the-art of monitoring and diagnosis of
marine vessels is provided. Furthermore, the relevant background is covered in chapter 2 regarding
fault tolerance and redundancy, multi-agent monitoring, observer-basedmonitoring of complex systems
such as marine vessels, and multiple fault isolation. In chapter 3 the answer to research question 2 is
given since the marine propulsion process model is presented and explained, along with the various
subsystems that compose it. These models are validated in chapter 4, where they are compared
with some preexisting measurement data and research question 3 is answered. In chapter 5, the
FD methodology in the case of multiple combined sensor and process faults is described, where the
problem formulation is explained at first, and the distributed FDI is provided later in order to answer
research question 4. Additionally, the concept of using redundant sensors and monitoring modules is
presented in chapter 5. In chapter 6, simulation results are shown and the applicability and performance
of the proposed methodology, as well as better isolability of the faults detected, are discussed therefore
research question 5 is answered there. Finally, in chapter 7 some conclusions regarding whether the
initial aim of the thesis was achieved and if the research questions were answered overall, and the
room for improvement of this work by future research shall be discussed extensively.
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Literature Review

In this chapter, the first research question shall be answered, and some background knowledge regard-
ing model-based FD will be provided. First, the various process faults which lead to mechanical failures
that need to be avoided on marine vessels will be described. Then, the state-of-the-art of CM and FD
for marine vessels will be given. Finally, model-based FD background knowledge will be discussed in
an effort to prepare the ground for the chapters that will follow. At the end of this chapter, similar works
are reviewed.

2.1. Marine Propulsion Process Faults Overview
Seaborne trade today is highly dependent on cargo shipping, as it reduces the cost of transport per
tonnage more than any other transportation mode. It represents the value of freight being transferred
across the distance of two seaports, and the advancements in modern shipping play a vital role in the
further expansion of the sector. The introduction of the internal combustion engine led to a drastic shift
in naval design and propulsion-related aspects but has also caused some new possible propulsion pro-
cess implications due to the increased complexity of such engines, which have an increased number
of moving parts [3]. Marine vessels have many different critical components and equipment that are
essential, and their abnormal behavior or failure could lead to unwanted downtime of the whole vessel.
Most of these components and equipment fall under the category marine engines and drive train sys-
tems, like Gas Turbine Engines (GTE), Combined Diesel and Gas (CODLAG), or diesel engines and
their gearboxes or bearings and shafts that interconnect drive train systems. Other auxiliary systems
that support the drive train and power systems like turbochargers, boilers, condensers, oil pumps, gen-
erator systems, and Direct Current (DC) machines are also under close watch by monitoring and FD
methods. Furthermore, navigation and communication systems, like station-keeping devices of idle
ships and weather observation devices on-board, are monitored with the help of FD methods. Finally,
propulsion and steering systems, as well as hull structure monitoring, are also of fundamental impor-
tance to marine vessels since these systems are directly linked with opposing drag produced by large
marine vessels through the water, and well-maintained propellers, rudders, and hulls are necessary.

Propeller Faults
Propeller faults will inevitably affect the operational efficiency and stability of the ship [29] and will

cause severe propulsion problems. Propellers accumulate damage and physical surface roughness
created by corrosion, cavitation, erosion, and impingement attack [43]. Meanwhile, the growth of bio-
fouling or marine pollutants may also cause mechanical faults in blades [72] and blade surface rough-
ness deterioration. In absolute terms, propeller roughness is less significant than hull roughness, but
in terms of energy loss per unit area, propeller roughness is predominant [43]. Therefore, propellers
must maintain a low roughness and good surface condition, monitored throughout their useful lifetime.

Gearbox Faults
Even if the gearbox is enclosed in the vessel’s hull, harsh weather conditions when traveling through

the ocean can lead to overload and strain of the gearbox. Therefore, gearbox condition must be mon-
itored and maintained with PHM methods, the crew on-board must be trained to maintain it, and the
gearbox status data must be frequently collected [61].

5
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Lube Oil Pump and Hydraulic Faults
Oil pumps are considered one of the most critical elements for seagoing vessels since only one oil
pump unit is allocated on every ship. Hydraulic faults can consequently increase accidents or collisions
due to the difficulty of a ship to achieve steering in its absence. In addition, once the lube oil pump fails,
direct effects on the ship’s operation will be witnessed [29].

Diesel Engine Faults
Marine diesel engines are of paramount importance for seagoing vessels. The regular operation

of the marine diesel engine is essential for the safety of voyages. However, traveling during harsh
weather, marine diesel engines are overloaded beyond their limit, which sometimes leads to terrible
marine accidents. Thus, it is imperative to monitor them and discover developing faults that could cause
future failure [47]. By doing so, the scheduled completion of a voyage can be reassured.

Table 2.1: Marine propulsion process faults classification [45] [42] [67] [20] [73] [72] [31] [1] [19] [11] [52] [36] [18].

Propulsion Component Criticality Severity Frequency Possible Root Causes

Lube Oil Pump High High Low Damaged filter cartridge,
[1] flowmeter malfunction,

pump driver malfunction,
pump damaged

coupling, damaged
piping, human

error.

Steering System High High Low Steering gear fault,
[31] damaged bearings,

hydraulic system
malfunction, oil pump

malfunction, electromagnetic
directional valve

malfunction, damaged
rudder, remote control

system failure, damaged
combination valve.

Propeller High High Low Marine pollutants and
[72] biofouling, corrosion and

pitting, current flow
velocity, cavitation, fatigue,

damaged shaft.

Gearbox and Shaft High Moderate Low Corrosion of surfaces,
[67] [20] [73] [52] fatigue, thermal stress,

geometrical stress
concentration, vibrations,

shaft misalignment,
overloading, internal material

imperfections, damaged
gears.

Cylinder Unit Moderate Moderate Moderate Fuel injection fault
[45] system, fuel pipe

leak, fuel pump fault,
exhaust valve
remain open,

exhaust valve blocked,
air inlet valve
blocked.
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Propulsion Component Criticality Severity Frequency Possible Root Causes

Turbine Moderate Moderate Moderate Labyrinth seal leakage, surging
[42][45] [18] of turbo blockage,

loss of lubrication,
damaged bearings, exhaust duct
contaminated, damaged nozzle

rings, turbine blades
fouled/damaged,

turbo shaft damaged seal.

Intercooler Moderate Moderate Moderate Compressor impeller fouled,
[42][45] air side impeller

damaged, air side seal
loss, damaged bearings,

air filter fouled, cooler tube/air
blockage, loss of lubrication.

Crankshaft Moderate Moderate Moderate Bending fatigue,
[19] overloading, torsional

fatigue, crankshaft misalignment,
resonant vibrations, geometrical
stress concentration, damaged

bearings, insufficient
lubrication.

Fuel Pump Moderate Moderate Moderate Early or delayed valve opening,
[11] [36] damaged gears, insufficient

lubrication, damaged bearings,
high oil viscosity, inadequate

pressure, valve seizing.

Diesel Engine High High Moderate Turbocharger fault,
[45] cylinder damage, crankshaft

fault, bedplate damage, camshaft
fault, air cooler fault, exhaust
gas receiver problem, chain
drive damaged, blower fault.

After an extensive study of the available literature regarding the faults occurring on marine propul-
sion components, table 2.1 was formed. In the table, the propulsion components are rated according
to the criticality, severity, and frequency of an occurring fault. Criticality is high if only one component is
allocated per vessel, while severity is high if the occurrence of a fault on a particular component causes
severe issues that render the ship out of operation. Finally, the existence of a column representing the
frequency, emphasizes how often a fault might occur. From table 2.1, one may notice that the most
critical components in a marine propulsion system are the propeller, the lube oil pump unit, the steering
system, the gearbox and shaft of the vessel, and the diesel engine. Each of these components has
one instance onboard a vessel. Therefore, their maintenance is crucial. The components with high
severity that are given in table 2.1 involve the oil pump, steering system, propeller, and diesel engine,
while the rest of the propulsion process components are described by moderate severity. Most com-
ponents show a moderate frequency of fault occurrence. This comes to show that the maintenance
efforts attributed to CBM are sufficient and unwanted incidents during times of travel that place the
crew, passengers, and cargo in danger are scarce. Hence, the remainder of the effort of early warning
regarding the faults that have occurred can be covered by FD methods.

The root causes presented in table 2.1 with moderate frequency should be included in the propulsion
process model in order to capture their contribution to the process. The frequency was determined after
considering how often a fault might appear in a particular propulsion process, based on the reviewed
sources mentioned in table 2.1. The sense for considering the faults with moderate frequency is that
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Table 2.2: Modeled root causes.

Propulsion Process System Modeled Root Causes Units Possible Effects

Turbine Turbo side seal loss 𝑃𝑎 Pressure drop
inside the turbine.

Loss of lubrication turbo side 𝐾 Increase of the slip air
temperature inside the turbine.

Intercooler Air side seal loss 𝑃𝑎 Pressure drop
inside the compressor.

Cooler tube blockage 𝐾 Temperature increase of
the air exiting the intercooler.

Loss of lubrication air side 𝐾 Temperature increase of
the air inside the compressor.

Cylinder Unit Bore damaged 𝑚3 Increase of the
cylinder volume

due to wear of its walls.

Fuel Pump Valve seizing % Choking of the fuel injection.

they occur more often than the ones with low frequency, and the framework should give priority to
detecting these faults. Therefore, root causes affecting the marine diesel engine and its subsystems
were considered in this work. In many cases, root causes like the unpredictable sea currents that act
on the propeller or the growth of marine and other pollutants are not straightforward to implement in the
propulsion process model. Nevertheless, some root causes were modeled, as shown in table 2.2. The
root causes that were modeled as process faults, were chosen in an attempt to introduce at least one
process fault in every subsystem and one affecting each variable if possible, concerning the marine fuel
engine and its subsystems. In this table one may view the modeled root cause, the system it affects,
its unit of measurement, and the effects that each fault is modeled to impose on the systems. Details
regarding these process faults shall be provided in chapter 3 along with the propulsion models.

2.2. State of the Art of Monitoring and Fault Diagnosis
As was mentioned in the introduction, PHM is dependent on CM to a large extent. Analysis of CM
data can be developed, in an attempt to optimize maintenance and avoid failures or breakdowns [48].
Hereafter, the State-of-the-art of CM and FD for marine vehicles will be presented.

2.2.1. Condition Monitoring
Nowadays, CM technologies carry numerous recording and observation tools, that evaluate data and
quantitative parameters. Such monitored data may be vibration, acoustic, optical, temperature, me-
chanical strain, electric current signals, and pressure measurements [46]. To date, efforts to establish
effective maintenance operations have demanded much effort due to reduced data transparency dur-
ing the component’s usage period. Nevertheless, with the emerging technologies offered today, such
as Radio Frequency Identification (RFID), an increased number of sensors, Micro-Electro-Mechanical
Systems (MEMS), wireless networks, Supervisory Control and Data Acquisition (SCADA), and Product
Embedded Information Devices (PEID), the maintenance and monitoring efforts of systems during their
usage period, are expected to become more accessible and more redundant than ever before [55]. CM
has the unique advantage, of addressing conditions that reduce the expected lifespan of equipment be-
fore they deteriorate into major failures. Some of the routine CM checks carried out on marine vessels
include the usage of electromechanical equipment for engine performance measurements, the placing
of temperature sensors in cylinder liners to monitor piston rings, blow-by gas temperature, and visual
inspection of piston rings and liners [2]. Furthermore, the Italian navy adopted a Hull Monitoring System
(HMS) on the new FREMM frigates to monitor the ship hull or auxiliary structures. The HMS monitors
and logs in data such as hull rigid body motions, bending moment along the hull girder, local strains in
structural elements, fatigue cycles experienced by the vessel’s structural elements, pressures acting
on the hull, sea conditions acting on the vessel and operative conditions of the ships [12].
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Figure 2.1: FREMM frigates in open sea [12].

The utilization of wireless technology for CM has benefited industries such as electricity production
as it reduced the cost of replacement due to failure and increased versatility. The industrial standards
adopted for maritime monitoring applications operate in a different frequency range than the one of
the typical Wi-Fi in order to overcome electromagnetic noise and reflections from metallic surfaces
produced by machinery and equipment on-board and also provide a better signal range within areas
overwhelmed by electromagnetic noise like engine rooms [48]. A CM system should be able to monitor
the running machines and equipment during the existence of electromagnetic interference [32]. The
benefit of adapting wireless CM networks, apart from cost reduction, is the ease of implementation
since such a wireless network could be adopted on older vessels where CM capabilities do not exist,
and the need for CM could be higher compared to the one on modern vessels [48].

2.2.2. Fault Diagnosis
There are two brought method categories for FD, named model-free methods and model-based ones.
The former detects faults by comparing the results of measurements with ML predictions of mathemati-
cal simulation algorithms or Artificial Intelligence(AI)-based. For most model-basedmethods, frequency
and time-domain signal processing technologies will be used to obtain “signatures” or residuals which
can indicate an expected or faulty behavior [32]. FD evolves the detection of faults in a detailed man-
ner, providing information such as the extent, location, and time of detected faults [35]. Fault detection
provides a comparison of sensor data with the estimated operational performance, that is, the expected
values of system parameters, to detect and report irregular operating conditions [14]. It exhibits a criti-
cal role in the demonstration of the association between the CM information, and the health condition
[74]. Moreover, it is usually followed by Fault Tolerant Control (FTC) and, more specifically, by the
creation of a reconfiguration unit which, based on the type of the faults detected, performs control re-
configuration in an attempt to achieve desired performances and restitution of the faulty system that is
within the fault tolerance limits. Many strategies are adopted to perform the system reconfiguration, i.e.
mechanical reconfiguration such as switching between redundant hardware or mechanical parameters
variation can be utilized to avoid faults, and their consequences [10]. The detected abnormal behavior
needs to be post-processed to develop a prescription as a guidance report to CBM. In the past, it was
performed by experts or offline analysts but now tends to be implemented online and automatically by
computer combined with ML and AI. The prescriptions provided to the users are accompanied by the
name, time, and location of each defect, the status of the machine, and advice for maintenance [32].

2.3. Fault Modeling and Fault Examples
According to [34], “a fault is defined as an unpermitted deviation of at least one characteristic property
of the system from the acceptable, usual standard condition.” As can be seen in fig. 2.2, the time
dependency of faults can be classified as an abrupt fault (stepwise), incipient fault (drift-like), or inter-
mittent fault. Concerning the process models, faults can be further distinguished, and this can be seen
in fig. 2.3, where additive faults influence a variable 𝑌 by an addition of the fault 𝑓, and multiplicative
faults by the product of another variable 𝑈 with 𝑓. Additive faults appear, e.g., as offsets of sensors,
whereas multiplicative faults are parameter changes within a process.
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Figure 2.2: Time-dependency of faults: a) abrupt; b) incipi-
ent; c) intermittent [34].

Figure 2.3: Basic models of faults: a) additive fault; b) multi-
plicative fault [34].

For the example of the additive fault the detectable change Δ𝑌𝑎(𝑡) of the variable is independent
of any other signal as shown in (2.1), while in the example of the multiplicative fault, the detectable
change of the output Δ𝑌𝑚(𝑡) is depended on the input signal 𝑈(𝑡) as shown in (2.2). The size of the
change Δ𝑌𝑚(𝑡) is also influenced on the size of 𝑈(𝑡) [35].

Δ𝑌𝑎(𝑡) = 𝑓(𝑡) (2.1)

Δ𝑌𝑚(𝑡) = 𝑓(𝑡)𝑈(𝑡) (2.2)

2.3.1. Fault Modeling
According to [35], an intermittent fault 𝑓 ∈ 𝑅 can be modeled based on the time duration, in the following
manner:

𝑓(𝑡) =
𝑉

∑
𝑣=1

𝛽𝑣{𝑡2𝑣−1, 𝑡2𝑣}𝜙𝑣{𝑡 − 𝑡2𝑣−1} (2.3)

Where 𝛽𝑣 ∈ 𝑅 is the time profile and 𝜙𝑣 ∈ 𝑅 is the fault function. According to [57], the evolution
mode 𝛽𝑣, can be modeled as follows:

𝛽𝑣(𝑡) = {
0, 𝑡 < 0

1 − 𝑒−𝜅𝑣𝑡 , 𝑡 ≥ 0 (2.4)

Where 𝜅𝑣 > 0 is the evolution rate. When 𝜅𝑣 → ∞, the occurrence of a fault is characterized as
abrupt. In equation (2.3), the term 𝑉 expresses the number of time intervals of the fault presence.
Special cases of intermittent faults are the transient (𝑉 = 1) and permanent (𝑉 = 1, 𝑡2 → ∞) faults.
Particularly, transient faults can be modeled as follows [57]:

𝑓(𝑡) = 𝛽(𝑡1, 𝑡2)𝜙(𝑡 − 𝑡1) (2.5)

With the permanent fault described as:

𝑓(𝑡) = 𝛽(𝑡1, ∞)𝜙(𝑡 − 𝑡1) (2.6)

2.3.2. Fault Examples
The time profiles and the time-varying fault function models that were shown shall be used to generate
a fault profile for the modeled root causes of table 2.2. Some cases of fault functions like the ones
presented in fig. 2.4 are the following [57]:

1. The offset faults, i.e. 𝜙𝑣(𝑡) = 𝜙𝑜𝑣 , where 𝜙𝑜𝑣 expresses a constant magnitude.
2. The drift faults, i.e. 𝜙𝑣(𝑡) = 𝑅𝑣𝑡, where 𝑅𝑣 is the constant slope.
3. Precision degradation, whose fault function 𝜙𝑣(𝑡) is a random variate from a given distribution.
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Figure 2.4: Examples of fault models with various time duration (intermittent, transient, permanent), time profiles (incipient,
abrupt), and fault functions (offset, drift, precision degradation). In the case of the intermittent faults, only the abrupt evolution

mode of occurrence and disappearance is presented [57].

2.4. Fault Tolerance and Redundancy
Fault tolerance is required for high-integrity systems. Faults are resolved so that they do not lead to
system failures. After applying practices that attribute toward the impeccability of the components, the
remaining effort to achieve this target is to introduce redundancy [35]. This logic can be viewed in fig.
2.5 below, where for every considered module, more reserve modules exist, in a parallel configuration,
introducing redundancy to the system.

Figure 2.5: Basic scheme of a fault-tolerant system with parallel function modules as redundancy [35].

The modules that are shown in fig. 2.5 can be hardware or software components. For FD purposes,
such function modules or sensors may also be installed on-board marine vehicles [35]. Different ar-
rangements of fault-tolerant sensor fusion configurations exist providing redundancy to the data acqui-
sition process. In general, the function modules presented by [6] are supervised with fault-detection
capability for a navigation system of a surface vessel. When faults occur, faulty sensing devices are
autonomously isolated, and faulty data is discarded.

2.4.1. Physical Redundancy
Physical redundancy is based solemnly on sensor data from sensors that measure a physical quantity.
The first step involves the creation of quantifiable residuals from system measurements by comparing
the outputs of two or more sensors responsible for the same physical quantity [71]. The residuals
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are then checked against a threshold 𝑡ℎ𝑟, which is presumed to be the same for positive and negative
deflections and that the violation of the maximal or minimal threshold is triggered for each measurement
𝑚 [35]:

𝑟𝑒𝑠∗𝑖 = {
0 𝑖𝑓 |𝑟𝑒𝑠𝑖(𝑡)| ≤ 𝑡ℎ𝑟𝑖
1 𝑖𝑓 |𝑟𝑒𝑠𝑖(𝑡)| > 𝑡ℎ𝑟𝑖

∀ 𝑖 ∈ {1,𝑚} (2.7)

Where 𝑟𝑒𝑠∗𝑖 = 1 indicates that one of the thresholds was violated, the residual results can be filled
in a fault signature matrix where faults can be isolated using distinguishable patterns for each residual
vector. Two definitions need to be mentioned when dealing with redundancy relations [6]:

1. “Structural detectability: A fault is structurally detectable 𝑐𝑗 ∈ 𝐶𝑑𝑒𝑡 if it has a nonzero boolean
signature in the residual, 𝐶𝑑𝑒𝑡 = {𝑐𝑗|∃𝑗 ∶ 𝑐𝑗 ≠ 0 ⇒ 𝑟𝑒𝑠𝑗 ≠ 0}.

2. Structural isolability: A fault is structurally isolable if it has a unique signature in the residual vector,
i.e. column 𝑚𝑖 ∈ 𝑀 is independent of all other columns in 𝑀, 𝑐𝑗 ∈ 𝐶𝑖𝑠𝑜 if ∀ 𝑗 ≠ 𝑖 ∶ 𝑚𝑖 ≠ 𝑚𝑗.”

Robustness refers to the property that residuals would not fire any false alarm as the result of
unknown inputs acting on the system or as the result of uncertainties in the values of the system pa-
rameters. One means of designing robust residuals is the exact decoupling approach, in which the
designed residuals are insensitive to unknown input and unknown or uncertain parameters. Faults
which have different signatures are isolable from each other, while faults which share the same signa-
ture are non-isolable. The pattern of zero and non-zero residuals associated with a given fault is called
its signature [7].

2.4.2. Analytical Redundancy
Analytical redundancy is deployed to diagnose faults and provide valid data, neglecting any faulty sen-
sor and using sensor fusion to establish the best estimate for users. Analytical redundancy residuals
are the deviation between measured values and model-based calculations [6]. The sensor measure-
ments for one physical quantity are compared with a calculation based on the sensor measurements
of another physical quantity.

When constraints determine the expected behavior of an entire system, any violation of one or more
constraints would mean one or more faults exist in the system. Suppose the violation is isolated to a
particular constraint. In that case, this will not inform on the physical reason behind the fault but will
indicate that the specific device is no longer trustworthy [6].

2.4.3. Redundancy in Fuel Engine Fault Diagnosis
Marine engines can be modeled with nonlinear physical models that depend on thermodynamics. As
a result, malfunctions and faults in marine engines have been studied longer than any other system on
marine vessels. Such research can be viewed in the work of [68], where two different approaches are
presented to detect increased blow-by and compression ratio failures. Similar work was conducted by
[71], where according to them, FD in general, can be divided into two steps:

1. ”Fault detection, during which it is determined whether a fault has occurred;
2. Fault isolation, during which it is determined what caused the fault.”

By using residuals produced from system measurements according to physical redundancy rela-
tions, the detected faults can later be isolated based on thresholds, as was explained in subsection
2.4. Thus, a fault can be isolated if a residual value exists outside the bounded area predefined by the
thresholds.

A residual is derived from the deviation between the actual and nominal measurement value, using
the below calculation for each measurement 𝑚 [71]:

𝑟𝑒𝑠𝑗 =
𝑎𝑐𝑡𝑗 − 𝑛𝑜𝑚𝑗
𝑛𝑜𝑚𝑗

∀ 𝑗 ∈ {1,𝑚} (2.8)

At this point, a relevant discussion regarding measurement uncertainty and sensor accuracy can be
made since the above equation strongly depends on the accuracy of the actual measurement value.
As a matter of fact, in [70] it was emphasized that “measurement error which is so large that it exceeds
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a tolerance range specified by a permitted error, regardless of its cause” like the residual formed in
equation 2.8 can be considered as a fault.

Keeping in mind that every measurement consists of unavoidable uncertainty, which can affect
residual generation, the actual measurement value will never agree precisely with the nominal value
[71]. Therefore, the threshold values mentioned earlier are needed to compare each measurement’s
residual 𝑟𝑒𝑠𝑗 as a fault term with its corresponding threshold 𝑡ℎ𝑟𝑗 for each measurement.

|𝑟𝑒𝑠𝑗| ≤ 𝑡ℎ𝑟𝑗 ∀ 𝑗 ∈ {1,𝑚} (2.9)

While at the same time, as mentioned earlier, the threshold must include the measurement uncer-
tainty of each sensor and the model inaccuracies caused during residual generation for each model
[71], as can be seen below:

𝑡ℎ𝑟𝑗 = 𝑢𝑗 + 𝑢𝑚𝑜𝑑𝑒𝑙,𝑗 ∀ 𝑗 ∈ {1,𝑚} (2.10)

In the works of [71], and [70], the physical behavior of engine test-beds has been depicted by
models, for FD reasons, with the use of physical redundancy relations. Their work used quantitative,
nonlinear models (static or dynamic) of test engines for fault detection. This was done using physical
laws like mass balance, energy balance, and air ratios of the engine to derive the redundancy relations
needed for the measurement residuals. With the use of thresholds as calculated in equation 2.10, the
control region can be formed that the residuals compared to the thresholds must fall into. If for any
reason a residual does not fall within the control region boundaries formed by the threshold, that will
indicate a fault. Each fault must be isolated later, either as a sensor fault by comparing themeasurement
residuals of other sensors employed for the same task or as a system fault that all sensors responsible
for that system can indicate. An example of a control region formed by thresholds in a residual space
can be seen in fig. 2.6 below.

Figure 2.6: Residual space and control region in the two-dimensional case [70].

Specifically, in the work of [70], measurements were taken from a single-cylinder test engine con-
cerning the rotational speed, torque, air mass flow, fuel mass flow, exhaust gasses concentration,
intake pressure, intake and outlet temperatures, similar to the measurements that can be obtained
on a vessels’ marine fuel engine. These measurements were used to form control regions in resid-
ual spaces for each measurement type. Similarly, experiments conducted by [71] were later validated
using statistical residual formation methods. In both works, the authors concluded that automatic calcu-
lation of thresholds enables highly sensitive fault diagnosis and robustness at the same time, detecting
nearly 80% of faults when almost every detected fault can be isolated successfully.
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2.5. Multi-Agent Monitoring
According to [51] when it is assumed that there is only one monitoring agent that has access to all
network sensors and thus directly manages the physical network, this monitoring structure is referred
to as a single-agent structure. This structure is ideal since, in principle, such a structure can present
optimal performance, although this might increase computational costs. Suppose multiple monitoring
agents exist in the structure, and some have authority over others, in the sense that they can impose
authority or order other agents. In that case, this structure can be called multi-agent multi-layered.
Such a structure is often present when one agent shall determine set points for other agents in groups.

In multi-layer FD, the communication in-between layers is commonly sporadic and event-driven,
while the information transmitted to higher levels can be the decisions of the local agents, the time
instances of fault detection of the local agents, or the calculated Analytical Redundancy Relations
(ARRs) [56]. Multi-agent structures can be further discriminated as either decentralized or distributed,
while the ideal single-agent structures can only be centralized. Today most CM techniques applied
on marine vessels adopt the single-agent structure and a centralized monitoring architecture. These
definitions can be seen hereafter [51]:

1. Centralizedmonitoring architecture: By definition, the centralized architecture places the authority
of a sensor set to a single monitoring agent. This architecture can deliver the best performance
achievable and it has been studied to an extensive degree in the literature. This performance
comes at the expense of high computational time and effort.

2. Decentralized monitoring architecture: A decentralized architecture implies that one monitoring
agent is dedicated to each interconnected subsystem and does not share information with other
agents. An advantage of the decentralized multi-agent single-layer structures is that there is no
communication between the agents, and therefore lower computational requirements are needed,
at the expense of reduced performance.

3. Distributed monitoring architecture: An advantage of a distributed multi-agent structure is that
increased performance can be obtained compared to a decentralized architecture, although at
the price of increased computation time due to cooperation and communication.

2.5.1. Distributed Fault Diagnosis
For a long time, fault-tolerant distributed systems have been assessed in the software community to
cope with hardware, software, and other fault types. Considering a system Σ equipped with a set 𝐼 of
𝑚 actuators, and a set 𝐽 of 𝑝 sensors, its behavior is described as follows [8]:

�̇�(𝑡) = 𝑓(𝑥(𝑡), 𝑢(𝑡), 𝑑(𝑡), 𝑡) (2.11)

𝑦(𝑡) = 𝑔(𝑥(𝑡), 𝑢(𝑡), 𝑑(𝑡), 𝑡) (2.12)

Where 𝑥 ∈ 𝑅𝑚 is the control vector, 𝑦 ∈ 𝑅𝑝 is the measurement vector and 𝑑 ∈ 𝑅𝑞 is the disturbance
vector. Assuming 𝑢𝑘, 𝑦𝑘 and 𝑥𝑘 , where 𝑘 = 1,… , 𝑠, to be partitions of 𝑢, 𝑦 and 𝑥 into 1 ≤ 𝑠 subvectors,
and let:

�̇�𝑘(𝑡) = 𝑓𝑘(𝑥𝑘(𝑡), �̄�𝑘(𝑡), 𝑢𝑘(𝑡), �̄�𝑘(𝑡), 𝑑(𝑡), 𝑡) (2.13)

𝑦𝑘 = 𝑔𝑘(𝑥(𝑡), 𝑢(𝑡), 𝑑(𝑡), 𝑡) (2.14)

(𝑘 = 1,… , 𝑠) be the occurring decomposition of equations (2.11) and (2.12), from the collection of
the components of 𝑥 except 𝑥𝑘 by �̄�𝑘. Each equation in (2.13), (2.14) can be explicated as expressing
the behavior of a system Σ𝑘 with 𝑢𝑘 ∈ 𝑅𝑚𝑘 the local control vector corresponding to a subset 𝐼𝑘 of the
actuators, 𝑦𝑘 ∈ 𝑅𝑝𝑘 the local measurement vector corresponding to a subset 𝐽𝑘 of the sensors and
𝑥𝑘 ∈ 𝑅𝑛𝑘 the local state. In order to address distributed systems, the simple network architecture in
which each subsystem Σ𝑘 performs a part of the overall control and a part of the overall diagnosis is
considered, as illustrated in fig. 2.7 [8].

The functions in the right part of (2.13) can take various forms, and a more detailed one is when
𝑓𝑘(𝑥𝑘 , �̄�𝑘 , 𝑢𝑘 , �̄�𝑘 , 𝑑, 𝑡) is considered decomposable, namely, it becomes the summation of two functions,
given as:

𝑓𝑘(𝑥𝑘 , �̄�𝑘 , 𝑢𝑘 , �̄�𝑘 , 𝑑, 𝑡) = 𝑓𝑠𝑒𝑙𝑓𝑘 (𝑥𝑘 , 𝑢𝑘 , 𝑑, 𝑡) + 𝑓𝑐𝑜𝑢𝑝𝑙𝑒𝑑𝑘 (�̄�𝑘 , �̄�𝑘 , 𝑑, 𝑡) (2.15)
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Where 𝑓𝑠𝑒𝑙𝑓𝑘 (𝑥𝑘 , 𝑢𝑘 , 𝑑, 𝑡) describes the self-dynamics of subsystem Σ𝑘 and 𝑓𝑐𝑜𝑢𝑝𝑙𝑒𝑑𝑘 (�̄�𝑘 , �̄�𝑘 , 𝑑, 𝑡) de-
scribes the coupled dynamics with regard to the other systems denoting the influence of the other
systems on system Σ𝑘 [8].

Figure 2.7: Local controller and diagnoser [8].

Regardless of the chosen design (which may be ARRs, observers, and identification-based de-
signs), a centralized diagnoser assesses all the residuals using the data available through its linkage
with the system sensors and controllers. On the other hand, in a distributed architecture, each system
Σ𝑘, (𝑘 = 1,… , 𝑠) operates its local diagnoser, characterized by the residuals 𝑟𝑒𝑠𝑘 it has been appointed
and the decision procedure 𝛿𝑘 on the residuals 𝑟𝑒𝑠𝑘 [8].

2.6. Observer Based Monitoring
According to [22], the ability of a system to distinctively determine its state from the available sensor
measurements is characterized by its observability. It may be a local property in nonlinear systems, with
parts of the state space being more or less observable for a predetermined set of sensors and control
inputs. Usually, both for linear and nonlinear systems, the issue of observability can be addressed
locally by creating an appropriate observability matrix and checking its rank.

The issue of state observation refers to the design of an algorithm that enables one to recover actual
state values from the observation of previous outputs [22]. Of course, for this to be meaningful, the
system must first be observable. The most trivial state estimator is designed as a fixed gain observer
where its ultimate goal is to reconstruct the unmeasured state vector �̂�(𝑡) from the measurements 𝑢(𝑡)
and 𝑦(𝑡) of a dynamical system, shown in the block diagram of fig. 2.8 below [21].

Figure 2.8: Block diagram showing the system model and the observer signal flow [21].
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According to [21], more specifically, a system can be referred to as observable if, for any possible
sequence of state and control vectors, the current state can be defined in finite time using only the
outputs, meaning that from the outputs of the system it is possible to estimate the behavior of the entire
system. On the other hand, if a system is not observable, the current values of some or all of its states
cannot be defined using output sensors, implying that their value is unknown to the controller. Thus, it
shall not fulfill the control requirements referred to in these outputs.

2.6.1. Luenberger Observers
At this point, the focus is turned to a theoretical, linear, time-invariant system. Such systems are not
common in marine propulsion systems, but the following discussion will provide background knowledge
of how to derive simple state observers, such as the Luenberger.

�̇�(𝑡) = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡) (2.16)

𝑦 = 𝐶𝑥(𝑡) (2.17)

The disturbances in the above model can be included in the inputs vector 𝑢(𝑡), and there is no zero-
mean white noise to consider. Considering the observer following the dynamics of equation (2.16) and
(2.17), and under the assumptions just mentioned, the below equations may be derived [21]:

̇�̂�(𝑡) = 𝐴�̂�(𝑡) + 𝐵𝑢(𝑡) + 𝛾(𝑦(𝑡), �̂�(𝑡)) (2.18)

�̂�(𝑡) = 𝐶�̂�(𝑡) (2.19)

Where the term 𝛾(𝑦(𝑡), �̂�(𝑡)) is an injection term to be constructed such that �̂�(𝑡) → 𝑥(𝑡) as 𝑡 → ∞.
The Luenberger observer can be derived by selecting the injection term 𝛾(𝑦(𝑡), �̂�(𝑡)) as shown below:

𝛾(𝑦(𝑡), �̂�(𝑡)) = 𝐾𝜖(𝑡), 𝜖(𝑡) = 𝑦(𝑡) − �̂�(𝑡) = 𝐶�̃�(𝑡) (2.20)

Where �̃�(𝑡) = 𝑥(𝑡) − �̂�(𝑡) is the estimator error and 𝐾 is a matrix of observer gains. �̃�(𝑡) implies
that the difference between equation (2.18) and (2.19) can be written as follows:

̇�̃�(𝑡) = 𝐴�̃�(𝑡) − 𝛾(𝑦(𝑡), �̂�(𝑡)) (2.21)

A Luenberger observer can be used in marine vessels, amongst other component monitoring pur-
poses, for navigation even if only compass measurements are available. Emphasis needs to be given
to filtering, and the estimation of the yaw rate [21]. Such a Luenberger-like observer structure was used
during the work of [40], where it was incorporated in the nonlinear FD model of a GTE. Besides the
obvious task of defining the estimated states of the system, this observer was used to address residual
generation for the model in the form of an estimation error. They concluded that FD with their proposed
observers could be adopted in future works for GTE diagnosis.

2.6.2. Fault Detection with State Observers
Suppose the time-invariant system provided in equations (2.16) and (2.17) is now affected by immea-
surable disturbances 𝑣(𝑡) and 𝑛(𝑡) and additive faults 𝑓𝑙(𝑡) and 𝑓𝑚(𝑡) as expressed [35]:

�̇�(𝑡) = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡) + 𝑉𝑣(𝑡) + 𝐿𝑓𝑙(𝑡) (2.22)

𝑦(𝑡) = 𝐶𝑥(𝑡) + 𝑁𝑛(𝑡) + 𝑀𝑓𝑚(𝑡) (2.23)

Where 𝐿 and 𝑀 are fault entry matrices. The introduction of these equations into the observer
equation subsequently yields the following state estimation error:

̇�̃�(𝑡) = [𝐴 − 𝐾𝐶]�̃�(𝑡) + 𝑉𝑣(𝑡) + 𝐿𝑓𝑙(𝑡) − 𝐾𝑁𝑛(𝑡) − 𝐾𝑀𝑓𝑚(𝑡) (2.24)

𝜖 = 𝑦(𝑡) − �̂�(𝑡) = 𝐶�̃�(𝑡) + 𝑁𝑛(𝑡) + 𝑀𝑓𝑚(𝑡) (2.25)

After the asymptotic diminishing of initial state deviations [𝑥(𝑂) − �̂�(𝑂)], the state estimation error
̇�̃�(𝑡) and the output error 𝜖(𝑡) are influences by the disturbances 𝑣(𝑡) and 𝑛(𝑡) and the faults 𝑓𝑙(𝑡)
and 𝑓𝑚(𝑡). It can be argued that the utilization of ̇�̃� as residuals if primary faults 𝑓𝑙(𝑡) on the states
are of interest, can be made. Nonetheless, the output error 𝜖(𝑡) = 𝑟𝑒𝑠(𝑡) is recommended to be
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used instead as a residual. This residual is equal to zero if disturbances and faults are absent and
it deviates from zero, if faults 𝑓𝑙(𝑡) or 𝑓𝑚(𝑡) make their occurrence and if disturbances 𝑛(𝑡) and 𝑣(𝑡)
are nonzero. It is worth noting that the residuals are independent of the input signal 𝑢(𝑡) as it may
be noticed. Furthermore, for the acquisition of the input-output relation of the state observer (2.18) is
Laplace transformed as shown [35]:

[𝑠𝐼 − 𝐴 + 𝐾𝐶]�̂�(𝑠) = 𝐵𝑢(𝑠) + 𝐾𝑦(𝑠)
⇒ �̂�(𝑠) = [𝑠𝐼 − 𝐴 + 𝐾𝐶]−1[𝐵𝑢(𝑠) + 𝐾𝑦(𝑠)] (2.26)

When the residual error is introduced in (2.20) yields the following:

𝑟𝑒𝑠(𝑠) = 𝜖(𝑠) = −𝐶[𝑠𝐼 − 𝐴 + 𝐾𝐶]−1𝐵𝑢(𝑠) + [𝐼 − 𝐶[𝑠𝐼 − 𝐴 + 𝐾𝐶]−1𝐾]𝑦(𝑠) (2.27)
Applying the Laplace transform to the state observer equations with additive faults (2.24) and (2.25)

and after excluding the disturbance terms leads to the following:

𝑟𝑒𝑠(𝑠) = 𝜖(𝑠) = 𝐶[𝑠𝐼 − (𝐴 − 𝐾𝐶)]−1[𝐿𝑓𝑙(𝑠) − 𝐾𝑀𝑓𝑚(𝑠)] + 𝑀𝑓𝑚(𝑠) (2.28)
Additive faults 𝑓𝑙 and 𝑓𝑚 influence the output error 𝜖 according to the observer dynamics [𝑠𝐼 −

(𝐴 − 𝐾𝐶)−1] while 𝑓𝑚 influences 𝜖. Furthermore, if the output error 𝜖 = 𝑟𝑒𝑠 is utilized as the primary
residual, its terms will vary since they are influenced by the faults as presented, e.g. in (2.28). For the
determination of the single faults, enhanced residuals are needed, as in the instance of parity equations.
The residuals can be created using fault-detection filters or with dedicated observers. It is worth noting
that these techniques need multiple process outputs. Regarding the multiplicative faults, those shall
arise as variations in the parameter matrices 𝛿𝐴, 𝛿𝐵 and 𝛿𝐶, the process behavior then becomes [35]:

�̇�(𝑡) = [𝐴 + Δ𝐴]𝑥(𝑡) + [𝐵 + Δ𝐵]𝑢(𝑡) (2.29)
𝑦(𝑡) = [𝐶 + Δ𝐶]𝑥(𝑡) (2.30)

The state and output error without disturbances is given as follows [35]:

̃�̇�(𝑡) = [𝐴 − 𝐾𝐶]�̃�(𝑡) + [Δ𝐴 − 𝐾Δ𝐶]𝑥(𝑡) + Δ𝐵𝑢(𝑡) (2.31)
𝑒(𝑡) = 𝐶�̃�(𝑡) + Δ𝐶𝑥(𝑡) (2.32)

Thus, the state and output error is dependent on the product of the parameter changes with the
input signal 𝑢(𝑡) and the state variables 𝑥(𝑡) [35].

2.6.3. Fault Detection with Nonlinear Observers
A great amount of the work in nonlinear observability analysis has addressed continuous-time systems
while fewer works focus on discrete-time systems. In any case, the focus here shall be turned on the
ability to discern the initial state from other states given a set of known controls and measurements
[50]. A general system of the following form is given by [4]:

�̇� = 𝑓(𝑥, 𝑢); 𝑦 = ℎ(𝑥, 𝑢) (2.33)
Here 𝑥 is the state in 𝑅𝑑𝑥 , 𝑦 the output in 𝑅𝑑𝑦 , 𝑓 a continuously differentiable function, ℎ a continuous

function, and 𝑢 ∶ [0,∞) → 𝑈 ⊂ 𝑅𝑑𝑢 in a set𝒰 ⊂ ℒ∞𝑙𝑜𝑐([0,∞)) of considered inputs. 𝑋(𝑥, 𝑡; 𝑠; 𝑢) is denoted
the value at time 𝑠 of the (unique) solution to system (2.33) with input 𝑢, initialized at 𝑥 at time 𝑡, and
𝑌(𝑥, 𝑡; 𝑠; 𝑢) the respective output function at time 𝑠. A subset 𝑋0 of 𝑅𝑑𝑥 including all the possible initial
conditions for the system is considered and the following assumptions are introduced [4] that can be
viewed in section 5.2.

2.7. Distributed Multiple Fault Isolation
Fault isolation can be carried out considering a multi-agent structure that monitors interconnected sys-
tems. In this sense, amultiple fault isolation decision logic with distributed architecture can be proposed,
where a global agent is used to collect the decisions of the monitoring agents to isolate the combination
of faults that have occurred and may have propagated in a network of interconnected systems [57]. In
the distributed architecture, isolation occurs in two steps. The first concerns the local decision logic,
while the second is the global decision logic [56].
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2.7.1. Local Decision Logic for Fault Isolation
Consider a number of 𝑁 interconnected systems Σ(𝐼), 𝐼 ∈ {1, … , 𝑁}. Each system is monitored by a
number of sensors 𝑛𝐼 and the sensor outputs are used by a local monitoring agentℳ(𝐼), 𝐼 ∈ {1, … ,𝑁}.
The agentℳ(𝐼) uses a binary fault signature matrix 𝐹(𝐼) which consists of a number of rows equal to
𝑛𝐼, that are organized in a sensor set 𝒮(𝐼,𝑞), 𝑞 ∈ {1, … , 𝑛𝐼}, and 𝑁𝑐𝐼 columns, with 𝑁𝑐𝐼 = 2𝑛𝐼 − 1. The
q-th row corresponds to the q-th set of ARRs, 𝜀(𝐼,𝑞), 𝑞 ∈ {1, … , 𝑛𝐼}; the i-th column, for all 𝑖 ∈ {1, … ,𝑁𝑐𝐼}
corresponds to the i-th combination of faults [57]. These faults might affect the sensors responsible to
monitor system Σ(𝐼).

Due to the exchange of sensor information through the interconnected systems, it is possible that
agentℳ(𝐼) has propagated multiple faults to neighboring agents. Such faults may provoke the violation
of ARRs of neighboring agents. For this reason, the global decision logic is applied in order to isolate
propagated sensor faults [57].

2.7.2. Global Decision Logic for Fault Isolation
The main goal of the global decision logic is to isolate sensor faults that have been propagated from
neighboring agents through the measurement information that they exchange [56]. The global decision
logic is based on the theoretical patterns of faults that have propagated, which prescribe the involve-
ment of the sensor faults in the set of ARRs, 𝜀(𝐼), 𝐼 ∈ {1, … , 𝑁}, expressed as [57]:

𝜀(𝐼) = ⋃
𝑞 ∈ {1,… , 𝑛𝐼}

𝜀(𝐼,𝑞) (2.34)

The theoretical patterns are the columns of the fault signature matrix, which consists of 𝑁 rows and
𝑁𝑐 = 2𝑝 − 1 columns, where 𝑝 ≤ ∑

𝑁
𝐼=1 𝑝𝐼 where 𝑝𝐼 is the number of propagated faults. The I-th row is

associated with the set of ARRs, 𝜀(𝐼) and the k-th column, 𝑘 ∈ {1,… , 𝑁𝑐} with the k-th combination of
faults [56].

2.8. Similar Works
When reviewing the accumulated literature available regarding model-based distributed FDI methods,
the first impression is that there is a limited number of works concerning nonlinear systems with DAEs.
Namely, these works belong to [75], [39] where the works are addressed for nonlinear dynamic systems
in general. In the works of [60] and [65] regarding induction drives and automotive applications respec-
tively, there is the use of DAEs but these methods do not consider distributed monitoring techniques.
Other works that consider multiple faults distributed FDI for nonlinear systems with differential equa-
tions belong to [16], [9] and [41]. Some distributed FDI methods for sensor faults that find application
in HVAC systems are [58] and [56].

Regarding marine vessels, a few model-based FDI methods for multiple process and sensor faults
exist that focus on the navigation system of a vessel, namely [6] and [69] and they use linear models. As
for the marine fuel engines, multiple process fault model-based FDI was conducted by [33], [40], [71],
[70], and [68]. Considering the marine propulsion process of marine vessels, the methods that provide
a multiple process fault model-based FDI namely [37] and [10] were found. It is important to mention
that the methods aforementioned in this paragraph do not consider distributed monitoring agents.

2.8.1. Revealed Research Gaps
The revealed gaps concerning the studied FD methods for marine vessels are emphasized throughout
the available literature regarding the topic. From the methods that could isolate faults and detect them,
sensor faults are to a large extent ignored, as very few FD methods for marine vessels focus on sensor
FDI.When takingmarine engines as an example, it is apparent that the different types of marine engines
that are operated today require different monitoring setups due to their wide range of sizes, combustion
cycles, operating principles, and fuel mixtures, meaning that there is a lack of standardization amongst
the FD methods for marine engines. However, the lack of standardization applies to FD methods for
other parts of the propulsion process in general [53]. From the model-based methods available that
utilize observers, the ones that consider nonlinear models are very limited [40]. Gaps exist in actuator
fault localization and isolation [64] [70] which is also important for FTC purposes.
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The FD methods that focus on drive train and propulsion systems, hull or structural elements, and
navigation systems are often subordinated, as it was revealed by the literature. This could be due to
the high criticality of marine engines as was mentioned earlier, which are brought to focus more often.
Finally, a less obvious gap but one of great significance is the lack of deployment of the multi-agent
structures and monitoring architectures. Today, mainly single-agent monitoring architectures are being
used for CM purposes on marine vessels. This selectivity in single-agent structures for CM, at the
very least, limits the prospect the rest of the multi-agent monitoring architectures provide, such as the
distributed one, and rules out the advantages they can offer to the CM of marine vessels [53].

The aforementioned works make use of redundancy relations for the detection of faults, and they
were considered for the development of the current work. As it will be shown later, a distributed model-
based FDI methodology is proposed that managed to detect and isolate multiple process and sensor
faults. This combination was not introduced by any of the aforementioned works.

2.9. Discussion
This far, the faults that might develop into critical failures on marine vessels were discussed. More-
over, state-of-the-art of monitoring and diagnosis for marine vessels was presented. Furthermore, the
introduction of physical and analytical redundancy techniques was made. These techniques play a
vital role in FD since physical redundancy allows the user to take the outputs of redundant sensors
and compare them to check if they agree with each other, while analytical redundancy, makes use of
model-based calculations that use sensor measurements to derive results, which are later compared
with measured values to check if they agree. In both cases, any deviations from the known reference
quantity considered a threshold, of either the redundant sensors or the model-based calculations that
use sensor measurements should be indicated as a possible fault. Finally, in this chapter, a brief dis-
cussion was provided regarding distributed model-based FD and observer-basedmonitoring, as well as
multiple fault isolation. In the next chapter, the marine propulsion process for a marine vessel that uses
a diesel engine will be given, as well as the detailed equations that describe the associated models of
the propulsion process for such a vessel and its process faults.





3
Marine Propulsion Process Modeling

In this chapter, the answer to research question number 2 shall be provided. Air and exhaust gas flow
dynamics are included in high-order MVFP models which demand an extensive set of parameters and
detailed calibration [24]. The rationale of using a finite stage model in the MVFP simulation model is that
it is capable to characterize the combustion and therefore heat input with a finite number of stages and
its associated parameters and, further, is capable to calculate straightforwardly the net work output
from all the stages and their parameters. Then, the in-cylinder process can be transformed into an
engine cycle time-scale with reduced effort. Therefore, the acquisition of models and parameters for
the Seiliger cycle is the key point to being able to apply a finite Seiliger-type process in an MVFP engine
simulation environment [13]. In fig. 3.1 the various systems that constitute part of the marine propulsion
process of a large vessel can be seen with their sensors. Redundant sensors are placed in all systems,
in parallel configuration with the primary ones. For reasons explained earlier in subsection 2.1, like the
higher frequency of process fault appearance, the focus shall be turned to the marine fuel engine of the
propulsion system of a large vessel. The systems related to the marine fuel engine shall be modeled
and simulated hereafter.

Figure 3.1: Schematic representation of the propulsion systems of a marine vessel [44].

21
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Figure 3.2: Schematic representation of direct drive propulsion system for a marine vessel showing causal coupling between
models [24].

In fig. 3.2 the direction of the arrows depicts the causality of the coupled effort and flow variables, for
example, engine torque𝑀𝑒 with engine speed 𝑛𝑒, propeller torque𝑀𝑝 with shaft speed 𝑛𝑝 and propeller
thrust 𝑇𝑝 with ship speed 𝑉𝑠. Moreover, fuel injection set-point as an input and pitch ratio 𝑃𝑝𝑑 represent
control variables and wave orbital speed 𝑉𝑤 and ship resistance 𝑅𝑣 denotes the disturbance caused by
waves [24]. This work covers only a few of the models included in fig. 3.2, like the diesel engine and
its associated subsystems such as the intercooler, the turbocharger, the fuel pump, and the cylinder
unit as presented in fig. 3.1 with the dashed, colored lines. For more details regarding the modeling of
the marine propulsion process, detailed information is provided in [24], which was the original source
of the models provided hereafter.

3.1. General System and Sensor Equations
A general system is defined by [66]. With that work in mind, considering the heterogeneous dynamics
and interconnections of the subsystems in marine fuel engines, the proposed fault diagnosis method is
formed assuming a class of𝑁 nonlinear DAE-based interconnected systems Σ(𝐼), 𝐼 = 1,… ,𝑁. Hereafter,
the dependence of the signals on time (e.g., 𝑥(𝑡)) will be dropped for notational brevity.

Σ(𝐼) ∶ { �̇�(𝐼) = 𝐴(𝐼)𝑥(𝐼) + 𝛾(𝐼) (𝑥(𝐼), 𝑧(𝐼), 𝑢(𝐼)) + ℎ(𝐼) (𝑥(𝐼), 𝑧(𝐼), 𝜒(𝐼), 𝑢(𝐼)) + 𝜂(𝐼)𝑥 + 𝑓(𝐼)𝑥,𝑐 (𝑥(𝐼), 𝑢(𝐼)) (3.1)

0 = 𝜉(𝐼)(𝑥(𝐼), 𝑧(𝐼), 𝜒(𝐼), 𝑢(𝐼), 𝑓(𝐼)𝑧,𝑐 ) + 𝜂(𝐼)𝑧 (3.2)

Where 𝑥(𝐼) ∈ 𝑅𝑛𝐼−𝑟𝐼 is the state variable vector, 𝑧(𝐼) ∈ 𝑅𝑟𝐼 is the algebraic variable vector, 𝜒(𝐼) ∈ 𝑅𝑘𝐼
are the interconnection variables from the neighbouring systems, 𝑢(𝐼) ∈ 𝑅𝑙𝐼 is the control input vector,
𝛾(𝐼) ∶ 𝑅𝑛𝐼−𝑟𝐼 × 𝑅𝑙𝐼 → 𝑅𝑛𝐼−𝑟𝐼 expresses the known nonlinear system dynamics, ℎ(𝐼) ∶ 𝑅𝑛𝐼−𝑟𝐼 × 𝑅𝑟𝐼 ×
𝑅𝑘𝐼 × 𝑅𝑙𝐼 → 𝑅𝑛𝐼−𝑟𝐼 denotes the known interconnection dynamics with the neighbouring subsystems,
𝜂(𝐼) ∈ 𝑅𝑛𝐼−𝑟𝐼 ,𝜂(𝐼) ∈ 𝑅𝑟𝐼 define the system disturbances, 𝜉(𝐼) ∶ 𝑅𝑛𝐼 × 𝑅𝑘𝐼 × 𝑅𝑙𝐼 → 𝑅𝑛𝐼−𝑟𝐼𝑥(𝐼) ∈ 𝑅𝑛𝐼−𝑟𝐼
is a smooth vector field. The term 𝐴(𝐼)𝑥(𝐼) describes the linear part of the system’s Σ(𝐼) dynamics,
where 𝐴(𝐼) ∈ 𝑅(𝑛𝐼−𝑟𝐼)×(𝑛𝐼−𝑟𝐼) is the linearized part of the state equation [44]. Later, the model equations
corresponding to (3.1) and (3.2), for each system, will be provided in more detail. The terms 𝑓(𝐼)𝑥,𝑐 and
𝑓(𝐼)𝑧,𝑐 in equations (3.1) and (3.2), define process faults that are affecting each state variable or algebraic
variable respectively.

Each system incorporates a set of sensors 𝒮(𝐼) = ∪𝑛𝐼𝑗=1𝒮(𝐼){𝑗} described as follows:

𝒮(𝐼) ∶ {
𝑦(𝐼)𝑥 = 𝑥(𝐼) + 𝑑(𝐼)𝑥 + 𝑓(𝐼)𝑥
𝑦(𝐼)𝑧 = 𝑧(𝐼) + 𝑑(𝐼)𝑧 + 𝑓(𝐼)𝑧

(3.3)

Where 𝑦(𝐼)𝑥 ∈ 𝑅𝑛𝐼−𝑟𝐼 denotes the sensor values corresponding to state variables, 𝑦(𝐼)𝑧 ∈ 𝑅𝑟𝐼 de-
fines the sensor values corresponding to algebraic variables, 𝑑(𝐼)𝑥 ∈ 𝑅𝑛𝐼−𝑟𝐼 , 𝑑(𝐼)𝑧 ∈ 𝑅𝑟𝐼 express the
measurement noise vectors and 𝑓(𝐼)𝑥 ∈ 𝑅𝑛𝐼−𝑟𝐼 , 𝑓(𝐼)𝑧 ∈ 𝑅𝑟𝐼 denote sensor fault vectors [44].
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3.2. Marine Fuel Engine State-Space Modeling
Over the 19th and 20th centuries, most engines developed from reciprocal steam engines and steam
turbines into internal combustion engines, while in other cases, gas turbines [23]. At this point, the
models associated with the marine fuel engine, which is part of the propulsion process, shall be pre-
sented.

3.2.1. Fuel Pump Model
The diesel fuel-injection system comprises an injection pump, delivery pipes and fuel injector nozzles,
the governor, and a timing device [49]. Fuel injection time delay in this model is considered constant
due to its small value, while a better estimate is achieved when using the engine speed as feedback in
a control loop [24].

Σ(1) ∶ �̇�(1) = − 1𝜏𝑋
𝑥(1) + 𝑥

(1)
𝑛𝑜𝑚
𝜏𝑋

𝑓(1)𝑢 𝑢(1) (3.4)

Where 𝑥(1) ∈ 𝑅 denotes the amount of fuel injected per cylinder per engine cycle in 𝑘𝑔, 𝑥(1)𝑛𝑜𝑚 ∈ 𝑅
is the same quantity under nominal engine conditions, 𝑢(1) ∈ 𝑅 is the fuel injection setting in %, and

𝜏𝑋 =
1

4𝑛𝑛𝑜𝑚𝑓𝑒
defines the fuel injection time delay in 𝑠𝑒𝑐. The term 𝑓(1)𝑢 represents the actuator fault

regarding the seizing of the fuel injection valve in %. The nominal fuel injection amount 𝑥(1)𝑛𝑜𝑚 ∈ 𝑅 is
calculated below [44]:

𝑥(1)𝑛𝑜𝑚 =
𝑆𝐹𝐶𝑛𝑜𝑚𝑃𝑛𝑜𝑚𝑓𝑒 𝑘𝑒

𝑖𝑒𝑛𝑛𝑜𝑚𝑓𝑒
(3.5)

The term 𝑛𝑛𝑜𝑚𝑓𝑒 represents the nominal rotational engine speed in 𝑟𝑒𝑣/𝑠, 𝑆𝐹𝐶𝑛𝑜𝑚 is the nominal fuel
consumption of the engine in 𝑘𝑔/𝐽, while 𝑃𝑛𝑜𝑚𝑓𝑒 depicts the nominal power output of the no engine in
𝑊, 𝑖𝑒 describes the number of engine cylinders and 𝑘𝑒 corresponds the number of crank revolutions
per engine cycle (𝑘𝑒 = 1 for a 2-stroke engine and 𝑘𝑒 = 2 for a 4-stroke engine). The output of the fuel
injection sensor 𝑦(1) ∈ 𝑅 is described by [44]:

𝒮(1) ∶ 𝑦(1)𝑥 = 𝑥(1) + 𝑑(1)𝑥 + 𝑓(1)𝑥 (3.6)

3.2.2. Engine Block Model
The engine block system consists of three algebraic variables, namely the pressure 𝑧(2)1 in 𝑃𝑎 and
the temperature 𝑧(2)2 in 𝐾 inside the engine’s cylinders and the engine’s shaft torque 𝑧(2)3 in 𝑁𝑚. The
mathematical expression of the system is the following [44]:

Σ(2) ∶ 0 = [
𝑧(2)1 − 𝜉(2)𝑧1 (𝑥(1), 𝑥(4), 𝑧(4)1 , 𝑓(2)𝑧,𝑉1)
𝑧(2)2 − 𝜉(2)𝑧2 (𝑥(1), 𝑥(4), 𝑧(4)1 , 𝑓(2)𝑧,𝑉1)

𝑧(2)3 − 𝜉(2)𝑧3 (𝑥(1), 𝑧(2)3 , 𝑥(4), 𝑧(4)1 , 𝑓(2)𝑧,𝑉1)
] (3.7)

= 𝜉(2)(𝑥(1), 𝑧(2), 𝑥(4), 𝑧(4)1 , 𝑓(2)𝑧,𝑉1)

According to the Seiliger cycle in Appendix B and after some laborious manipulation of the equations
given by [24] in table B.1, 𝜉(2)𝑧1 , 𝜉(2)𝑧2 , 𝜉(2)𝑧3 may be derived and are given bellow:

𝜉(2)𝑧1 = 𝑥(4)𝑟𝜅𝑎𝑐
⎛
⎜⎜

⎝

1 +

1
𝑐𝑣,𝑎

(𝑋𝑐𝑣
𝜂ℎ𝐿𝑅𝑎𝑧(4)1 𝑥(1)

(𝑉1 + 𝑓(2)𝑧,𝑉1)𝑥(4)
)

𝑧(4)1 𝑟𝜅𝑎−1𝑐

⎞
⎟⎟

⎠

⋅
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⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎝

𝑟𝑒𝑜𝑟𝑐

1 +
(1 − 𝑋𝑐𝑣 − 𝑋𝑐𝑡)

𝜂ℎ𝐿𝑅𝑎𝑧(4)1 𝑥(1)

(𝑉1 + 𝑓(2)𝑧,𝑉1)𝑥(4)

𝑐𝑝,𝑎 (𝑧(4)1 𝑟(𝜅𝑎−1)𝑐 + 𝑋𝑐𝑣𝜂ℎ𝐿𝑅𝑎𝑧(4)1 𝑥(1)

(𝑉1 + 𝑓(2)𝑧,𝑉1)𝑥(4)𝑐𝑣,𝑎
)

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

⎠

−𝑛𝑒𝑥𝑝

⋅

exp
⎛
⎜⎜

⎝

−
(𝑛𝑒𝑥𝑝 − 1)

𝑋𝑐𝑡𝜂ℎ𝐿𝑟(1−𝜅𝑎)𝑐 𝑥(1)

(𝑉1 + 𝑓(2)𝑧,𝑉1)𝑥(4)

(1 + 𝑋𝑐𝑣𝜂ℎ𝐿𝑟(1−𝜅𝑎)𝑐 𝑥(1)

𝑐𝑣,𝑎(𝑉1 + 𝑓(2)𝑧,𝑉1)𝑥(4)
+ (1 − 𝑋𝑐𝑣 − 𝑋𝑐𝑡)

𝜂ℎ𝐿𝑅𝑎𝑟(1−𝜅𝑎)𝑐 𝑥(1)

𝑐𝑝,𝑎(𝑉1 + 𝑓(2)𝑧,𝑉1)𝑥(4)
)

⎞
⎟⎟

⎠

(3.8)

𝜉(2)𝑧2 = 𝑧(4)1 𝑟(𝜅𝑎−1)𝑐

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎝

𝑟𝑒𝑜𝑟𝑐

1 +
(1 − 𝑋𝑐𝑣 − 𝑋𝑐𝑡)

𝜂ℎ𝐿𝑅𝑎𝑧(4)1 𝑥(1)

(𝑉1 + 𝑓(2)𝑧,𝑉1)𝑥(4)

𝑐𝑝,𝑎 (𝑧(4)1 𝑟(𝜅𝑎−1)𝑐 + 𝑋𝑐𝑣𝜂ℎ𝐿𝑅𝑎𝑧(4)1 𝑥(1)

(𝑉1 + 𝑓(2)𝑧,𝑉1)𝑥(4)𝑐𝑣,𝑎
)

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

⎠

1−𝑛𝑒𝑥𝑝

⋅

(1 +
𝜂ℎ𝐿𝑟(1−𝜅𝑎)𝑐 𝑥(1)(𝑐𝑝,𝑎𝑋𝑐𝑣 + 𝑐𝑣,𝑎(1 − 𝑋𝑐𝑣 − 𝑋𝑐𝑡))

(𝑉1 + 𝑓(2)𝑧,𝑉1)𝑥(4)𝑐𝑣,𝑎𝑐𝑝,𝑎
) ⋅ (3.9)

exp
⎛
⎜⎜

⎝

(𝑛𝑒𝑥𝑝 − 1)
𝑋𝑐𝑡𝜂ℎ𝐿𝑟(1−𝜅𝑎)𝑐 𝑥(1)

(𝑉1 + 𝑓(2)𝑧,𝑉1)𝑥(4)

(1 + 𝑋𝑐𝑣𝜂ℎ𝐿𝑟(1−𝜅𝑎)𝑐 𝑥(1)

𝑐𝑣,𝑎(𝑉1 + 𝑓(2)𝑧,𝑉1)𝑥(4)
+ (1 − 𝑋𝑐𝑣 − 𝑋𝑐𝑡)

𝜂ℎ𝐿𝑅𝑎𝑟(1−𝜅𝑎)𝑐 𝑥(1)

𝑐𝑝,𝑎(𝑉1 + 𝑓(2)𝑧,𝑉1)𝑥(4)
)

⎞
⎟⎟

⎠

𝜉(2)𝑧3 =
(𝑉1 + 𝑓(2)𝑧,𝑉1)𝑖𝑒𝑥(4)

2𝜋𝑘𝑒
⋅ (𝑟

(𝜅𝑎−1)𝑐 − 1
𝜅𝑎 − 1

+ (1 − 𝑋𝑐𝑣 − 𝑋𝑐𝑡)𝜂ℎ𝐿𝑅𝑎𝑥
(1)

𝑐𝑝,𝑎(𝑉1 + 𝑓(2)𝑧,𝑉1)𝑥(4)
−

𝑟(𝜅𝑎−1)𝑐 +
𝜂ℎ𝐿𝑅𝑎𝑥(1)(𝑐𝑝,𝑎𝑋𝑐𝑣 + 𝑐𝑣,𝑎(1 − 𝑋𝑐𝑣 − 𝑋𝑐𝑡))

𝑐𝑣,𝑎𝑐𝑝,𝑎(𝑉1 + 𝑓(2)𝑧,𝑉1)𝑥(4)
𝑛𝑒𝑥𝑝 − 1

+ 𝑋𝑐𝑡𝜂ℎ𝐿𝑅𝑎𝑥(1)

(𝑉1 + 𝑓(2)𝑧,𝑉1)𝑥(4)
+

𝜉(2)𝑧2
𝑧(4)1 (𝑛𝑒𝑥𝑝 − 1)

) − 𝑄𝑛𝑜𝑚𝑙𝑜𝑠𝑠 (1 + 𝑄𝑔𝑟𝑎𝑑𝑙𝑜𝑠𝑠
𝑛𝑛𝑜𝑚𝑓𝑒 − 𝑛𝑓𝑒
𝑛𝑛𝑜𝑚𝑓𝑒

) (3.10)

𝑛𝑓𝑒 = √
2𝜋
𝑐 𝑧

(2)
3 (3.11)

𝑋𝑐𝑣 = 𝑋𝑛𝑜𝑚𝑐𝑣 + 𝑋𝑔𝑟𝑎𝑑𝑐𝑣 ⋅ (
𝑛𝑓𝑒 − 𝑛𝑛𝑜𝑚𝑓𝑒
𝑛𝑛𝑜𝑚𝑓𝑒

) (3.12)
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𝑋𝑐𝑡 = 𝑋𝑛𝑜𝑚𝑐𝑡 ⋅ ( 𝑥
(1)

𝑥(1)𝑛𝑜𝑚
) (3.13)

Where 𝑋𝑛𝑜𝑚𝑐𝑣 denotes the nominal constant volume portion, 𝑋𝑔𝑟𝑎𝑑𝑐𝑣 represents the gradient of the
constant volume portion, 𝑋𝑛𝑜𝑚𝑐𝑡 denotes the nominal constant temperature portion, 𝜂 is the thermal
efficiency incorporating both the combustion and heat release processes, ℎ𝐿 denotes the lower heating
value of fuel at ISO conditions in 𝐽/𝑘𝑔. 𝑉1 depicts the cylinder volume at start of compression in𝑚3 and
𝑅𝑎 is the universal gas constant of air in 𝐽/𝑘𝑔𝐾. The term 𝑓(2)𝑧,𝑉1 represents the additive process fault
regarding bore damage. Finally, 𝑟𝑐 is the effective compression ratio given in (B.6) later on.

The output values of this system’s pressure, temperature, and torque sensors 𝑦(2) ∈ 𝑅3 are de-
scribed by [44]:

𝒮(2) ∶ 𝑦(2)𝑧 = 𝑧(2) + 𝑑(2)𝑧 + 𝑓(2)𝑧 (3.14)

3.2.3. Exhaust Receiver and Turbocharger Model
The process of blow down after the exhaust valve opens, gas ejecting during the exhaust stroke, and
scavenging after the inlet opens can be described by Zinner blowdown [24]. The energy consumed to
drive the turbine arrives from heat transfer released from the cylinder, which is the so-called exhaust-
driven turbine [49]. This turbine system can be represented by one state variable and two algebraic
variables, the temperature before 𝑧(3)1 and after 𝑧(3)2 the turbine in𝐾. This system is described as follows
[44]:

Σ(3) ∶ {
�̇�(3) = − 1

𝜏𝑝𝑑
𝑥(3) + 1

𝜏𝑝𝑑
𝑓(3)𝑥,𝑡𝑢𝑟 + ℎ(3){𝑥(3), 𝑧(3), 𝜒(3)}

0 = 𝜉(3){𝑥(3), 𝑧(3), 𝜒(3), 𝑓(3)𝑧,𝑇𝑠𝑙}
(3.15)

Where 𝜒(3) = [𝑥(1) 𝑧(2) 𝑥(4) 𝑧(4)]𝑇 denote the interconnection variables. The terms 𝑓(3)𝑥,𝑡𝑢𝑟 and 𝑓(3)𝑧,𝑇𝑠𝑙
represent the additive process faults regarding loss of pressure inside the turbine and loss of lubrication
at the turbine shaft respectively.

The interconnection dynamics are defined below [44]:

ℎ(3){𝑥(3), 𝑧(3), 𝜒(3)} = 1
𝜏𝑝𝑑

⋅
√
𝑝2𝑒𝑥 +

𝑧(3)1 𝑅𝑔 (𝜓1 ⋅
𝑥(4)𝑛𝑓𝑒
𝑧(4)1

+ 𝑥(1)𝑛𝑓𝑒
𝑖𝑒
𝑘𝑒
)
2

𝛼2𝑍𝐴2𝑒𝑓𝑓
(3.16)

𝜓1 = 𝜓1{𝑥(3), 𝑥(4), 𝑧(4), 𝑛𝑓𝑒} =
𝑖𝑒𝑉1𝑠𝑠𝑙{𝑥(3), 𝑥(4), 𝑧(4), 𝑛𝑓𝑒}

𝑅𝑎𝑘𝑒
(3.17)

𝑠𝑠𝑙{𝑥(3), 𝑥(4), 𝑧(4), 𝑛𝑓𝑒} = 𝑠𝑛𝑜𝑚𝑠𝑙 ⋅
𝑛𝑛𝑜𝑚𝑓𝑒 𝑚𝑛𝑜𝑚1 𝑥(4)Ψ𝑠𝑐{𝑥(3), 𝑥(4)}

𝑛𝑓𝑒 (
𝑥(4)𝑉1
𝑅𝑎𝑧(4)1

)𝑝𝑛𝑜𝑚1 Ψ𝑛𝑜𝑚𝑠𝑐

(3.18)

Ψ𝑠𝑐{𝑥(3), 𝑥(4)} = √
2𝜅𝑔
𝜅𝑔 − 1

⋅ √(𝑥
(3)

𝑥(4))
(2/𝜅𝑔)

− (𝑥
(3)

𝑥(4))
(
𝜅𝑔 + 1
𝜅𝑔

)

(3.19)

The algebraic part of the subsystem is expressed as follows [44]:

𝜉(3){𝑥(3), 𝑧(3), 𝜒(3)} = [ 𝑧
(3)
1 −

𝜓2(𝑇𝑠𝑙 + 𝑓(3)𝑧,𝑇𝑠𝑙) + �̃�3𝑧
(2)
2

𝜓2 + 𝜓3
𝑧(3)2 − 𝜓4𝑧(3)1

] (3.20)

𝜓2 = 𝜓2{𝑥(3), 𝑥(4), 𝑧(4), 𝑧(2)} =
𝑐𝑝,𝑎𝑉1𝑥(4)𝑠𝑠𝑙{𝑥(3), 𝑥(4), 𝑧(4), 𝑧(2)}

𝑧(4)1 𝑅𝑎
(3.21)
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𝜓3 = 𝜓3{𝑥(1), 𝑥(4), 𝑧(4)} = 𝑐𝑝,𝑔 (𝑥(1) +
𝑉1𝑥(4)

𝑅𝑎𝑧(4)1
) (3.22)

�̃�3 = �̃�3{𝑥(1), 𝑥(4), 𝑧(4), 𝑧(2)} = (
1
𝑛𝑏𝑙𝑑

+ 𝜏𝑝𝑑
(𝑛𝑏𝑙𝑑 − 1)ℎ(3)

𝑛𝑏𝑙𝑑𝑧(2)1
)𝜓3 (3.23)

𝜓4 = 𝜓4{𝑥(3), 𝑥(4)} = 1 + 𝜂𝑡𝑢𝑟𝑏𝑜{𝑥(4)} ⋅ (Π𝑡𝑢𝑟𝑏𝑜 − 1) (3.24)

Π𝑡𝑢𝑟𝑏𝑜 = Π𝑡𝑢𝑟𝑏𝑜{𝑥(3)} = (
𝑝𝑒𝑥
𝑥(3) )

(
𝜅𝑔 − 1
𝜅𝑔

)
(3.25)

𝜂𝑡𝑢𝑟𝑏𝑜{𝑥(4)} = 𝑎𝑡𝑢𝑟𝑏𝑜 + 𝑏𝑡𝑢𝑟𝑏𝑜𝑥(4) + 𝑐𝑡𝑢𝑟𝑏𝑜(𝑥(4))2 (3.26)

Where 𝜏𝑝𝑑 expresses the time delay for filling the exhaust receiver in 𝑠𝑒𝑐, 𝑝𝑒𝑥 denotes the pressure
after the turbocharger in 𝑃𝑎 assumed equal to the atmospheric pressure, 𝑎𝑍 is the Zinner turbine area
decrease factor assumed 1 for a constant pressure turbocharger, 𝐴𝑒𝑓𝑓 is the turbine’s effective area in
𝑚2, 𝑅𝑔 is the universal gas constant of the exhaust gas in 𝐽/𝑘𝑔𝐾, 𝑛𝑏𝑙𝑑 denotes the polytropic expansion
coefficient of blowdown, 𝑐𝑝,𝑔 represents the specific heat capacity at constant pressure for the exhaust
gas in 𝐽/𝑘𝑔𝐾, 𝑠𝑠𝑙 defines the total slip ratio of the engine expressed in [24], 𝑇𝑠𝑙 is the temperature of
the air slip during scavenging in 𝐾 and 𝑎𝑡𝑢𝑟𝑏𝑜 , 𝑏𝑡𝑢𝑟𝑏𝑜 , 𝑐𝑡𝑢𝑟𝑏𝑜 denote the polynomial coefficients of the
isentropic turbine efficiency and 𝜅𝑔 expresses the specific heat ratio of the exhaust gas [44].

The output values of this system’s pressure and temperature sensors 𝑦(3) ∈ 𝑅3 are described by
[44]:

𝒮(3) ∶ [
𝑦(3)𝑥
𝑦(3)𝑧

] = [
𝑥(3)

𝑧(3)
] + [

𝑑(3)𝑥
𝑑(3)𝑧

] + [
𝑓(3)𝑥

𝑓(3)𝑧
] (3.27)

3.2.4. Air Intake Model
The flow receiver elements can be modeled with the utilization of the open thermodynamic system
concept [30]. The air intake characteristics of the engine express the air excess ratio 𝜆, which describes
the amount of air that is not combusted after the end of each cycle. The scavenge efficiency of the
engine can be set as unity due to the 4-stroke engine that the model considers with a significant air slip
[62]. Thus, the air excess ratio can be defined as follows [24]:

𝜆 = 𝑚1(𝑡)
𝑚𝑓(𝑡)𝜎𝑓

(3.28)

Where 𝑚𝑓(𝑡) = 𝑥(1) denotes the amount of fuel injected per cylinder per engine cycle and 𝜎𝑓 ex-
presses the stoichiometric air-fuel ratio of the fuel. Furthermore, the entrapped mass at the start of
compression in 𝑘𝑔 namely 𝑚1 is demarcated by the charge air pressure 𝑝1 and 𝑉1, using the ideal gas
law, as follows [24]:

𝑚1(𝑡) =
𝑝1(𝑡)𝑉1
𝑅𝑎𝑇1

(3.29)

The air intake system is expressed by one state variable, the charge air pressure after the com-
pressor 𝑥(4) in 𝑃𝑎, and two algebraic variables, namely the temperatures before 𝑧(4)1 and after 𝑧(4)2 the
intercooler in 𝐾 [44].

Σ(4) ∶ {
�̇�(4) = − 1

𝜏𝑇𝐶
𝑥(4) + 1

𝜏𝑇𝐶
𝑓(4)𝑥,𝑖𝑛𝑡 + ℎ(4){𝑥(4), 𝑧(4), 𝜒(4)}

0 = 𝜉(4){𝑥(4), 𝑧(4), 𝜒(4), 𝑓(4)𝑧,𝑇𝑐 , 𝑓
(4)
𝑧,𝑇𝑖𝑛𝑙}

(3.30)

Where 𝜒(4) = [𝑥(1) 𝑥(3) 𝑧(3)]𝑇 denote the interconnection variables. The terms 𝑓(4)𝑥,𝑖𝑛𝑡, 𝑓
(4)
𝑧,𝑇𝑐 and

𝑓(4)𝑧,𝑇𝑖𝑛𝑙 are additive process faults concerning the loss of pressure inside the compressor, blockage of
the heat exchanger of the intercooler and loss of lubrication at the shaft of the compressor respectively.
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The interconnection dynamics are defined below [44]:

ℎ(4){𝑥(4), 𝑧(4), 𝜒(4)} = 𝑝𝑎𝑚𝑏
𝜏𝑇𝐶

⋅ (1 + 𝜒𝑔𝛿𝑓𝜂𝑇𝐶{𝑥(4)}𝑟𝑇𝐶{𝑧(3)}(1 − Π𝑡𝑢𝑟𝑏𝑜))
(
𝜅𝑎 − 1
𝜅𝑎

)
(3.31)

𝛿𝑓 = 𝛿𝑓{𝑥(4), 𝑧(4), 𝜒(4)} = 1 +
𝑥(1)

(1 + 𝑠𝑠𝑙)
𝑉1𝑥(4)

𝑅𝑎𝑧(4)1

(3.32)

𝜂𝑇𝐶{𝑥(4)} = 𝑎𝜂 + 𝑏𝜂𝑥(4) + 𝑐𝜂(𝑥(4))2 (3.33)

𝑟𝑇𝐶{𝑧(3)} =
𝑧(3)1
𝑇𝑎𝑚𝑏

(3.34)

𝜒𝑔 =
𝑐𝑝,𝑔
𝑐𝑝,𝑎

(3.35)

The algebraic part of this system is expressed as follows [44]:

𝜉(4){𝑥(4), 𝑧(4), 𝜒(4)} = [ 𝑧(4)1 − 𝜉(4)𝑧1
𝑧(4)2 − 𝜉(4)𝑧2 {𝑥(3), 𝑧(3)}

] (3.36)

𝜉(4)𝑧1 = 𝑇𝑐 − 𝜖𝑖𝑛𝑙 (𝑇𝑖𝑛𝑙 + 𝑓(4)𝑧,𝑇𝑖𝑛𝑙 − 𝑇𝑐) (3.37)

𝜉(4)𝑧2 = 𝑇𝑎𝑚𝑏 + 𝑥(3)𝜒𝑔𝜂𝑡𝑢𝑟𝑏𝑜(𝛿𝑓 + 𝜂𝑐𝑜𝑚) (𝑧(3)2 − 𝑧(3)1 ) + 𝑓(4)𝑧,𝑇𝑐 (3.38)

Where 𝜏𝑇𝐶 denotes the compressor time delay in 𝑠𝑒𝑐, 𝑝𝑎𝑚𝑏 represents the ambient air pressure
in 𝑃𝑎, 𝑇𝑎𝑚𝑏 is the ambient air temperature in 𝐾, 𝑎𝜂 , 𝑏𝜂 , 𝑐𝜂 represent the polynomial coefficients of the
turbocharger for estimating its efficiency, 𝜂𝑐𝑜𝑚 denotes the mechanical efficiency of the compressor that
can be considered constant, 𝑇𝑐 is the charge air temperature after the intercooler in 𝐾, 𝜖𝑖𝑛𝑙 describes
the parasitic effectiveness of the heat exchange between the inlet duct and the air, while 𝑇𝑖𝑛𝑙 depicts
the temperature of the inlet duct that heats the inducted air in 𝐾 [44].

The output values of this system’s pressure and temperature sensors 𝑦(4) ∈ 𝑅3 are [44]:

𝒮(4) ∶ [
𝑦(4)𝑥
𝑦(4)𝑧

] = [
𝑥(4)

𝑧(4)
] + [

𝑑(4)𝑥
𝑑(4)𝑧

] + [
𝑓(4)𝑥

𝑓(4)𝑧
] (3.39)

3.3. Modeled Process Faults
At this point, the modeled marine propulsion process faults, that were added to the propulsion process
models shall be shown. Considering the time dependency and the additive or multiplicative nature of
the faults, table 3.1 can be created. The modeling of the process faults is in accordance with what
was shown in subsection 2.3.1 and in fig. 2.4. The variables that are affected by each process fault
can be seen in table 3.1 in the last column. Furthermore, in table 3.1 one may notice the system that
is affected by each process fault and its units of measurement, and the symbol that was used in the
system equations. The permanent faults that were introduced in the propulsion process, are either
abrupt or incipient, offset or drift faults, and this characterization is attributed to their time profile and
fault function.

Here it was assumed that the process faults will have a specific profile, according to the development
of similar process faults from the available literature and the author’s knowledge regarding the behavior
of mechanical systems. In table 3.2, the last column indicates their fault equation that was introduced
in the propulsion model systems for each process fault respectively.
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Table 3.1: Affected state and algebraic variables from the process faults.

Propulsion Process System Process Fault Symbol Units Variable Affected

Σ(3) Turbo side seal loss 𝑓(3)𝑥,𝑡𝑢𝑟 𝑃𝑎 𝑥(3)
Loss of lubrication turbo side 𝑓(3)𝑧,𝑇𝑠𝑙 𝐾 𝑧(3)1

Σ(4) Air side seal loss 𝑓(4)𝑥,𝑖𝑛𝑡 𝑃𝑎 𝑥(4)
Cooler tube blockage 𝑓(4)𝑧,𝑇𝑐 𝐾 𝑧(4)2

Loss of lubrication air side 𝑓(4)𝑧,𝑇𝑖𝑛𝑙 𝐾 𝑧(4)1
Σ(2) Bore damaged 𝑓(2)𝑧,𝑉1 𝑚3 𝑧(2)1 , 𝑧(2)2 , 𝑧(2)3
Σ(1) Valve seizing 𝑓(1)𝑢 % 𝑥(1)

Table 3.2: Characterization and modeling of permanent faults [57] [34].

Fault Fault Type Time profile Evolution 𝜅 Function 𝜙 Fault Equation ∀ 𝑡 ∈ {𝑡1, ∞}
𝑓(3)𝑥,𝑡𝑢𝑟 Additive Incipient 0 < 𝜅 ≪ ∞ 𝑅(3)𝑥,𝑡𝑢𝑟𝑥(3)(𝑡 − 𝑡1) (1 − 𝑒−𝜅(𝑡−𝑡1))𝜙
𝑓(3)𝑧,𝑇𝑠𝑙 Additive Abrupt 𝜅 → ∞ 𝑅(3)𝑧,𝑇𝑠𝑙(𝑡 − 𝑡1) (1 − 𝑒−𝜅(𝑡−𝑡1))𝜙
𝑓(4)𝑥,𝑖𝑛𝑡 Additive Incipient 0 < 𝜅 ≪ ∞ 𝑅(4)𝑥,𝑖𝑛𝑡𝑥(4)(𝑡 − 𝑡1) (1 − 𝑒−𝜅(𝑡−𝑡1))𝜙
𝑓(4)𝑧,𝑇𝑐 Additive Incipient 0 < 𝜅 ≪ ∞ 𝑅(4)𝑧,𝑇𝑐(𝑡 − 𝑡1) (1 − 𝑒−𝜅(𝑡−𝑡1))𝜙
𝑓(4)𝑧,𝑇𝑖𝑛𝑙 Additive Abrupt 𝜅 → ∞ 𝑅(4)𝑧,𝑇𝑖𝑛𝑙(𝑡 − 𝑡1) (1 − 𝑒−𝜅(𝑡−𝑡1))𝜙
𝑓(2)𝑧,𝑉1 Additive Incipient 0 < 𝜅 ≪ ∞ 𝑅(2)𝑧,𝑉1(𝑡 − 𝑡1) (1 − 𝑒−𝜅(𝑡−𝑡1))𝜙
𝑓(1)𝑢 Multiplicative Incipient 0 < 𝜅 ≪ ∞ 𝜙(1)𝑢 1 − (1 − 𝑒−𝜅(𝑡−𝑡1))𝜙

3.4. Discussion
In this chapter, the models that constitute part of the propulsion process of a marine vessel were pre-
sented. A state space representation was provided for the systems and the corresponding algebraic
variables for each system were given. These variables provide a way to calculate the values that will
later be compared with sensor measurements to create residuals and examine if the error bounds are
violated at any time instant, as it shall be described in chapter 5. The validation of the marine propulsion
process models shall be provided in the next chapter.



4
Propulsion Process Model Validation

So far, the analysis to obtain the conceptual model for the marine engine was described. At this point,
the model quantitative validation that is conducted for each of the four systems shall be shown. The aim
here is to witness how well the behavior of a propulsion plant can be predicted, based on the models
and the comparison with Factory Acceptance Test (FAT) data that were found in [24]. The data concern
only the specific fuel consumption, the maximum cylinder pressure, and the temperatures before and
after the turbine and intercooler of the turbocharger, as well as compressor pressure. Therefore, the
answer to research question number 3 shall be provided in this chapter.

It is important to mention here that some of the models introduced in the previous chapter could
not be compared with FAT measurements since they were not available. For those models, only the
model results are presented and their validation remains incomplete until FAT measurement data is
acquired. Nevertheless, the model that could be compared with available FAT measurements can be
viewed, and for most of them, there is a good match with the measurements, at engine speeds close
to the nominal operating point of the engine. This is due to the absence of a controllable pitch propeller
in the simulation, which limits the performance of the simulated models below the nominal output of
the engine, and the propeller pitch should change accordingly to meet the engine power output. The
physical model that the FAT measurements were taken from, includes a controllable pitch propeller
that can vary its pitch according to the engine speed. If such a propeller model was present in the
simulation, the match with the FAT measurements would have been closer.

4.1. Fuel Pump Model Validation
For plenitude, fig. 4.1 shows the specific fuel consumption over the complete operating envelope of
the engine. When comparing this with the specific fuel consumption of a typical high-speed engine, as
published in [63], the model results are close to 10% load of the engine, for engine speeds greater than
800rpm.

Figure 4.1: Specific fuel consumption vs engine speed.
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4.2. Diesel Engine Model Validation
The diesel engine model is run at the FAT speed and power settings with the parameters from table
4.1. The results are shown in appendix B in figs. B.5, B.3, and B.4 for combustion pressure for Seiliger
stage 6, cylinder temperature, and engine torque respectively.

Figure 4.2: Maximum combustion pressure at stage 4 vs engine speed.

In fig. 4.2 the maximum cylinder pressure is compared with FAT measurements. Here, one may
notice that the simulation results are accurate at an engine speed close to 1000rpm, which is the
nominal speed of the marine fuel engine. This is because of the absence of the variable pitch propeller
in the simulation, that the physical vessel has. The absence of such a propeller in the simulation limited
the performance of these models since it was assumed that the propeller pitch is fixed and matches
the nominal power output of the engine when it runs at the nominal engine speed.

4.3. Exhaust Receiver and Turbocharger Model Validation
Full validation of themodel instructsmeasurements across all operating points of the engine. Therefore,
a vast measurement campaign is advised for further model validation. Figure 4.3 shows the exhaust
valve temperature and the exhaust receiver temperature, and therefore the entry temperature to the
turbine. Figure 4.4 portrays the temperature after the exhaust gasses pass through the turbocharger’s
turbine. The trends in the figures 4.3 and 4.4 show greater deviation than the rest of the models, espe-
cially above 900rpm, at which point, according to [24], “the cylinder bypass valve opens and provides
extra cooling air to the exhaust receiver, which can also be seen as a discontinuity of the trend of the
measurements, near that particular engine speed .”

Figure 4.3: Exhaust receiver temperature vs engine
speed.

Figure 4.4: Exhaust temperature after turbocharger vs en-
gine speed.
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Table 4.1: Fuel engine parameters [24].

Diesel engine parameter description Symbol Value Units

Nominal engine power 𝑃𝑛𝑜𝑚𝑓𝑒 5400𝑥103 𝑊
Nominal engine speed 𝑛𝑛𝑜𝑚𝑓𝑒 16.71 𝑟𝑒𝑣/𝑠

Nominal fuel injection mass 𝑥𝑛𝑜𝑚1 0.003 𝑘𝑔/𝑟𝑒𝑣
Number of cylinders 𝑖𝑒 12 -

Number of revs per cycle 𝑘𝑒 2 -
Bore diameter 𝐷𝐵 0.28 𝑚
Stroke length 𝐿𝑆 0.33 𝑚

Crank rod length 𝐿𝐶𝑅 0.64063 𝑚
Inlet closure angle 𝛼𝐼𝐶 224 𝑜

Exhaust open angle 𝛼𝐸𝑂 119 𝑜

Nominal spec. fuel consumption 𝑆𝐹𝐶𝑛𝑜𝑚 5.5𝑥10−8 𝑘𝑔/𝐽
Combined heat release and combustion efficiency 𝜂 0.886 -

Geometric compression ratio 𝜖𝑐 13.8 -
Cylinder volume at state 1 𝑉1 0.0199 𝑚3
Nominal pressure at state 1 𝑝𝑛𝑜𝑚1 4.1𝑥105 𝑃𝑎
Maximum cylinder pressure 𝑝𝑛𝑜𝑚𝑚𝑎𝑥 188𝑥105 𝑃𝑎

Temperature after the intercooler 𝑇𝑐 323 𝐾
Temperature of the inlet duct 𝑇𝑖𝑛𝑙 423 𝐾

Parasitic heat exchanger effectiveness 𝜖𝑖𝑛𝑙 0.05 -
Fuel injection time delay 𝜏𝜒 0.015 𝑠𝑒𝑐

Turbocharger time constant 𝜏𝑇𝐶 51 𝑠𝑒𝑐
Exhaust receiver time constant 𝜏𝑝𝑑 0.01 𝑠𝑒𝑐

Gas constant of air 𝑅𝑎 287 𝐽/𝑘𝑔𝐾
Gas constant of exhaust gas 𝑅𝑔 271 𝐽/𝑘𝑔𝐾

Specific heat of air at constant volume 𝑐𝑣,𝑎 717.5 𝐽/𝑘𝑔𝐾
Specific heat of air at constant pressure 𝑐𝑝,𝑎 1005 𝐽/𝑘𝑔𝐾

Specific heat of exhaust gas at constant pressure 𝑐𝑝,𝑔 1100 𝐽/𝑘𝑔𝐾
Isentropic index of air 𝜅𝑎 1.4 -

Isentropic index of the exhaust gas 𝜅𝑔 1.353 -
Lower heating value of fuel ℎ𝐿 42700𝑥103 𝐽/𝑘𝑔

Polytropic exponent for expansion 𝑛𝑒𝑥𝑝 1.38 -
Polytropic exponent for blowdown 𝑛𝑏𝑙𝑑 1.38 -
Constant volume portion gradient 𝑋𝑔𝑟𝑎𝑑𝑐𝑣 −0.4164 -
Constant volume portion nominal 𝑋𝑛𝑜𝑚𝑐𝑣 0.06017 -

Constant temperature portion nominal 𝑋𝑛𝑜𝑚𝑐𝑡 0.4 -
Turbocharger factor 𝑎𝜂 -3.29𝑥10−12 -
Turbocharger factor 𝑏𝜂 -2.52𝑥10−6 -
Turbocharger factor 𝑐𝜂 0.2143 -
Nominal slip ratio 𝑠𝑛𝑜𝑚𝑠𝑙 0.1719 -
Ambient pressure 𝑃𝑎𝑚𝑏 1𝑥105 𝑃𝑎

Ambient temperature 𝑇𝑎𝑚𝑏 318 𝐾
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4.4. Air Intake Model Validation
Validation of the air intake model of the engine requires further measurement data. Nevertheless, in fig.
4.5 one can see the turbocharged air pressure with respect to engine speed. The charged air pressure
deviates from the FAT charged air pressure data. The underlying reason for this great deviation could
be the absence of a variable pitch propeller model inside the simulation since a convergence to the
measurements appears only at a speed close to the nominal engine speed. Nevertheless, for the FDI
purposes ahead, these models suffice and the remaining task this thesis is accountable for can be
carried out.

Figure 4.5: Charged air pressure vs engine speed.

4.5. Discussion
In this chapter, the results of the model simulation were shown. It is true that most models that had
FAT measurements to be compared with depict deviations far greater than those measurements. Nev-
ertheless, for engine speeds (900-1000rpm) close to the nominal one, the models are closer to the
FAT measurements and can be regarded as valid enough for the FDI purposes that shall be presented
in chapter 5, to carry out the remaining goals of this project. Therefore, these simulated models shall
form the basis to implement the model-based FDI scheme and reproduce some results regarding the
FDI scheme that will be shown hereafter.



5
Fault Diagnosis Scheme

In this chapter, the answer to research question 4 shall be provided. This will be done by first presenting
the current problem at hand that the thesis tries to resolve. Thereafter, a feasible FDI methodology is
proposed and explained thoroughly. Themethodology is carried out with the use of monitoringmodules,
that exist in the monitoring agents of each system. The decision logic of the monitoring modules relies
on analytical redundancy relations of residuals and adaptive thresholds, derived using observers and
other error estimation techniques.

An FDI scheme should be robust concerning modeling errors and sensitive concerning incipient
faults. Attention has been drawn over the years in the research society, regarding this trade-off be-
tween robustness and sensitivity [54]. The number of works that concern sensor fault diagnosis among
distributed and decentralized FDI schemes for physically interconnected systems, even though, the de-
tection and isolation of sensor faults have become of paramount importance lately, as a result of a large
number of sensors and sensor networks, used for [56]:

1. “Monitoring and controlling large-scale and complex systems;
2. Providing rich and redundant information for executing safety-critical tasks;
3. Offering information to the citizens and governmental agencies to resolve problems promptly in

emergency situations.”

5.1. Problem Formulation
In chapter 3, the system and sensor equations corresponding to (3.1), (3.2), and (3.3), respectively
for each subsystem were provided. Each sensor fault vector is given by 𝑓(𝐼)(𝑡) = [𝑓(𝐼)𝑥 (𝑡) 𝑓(𝐼)𝑧 (𝑡)]𝑇 =
[𝑓(𝐼)1 (𝑡), … , 𝑓(𝐼)𝑛𝐼 (𝑡)]𝑇, where 𝑓

(𝐼)
𝑗 (𝑡)∀𝑗 ∈ {1, … , 𝑛𝐼} denotes the change in the output caused by a fault in

the 𝑗 − 𝑡ℎ sensor. Permanent, abrupt, offset faults can be modeled as follows [57]:

𝑓(𝐼)𝑗 = {
0, 𝑡 < 𝑇(𝐼)𝑓𝑗

𝜙(𝐼)𝑗 , 𝑡 ≥ 𝑇
(𝐼)
𝑓𝑗

∀ 𝑗 ∈ {1, … , 𝑛𝐼} (5.1)

Specifically, in the system equation (3.3) the additive sensor faults were introduced. 𝑇(𝐼)𝑓𝑗 is the time

instant of occurrence of the 𝑗−𝑡ℎ fault, 𝜙(𝐼)𝑗 is associated to a fault function. Note that multiple faults may
occur simultaneously or sequentially, for example, 𝑇(𝐼)𝑓1 ≤ 𝑇(𝐼)𝑓2 ≤,… ,≤ 𝑇(𝐼)𝑓𝑗 [56]. The fault vectors for

the additive process faults there are given as 𝑓(𝐼)𝑐 (𝑡) = [𝑓(𝐼)𝑥,𝑐 (𝑡) 𝑓(𝐼)𝑧,𝑐 (𝑡)]𝑇 in system equation (3.1) and
(3.2), while the multiplicative process fault was described by 𝑓(𝐼)𝑢 (𝑡) in (3.1). Such permanent incipient,
drift-like faults can be modeled as follows:

𝑓(𝐼)𝑐 = {
0, 𝑡 < 𝑇(𝐼)𝑓𝑐

(1 − 𝑒−𝜅
(𝐼)
𝑐 (𝑡−𝑇(𝐼)𝑓𝑐 ))𝜙(𝐼)𝑐 (𝑡 − 𝑇(𝐼)𝑓𝑐 ) , 𝑡 ≥ 𝑇

(𝐼)
𝑓𝑐

(5.2)
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𝑇(𝐼)𝑓𝑐 is the time instant of occurrence of the process fault that affects a specific component 𝑐 of the
propulsion process, 𝜙(𝐼)𝑐 is associated to the fault function of each process fault, and 𝜅(𝐼)𝑐 is associated
to a fault evolution mode as it was mentioned in section 2.3.

In this work, the inclusion of the process faults in the system equations has introduced the additional
complexity of distinguishing the process faults from the sensor faults, after their detection. The discrim-
ination between process and sensor faults can be achieved with the introduction of redundant sensors,
as it was mentioned in section 2.4. In brief, if two or more sensors that are responsible to measure the
same variable in a system, show a significant change in the residual that leads to the violation of the
associated ARRs, causing the detection of a fault, then this fault is assigned as a process fault. More
details will be explained regarding the rationale for adding redundant sensors when the local decision
logic is described.

The objective of this thesis is to design a methodology for the detection and isolation of multiple
permanent, abrupt or incipient, offset or drift-like process faults such as the ones given in (5.2), but
also permanent, abrupt, offset sensor faults given in (5.1) for nonlinear DAE interconnected systems
defined by (3.1), (3.2) and (3.3), subject to the assumptions provided in section 5.2, but also to the
ones given here:

5.2. Assumptions Introduced
For the development of this work, after reviewing the relevant literature regarding fault diagnosis and
fault modeling, the following assumptions were considered necessary to be introduced:

• Assumption 1: Solutions to the system (2.33) initialized in 𝑋0 are well defined in positive time
and belong to an open set 𝒳. In other words, for all 𝑢 in 𝒰, for all 𝑥0 in 𝑋0 and for all 𝑠 in [0,∞),
𝑋(𝑥0, 0; 𝑠; 𝑢) is well defined and is in 𝒳.

It is further assumed that the inputs and outputs are known in a causal way, the observer can use
only their past or current values, i.e., at time 𝑡, 𝑢|[0,𝑡] and 𝑦|[0,𝑡] only. The idea here is to transform
system (2.33) into a Hurwitz form [4]:

̇𝜍 = 𝐴𝜍 + 𝐵𝑦 (5.3)

• Assumption 2: Solutions to the system (2.33) initiated from 𝒳 do not deviate substantially from
zero as time progresses [4], in the absence of faults.

• Assumption 3: In this work only permanent sensor and process faults shall be considered. The
sensor faults are abrupt and offset, while the process faults can be either incipient or abrupt, offset
or drift-like as was mentioned in section 2.3.1.

The reason Assumption 3 exists is to turn the attention toward permanent faults since such faults
influence the sensors or the systems they occur in, for the remainder of their useful lives, unlike in-
termittent faults that might make their appearance for a period of time followed by a disappearance
period. Therefore, permanent faults were considered to have a longer-lasting impact. Intermittent or
even transient faults could be introduced by future researchers to the current framework, to make it
more inclusive and complete.

• Assumption 4: In this work, while the simulation results that are presented in chapter 6 were
being created, it was assumed that no more than two process and sensor faults may affect the
same system at the same time.

Assumption 4 was introduced due to the fact that the simultaneous occurrence of many different
process faults at the same time may lead to the simulation failure since no FTC was introduced and
the fault tolerance of the simulated marine engine systems, in general, is low.

• Assumption 5: The system disturbance and themeasurement noise of each sensor are unknown
but uniformly bounded, meaning [44]:

|𝜂(𝐼)𝑥𝑗 | ≤ �̄�
(𝐼)
𝑥𝑗 , |𝜂

(𝐼)
𝑧𝑗 | ≤ �̄�

(𝐼)
𝑧𝑗 , |𝑑

(𝐼)
𝑗 | ≤ �̄�(𝐼)𝑗 ∀ 𝑗 ∈ {1, … , 𝑛𝐼}

Where �̄�(𝐼)𝑥𝑗 , �̄�
(𝐼)
𝑧𝑗 and �̄�(𝐼)𝑗 are known.
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• Assumption 6: The nonlinear vector fields 𝛾(𝐼) and ℎ(𝐼) are locally Lipschitz for 𝑥 ∈ 𝒳, 𝑧 ∈ 𝒵 for
all 𝑢 ∈ 𝒰 and 𝑡 ≥ 0 with Lipschitz constants 𝜆𝛾𝐼 and 𝜆ℎ𝐼 respectively [44].

Assumption 5 provides a bound commonly used for distinguishing between modeling uncertainties
and faults and a representation of the existing knowledge for the sensor noise that is typically provided
in a given range of operation by sensor manufacturers or introduced when a noise-free analog signal
is converted into a digital one with a finite number of digits. These bounds can be acquired either
analytically, by explicitly defining the sources of uncertainty and their corresponding bounds, or using
offline identification methods. Assumption 6 describes the class of nonlinear interconnected systems
under consideration. Many nonlinearities in practical systems can be considered locally Lipschitz [56].

5.3. Distributed Fault Detection and Isolation
Allowing the exchange of sensor information between monitoring agents can improve sensor fault de-
tectability, compared to a decentralized architecture with no communication between the monitoring
agents, where often the effects of interconnections minister as bounded disturbances. On the other
hand, the exchange of information may lead to fault propagation, which complicates the isolation of
faults [56].

The first-level diagnosis consists of the local monitoring agentsℳ(𝐼), shown in fig. 5.1, and is de-
vised to detect and isolate multiple faults that may directly affect some sensors in the underlying set
of sensors 𝒮(𝐼) or process faults that affect the underlying system Σ(𝐼) ∀ 𝐼 ∈ {1, … ,𝑁} with 𝑁 = 4.
Neighboring monitoring agents can exchange data provided by the sensors that measure the inter-
connection state 𝑥(𝐼) and algebraic variables 𝑧(𝐼). A fault in the sensor set 𝒮(𝐼,𝑞) ∀ 𝑞 ∈ {1,… , 𝑛𝐼} with
𝑛1 = 2, 𝑛2 = 𝑛4 = 6, 𝑛3 = 5 can be propagated to neighboring modules due to the information ex-
change, as well as between the agent ℳ(𝐼) and the neighboring monitoring agents. Therefore, the
global decision logic is needed by the global monitoring agent, 𝒢, to attribute the propagating faults, to
the sensors they originate from. In particular, the second-level diagnosis, denoted by 𝒢, uses informa-
tion from the monitoring agentsℳ(𝐼) for isolating sensor faults propagating in the top layer due to the
communication of the monitoring agentsℳ(𝐼) [57].

Figure 5.1: Distributed FDI scheme application using an
MVFP marine propulsion model [44].

Figure 5.2: Description of monitoring agentℳ(𝐼), system
Σ(𝐼), and sensors 𝒮(𝐼) connected to it.
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The distributed scheme in fig. 5.1, is based on previous works [44], [57]. As shown in fig. 5.1,
for each one of the interconnected systems, Σ(𝐼), a monitoring agentℳ(𝐼) is assigned. The monitor-
ing agents have been created considering the DAE nature of the fuel engine and nonlinear algebraic
residuals with their associated adaptive thresholds were proposed [44]. Additionally, in fig. 5.2 the
illustration of the 𝐼 − 𝑡ℎ monitoring agent, system Σ(𝐼), and its sensors 𝒮(𝐼) can be viewed. One may
notice the content of the agentℳ(𝐼) which is designed comprising 𝑛𝐼 monitoring modulesℳ(𝐼,𝑞), and
an aggregation module 𝒜(𝐼). The sensors that are connected to Σ(𝐼), are organized in 𝑛𝐼 sensor sets
𝒮(𝐼,𝑞). The outputs of these sensor sets are fed to the monitoring modules that utilize them, along with
the outputs of the interconnection sensors to form ARRs. More details regarding the use of these ARRs
by the modules and the need for the aggregation module 𝒜(𝐼), will be provided in the local decision
logic later in this chapter.

5.3.1. Residual Generation and Error Estimation
This subsection deals with the design of the moduleℳ(𝐼,𝑞), 𝑞 ∈ {1,… , 𝑛𝐼}. Considering Assumptions
1-2, the estimation model ofℳ(𝐼,𝑞) is formed by selecting a Lipschitz nonlinear observer 𝒪(𝐼,𝑞), shown
in the following equation [56]:

𝒪(𝐼,𝑞) ∶ ̇�̂�(𝐼,𝑞) = 𝐴(𝐼)�̂�(𝐼,𝑞) + 𝛾(𝐼) (�̂�(𝐼,𝑞), 𝑢(𝐼), 𝑦(𝐼,𝑞)𝑧 ) + ℎ(𝐼) (�̂�(𝐼,𝑞), 𝑢(𝐼), 𝑦(𝐼,𝑞)𝑧 , 𝑦(𝐼,𝑞)𝜒 ) + 𝐿(𝐼,𝑞) (𝑦(𝐼,𝑞)𝑥 − �̂�(𝐼,𝑞))
(5.4)

Subtracting (3.1) from (5.4) yields the following [44]:

̇𝜖(𝐼,𝑞)𝑥 = 𝐴(𝐼,𝑞)𝐿 𝜖(𝐼,𝑞)𝑥 + �̃�(𝐼,𝑞) + ℎ̃(𝐼,𝑞) + 𝜂(𝐼,𝑞)𝑥 − 𝐿(𝐼,𝑞)𝑑(𝐼,𝑞)𝑥 (5.5)
Where �̂�(𝐼,𝑞) ∈ 𝑅𝑛𝐼 is the estimation of 𝑥(𝐼) (based on the sensor measurements 𝑦(𝐼,𝑞) with �̂�(𝐼,𝑞)(0) ∈

𝒳(𝐼) that is an open set, 𝐿(𝐼,𝑞) ∈ 𝑅(𝑛𝐼−𝑟𝐼)×(𝑛𝐼−𝑟𝐼) is the observer gain matrix is selected such that the
matrix 𝐴(𝐼,𝑞)𝐿 = 𝐴(𝐼) − 𝐿(𝐼,𝑞) is Hurwitz, and 𝑦(𝐼,𝑞)𝑧 is the transmitted sensor information. Furthermore,
𝜖(𝐼,𝑞)𝑥 = 𝑥(𝐼) − �̂�(𝐼,𝑞) is the state estimation error, �̃�(𝐼,𝑞) Δ= 𝛾(𝐼)(𝑥(𝐼), 𝑧(𝐼), 𝑢(𝐼)) − 𝛾(𝐼)(�̂�(𝐼,𝑞), 𝑦(𝐼,𝑞)𝑧 , 𝑢(𝐼)) and
ℎ̃(𝐼,𝑞) = ℎ(𝐼)(𝑥(𝐼), 𝑧(𝐼), 𝜒(𝐼), 𝑢(𝐼))−ℎ(𝐼)(�̂�(𝐼,𝑞), 𝑦(𝐼,𝑞)𝑧 , 𝑦(𝐼,𝑞)𝜒 , 𝑢(𝐼)) [44]. Keep in mind that the given observer is
based on the formulation of observers for Lipschitz nonlinear systems, which is adjusted appropriately
for the nonlinear interconnected subsystems [56].

The residual vector is defined as follows [44]:

𝜖(𝐼,𝑞)𝑦 = [ 𝑦(𝐼,𝑞)𝑥 − �̂�(𝐼,𝑞)
−𝜉(𝐼) (𝑦(𝐼,𝑞)𝑥 , 𝑦(𝐼,𝑞)𝑧 , 𝑦(𝐼,𝑞)𝜒 , 𝑢(𝐼)) ] = [

𝜖(𝐼,𝑞)𝑦𝑥
𝜖(𝐼,𝑞)𝑦𝑧

] ∈ 𝑅𝑛𝐼 (5.6)

The residual 𝜖(𝐼,𝑞)𝑦𝑥 can also be defined as 𝜖(𝐼,𝑞)𝑦𝑥 = 𝜖(𝐼,𝑞)𝑥 + 𝑑(𝐼,𝑞)𝑥 . Adding (3.2) to the expression of
𝜖(𝐼,𝑞)𝑦𝑧 in (5.6) yields the following [44]:

𝜖(𝐼,𝑞)𝑦𝑧 = 𝜉(𝐼) (𝑥(𝐼), 𝑧(𝐼), 𝜒(𝐼), 𝑢(𝐼)) + 𝜂(𝐼)𝑧 − 𝜉(𝐼,𝑞) (𝑦(𝐼,𝑞)𝑥 , 𝑦(𝐼,𝑞)𝑧 , 𝑦(𝐼,𝑞)𝜒 , 𝑢(𝐼)) (5.7)

5.3.2. Adaptive Thresholds Computation
The thresholds are designed to bound the respective residuals 𝜖(𝐼,𝑞)𝑦𝑥 and 𝜖(𝐼,𝑞)𝑦𝑧 under healthy sensor
conditions. The boundedness of 𝜖(𝐼,𝑞)𝑦𝑥 and 𝜖(𝐼,𝑞)𝑦𝑧 is exploited in order to formulate the adaptive thresholds
[57].

|𝜖(𝐼,𝑞)𝑦𝑥𝑗 (𝑡)| ≤ ̄𝜖(𝐼,𝑞)𝑦𝑥𝑗 (𝑡) ∀ 𝑗 ∈ {1, … , 𝑛𝐼 − 𝑟𝐼} (5.8)

𝜖(𝐼,𝑞)𝑦𝑧𝑗 (𝑡) ∈ [𝜖
(𝐼,𝑞)
𝑦𝑧𝑗

(𝑡), ̄𝜖(𝐼,𝑞)𝑦𝑧𝑗 (𝑡)] ∀ 𝑗 ∈ {1, … , 𝑟𝐼} (5.9)

Considering Assumptions 5-6 and after some mathematical manipulations of (5.5) the adaptive
threshold can be derived as follows [56]:

̄𝜖(𝐼,𝑞)𝑦𝑥𝑗 (𝑡) = 𝐸
(𝐼,𝑞)(𝑡) + 𝜌(𝐼,𝑞)Λ𝐼∫

𝑡

0
𝐸(𝐼,𝑞)(𝜏)𝑒−𝜉(𝐼,𝑞)(𝑡−𝜏)𝑑𝜏 + �̄�(𝐼,𝑞)𝑥𝑗 (5.10)
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Where

𝐸(𝐼,𝑞)(𝑡) = 𝜌(𝐼,𝑞)𝑒−𝜉(𝐼,𝑞)𝑡�̄�(𝐼,𝑞) +
𝜌(𝐼,𝑞)𝑑 �̄�(𝐼,𝑞)𝑥 + 𝜌(𝐼,𝑞)𝜆ℎ𝐼 �̄�

(𝐼,𝑞)
𝜒

𝜉(𝐼,𝑞) (1 − 𝑒−𝜉
(𝐼,𝑞)
𝑑 𝑡) (5.11)

Λ𝐼 = 𝜆ℎ𝐼 + 𝜆𝛾𝐼 (5.12)

Here �̄�(𝐼,𝑞)𝑥 is the noise bound such that |𝑑(𝐼,𝑞)𝑥 | ≤ �̄�(𝐼,𝑞)𝑥 [57]. Moreover, 𝜌(𝐼,𝑞), 𝜉(𝐼,𝑞), 𝜌(𝐼,𝑞)𝑑 and 𝜉(𝐼,𝑞)𝑑
are positive constants, such that the following equations hold:

|𝑒𝐴(𝐼,𝑞)𝐿 𝑡| ≤ 𝜌(𝐼,𝑞)𝑒−𝜉(𝐼,𝑞)𝑡 (5.13)

|𝑒𝐴(𝐼,𝑞)𝐿 𝑡𝐿(𝐼,𝑞)| ≤ 𝜌(𝐼,𝑞)𝑑 𝑒−𝜉
(𝐼,𝑞)
𝑑 𝑡 (5.14)

For the formation of the algebraic thresholds, inclusion functions can be utilized [38]. Given that
[𝑥(𝐼)] = 𝑦(𝐼,𝑞)𝑥 + [𝑑(𝐼,𝑞)𝑥 ] since [𝑥(𝐼)] = [𝑦(𝐼,𝑞)𝑥 − �̄�(𝐼,𝑞)𝑥 , 𝑦(𝐼,𝑞)𝑥 + �̄�(𝐼,𝑞)𝑥 ] = 𝑦(𝐼,𝑞)𝑥 + [𝑑(𝐼,𝑞)𝑥 ]∀𝑗 ∈ {1, … , 𝑛𝐼 − 𝑟𝐼}
also [𝑧(𝐼)] = 𝑦(𝐼,𝑞)𝑧 +[𝑑(𝐼,𝑞)𝑧 ], [𝜒(𝐼)] = 𝑦(𝐼,𝑞)𝜒 +[𝑑(𝐼,𝑞)𝜒 ] and [𝑢(𝐼)] = [𝑢(𝐼), �̄�(𝐼)], the following can be inferred
as follows [44]:

𝜉(𝐼)𝑗 {𝑥(𝐼), 𝑧(𝐼), 𝜒(𝐼), 𝑢(𝐼)} ∈ [𝜉
(𝐼,𝑞)
𝑗

, ̄𝜉(𝐼,𝑞)𝑗 ] ∀ 𝑗 ∈ {1,… , 𝑛𝐼 − 𝑟𝐼} (5.15)

Where [𝜉(𝐼,𝑞)
𝑗

, ̄𝜉(𝐼,𝑞)𝑗 ] = 𝜉(𝐼)𝑗 {𝑦
(𝐼,𝑞)
𝑥 + [𝑑(𝐼,𝑞)𝑥 ], 𝑦(𝐼,𝑞)𝑧 + [𝑑(𝐼,𝑞)𝑧 ], 𝑦(𝐼,𝑞)𝜒 + [𝑑(𝐼,𝑞)𝜒 ], [𝑢(𝐼)]}. Then according to

(5.7) and Assumption 5, the following stands [44]:

{
𝜖(𝐼,𝑞)𝑦𝑧𝑗

= 𝜉(𝐼,𝑞)
𝑗

− 𝜉(𝐼)𝑗 {𝑥(𝐼), 𝑧(𝐼), 𝜒(𝐼), 𝑢(𝐼)}

̄𝜖(𝐼,𝑞)𝑦𝑧𝑗 = ̄𝜉(𝐼,𝑞)𝑗 − 𝜉(𝐼)𝑗 {𝑥(𝐼), 𝑧(𝐼), 𝜒(𝐼), 𝑢(𝐼)}
∀ 𝑗 ∈ {1, … , 𝑛𝐼 − 𝑟𝐼} (5.16)

5.3.3. Multiple Fault Decision Logic

This subsection provides the fault decision logic. As noted at the beginning of the section, but also
in section 2.7, isolation occurs in two steps; the local decision logic and the global decision logic [56].
This shall be shown in detail hereafter.

Local Decision Logic
If faults occur in 𝒮(𝐼,𝑞) they are detected byℳ(𝐼,𝑞) with the use of ARRs. The 𝑗 − 𝑡ℎ state-based ARR
can is expressed as [44]:

𝜀(𝐼,𝑞)𝑗 ∶ |𝜖(𝐼,𝑞)𝑦𝑥𝑗 (𝑡)| − ̄𝜖(𝐼,𝑞)𝑦𝑥𝑗 (𝑡) ≤ 0 ∀ 𝑗 ∈ {1,… , 𝑛𝐼 − 𝑟𝐼} (5.17)

Regarding the monitoring modules that make use of the algebraic residual expression 𝜖(𝐼,𝑞)𝑦𝑧 that
was given in (5.6) as well as the threshold expression of (5.16), the way to create the 𝑗 − 𝑡ℎ ARR is
provided [44]:

𝜀(𝐼,𝑞)𝑗 ∶ 𝜖(𝐼,𝑞)𝑦𝑧𝑗 (𝑡) ∈ [𝜖
(𝐼,𝑞)
𝑦𝑧𝑗

(𝑡), ̄𝜖(𝐼,𝑞)𝑦𝑧𝑗 (𝑡)] ∀ 𝑗 ∈ {1, … , 𝑟𝐼} (5.18)

The set of ARRs that the module decides on the existence of local faults is expressed as 𝜀(𝐼,𝑞) =
∪𝑗∈𝐽(𝐼,𝑞)𝜀

(𝐼,𝑞)
𝑗 , where 𝒥(𝐼,𝑞) is an index set. The fault detection time 𝑇(𝐼,𝑞)𝐷𝑗 is denoted as the first time

instant that the violation of (5.17) or (5.18) for at least one 𝑗 ∈ 𝒥(𝐼,𝑞) occurs, by the local moduleℳ(𝐼,𝑞),
which can be expressed as 𝑇(𝐼,𝑞)𝐷𝑗 = 𝑚𝑖𝑛{𝑡 ∶ |𝜖(𝐼,𝑞)𝑦𝑥𝑗 (𝑡)| − ̄𝜖(𝐼,𝑞)𝑦𝑥𝑗 (𝑡) > 0} or 𝑇(𝐼,𝑞)𝐷𝑗 = 𝑚𝑖𝑛{𝜖(𝐼,𝑞)𝑦𝑧𝑗 (𝑡) ∉
[𝜖(𝐼,𝑞)𝑦𝑧𝑗

(𝑡), ̄𝜖(𝐼,𝑞)𝑦𝑧𝑗 (𝑡)]} respectively. Until this violation occurs, the local sensor set 𝒮
(𝐼,𝑞) or system Σ(𝐼) is

considered as non-faulty, meaning that no fault exists or that faults exist but remain undetected. A
binary decision is considered as the output of ℳ(𝐼,𝑞) expressed as 𝐷(𝐼,𝑞) for the case of permanent
fault occurrence as follows [44]:
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𝐷(𝐼,𝑞)(𝑡) = {
0, 𝑡 < 𝑇(𝐼,𝑞)𝐷

1, 𝑡 ≥ 𝑇(𝐼,𝑞)𝐷
(5.19)

Where 𝑇(𝐼,𝑞)𝐷 = 𝑚𝑖𝑛{𝑇(𝐼,𝑞)𝐷𝑗 ∶ 𝑗 ∈ 𝒥(𝐼,𝑞)}. As was shown in fig. 5.2 the decision of each module is
fed to the aggregation module 𝒜(𝐼) of the monitoring agent ℳ(𝐼) to acquire a binary decision vector
𝐷(𝐼) = [𝐷(𝐼,1), … , 𝐷(𝐼,𝑞)] and compare it with a binary fault signature matrix 𝐹(𝐼), consisting of 𝑛𝐼 rows
and 𝑁𝐶𝐼 +2 columns where 𝑁𝐶𝐼 = 2𝑛𝐼 −1+𝑛

(𝐼)
𝑝 where 𝑛(𝐼)𝑝 represents the columns associated with the

considered process faults for each system Σ(𝐼). The design of this matrix will be provided in chapter 6
for the plenitude of the analysis. Keep in mind that when 𝐷(𝐼)(𝑡) = 0𝑛𝐼 , the diagnosis set 𝒟

(𝐼)
𝑠 is empty.

Furthermore, if 𝐷(𝐼,𝑞)(𝑡) = 𝑓(𝐼)𝑞 ∀ 𝑞 ∈ {1,… , 𝑛𝐼}, then the observed pattern 𝒟(𝐼)(𝑡) is characterised
as consistent with the theoretical pattern 𝐹(𝐼)𝑖 and the diagnosis set is expressed as 𝒟(𝐼)𝑠 (𝑡) = {𝐹(𝐼)𝑐𝑖 ∶
𝑖 ∈ ℐ(𝐼)𝐷 (𝑡)} where ℐ(𝐼)𝐷 (𝑡) is the consistency index set expressed as ℐ(𝐼)𝐷 (𝑡) = {𝑖 ∶ 𝐹(𝐼)𝑖 = 𝐷(𝐼)(𝑡),
𝑖 ∈ {1, … , 𝑁𝐶𝐼}}. Moreover, the agent ℳ(𝐼), 𝐼 ∈ {1, … , 𝑁} also forms a decision on the propagation of
sensor or process faults from the interconnected systems, aside from the local diagnosis set 𝒟(𝐼)𝑠 . This
decision is made by the aggregation module 𝒜(𝐼) of the agent, shown in fig. 5.2, and is expressed as
𝐷(𝐼)𝜒 (𝑡) [44]:

𝐷(𝐼)𝜒 (𝑡) = {
0, 𝑖𝑓 𝑓(𝐼)𝜒 ∉ 𝒟(𝐼)𝑠 (𝑡) 𝑎𝑛𝑑 𝑓(𝐼)𝑝 ∉ 𝒟(𝐼)𝑠 (𝑡)
1, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.

(5.20)

Where 𝑓(𝐼)𝑝 ∈ 𝑅𝑛∗𝐼 , 𝑛∗𝐼 ≤ 𝑛𝐼 stands for the total number of faults that are propagated from the agent
ℳ(𝐼), to its neighboring agents, and 𝑓(𝐼)𝜒 is associated with the faults propagated to the agent from the
neighboring agents, due to the exchange of sensor information [44].

In the case a process fault occurs in a particular system Σ(𝐼), it is again attributed to the local module
ℳ(𝐼,𝑞) of the particular system to detect it, and a task of the monitoring agent ℳ(𝐼) to distinguish
it as a process fault instead of a sensor fault, according to its local decision logic. A prerequisite
for this to happen is the use of redundant sensors. More specifically, if the outputs of two or more
sensors that are responsible to measure the same variable show a significant change that causes the
residuals to violate the associated ARRs, then this fault is declared as a process fault. The same logic
applies if one process fault affects more than one variable in one system. In this case, the sensors
responsible to measure these different variables may detect the fault after the violation of (5.17) or
(5.18) and if it is not associated with fault propagation, then it is assigned as a process fault. It is worth
mentioning that the process faults that affect a system, cannot be detected by the monitoring agents of
neighboring systems. This happens because the output measurements the agents use, that originate
from the interconnection sensors, for the formation of residuals according to (5.6) and (5.7), cancel
out with the interconnection variables 𝜒(𝐼) that are used in the formation of ℎ(𝐼)(𝑥(𝐼), 𝑧(𝐼), 𝜒(𝐼), 𝑢(𝐼)) and
𝜉 (𝑥(𝐼), 𝑧(𝐼), 𝜒(𝐼), 𝑢(𝐼)), of the equations that describe each system. Therefore, the process faults cannot
propagate from one agent to another, unlike the sensor faults.

Global Decision Logic
The global decision logic establishes the isolation of the faults propagated via the interconnections
between the monitoring agents. It is therefore the responsibility of a global agent 𝒢 to gather the
decisions on the propagation of faults from the𝑁 local agents𝐷𝜒(𝑡) = [𝐷(1)𝜒 (𝑡), … , 𝐷(𝑁)𝜒 (𝑡)] and compare
them with the columns of a global fault signature matrix 𝐹𝜒 comprising of 𝑁 rows and 𝑁𝐶 = 2𝑝 −1+𝑛𝑝
columns (𝑝 ≤ ∑𝑁𝐼=1{𝑝𝐼}, 𝑝𝐼 is the length of 𝑓

(𝐼)
𝜒 ) [44]. 𝑛𝑝 represents the total number of the considered

process faults that affect the propulsion process.
The star (*) is placed in 𝐹𝜒 instead of 1 in case the sensor fault is propagated to the agent ℳ(𝐼),

from the other agents ℳ(𝐽), 𝐽 ∈ {1, … , 𝑁}, 𝐽 ≠ 𝐼 as it can not be assured it will be picked up by the
agent ℳ(𝐼). If 𝒟𝜒(𝑡) is consistent with the 𝑘 − 𝑡ℎ column of 𝐹𝜒(𝐹𝜒𝑘 ), meaning that 𝒟𝜒(𝑡) = 𝐹𝜒𝑘 , the
diagnosis set of propagated faults is denoted as 𝒟𝜒𝑠 (𝑡) = {𝐹𝜒𝑐𝑘 ∶ 𝑘 ∈ ℐ𝜒(𝑡)}, where ℐ𝜒(𝑡) is an index set
expressed as ℐ𝜒(𝑡) = {𝑘 ∶ 𝐹𝜒𝐼𝑘 = 𝐷

(𝐼)
𝜒 (𝑡), 𝑘 ∈ {1, … , 𝑁𝐶}∀ 𝐼 ∈ {1, … ,𝑁}}. The non-empty local diagnosis
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set 𝒟𝜒𝑠 (𝑡) ofℳ(𝐼), is updated by the set 𝒟𝜒𝑠 (𝑡) by excluding the occurrence of 𝑓(𝐼)𝜒 and its combinations,
if 𝑓(𝐼)𝜒 ∉ 𝒟𝜒𝑠 (𝑡). Thus, the global diagnosis set occurs as follows [44].

𝒟𝒢𝑠 (𝑡) = 𝒟𝜒𝑠 (𝑡)⋂𝒟𝑠(𝑡) (5.21)

Where

𝒟𝑠(𝑡) =
𝑁

⋃
𝐼 = 1

𝒟(𝐼)𝑠 (𝑡) (5.22)

5.4. Discussion
In this chapter, the FDI scheme for process and sensor faults was explained in a generic form. Further-
more, the local decision logic was provided to explain how the local diagnosis sets are derived and the
global decision logic that can isolate the faults that propagated from one system to another, was also
shown. In the following chapter, the FD simulation results will be given, as well as some performance
indicators for the FDI methodology that was adopted and presented earlier.





6
Fault Diagnosis Simulation Results

In this chapter, the answer to the final research question shall be provided. As was explained in the
previous chapter, the FD scheme was implemented in the simulation and the sensor and process faults
were initiated at certain times during the simulation, in the absence and presence of sensor noise. The
simulation was carried out for a duration of 300sec. It was assumed that the sensor measurements are
affected by uniformly distributed noise that is 3% of the maximum amplitude of the noiseless measure-
ment of each sensor. All the faults are permanent and the sensor faults are abrupt and offset, while
process faults can be either incipient or abrupt, offset or drift-like according to their fault equation that
was presented in table 3.2.

After the initiation of these faults, their detection and isolation were achieved, as can be seen here-
after, and the discrimination between sensor and process faults was established. These results shall
be shown and explained for each sensor and process fault in the following sections. Thereafter, some
examples will be described, where fault isolation is conducted. Later, some performance indicators will
be shown that highlight some important performance criteria of the FD scheme that was adopted, such
as standard deviation of detection time and miss-detection of process faults.

6.1. Detection of Sensor Faults
The design parameters for monitoring modulesℳ(1,1),ℳ(1,2),ℳ(3,1),ℳ(3,2),ℳ(4,1) andℳ(4,2), are
presented in table 6.1. These parameters are used for the derivation of the state-based adaptive
thresholds as they were provided in (5.10) in the previous chapter. It is important to mention here, that
the choice of the observer gains in table 6.1 was done in such a way, as to satisfy the trade-off between
the reduction of noise amplification as much as possible and the convergence of the state estimation
to its final value in a relatively short time frame. The remaining parameters were chosen thereafter
provided that they satisfy inequalities (5.13) and (5.14) of the previous chapter.

At this point, it is a good time to mention how the 19 sensors used to monitor the propulsion process
are divided into the following sensor sets, which were decided according to the relevant theory in
[57]. These 19 sets can be seen in table 6.2 along with their index sets. Each monitoring module
ℳ(𝐼,𝑞) was designed to use information from the respective sensors 𝒮(𝐼){𝑗}. Table 6.2 also depicts the
interconnection sensors chosen in the sensor sets. Modulesℳ(1,1),ℳ(1,2),ℳ(3,1),ℳ(3,2),ℳ(4,1) and
ℳ(4,2) incorporate state-based ARRs of the form expressed in (5.17) in the previous chapter, while the
rest of the modules make use of algebraic-based ARRs as given in (5.18).

Table 6.1: Design parameters of observers in monitoring modulesℳ(1,1),ℳ(1,2),ℳ(3,1),ℳ(3,2),ℳ(4,1) andℳ(4,2).

Moduleℳ(𝐼,𝑞) Gain 𝐿(𝐼,𝑞) Constant 𝜌(𝐼,𝑞) Constant 𝜉(𝐼,𝑞) Constant 𝜌(𝐼,𝑞)𝑑 Constant 𝜉(𝐼,𝑞)𝑑

ℳ(1,1),ℳ(1,2) 33.3833 2 100 40 100
ℳ(3,1),ℳ(3,2) 1.25 0.02 101.25 2.67 101.27
ℳ(4,1),ℳ(4,2) 0.3764 1.67𝑥10−7 0.2 0.02 0.4
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Table 6.2: Sensor sets and index sets used in the local monitoring agents.

Agentℳ(𝐼) Sensor Set 𝒮(𝐼,𝑞) Sensors 𝒮(𝐼){𝑗} ∀ 𝑗 ∈ 𝑛𝐼 Interconnection Sensors

ℳ(1) 𝒮(1,1) 𝒮(1){1} -
𝒮(1,2) 𝒮(1){2} -

ℳ(2) 𝒮(2,1) 𝒮(2){1} 𝒮(1){1},𝒮(4){1},𝒮(4){3}
𝒮(2,2) 𝒮(2){2} 𝒮(1){2},𝒮(4){2},𝒮(4){4}
𝒮(2,3) 𝒮(2){3} 𝒮(1){1},𝒮(4){1},𝒮(4){3}
𝒮(2,4) 𝒮(2){4} 𝒮(1){2},𝒮(4){2},𝒮(4){4}
𝒮(2,5) 𝒮(2){3},𝒮(2){5} 𝒮(1){1},𝒮(4){1},𝒮(4){3}
𝒮(2,6) 𝒮(2){4}, 𝒮(2){6} 𝒮(1){2},𝒮(4){2},𝒮(4){4}

ℳ(3) 𝒮(3,1) 𝒮(3){1},𝒮(3){3} 𝒮(1){1},𝒮(4){1},𝒮(4){3}
𝒮(3,2) 𝒮(3){2}, 𝒮(3){4} 𝒮(1){2},𝒮(4){2},𝒮(4){4}
𝒮(3,3) 𝒮(3){1},𝒮(3){3} 𝒮(1){1},𝒮(2){1},𝒮(2){3},𝒮(4){1},𝒮(4){3}
𝒮(3,4) 𝒮(3){2}, 𝒮(3){4} 𝒮(1){2},𝒮(2){2},𝒮(2){4},𝒮(4){2},𝒮(4){4}
𝒮(3,5) 𝒮(3){2},𝒮(3){4},𝒮(3){5} 𝒮(4){2}

ℳ(4) 𝒮(4,1) 𝒮(4){1},𝒮(4){3} 𝒮(1){1},𝒮(3){1},𝒮(3){3}
𝒮(4,2) 𝒮(4){2}, 𝒮(4){4} 𝒮(1){2},𝒮(3){2},𝒮(3){4}
𝒮(4,3) 𝒮(4){3} -
𝒮(4,4) 𝒮(4){4} -
𝒮(4,5) 𝒮(4){1},𝒮(4){3},𝒮(4){5} 𝒮(1){1},𝒮(3){1},𝒮(3){3},𝒮(3){5}
𝒮(4,6) 𝒮(4){2}, 𝒮(4){4}, 𝒮(4){6} 𝒮(1){2},𝒮(3){2},𝒮(3){4},𝒮(3){5}

The sensor sets were formulated in such a way that the isolability of sensor and process faults
is enhanced. This shall be seen in the fault signature matrices 6.5-6.8 that will be presented later in
this chapter, where almost all of the columns in these matrices are unique. This is achieved thanks
to the use of different combinations of sensor outputs that are utilized in the monitoring modules. For
instance, in table 6.2 one may notice that every first, third, and fifth monitoring module of an agent
uses outputs from sensors with the index 𝑗 being an odd number, while every second, fourth and sixth
monitoring module uses outputs from sensors with the index 𝑗 being an even number. Furthermore, for
the sensors presented in table 6.2 the ones that have index 𝑗 being an even number, are the redundant
sensors. For even more clarity the redundant sensors have a brown font color, while the primary ones
have a blue color in the table.

Figure 6.1: No sensor noise and sensor fault initiated at 25
seconds.

Figure 6.2: Sensor noise and sensor fault initiated at 25 sec-
onds.
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Figure 6.3: No sensor noise and sensor fault initiated at 55
seconds.

Figure 6.4: Sensor noise and sensor fault initiated at 55 sec-
onds.

Figure 6.5: No sensor noise and sensor fault initiated at 85
seconds.

Figure 6.6: Sensor noise and sensor fault initiated at 85 sec-
onds.

In figures 6.1 and 6.2 one can view the residual of 𝑥(1) and fault detection time for the cases in
absence and presence of sensor noise respectively. In the case where there is no sensor noise, the
adaptive threshold approaches zero as time progresses and that’s because the noise bound �̄�(𝐼,𝑞)𝑥 must
be equal to zero since noise is absent. Consequently, the sensor fault amplitude can be set lower than
5% of the maximummeasurement indicated by the sensor and it was detected almost immediately after
it appears, as can be seen in fig. 6.1. In the case of sensor noise being present, the noise bound �̄�(𝐼,𝑞)𝑥
was set such that |𝑑(𝐼,𝑞)𝑥 | ≤ �̄�(𝐼,𝑞)𝑥 , to avoid any false alarms triggered by the detection of the sensor
noise. The sensor fault amplitude was set equal to 6% of the maximum measurement indicated by the
sensor, due to the noise, and it was detected almost immediately after it appears, as can be seen in
fig. 6.2.

In figures 6.3 and 6.4 one may view the residual of 𝑧(2)1 generated for the cases in the absence and
presence of sensor noise respectively. The sensor fault amplitude in the case of sensor noise absence
was set to 2% of the maximum measurement indicated by the sensor and it can be detected almost
immediately after it appears, as can be seen in fig. 6.3. Regarding fig. 6.4 and its associated residual,
the sensor fault amplitude was set to 5% of the maximum measurement indicated by the sensor and it
was detected almost immediately after it appears, as can be seen in fig. 6.4 at the bottom of the figure.
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Figure 6.7: No sensor noise and sensor fault initiated at 115
seconds.

Figure 6.8: Sensor noise and sensor fault initiated at 115 sec-
onds.

Figure 6.9: No sensor noise and sensor fault initiated at 145
seconds.

Figure 6.10: Sensor noise and sensor fault initiated at 145 sec-
onds.

In figures 6.5 and 6.6 the residual of 𝑧(2)2 generated for the cases in the absence and presence
of sensor noise respectively can be viewed. The sensor fault amplitude in the case of sensor noise
absence was set to 4% of the maximummeasurement indicated by the sensor and was detected almost
immediately after it appears, as can be seen in fig. 6.5. When looking at fig. 6.6, at first one can notice
that the noise affects the thresholds as well as the residual due to the use of sensor outputs for the
formation of thresholds. The sensor fault amplitude was set to 5.5% of the maximum measurement
indicated by the sensor and was detected instantly after it appears.

In figures 6.7 and 6.8 one can see the residual of 𝑧(2)3 generated for the cases in absence and pres-
ence of sensor noise respectively. The sensor fault amplitude in the case of sensor noise absence is
set to 5% of the maximum measurement indicated by the sensor and was detected almost immediately
after it appears, as can be seen in fig. 6.7. When looking at fig. 6.8 and its associated residual, the
sensor fault amplitude was set to 10% of the maximum measurement indicated by the sensor and it
was detected almost immediately after it appears, as can be seen in fig. 6.8 at the lower part of this
figure.

In figures 6.9 and 6.10 one can view the residual of 𝑥(3) and fault detection time for the cases in
absence and presence of sensor noise respectively. In the case where there is no sensor noise, the
adaptive threshold approaches zero as time progresses and that’s because the noise bound �̄�(𝐼,𝑞)𝑥 must
be equal to zero since sensor noise is absent. Consequently, the sensor fault amplitude can be set to
4% of the maximum measurement indicated by the sensor and was detected almost immediately after
it appears, as can be seen in fig. 6.9.
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Figure 6.11: No sensor noise and sensor fault initiated at 175
seconds.

Figure 6.12: Sensor noise and sensor fault initiated at 175 sec-
onds.

Figure 6.13: No sensor noise and sensor fault initiated at 205
seconds.

Figure 6.14: Sensor noise and sensor fault initiated at 205 sec-
onds.

In the case of sensor noise being present, the noise bound �̄�(𝐼,𝑞)𝑥 was set such that |𝑑(𝐼,𝑞)𝑥 | ≤ �̄�(𝐼,𝑞)𝑥 ,
to avoid any false alarms triggered by the detection of the sensor noise. The sensor fault amplitude
was set equal to 5% of the maximum measurement indicated by the sensor, due to the noise, and was
detected almost immediately after it appears, as can be seen in fig. 6.10.

In figures 6.11 and 6.12 one can observe the residual of 𝑧(3)1 generated for the cases in absence
and presence of sensor noise respectively. The sensor fault amplitude in the case of sensor noise
absence is set to 5% of the maximum measurement indicated by the sensor and was detected almost
immediately after it appears, as can be seen in fig. 6.11. Regarding fig. 6.12, and the associated
residual, the sensor fault amplitude was set to 7.5% of the maximum measurement indicated by the
sensor and was detected almost immediately after it appears, as can be seen in fig. 6.12.

In figures 6.13 and 6.14 one can observe the residual of 𝑧(3)2 generated for the cases in absence
and presence of sensor noise respectively. The sensor fault amplitude in the case of sensor noise
absence is set to 2.5% of the maximummeasurement indicated by the sensor and was detected almost
immediately after it appears, as can be seen in fig. 6.13. When looking at fig. 6.14 and the associated
residual, the sensor fault amplitude was set to 5% of the maximum measurement indicated by the
sensor and was detected almost immediately after it appears, as can be seen in fig. 6.14 at the bottom
of the figure.
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Figure 6.15: No sensor noise and sensor fault initiated at 235
seconds.

Figure 6.16: Sensor noise and sensor fault initiated at 235 sec-
onds.

Figure 6.17: No sensor noise and sensor fault initiated at 265
seconds.

Figure 6.18: Sensor noise and sensor fault initiated at 265 sec-
onds.

In figures 6.15 and 6.16 one can view the residual of 𝑥(4) and fault detection time for the cases
in absence and presence of sensor noise respectively. In the case where there is no sensor noise,
the adaptive threshold approaches zero as time progresses and that’s because the noise bound �̄�(𝐼,𝑞)𝑥
must be equal to zero since noise is absent. Consequently, the sensor fault amplitude can be set to 5%
of the maximum measurement indicated by the sensor and was detected almost immediately after it
appears, as can be seen in fig. 6.15. In the case of sensor noise being present, the noise bound �̄�(𝐼,𝑞)𝑥
was set such that |𝑑(𝐼,𝑞)𝑥 | ≤ �̄�(𝐼,𝑞)𝑥 , to avoid any false alarms triggered by the detection of the sensor
noise. The sensor fault amplitude was set equal to 10% of the maximum measurement indicated by
the sensor, due to the noise, and was detected almost immediately after it appears, as can be seen in
fig. 6.16.

In figures 6.17 and 6.18 one can observe the residual of 𝑧(4)1 generated for the cases in absence
and presence of sensor noise respectively. The sensor fault amplitude in the case of sensor noise
absence is set to 4.5% of the maximummeasurement indicated by the sensor and was detected almost
immediately after it appears, as can be seen in fig. 6.17 at the bottom. Regarding fig. 6.18 and the
associated residual, the sensor fault amplitude was set to 7% of the maximum measurement indicated
by the sensor and was detected almost immediately after it appears, as can be seen in fig. 6.18 at the
bottom of the figure.
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Table 6.3: Sensors with their noise range and fault magnitudes used.

Sensor 𝒮(𝐼){𝑗} Measurement Noise Range Sensor Fault Magnitude 𝜙(𝐼)𝑗 Units

𝒮(1){1} Fuel Injection [−4.5𝑥10−5, 4.5𝑥10−5] 𝜙(1)1 = 1.8𝑥10−4 𝑘𝑔
𝒮(1){2} Fuel Injection [−4.5𝑥10−5, 4.5𝑥10−5] 𝜙(1)2 = 1.8𝑥10−4 𝑘𝑔
𝒮(2){1} Pressure [−2𝑥104, 2𝑥104] 𝜙(2)1 = 9𝑥104 𝑃𝑎
𝒮(2){2} Pressure [−2𝑥104, 2𝑥104] 𝜙(2)2 = 9𝑥104 𝑃𝑎
𝒮(2){3} Temperature [−17, 17] 𝜙(2)3 = 55 𝐾
𝒮(2){4} Temperature [−17, 17] 𝜙(2)4 = 55 𝐾
𝒮(2){5} Torque [−0.75𝑥103, 0.75𝑥103] 𝜙(2)5 = 7.125𝑥103 𝑁𝑚
𝒮(2){6} Torque [−0.75𝑥103, 0.75𝑥103] 𝜙(2)6 = 7.125𝑥103 𝑁𝑚
𝒮(3){1} Pressure [−0.99𝑥103, 0.99𝑥103] 𝜙(3)1 = 5𝑥103 𝑃𝑎
𝒮(3){2} Pressure [−0.99𝑥103, 0.99𝑥103] 𝜙(3)2 = 5𝑥103 𝑃𝑎
𝒮(3){3} Temperature [−8, 8] 𝜙(3)3 = 48 𝐾
𝒮(3){4} Temperature [−8, 8] 𝜙(3)4 = 48 𝐾
𝒮(3){5} Temperature [−6, 6] 𝜙(3)5 = 25 𝐾
𝒮(4){1} Pressure [−5.5𝑥103, 5.5𝑥103] 𝜙(4)1 = 5𝑥104 𝑃𝑎
𝒮(4){2} Pressure [−5.5𝑥103, 5.5𝑥103] 𝜙(4)2 = 5𝑥104 𝑃𝑎
𝒮(4){3} Temperature [−5, 5] 𝜙(4)3 = 22 𝐾
𝒮(4){4} Temperature [−5, 5] 𝜙(4)4 = 22 𝐾
𝒮(4){5} Temperature [−5, 5] 𝜙(4)5 = 25 𝐾
𝒮(4){6} Temperature [−5, 5] 𝜙(4)6 = 25 𝐾

Figure 6.19: No sensor noise and sensor fault initi-
ated at 275 seconds.

Figure 6.20: Sensor noise and sensor fault initiated
at 280 seconds.

In figures 6.19 and 6.20 one can observe the residual of 𝑧(4)2 generated for the cases in absence
and presence of sensor noise respectively. The sensor fault amplitude in the case of sensor noise
absence is set to 5% of the maximum measurement indicated by the sensor and was detected almost
immediately after it appears, as can be seen in fig. 6.19. Regarding fig. 6.20 and the associated
residual, the sensor fault amplitude was set to 8% of the maximum measurement indicated by the
sensor and was detected almost immediately after it appears, as can be seen in fig. 6.20 at the bottom
of the figure.

To provide the reader with a quantitative understanding of the aforementioned sensor fault ampli-
tudes, which were given in a percentage form earlier, table 6.3 was created. The table shows the type
of measurement each sensor takes. Furthermore, this table depicts the noise range and sensor fault
magnitude for each sensor that was used. The noise range and fault magnitudes were determined
according to the maximum measurement amplitude that each sensor provided. As it was mentioned
earlier, the assumption was made that these noise ranges correspond to 3% of the maximum noiseless
measurement of each sensor. As a result, the sensor fault magnitudes are more or less around 5% to
10% of the maximum sensor measurement of the sensor they are attributed. These magnitudes were
set in this way to make sure that they violate the adaptive threshold of their sensors if they occurred.
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6.2. Detection of Process Faults
For the process faults, the FDI logic that was presented in the previous chapter is sufficient to distinguish
them from the sensor faults. The following figures illustrate the evolution of the process faults until the
point that they violate the thresholds that were set to constrain the residuals, and their detection as a
result of this violation. Most process faults were detected almost immediately, while a few are detected
at a later stage of the simulation. The following figures cover the cases in which sensor noise is either
absent or present, just to see how the fault magnitude, the thresholds, and the detection time is different
in each of these two cases.

Figure 6.21: No sensor noise in the presence of fuel injection
valve process fault.

Figure 6.22: Fuel injection valve process fault in the presence
of sensor noise.

In figures, 6.21 and 6.22 one may observe the effect of a simulated process fault regarding the
process fault 𝑓(1)𝑢 of the fuel injection valve of the fuel pump in Σ(1). In the presence of sensor noise
as can be seen in fig. 6.22, the fault was detected almost 10 seconds later of its initiation, as a result
of the higher adaptive threshold imposed due to sensor noise. Furthermore, the incipient nature of
a seizing injection valve is observed, which captures the choking effect of the fuel that is fed into the
engine cylinder. In both cases, the fault was detected successfully and false alarms were avoided.

Figure 6.23: No sensor noise in the presence of cylinder dam-
age process fault.

Figure 6.24: Cylinder damage process fault in the presence
of sensor noise.

In figures 6.23 and 6.24, the simulation of the process fault 𝑓(2)𝑧,𝑉1 of the cylinder bore damage is
presented in the absence and presence of sensor noise respectively. This process fault is incipient in
nature, as it deteriorates as time progresses, and it affects all the sensors of Σ(2), some earlier than
others. The fault was initiated at 15sec in both cases and it was detected at a far later stage as can
be seen in the case where the sensor noise is present. More specifically, in fig. 6.23 it was detected
almost immediately after its activation, due to the value of the thresholds being equal to zero, while in



6.2. Detection of Process Faults 49

fig. 6.24 the fault is detected at a far later stage due to the higher threshold values. Overall, in both
cases, the fault was detected successfully.

Figure 6.25: No sensor noise in the presence of process fault
regarding seal leakage inside the turbine.

Figure 6.26: Turbine seal leakage process fault in the pres-
ence of sensor noise.

In figures 6.25 and 6.26 the simulated process fault 𝑓(3)𝑥,𝑡𝑢𝑟 of a cracked seal of the turbocharger
turbine is shown. This process fault is again incipient and is a function of the turbine pressure, in the
sense that, as the turbine pressure increases, the effect of this fault is also increasing exponentially.
The fault is initiated at 15 seconds in both cases and it was detected almost immediately in fig. 6.25,
while in the presence of sensor noise it takes longer to detect. In both cases, this process fault was
detected successfully and in a relatively short time after it occurred.

Figure 6.27: No sensor noise in the presence of process fault
regarding loss of lubrication of the turbine shaft.

Figure 6.28: Loss of lubrication of the turbine shaft process
fault in the presence of sensor noise.

In figures 6.27 and 6.28 the simulated process fault 𝑓(3)𝑧,𝑇𝑠𝑙 of insufficient lubrication of the turbocharger
turbine impeller shaft is witnessed. This process fault causes the temperature of the air slip 𝑇𝑠𝑙 to rise
as a result of the increased friction of the shaft with the bearings holding it. This fault is incipient and
the temperature increases at a constant rate as time progresses due to the constant rotational speed
of the turbine shaft. Both in the absence and presence of sensor noise, detection of the fault happens
around the middle of the simulation time, as can be seen in both these figures, although the fault was
initiated at 30 seconds in both cases. More specifically, in fig. 6.28 the fault is detected earlier than in
fig. 6.27, due to the effect of the sensor noise on the thresholds that can be witnessed. In both cases,
the fault was detected successfully, with no false alarms.
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Figure 6.29: No sensor noise in the presence of process fault
regarding seal leakage inside the compressor.

Figure 6.30: Compressor seal leakage process fault in the
presence of sensor noise.

In figures 6.29 and 6.30 the simulated process fault 𝑓(4)𝑥,𝑖𝑛𝑡 of a cracked seal of the turbocharger’s
compressor is presented. This fault is a function of the compressor pressure and increases exponen-
tially as the pressure increases and time progresses. The fault is initiated at 30 seconds in both cases.
In fig. 6.29, the absence of sensor noise allows the adaptive threshold to approach zero over time.
This is the reason why the fault is detected a very short time after its activation. In fig. 6.30, the sensor
noise presence leads to a higher adaptive threshold, to avoid false alarms, and as a result, the fault
detection happens at a far later stage.

Figure 6.31: No sensor noise in the presence of process fault
regarding loss of lubrication of the compressor shaft.

Figure 6.32: Loss of lubrication of the compressor shaft pro-
cess fault in the presence of sensor noise.

Figures 6.31 and 6.32 illustrate the simulated process fault 𝑓(4)𝑧,𝑇𝑖𝑛𝑙 of insufficient lubrication of the air
side impeller shaft of the turbocharger. The friction caused between the shaft and the bearings that
hold it, causes a constant increase of the temperature 𝑇𝑖𝑛𝑙 of the air that is being compressed. This fault
is incipient and the temperature increases at a constant rate as time progresses due to the constant
rotational speed of the compressor’s shaft. The fault was activated at 30 seconds and was detected
shortly after that, both in the absence and presence of sensor noise, as can be seen in fig. 6.31 and
6.32 respectively. In both cases, the fault was detected successfully with no false alarms.

Figures 6.33 and 6.34 present the simulated process fault 𝑓(4)𝑧,𝑇𝑐 of a blockage of the heat exchanger of
the intercooler, causing the exponential temperature increase of the air exiting the intercooler 𝑇𝑐, due to
insufficient cooling. This process fault was initiated at 30 seconds and it was detected about 15 seconds
after its initialization in the presence of sensor noise. Overall, the fault was detected successfully in
both cases, and no false alarms were triggered.
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Figure 6.33: No sensor noise in the presence of process fault
regarding the blockage of the heat exchanger of the inter-
cooler.

Figure 6.34: Blockage of the heat exchanger of the inter-
cooler in the presence of sensor noise.

Table 6.4: Design parameters that were used for the modeling of the process faults.

Fault Initialization Time 𝑡1 (sec) Evolution 𝜅 Fault Function 𝜙 Units of 𝜙
𝑓(3)𝑥,𝑡𝑢𝑟 15 𝜅(3)𝑥,𝑡𝑢𝑟 = 2𝑥10−5 𝑅(3)𝑥,𝑡𝑢𝑟 = 3.5𝑥10−4 𝐻𝑧
𝑓(3)𝑧,𝑇𝑠𝑙 30 𝜅(3)𝑧,𝑇𝑠𝑙 = 1𝑥103 𝑅(3)𝑧,𝑇𝑠𝑙 = 1.25 𝐾/𝑠
𝑓(4)𝑥,𝑖𝑛𝑡 30 𝜅(4)𝑥,𝑖𝑛𝑡 = 1𝑥10−4 𝑅(4)𝑥,𝑖𝑛𝑡 = 5𝑥10−2 𝐻𝑧
𝑓(4)𝑧,𝑇𝑐 30 𝜅(4)𝑧,𝑇𝑐 = 1𝑥10−3 𝑅(4)𝑧,𝑇𝑐 = 2 𝐾/𝑠
𝑓(4)𝑧,𝑇𝑖𝑛𝑙 30 𝜅(4)𝑧,𝑇𝑖𝑛𝑙 = 1𝑥103 𝑅(4)𝑧,𝑇𝑖𝑛𝑙 = 2.5 𝐾/𝑠
𝑓(2)𝑧,𝑉1 15 𝜅(2)𝑧,𝑉1 = 1𝑥10−5 𝑅(2)𝑧,𝑉1 = 3𝑥10−3 𝑚3/𝑠
𝑓(1)𝑢 20 𝜅(1)𝑢 = 1𝑥10−2 𝜙(1)𝑢 = 25 %

The design parameters that were used to model the process faults that affect the marine propulsion
process, in the presence of sensor noise, can be seen in table 6.4. These parameters were chosen
empirically by witnessing the behavior of the faults and whether this behavior matched the desired
characteristics of the fault. Later in this chapter, the setting of lower design parameters, which repro-
duce fault profiles that are on the limit of being detected by the monitoring modules, shall be shown.
The parameters in table 6.4 can be used as a benchmark by future researchers that want to build more
accurate process fault models or create new process faults with similar characteristics. Regarding the
detection of process faults in the presence of sensor noise, in general, the faults are detected at a far
later stage than the time of their occurrence. It can be argued that the time duration between fault
occurrence and fault detection is large enough for a failure to occur within a system.

6.3. Fault Signature Matrices
The fault signature matrices of each monitoring agentℳ(𝐼) and the one regarding the global monitoring
agent 𝒢, will be provided hereafter. In tables 6.5, 6.6, 6.7 and 6.8 the local process and sensor fault
signaturematrices for monitoring agentsℳ(1),ℳ(2),ℳ(3) andℳ(4) are given in the presence of sensor
noise. Table 6.9 represents the global decision matrix. These matrices are a result of the adopted
multiple fault decision logic that was shown in subsection 5.3.3 of the previous chapter. More specifically
they involve the isolation of the sensor and process faults according to the aforementioned logic. In the
fault signature matrices provided below, only single fault signatures are shown, due to space limitations
mainly.

When reviewing the fault matrices 6.5, 6.6, 6.7, and 6.8, the left part of the tables represents the
local fault signatures for the sensor faults, the right part of the tables represents the fault signatures for
the process fault affecting each respective system, and the rest of the columns indicate the propagated
sensor fault signatures from the neighboring agents. As it was mentioned in the previous chapter,
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Table 6.5: Process and sensor fault signature matrix ofℳ(1) (0,1).

𝑓(1)1 𝑓(1)2 𝑓(1)𝑢
𝜀(1,1) 1 0 1
𝜀(1,2) 0 1 1

Table 6.6: Part of process and sensor fault signature matrix ofℳ(2) (*,0,1).

𝑓(2)1 𝑓(2)2 𝑓(2)3 𝑓(2)4 𝑓(2)5 𝑓(2)6 𝑓(1)1 𝑓(1)2 𝑓(4)1 𝑓(4)2 𝑓(4)3 𝑓(4)4 𝑓(2)𝑧,𝑉1
𝜀(2,1) 1 0 0 0 0 0 1 0 1 0 0 0 1
𝜀(2,2) 0 1 0 0 0 0 0 1 0 1 0 0 1
𝜀(2,3) 0 0 1 0 0 0 1 0 1 0 1 0 1
𝜀(2,4) 0 0 0 1 0 0 0 1 0 1 0 1 1
𝜀(2,5) 0 0 * 0 1 0 * 0 * 0 * 0 *
𝜀(2,6) 0 0 0 * 0 1 0 * 0 * 0 * *

the process faults that affect a system, cannot be detected by the monitoring agents of neighboring
systems. This happens due to the output measurements the agents use, originating for the intercon-
nection sensors, cancel out with the interconnection variables 𝜒(𝐼) that are used for the formation of
ℎ(𝐼)(𝑥(𝐼), 𝑧(𝐼), 𝜒(𝐼), 𝑢(𝐼)) and 𝜉 (𝑥(𝐼), 𝑧(𝐼), 𝜒(𝐼), 𝑢(𝐼)) in the system equations. Therefore the process faults
can be isolated locally, as will be witnessed in the multiple fault isolation examples later. Regarding the
rows of the tables, each row is associated with a local monitoring moduleℳ(𝐼,𝑞) that uses the ARRs
expressed with 𝜀(𝐼,𝑞). In these tables, a star (∗) is used instead of 1 to differentiate the sensitivity of the
different ARRs in case of local and propagated sensor faults and in case of algebraic and state-based
ARRs.

Table 6.5, represents the fault signature matrix for monitoring agentℳ(1). Σ(1) is dependent on the
control input 𝑢(1) and does not utilize sensor outputs from neighboring monitoring agents. Therefore,
no faults from the other monitoring agents propagate to the agent of the first system. The last column
of table 6.5 indicates that the process fault regarding fuel injection valve seizing is detected by both
monitoring modules in of the agentℳ(1). Table 6.6 represents the fault signature matrix for monitoring
agentℳ(2). Table 6.6 shows that almost all the ARRs in the table are affected by the propagation of
faults from the other monitoring agents. In the last column of this table, one may notice that the process
fault 𝑓(2)𝑧,𝑉1 regarding bore damage, is detected by all the modules ofℳ(2). Table 6.7 represents the fault
signature matrix for monitoring agentℳ(3). This matrix indicates that most ARRs ofℳ(3) are affected
by the propagation of faults from the other monitoring agents, as well as from the propagation of faults
between the sensors of ℳ(3). In the last columns of this matrix, one may notice that the process
faults 𝑓(3)𝑥,𝑡𝑢𝑟 and 𝑓(3)𝑧,𝑇𝑠𝑙 are detected by modules ℳ(3,1), ℳ(3,2) and ℳ(3,3), ℳ(3,4) respectively. Table
6.8 represents the fault signature matrix for monitoring agent ℳ(4). In table 6.8 no faults propagate
withinℳ(4). In contrast, we see that sensor faults propagate fromℳ(3), to the first and second sensor
of ℳ(4). In this matrix, the last three columns show the effect of the process faults 𝑓(4)𝑥,𝑖𝑛𝑡, 𝑓

(4)
𝑧,𝑇𝑖𝑛𝑙 and

𝑓(4)𝑧,𝑇𝑐 . More specifically, the occurrence of 𝑓
(4)
𝑥,𝑖𝑛𝑡 is detected byℳ(4,1),ℳ(4,2), the occurrence of 𝑓(4)𝑧,𝑇𝑖𝑛𝑙

is detected byℳ(4,3),ℳ(4,4) and the occurrence of 𝑓(4)𝑧,𝑇𝑐 is detected byℳ(4,5),ℳ(4,6). Table 6.9 is the
global fault signature matrix. More specifically, in this matrix one may notice that the sensors faults
from Σ(1) may propagate toward all the other monitoring agents. In contrast, the faults from Σ(2) may
propagate to the monitoring agentℳ(3). Sensor faults occurring in Σ(3) may propagate to monitoring
agent ℳ(4), while sensor faults occurring Σ(4) may propagate towards the monitoring agents of Σ(2)
and Σ(3), except the last two sensors of Σ(4), that any other monitoring agent does not utilize their
outputs of these two sensors. The last seven columns of table 6.9 belong to the process faults that
might appear in the propulsion process. For reasons explained earlier, one may notice that these faults
do not propagate from one system to another. Therefore, their isolation is a task attributed to the local
monitoring agents. This shall be witnessed in the multiple fault isolation examples that will follow in the
next section.
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Table 6.7: Part of process and sensor fault signature matrix ofℳ(3) (*,0,1).

𝑓(3)1 𝑓(3)2 𝑓(3)3 𝑓(3)4 𝑓(3)5 𝑓(1)1 𝑓(1)2 𝑓(2)1 𝑓(2)2 𝑓(2)3 𝑓(2)4 𝑓(4)1 𝑓(4)2 𝑓(4)3 𝑓(4)4 𝑓(3)𝑥,𝑡𝑢𝑟 𝑓(3)𝑧,𝑇𝑠𝑙
𝜀(3,1) 1 0 * 0 0 1 0 0 0 0 0 * 0 * 0 1 0
𝜀(3,2) 0 1 0 * 0 0 1 0 0 0 0 0 * 0 * 1 0
𝜀(3,3) * 0 1 0 0 * 0 * 0 * 0 * 0 * 0 0 1
𝜀(3,4) 0 * 0 1 0 0 * 0 * 0 * 0 * 0 * 0 1
𝜀(3,5) * 0 1 1 1 0 0 0 0 0 0 * * 0 0 0 0

Table 6.8: Part of process and sensor fault signature matrix ofℳ(4) (*,0,1).
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Table 6.9: Part of the global process and sensor fault signature matrix (*,0,1).
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6.4. Multiple Fault Isolation Examples
At this point, some examples of successful fault isolation of multiple faults that occur in the same
simulation run shall be shown. The first example concerns the initiation of two sensor faults in different
systems, while the second example concerns the initiation of two process faults that affect different
systems. A third example concerns the activation of one process and one sensor fault in different
systems, while the last example concerns the initiation of one process and one sensor fault in the
same system. The details regarding the results of these examples can be seen in appendix A in the
figures of section A.1.

6.4.1. Multiple Sensor Faults
In this example, the scenario of multiple sensor faults that occur in different systems shall be described.
Specifically, two sensor faults were initiated in Σ(3) and Σ(4) respectively. This example was considered
to check if the aforementioned FDI methodology manages to detect and isolate multiple sensor faults
in different systems. The first fault was initiated at 175sec at one of the two temperature sensors
responsible for the measurement of 𝑧(3)1 , and the second fault was initiated at 235sec at one of the
two pressure sensors responsible for the measurement of 𝑥(4). Here it is expected to witness the
effect of these two faults, firstly on the sensors, they occur in, and secondly if they propagate to other
agents. It may be noticed that in table 6.7, the occurrence of sensor fault 𝑓(3)3 or 𝑓(3)4 in their respective
columns, should propagate and affect the ARR 𝜀(3,5), as can be seen in the last row of the table. These
two sensor faults may also propagate to other agents, as is shown in the rest of the fault signature
matrices, except the first one. Furthermore, the occurrence of the sensor fault 𝑓(4)1 or 𝑓(4)2 , may affect
the ARRs that correspond to the last two rows of table 6.8. It is expected that they propagate to agent
ℳ(2) as can be seen in table 6.6 in the respective columns for these two faults, while they may also
propagate to agentℳ(3).

Example Evolution
To check if the aforementioned expectations are realized or not, a detailed description of the evo-

lution of this example shall be discussed. For 𝑡 < 175𝑠𝑒𝑐, the diagnosis set 𝒟(𝑡) is empty. For
175𝑠𝑒𝑐 ≤ 𝑡 < 235𝑠𝑒𝑐 the agentsℳ(2),ℳ(3) andℳ(4) produce the decision vectors𝐷(2)(𝑡) = [0 0 0 0 0
0]𝑇, 𝐷(3)(𝑡) = [0 0 0 1 1]𝑇 and𝐷(4)(𝑡) = [0 0 0 0 0 0]𝑇 respectively. Therefore, with the use of tables 6.6,
6.7 and 6.8, the resulting local diagnosis sets are 𝒟(2)𝑠 = {},𝒟(3)𝑠 = {𝑓(3)4 , 𝑓(3)5 , {𝑓(3)4 , 𝑓(3)5 }}, and 𝒟(4)𝑠 = {}
respectively. The global decision vector is 𝒟𝜒 = [0 0 1 0]𝑇 and if compared to table 6.9 yields the diag-
nosis set on fault propagation 𝒟𝜒𝑠 = {𝑓(3)1 , 𝑓(3)2 , 𝑓(3)3 , 𝑓(3)4 , 𝑓(3)5 } and any other combination of these faults.
Therefore, the global diagnosis set lies in the intersection 𝒟𝐺𝑠 (𝑡) = 𝒟𝜒𝑠 ⋂𝒟𝑠 = {𝑓(3)4 , 𝑓(3)5 }, {𝑓(3)4 , 𝑓(3)5 }
since 𝒟𝑠 = 𝒟(3)𝑠 because only 𝒟(3)𝑠 is nonempty. For 𝑡 > 235𝑠𝑒𝑐 the output of monitoring agentsℳ(2)

andℳ(4) are 𝐷(2)(𝑡) = [0 1 0 1 0 0]𝑇, 𝐷(3)(𝑡) = [0 0 0 1 1]𝑇 and 𝐷(4)(𝑡) = [0 1 0 0 0 0]𝑇 respectively
while the output ofℳ(3) and 𝒟(3)𝑠 remains the same as can be seen in the figs. A.1-A.10. According to
tables 6.6 and 6.8 the new diagnosis sets ofℳ(2) andℳ(4) are𝒟(2)𝑠 = {𝑓(1)2 , 𝑓(4)2 , {𝑓(4)2 , 𝑓(1)2 }} and𝒟(4)𝑠 =
{𝑓(4)2 , 𝑓(1)2 , 𝑓(3)2 , 𝑓(3)4 } with any other combination of these faults. The unified local diagnosis sets yield
𝒟𝑠(𝑡) = 𝒟(2)𝑠 ⋃𝒟(3)𝑠 ⋃𝒟(4)𝑠 = {𝑓(1)2 , 𝑓(3)2 , 𝑓(3)4 , 𝑓(3)5 , 𝑓(4)2 } and any other combination of these faults. Then,
according to table 6.9 and the new global decision vector𝒟𝜒 = [0 1 1 1]𝑇, the diagnosis set on fault prop-
agation is 𝒟𝜒𝑠 = {𝑓(2)5 , 𝑓(2)6 , 𝑓(3)1 , 𝑓(3)2 , 𝑓(3)3 , 𝑓(3)4 , 𝑓(3)5 , 𝑓(4)1 , 𝑓(4)2 , 𝑓(4)3 , 𝑓(4)4 , {𝑓(2)5 , 𝑓(4)1 }, {𝑓(2)5 , 𝑓(4)2 }, {𝑓(2)5 , 𝑓(4)3 },
{𝑓(2)5 , 𝑓(4)4 }, {𝑓(2)6 , 𝑓(4)1 }, {𝑓(2)6 , 𝑓(4)2 }, {𝑓(2)6 , 𝑓(4)3 }, {𝑓(2)6 , 𝑓(4)4 }, {𝑓(3)1 , 𝑓(4)1 }, {𝑓(3)1 , 𝑓(4)2 }, {𝑓(3)1 , 𝑓(4)3 }, {𝑓(3)1 , 𝑓(4)4 },
{𝑓(3)2 , 𝑓(4)1 }, {𝑓(3)2 , 𝑓(4)2 }, {𝑓(3)2 , 𝑓(4)3 }, {𝑓(3)2 , 𝑓(4)4 }, {𝑓(3)3 , 𝑓(4)1 }, {𝑓(3)3 , 𝑓(4)2 }, {𝑓(3)3 , 𝑓(4)3 }, {𝑓(3)3 , 𝑓(4)4 }, {𝑓(3)4 , 𝑓(4)1 },
{𝑓(3)4 , 𝑓(4)2 }, {𝑓(3)4 , 𝑓(4)3 }, {𝑓(3)4 , 𝑓(4)4 }, {𝑓(3)5 , 𝑓(4)1 }, {𝑓(3)5 , 𝑓(4)2 }, {𝑓(3)5 , 𝑓(4)3 }, {𝑓(3)5 , 𝑓(4)4 }} . Thus the global diag-
nosis set is 𝒟𝐺𝑠 (𝑡) = 𝒟𝜒𝑠 ⋂𝒟𝑠 = {𝑓(4)2 , 𝑓(3)2 , 𝑓(3)4 , 𝑓(3)5 } and any other combination of these faults. The
global diagnosis set 𝒟𝜒𝑠 and the local diagnosis sets remain unchanged until the end of the simulation
and the simulation results can be viewed in figs. A.1-A.10.

6.4.2. Multiple Process Faults
In this example, the scenario of multiple process faults that occur in different systems shall be described.
Specifically, two sensor faults were initiated in Σ(2) and Σ(1) respectively. This example was considered
to check if the aforementioned FDI methodology manages to detect and isolate multiple process faults
in different systems. More specifically, the first process fault concerns the internal damage of a cylinder



56 6. Fault Diagnosis Simulation Results

unit initiated at 5sec, while the second one concerns the blocking of the fuel injection valve initiated at
200sec. Here it is expected to witness that these process faults shall affect the systems that they occur
in and that they will be detected and distinguished as such, thanks to the use of redundant sensors and
modules. It is also expected that they will not propagate to other agents for reasons explained in the
previous chapter.

Example Evolution
To check if the aforementioned expectations are realized or not, a detailed description of the evolu-

tion of this example shall be discussed, but also one can review it in figs. A.11-A.20. For 𝑡 < 146.1𝑠𝑒𝑐,
the diagnosis set 𝒟(𝑡) is empty. For 146.1𝑠𝑒𝑐 ≤ 𝑡 < 201.6𝑠𝑒𝑐, monitoring agent ℳ(2) produces the
decision vector 𝐷(2)(𝑡) = [0 0 1 1 0 0]𝑇 while the rest of the monitoring agents maintain empty decision
vectors. For 201.6𝑠𝑒𝑐 ≤ 𝑡 < 207.1𝑠𝑒𝑐, monitoring agentℳ(2) changes its decision vector once more
to 𝐷(2)(𝑡) = [1 1 1 1 0 0]𝑇 while the rest of the monitoring agents maintain empty decision vectors.
After consulting table 6.6, the resulting local diagnosis set is 𝒟(2)𝑠 = {𝑓(2)𝑧,𝑉1}. The global decision vector
is 𝒟𝜒 = [0 1 0 0]𝑇 and if compared to table 6.9 yields the diagnosis set on fault propagation 𝒟𝜒𝑠 =
{𝑓(2)1 , 𝑓(2)2 , 𝑓(2)3 , 𝑓(2)4 , 𝑓(2)5 , 𝑓(2)6 , 𝑓(2)𝑧,𝑉1} and any other combination of these faults. Therefore, the global di-
agnosis set lies in the intersection 𝒟𝐺𝑠 (𝑡) = 𝒟𝜒𝑠 ⋂𝒟(2)𝑠 = {𝑓(2)𝑧,𝑉1}. Then, for 𝑡 > 207.1𝑠𝑒𝑐 the agents
ℳ(1), ℳ(2), ℳ(3) andℳ(4) produce the decision vectors 𝐷(1)(𝑡) = [1 1]𝑇, 𝐷(2)(𝑡) = [1 1 1 1 0 0]𝑇,
𝐷(3)(𝑡) = [0 0 0 0 0]𝑇 and 𝐷(4)(𝑡) = [0 0 0 0 0 0]𝑇 respectively. With the use of tables 6.5, 6.6, 6.7 and
6.8, the resulting local diagnosis sets are 𝒟(1)𝑠 = {𝑓(1)𝑢 }, 𝒟(2)𝑠 = {𝑓(2)𝑧,𝑉1},𝒟

(3)
𝑠 = {}, and 𝒟(4)𝑠 = {} respec-

tively. The unified local diagnosis sets yield 𝒟𝑠(𝑡) = 𝒟(1)𝑠 ⋃𝒟(2)𝑠 = {𝑓(1)𝑢 , 𝑓(2)𝑧,𝑉1}. The new global decision
vector is 𝒟𝜒 = [1 1 0 0]𝑇 and if compared to table 6.9 yields the diagnosis set on fault propagation 𝒟𝜒𝑠 =
{𝑓(1)1 , 𝑓(1)2 , 𝑓(1)𝑢 , 𝑓(2)1 , 𝑓(2)2 , 𝑓(2)3 , 𝑓(2)4 , 𝑓(2)5 , 𝑓(2)6 , 𝑓(2)𝑧,𝑉1 , {𝑓

(1)
1 , 𝑓(2)1 }, {𝑓(1)1 , 𝑓(2)2 }, {𝑓(1)1 , 𝑓(2)3 }, {𝑓(1)1 , 𝑓(2)4 }, {𝑓(1)1 , 𝑓(2)5 }

, {𝑓(1)1 , 𝑓(2)6 }, {𝑓(1)1 , 𝑓(2)𝑧,𝑉1}, {𝑓
(1)
2 , 𝑓(2)1 }, {𝑓(1)2 , 𝑓(2)2 }, {𝑓(1)2 , 𝑓(2)3 }, {𝑓(1)2 , 𝑓(2)4 }, {𝑓(1)2 , 𝑓(2)5 }, {𝑓(1)2 , 𝑓(2)6 }, {𝑓(1)2 , 𝑓(2)𝑧,𝑉1},

{𝑓(1)𝑢 , 𝑓(2)1 }, {𝑓(1)𝑢 , 𝑓(2)2 }, {𝑓(1)𝑢 , 𝑓(2)3 }, {𝑓(1)𝑢 , 𝑓(2)4 }, {𝑓(1)𝑢 , 𝑓(2)5 }, {𝑓(1)𝑢 , 𝑓(2)6 }, {𝑓(1)𝑢 , 𝑓(2)𝑧,𝑉1}}. Thus the global diagno-
sis set is 𝒟𝐺𝑠 (𝑡) = 𝒟𝜒𝑠 ⋂𝒟𝑠 = {𝑓(1)𝑢 , 𝑓(2)𝑧,𝑉1}. It is important to mention here that the process faults can be
isolated locally by the local agents, so the global agent is not contributing to the isolation of the two
process faults in this case. The global diagnosis set 𝒟𝜒𝑠 and the local diagnosis sets remain unchanged
until the end of the simulation and the simulation results can be viewed in figs. A.11-A.20.

6.4.3. Multiple Sensor and Process Faults in Different Systems
In this example, the scenario of multiple sensor and process faults that occur in different systems shall
be described. Specifically, one sensor fault was initiated in Σ(2) and a process fault in Σ(4). This example
was considered to check if the aforementioned FDI methodology manages to detect and isolate multiple
sensor and process faults in different systems. The sensor fault was initiated at 20sec at one of the two
pressure sensors responsible for the measurement of 𝑧(2)1 , and the process fault concerning the seal
leakage inside the turbocharger’s compressor was activated at 30sec. Here it is expected to witness
firstly the effect of the sensor fault, secondly the effect of process fault on the system it occurred, and
third possible fault propagation. It may be noticed that in table 6.6, the occurrence of sensor fault 𝑓(2)1
or 𝑓(2)2 in their respective columns, should only affect ARRs 𝜀(2,1) and 𝜀(2,2) respectively. These two
sensor faults may also propagate to other agents, as is shown in the rest of the fault signature matrices,
except the first one. Furthermore, the occurrence of the process fault 𝑓(4)𝑥,𝑖𝑛𝑡 should affect the ARRs that
correspond to the rows 𝜀(4,1) and 𝜀(4,2) at the same time, as can be seen in table 6.8 regarding the
particular fault column.

Example Evolution
To check if the aforementioned expectations are realized or not, a detailed description of the evo-

lution of this example shall be discussed, but also one can review it in figs. A.21-A.30. For 𝑡 < 20𝑠𝑒𝑐,
the diagnosis set 𝒟(𝑡) is empty. For 20𝑠𝑒𝑐 ≤ 𝑡 < 156.8𝑠𝑒𝑐 the agentsℳ(2),ℳ(3) andℳ(4) produce
the decision vectors 𝐷(2)(𝑡) = [0 1 0 0 0 0]𝑇, 𝐷(3)(𝑡) = [0 0 0 0 0]𝑇 and 𝐷(4)(𝑡) = [0 0 0 0 0 0]𝑇 respec-
tively. Therefore, with the use of tables 6.6, 6.7 and 6.8, the resulting local diagnosis sets are 𝒟(2)𝑠 =
{𝑓(2)2 },𝒟(3)𝑠 = {}, and 𝒟(4)𝑠 = {} respectively. The global decision vector is 𝒟𝜒 = [0 1 0 0]𝑇 and if com-
pared to table 6.9 yields the diagnosis set on fault propagation 𝒟𝜒𝑠 = {𝑓(2)1 , 𝑓(2)2 , 𝑓(2)3 , 𝑓(2)4 , 𝑓(2)5 , 𝑓(2)6 , 𝑓(2)𝑧,𝑉1}.
Therefore, the global diagnosis set lies in the intersection 𝒟𝐺𝑠 (𝑡) = 𝒟𝜒𝑠 ⋂𝒟(2)𝑠 = {𝑓(2)2 }. Thereafter, for
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𝑡 > 156.8𝑠𝑒𝑐 the agentsℳ(2),ℳ(3) andℳ(4) produce the decision vectors 𝐷(2)(𝑡) = [0 1 0 0 0 0]𝑇,
𝐷(3)(𝑡) = [0 0 0 0 0]𝑇 and 𝐷(4)(𝑡) = [1 1 0 0 0 0]𝑇 respectively. With the use of tables 6.6, 6.7 and
6.8, the resulting local diagnosis sets are 𝒟(2)𝑠 = {𝑓(2)2 },𝒟(3)𝑠 = {}, and 𝒟(4)𝑠 = {𝑓(4)𝑥,𝑖𝑛𝑡} respectively.
The local diagnosis sets can be unified 𝒟𝑠(𝑡) = 𝒟(2)𝑠 ⋃𝒟(4)𝑠 = {𝑓(4)𝑥,𝑖𝑛𝑡 , 𝑓

(2)
2 }. The new global decision

vector is𝒟𝜒 = [0 1 0 1]𝑇 and if compared to Table 6.9 yields the diagnosis set on fault propagation𝒟𝜒𝑠 =
{𝑓(4)1 , 𝑓(4)2 , 𝑓(4)3 , 𝑓(4)4 , {𝑓(4)5 , 𝑓(2)1 }, {𝑓(4)5 , 𝑓(2)2 }, {𝑓(4)5 , 𝑓(2)3 }, {𝑓(4)5 , 𝑓(2)4 }, {𝑓(4)5 , 𝑓(2)5 }, {𝑓(4)5 , 𝑓(2)6 }, {𝑓(4)5 , 𝑓(2)𝑧,𝑉1}, {𝑓

(4)
6 ,

𝑓(2)1 }, {𝑓(4)6 , 𝑓(2)2 }, {𝑓(4)6 , 𝑓(2)3 }, {𝑓(4)6 , 𝑓(2)4 }, {𝑓(4)6 , 𝑓(2)5 }, {𝑓(4)6 , 𝑓(2)6 }, {𝑓(4)6 , 𝑓(2)𝑧,𝑉1}, {𝑓
(4)
𝑥,𝑖𝑛𝑡 , 𝑓

(2)
1 }, {𝑓(4)𝑥,𝑖𝑛𝑡 , 𝑓

(2)
2 }, {𝑓(4)𝑥,𝑖𝑛𝑡 ,

𝑓(2)3 }, {𝑓(4)𝑥,𝑖𝑛𝑡 , 𝑓
(2)
4 }, {𝑓(4)𝑥,𝑖𝑛𝑡 , 𝑓

(2)
5 }, {𝑓(4)𝑥,𝑖𝑛𝑡 , 𝑓

(2)
6 }, {𝑓(4)𝑥,𝑖𝑛𝑡 , 𝑓

(2)
𝑧,𝑉1}, {𝑓

(4)
𝑧,𝑇𝑖𝑛𝑙 , 𝑓

(2)
1 }, {𝑓(4)𝑧,𝑇𝑖𝑛𝑙 , 𝑓

(2)
2 }, {𝑓(4)𝑧,𝑇𝑖𝑛𝑙 , 𝑓

(2)
3 }, {𝑓(4)𝑧,𝑇𝑖𝑛𝑙 ,

𝑓(2)4 }, {𝑓(4)𝑧,𝑇𝑖𝑛𝑙 , 𝑓
(2)
5 }, {𝑓(4)𝑧,𝑇𝑖𝑛𝑙 , 𝑓

(2)
6 }, {𝑓(4)𝑧,𝑇𝑖𝑛𝑙 , 𝑓

(2)
𝑧,𝑉1}, {𝑓

(4)
𝑧,𝑇𝑐 , 𝑓

(2)
1 }, {𝑓(4)𝑧,𝑇𝑐 , 𝑓

(2)
2 }, {𝑓(4)𝑧,𝑇𝑐 , 𝑓

(2)
3 }, {𝑓(4)𝑧,𝑇𝑐 , 𝑓

(2)
4 }, {𝑓(4)𝑧,𝑇𝑐 , 𝑓

(2)
5 },

{𝑓(4)𝑧,𝑇𝑐 , 𝑓
(2)
6 }, {𝑓(4)𝑧,𝑇𝑐 , 𝑓

(2)
𝑧,𝑉1}}. The global diagnosis set is 𝒟𝐺𝑠 (𝑡) = 𝒟𝜒𝑠 ⋂𝒟𝑠 = {𝑓(4)𝑥,𝑖𝑛𝑡 , 𝑓

(2)
2 }. The global diag-

nosis set 𝒟𝜒𝑠 and the local diagnosis sets remain unchanged until the end of the simulation and the
simulation results can be viewed in figs. A.21-A.30.

6.4.4. Multiple Sensor and Process Faults in the Same System
In this example, the scenario of multiple sensor and process faults initiated in the same system will be
described. Specifically, these faults occurred in system Σ(3). This example was considered to check
if the aforementioned FDI methodology manages to detect and isolate multiple sensor and process
faults in the same system. The sensor fault was initiated at 15sec at one of the two pressure sensors
responsible for the measurement of 𝑥(3), and the process fault regarding the loss of lubrication of the
turbine shaft 𝑓(3)𝑧,𝑇𝑠𝑙 , was initiated at 30sec. Here it is expected to witness firstly the effect of the sensor
fault, secondly the effect of process fault on the system, and third possible fault propagation. It may be
noticed that in table 6.7, the occurrence of sensor fault 𝑓(3)1 or 𝑓(3)2 in their respective columns, should
affect ARRs 𝜀(3,1) and 𝜀(3,2) respectively and it may propagate to other modules of agentℳ(3) as can
be seen in the rest of the rows. This sensor fault should also propagate to agentℳ(4) as can be seen in
table 6.8. Furthermore, the occurrence of the process fault 𝑓(3)𝑧,𝑇𝑠𝑙 should affect the ARRs that correspond
to the rows 𝜀(3,3) and 𝜀(3,4) at the same time, as shown in table 6.7 regarding the particular fault.

Example Evolution
To check if the aforementioned expectations are realized or not, a detailed description of the evo-

lution of this example shall be discussed, but also one can review it in figs. A.31-A.40. For 𝑡 < 15𝑠𝑒𝑐,
the diagnosis set 𝒟(𝑡) is empty. For 15𝑠𝑒𝑐 ≤ 𝑡 < 104.6𝑠𝑒𝑐 the agentsℳ(2),ℳ(3) andℳ(4) produce
the decision vectors 𝐷(2)(𝑡) = [0 0 0 0 0 0]𝑇, 𝐷(3)(𝑡) = [0 1 0 0 0]𝑇 and 𝐷(4)(𝑡) = [0 1 0 0 0 0]𝑇
respectively. Thus, with the use of tables 6.6, 6.7 and 6.8, the resulting local diagnosis set 𝒟(2)𝑠 =
{},𝒟(3)𝑠 = {𝑓(3)2 , 𝑓(1)2 , 𝑓(4)2 , 𝑓(4)4 , {𝑓(3)2 , 𝑓(1)2 }, {𝑓(3)2 , 𝑓(4)2 }, {𝑓(3)2 , 𝑓(4)4 }, {𝑓(4)2 , 𝑓(1)2 }, {𝑓(4)4 , 𝑓(1)2 }, {𝑓(4)2 , 𝑓(4)4 }}, and
𝒟(4)𝑠 = {𝑓(4)2 , 𝑓(1)2 , 𝑓(3)2 , 𝑓(3)4 , {𝑓(4)2 , 𝑓(1)2 }, {𝑓(4)2 , 𝑓(3)2 }, {𝑓(4)2 , 𝑓(3)4 }, {𝑓(3)2 , 𝑓(1)2 }, {𝑓(3)4 , 𝑓(1)2 }, {𝑓(3)2 , 𝑓(3)4 }} respec-
tively. Moreover,the global decision vector is 𝒟𝜒 = [0 0 1 1]𝑇 and if compared to table 6.9 yields the
diagnosis set on fault propagation 𝒟𝜒𝑠 = {𝑓(3)1 , 𝑓(3)2 , 𝑓(3)3 , 𝑓(3)4 , 𝑓(3)5 , 𝑓(4)1 , 𝑓(4)2 , 𝑓(4)3 , 𝑓(4)4 , 𝑓(3)𝑥,𝑡𝑢𝑟 , 𝑓(3)𝑧,𝑇𝑠𝑙 , 𝑓

(4)
𝑥,𝑖𝑛𝑡 ,

𝑓(4)𝑧,𝑇𝑖𝑛𝑙 , {𝑓
(3)
1 , 𝑓(4)1 }, {𝑓(3)1 , 𝑓(4)2 }, {𝑓(3)1 , 𝑓(4)3 }, {𝑓(3)1 , 𝑓(4)4 }, {𝑓(3)1 , 𝑓(4)𝑥,𝑖𝑛𝑡}, {𝑓

(3)
1 , 𝑓(4)𝑧,𝑇𝑖𝑛𝑙}, {𝑓

(3)
2 , 𝑓(4)1 }, {𝑓(3)2 , 𝑓(4)2 }, {𝑓(3)2 ,

𝑓(4)3 }, {𝑓(3)2 , 𝑓(4)4 }, {𝑓(3)2 , 𝑓(4)(𝑥,𝑖𝑛𝑡)}, {𝑓
(3)
2 , 𝑓(4)(𝑧,𝑇𝑖𝑛𝑙)}, {𝑓

(3)
3 , 𝑓(4)1 }, {𝑓(3)3 , 𝑓(4)2 }, {𝑓(3)3 , 𝑓(4)3 }, {𝑓(3)3 , 𝑓(4)4 }, {𝑓(3)3 , 𝑓(4)𝑥,𝑖𝑛𝑡},

{𝑓(3)3 , 𝑓(4)𝑧,𝑇𝑖𝑛𝑙}, {𝑓
(3)
4 , 𝑓(4)1 }, {𝑓(3)4 , 𝑓(4)2 }, {𝑓(3)4 , 𝑓(4)3 }, {𝑓(3)4 , 𝑓(4)4 }, {𝑓(3)4 , 𝑓(4)𝑥,𝑖𝑛𝑡}, {𝑓

(3)
4 , 𝑓(4)𝑧,𝑇𝑖𝑛𝑙}, {𝑓

(3)
5 , 𝑓(4)1 }, {𝑓(3)5 ,

𝑓(4)2 }, {𝑓(3)5 , 𝑓(4)3 }, {𝑓(3)5 , 𝑓(4)4 }, {𝑓(3)5 , 𝑓(4)𝑥,𝑖𝑛𝑡}, {𝑓
(3)
5 , 𝑓(4)𝑧,𝑇𝑖𝑛𝑙}, {𝑓

(3)
𝑥,𝑡𝑢𝑟 , 𝑓(4)1 }, {𝑓(3)𝑥,𝑡𝑢𝑟 , 𝑓(4)2 }, {𝑓(3)𝑥,𝑡𝑢𝑟 , 𝑓(4)3 }, {𝑓(3)𝑥,𝑡𝑢𝑟 , 𝑓(4)4 },

{𝑓(3)𝑥,𝑡𝑢𝑟 , 𝑓(4)𝑥,𝑖𝑛𝑡}, {𝑓
(3)
𝑥,𝑡𝑢𝑟 , 𝑓(4)𝑧,𝑇𝑖𝑛𝑙}, {𝑓

(3)
𝑧,𝑇𝑠𝑙 , 𝑓

(4)
1 }, {𝑓(3)𝑧,𝑇𝑠𝑙 , 𝑓

(4)
2 }, {𝑓(3)𝑧,𝑇𝑠𝑙 , 𝑓

(4)
3 }, {𝑓(3)𝑧,𝑇𝑠𝑙 , 𝑓

(4)
4 }, {𝑓(3)𝑧,𝑇𝑠𝑙 , 𝑓

(4)
𝑥,𝑖𝑛𝑡}, {𝑓

(3)
𝑧,𝑇𝑠𝑙 , 𝑓

(4)
𝑧,𝑇𝑖𝑛𝑙}}.

The unified local diagnosis set yield 𝒟𝑠(𝑡) = 𝒟(3)𝑠 ⋃𝒟(4)𝑠 = {𝑓(1)2 , 𝑓(3)2 , 𝑓(3)4 , 𝑓(4)2 , 𝑓(4)4 } and any other com-
bination of these faults. Hence, the global diagnosis set lies in the intersection 𝒟𝐺𝑠 (𝑡) = 𝒟𝜒𝑠 ⋂𝒟𝑠 =
{𝑓(3)2 , 𝑓(3)4 , 𝑓(4)2 , 𝑓(4)4 } and any other combination of these faults. Thereafter, for 𝑡 > 104.6𝑠𝑒𝑐 the agents
ℳ(2),ℳ(3) andℳ(4) produce the decision vectors 𝐷(2)(𝑡) = [0 0 0 0 0 0]𝑇, 𝐷(3)(𝑡) = [0 1 1 1 0]𝑇 and
𝐷(4)(𝑡) = [0 1 0 0 0 0]𝑇 respectively. With the use of tables 6.6, 6.7 and 6.8, the resulting local diagnosis
sets 𝒟(2)𝑠 = {},𝒟(3)𝑠 = {𝑓(3)𝑇𝑠𝑙 }, and 𝒟

(4)
𝑠 remains the same. The unified local diagnosis sets yield 𝒟𝑠(𝑡) =

𝒟(3)𝑠 ⋃𝒟(4)𝑠 = {𝑓(3)𝑇𝑠𝑙 , 𝑓
(4)
2 , 𝑓(1)2 , 𝑓(3)2 , 𝑓(3)4 , {𝑓(4)2 , 𝑓(1)2 }, {𝑓(4)2 , 𝑓(3)2 }, {𝑓(4)2 , 𝑓(3)4 }, {𝑓(3)2 , 𝑓(1)2 }, {𝑓(3)4 , 𝑓(1)2 }, {𝑓(3)2 ,

𝑓(3)4 }, {𝑓(3)𝑇𝑠𝑙 , 𝑓
(4)
2 }, {𝑓(3)𝑇𝑠𝑙 , 𝑓

(1)
2 }, {𝑓(3)𝑇𝑠𝑙 , 𝑓

(3)
2 }, {𝑓(3)𝑇𝑠𝑙 , 𝑓

(3)
4 }}. The global decision vector remains 𝒟𝜒 = [0 0 1 1]𝑇

and if compared to table 6.9 yields the diagnosis set on fault propagation remains the same. Hence, the
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global diagnosis set is 𝒟𝐺𝑠 (𝑡) = 𝒟𝜒𝑠 ⋂𝒟𝑠 = {𝑓(3)2 , 𝑓(3)4 , 𝑓(4)2 , {𝑓(3)2 , 𝑓(3)4 }, {𝑓(3)4 , 𝑓(4)2 }, {𝑓(3)2 , 𝑓(4)2 }, {𝑓(3)𝑇𝑠𝑙 , 𝑓
(4)
2 },

{𝑓(3)𝑇𝑠𝑙 , 𝑓
(3)
2 }, {𝑓(3)𝑇𝑠𝑙 , 𝑓

(3)
4 }}. Here, the process fault was detected locally by the local monitoring agent of

the system. The global diagnosis set 𝒟𝜒𝑠 and the local diagnosis sets remain unchanged until the end
of the simulation and the simulation results can be viewed in figs. A.31-A.40.

6.5. Key Performance Indicators
In this section, the performance of the FDI scheme that was implemented shall be discussed. This
will be given in the form of KPIs, which were chosen to highlight some criteria such as detection time
standard deviation and miss-detection of faults by the monitoring modules.

6.5.1. Detection Time Standard Deviation
The aim of the KPI regarding detection time standard deviation 𝜎(𝐼,𝑞) is to show that the fault detection
time 𝑇(𝐼,𝑞)𝐷𝑘 is independent of the sensor noise evolution. The simulation was iterated 100 times and at
each repetition, the sensor noise vector had a different evolution but the same amplitude. In fig. 6.35,
one may notice that the detection time delay of the faults by the different monitoring modules has a
specific variability from the average or mean detection time delay depicted as 𝜇(𝐼,𝑞) of each module
ℳ(𝐼,𝑞). This standard deviation from the mean detection time delay 𝜇(𝐼,𝑞) of each module, describes
the ability to detect a fault, regardless of the sensor noise evolution since the standard deviation is
maintained below ±0.003𝑠𝑒𝑐 for permanent, abrupt, offset sensor faults that were detected by the
monitoring modules. The formula used to calculate the standard deviation of the population of detection
time delays in seconds, which was created for each module over the 100 iterations can be seen [17].

𝜎(𝐼,𝑞) = ±√
∑𝐾𝑘=1(𝑇

(𝐼,𝑞)
𝐷𝑘 − 𝑇(𝐼,𝑞)𝑓 − 𝜇(𝐼,𝑞))2

𝐾 (6.1)

Here 𝐾 represents the number of iterations set to 100. The mean detection time delay 𝜇(𝐼,𝑞) of each
module is calculated below. 𝑇(𝐼,𝑞)𝑓 denotes the occurrence time of the fault that affects each sensor.

𝜇(𝐼,𝑞) = 1
𝐾

𝐾

∑
𝑘=1

(𝑇(𝐼,𝑞)𝐷𝑘 − 𝑇(𝐼,𝑞)𝑓 ) =
(𝑇(𝐼,𝑞)𝐷1 − 𝑇(𝐼,𝑞)𝑓 ) + (𝑇(𝐼,𝑞)𝐷2 − 𝑇(𝐼,𝑞)𝑓 ) + ⋯ + (𝑇(𝐼,𝑞)𝐷𝑘 − 𝑇(𝐼,𝑞)𝑓 )

𝐾 (6.2)

Figure 6.35: Detection time standard deviation of each monitoring moduleℳ(𝐼,𝑞).

6.5.2. Miss-Detection of Process Faults
The miss-detection of process faults may depict the lowest fault magnitude value that a process fault
can have and still be detected in the time frame of the 300sec of the simulation. Of course, this means
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Table 6.10: Lowest fault magnitude values for the avoidance of miss-detection.

Fault Fault Function 𝜙 Units

𝑓(3)𝑥,𝑡𝑢𝑟 𝑅(3)𝑥,𝑡𝑢𝑟 = 5𝑥10−5 𝐻𝑧
𝑓(3)𝑧,𝑇𝑠𝑙 𝑅(3)𝑧,𝑇𝑠𝑙 = 0.3 𝐾/𝑠
𝑓(4)𝑥,𝑖𝑛𝑡 𝑅(4)𝑥,𝑖𝑛𝑡 = 78𝑥10−4 𝐻𝑧
𝑓(4)𝑧,𝑇𝑐 𝑅(4)𝑧,𝑇𝑐 = 3.75𝑥10−2 𝐾/𝑠
𝑓(4)𝑧,𝑇𝑖𝑛𝑙 𝑅(4)𝑧,𝑇𝑖𝑛𝑙 = 0.165 𝐾/𝑠
𝑓(2)𝑧,𝑉1 𝑅(2)𝑧,𝑉1 = 1.5𝑥10−3 𝑚3/𝑠
𝑓(1)𝑢 𝜙(1)𝑢 = 1.85𝑥10−2 %

that a process fault will remain undetected for the largest part of the simulation. Furthermore, since the
modeling of the process faults was conducted under some assumptions that may be questioned, now
the lowest fault magnitude value will enable future researchers to have a reference value to compare
their future process fault models, that they may develop taking into consideration sources that provide
credible process fault modeling data. The lowest fault magnitude values for each process fault can
be seen in table 6.10 in the fault function column. Any fault with a fault magnitude lower than the
value indicated in this table will not be detected during the simulation time of 300sec and therefore is
considered a miss-detection.

6.6. Discussion
In this chapter, the simulation results regarding the implementation of the FDI scheme that was provided
earlier were presented. The aforementioned methodology was proven effective as it served its original
purpose which was to detect and isolate both sensor and process faults. Furthermore, it showed good
performance as was witnessed at the end of this chapter, where the KPI regarding detection time was
given for all monitoring modules, and the minimum values for the fault magnitude of process faults were
provided as a reference point for future researchers. In the next and final chapter, an evaluation of this
work will be made, to discuss whether or not the initial research questions were covered and to what
extent. Moreover, the room for improvement regarding this work, which can be carried out by future
researchers, will be discussed. Finally, some conclusions will be made regarding the contribution of
the present work.





7
Conclusions and Future Directions

Overall, the adaptation of the FDI methodology presented in this work provides promising results that
may indeed make a difference in the field of FD for marine vessels. The presented framework can
become an early warning system for the avoidance of catastrophic failures on-board marine vessels,
and a means of online monitoring that can be applied in multiple interconnected systems that are used
for the propulsion of vessels.

7.1. Conclusions
The research questions that were initially formulated at the beginning of this work, were answered to a
large extent. In the presented research work, the importance of FD on marine vessels was highlighted
by witnessing faults that may occur within a part of the marine propulsion process. Some of the models
that constitute a big part of this process, and more specifically the marine fuel engine, were provided
and modeled in a simulation, as well as the sensors that monitor it, and the faults that affect either
the sensors or the process itself. The validation of these models was attempted, although the results
show a lot of deviation from preexisting FAT measurements. Furthermore, a theoretical model-based
approach for the detection and isolation of process and sensor faults, with the adaptation of adaptive
thresholds, monitoring agents, and redundant sensors, was provided. This methodology was adopted
in the simulation and its results were presented eventually. These results included sensor and process
fault detection, the theoretical fault signature matrices that were used to isolate the faults, and some
KPIs to evaluate the performance of the adopted FDI scheme.

One of the benefits of the presented FDI methodology is its easiness of adaptation on-board ves-
sels. This statement can be made since there is no need for data storage capabilities since this method
runs online. Furthermore, no additional personnel is needed on-board to run it. Additionally, the incor-
poration of adaptive thresholds in the monitoring modules helps minimize false alarms and reduces the
conservativeness in decision-making. The true potential that this framework may provide is the reduc-
tion of downtime of vessels, due to the early warning ability it provides to the crew, to take action and
avoid failures. Finally, this discussion leads to the most important purpose that this framework may
serve, which is non-other than the maritime safety of the crew on-board large marine vessels. This
framework can be the basis for adopting maintenance decisions.

On the other hand, the adaptation of redundant sensors for the classification between sensor and
process faults will lead to higher assumed costs for vessel owners. This is an inevitable evil, since the
aforementioned framework, relies on these redundant sensors to make clear discrimination between
sensor and process faults. Moreover, the existence of redundant sensors is not necessarily a loss of
money, in the sense that if a sensor is declared faulty at any time, then a decision could be made by
the crew to disregard the output of that sensor and only use the output of the redundant one that is
used to measure the same physical quantity.

The contribution of this framework for the integrated process and sensor FDI is unique inmany ways.
First of all, it is one of the limited number of research works carried out in the field of model-based FDI
for marine vessels, that manages to detect and isolate multiple process and sensor faults. The work
that it can be compared to is namely [15] that concerns the FDI of actuator and sensor faults occurring
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in the propulsion system of an underwater Remotely Operated Vehicle (ROV). Most FD methods for
marine fuel engines today, are not model-based and comprise measurements from different engine
parts. Most of these methods focus on the detection and isolation of actuator or other types of process
faults. In fact, almost none of them detect and isolate both process and sensor faults as was also
expressed in [53].

7.2. Future Directions
When reviewing the work presented so far, it is fair to say that the purpose of providing an integrated
framework for the diagnosis of process and sensor faults for a marine propulsion process was achieved.
With this being said, the room for improvement that needs to be narrowed down by conducting future
research is undeniable and worth noting at this point. First of all, more systems related to the propul-
sion process of a marine vessel, such as its gearbox, shaft-line, propeller, and hull, should also be
considered and this framework should be expanded to cover the complete propulsion process. More-
over, the future adaptation of this framework on a small fuel engine within a laboratory can be made to
reproduce results that are based on the physical system measurements, in order to validate the simu-
lation results of the FDI scheme and check its real-life adaptation feasibility, is also a target that needs
to be carried out at some point in the future. Furthermore, if the framework is implemented on-board
a marine vessel, the simulation should act as a “digital twin” of the physical system to compare the
real-life indications of the framework, with the equivalent situation in the simulated environment. In
this way, the simulation could provide more details regarding the alarms indicated by the framework,
by importing the measurements of the physical system in the simulation. In this way, better mainte-
nance decisions can be taken promptly and failures or accidents can be avoided. Finally, regarding the
modeling of the process faults, one might argue that they could be further improved to represent more
realistic characteristics during their evolution. This is a point of argument worth mentioning, since in the
available literature, the characteristics of such faults are very limited, and in many cases non existing
whatsoever. Therefore, a fault modeling campaign regarding process faults needs to be carried out to
identify the parameters needed to simulate the characteristics of process faults, so that they can be
introduced in the propulsion process.

7.2.1. Limitations to Consider in Future Research
After carrying out the presented research work and the simulations, a few limitations became apparent.
Such limitations concern the sensor noise vectors that influence the outputs of the sensors. This noise
also affects the residuals as well as the algebraic adaptive thresholds as it was presented in the previous
chapter since the sensor outputs are used to derive them. Due to this influence, process faults were
detected at a far later stage after their occurrence and this provides a finite time period for undetected
faults to evolve into catastrophic failure. Furthermore, it can be argued that as the framework expands
to include even more propulsion systems and sensors, the computational effort needed to carry out
the simulation will increase substantially, since the dimensions of the fault signature matrices increase
following a power law to determine all the fault combinations. This means that at some point in the
future, the available computational power may become a limit, but that is something future researchers
will have to confirm if they expand the current framework. Lastly, as was witnessed in chapter 5, for
the algebraic adaptive thresholds the design parameters available for their formulation are very limited,
unlike the state-based ones. This causes them to be prone to noise amplification.

7.3. Epilogue
Throughout the course of this thesis, it became obvious that the proposed model-based FD method-
ology can be feasibly implemented in a simulated environment. Overall, when conducting FD for any
type of machinery or system in general, one must never neglect the importance of correct fault detec-
tion, determination of fault location, as well as isolation of the fault. This is the essence of FD, and any
inaccuracy in doing so may lead to failures that can quickly cascade to other systems. Avoiding the
failure of specific machinery is the end task and the product of any PHM effort, which can positively
affect the efficiency and regular operation of the machinery or equipment of interest. Most importantly,
it is the moral responsibility possessed by the vessel owners towards the crew on-board vessels to
ensure that no failure will occur and no human life will be placed in danger as a consequence of lacking
maintenance due to the absence of an adequate FD methodology.
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Appendix

A.1. Simulation Results for Multiple Faults

Figure A.1: Simulation results for the output ofℳ(1,2) for example 1.

Figure A.2: Simulation results for the output ofℳ(2,2) for example 1.

63



64 A. Appendix

Figure A.3: Simulation results for the output ofℳ(2,4) for example 1.

Figure A.4: Simulation results for the output ofℳ(2,6) for example 1.

Figure A.5: Simulation results for the output ofℳ(3,2) for example 1.
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Figure A.6: Simulation results for the output ofℳ(3,4) for example 1.

Figure A.7: Simulation results for the output ofℳ(3,5) for example 1.

Figure A.8: Simulation results for the output ofℳ(4,2) for example 1.
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Figure A.9: Simulation results for the output ofℳ(4,4) for example 1.

Figure A.10: Simulation results for the output ofℳ(4,6) for example 1.

Figure A.11: Simulation results for the output ofℳ(1,2) for example 2.
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Figure A.12: Simulation results for the output ofℳ(2,2) for example 2.

Figure A.13: Simulation results for the output ofℳ(2,4) for example 2.

Figure A.14: Simulation results for the output ofℳ(2,6) for example 2.
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Figure A.15: Simulation results for the output ofℳ(3,2) for example 2.

Figure A.16: Simulation results for the output ofℳ(3,4) for example 2.

Figure A.17: Simulation results for the output ofℳ(3,5) for example 2.
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Figure A.18: Simulation results for the output ofℳ(4,2) for example 2.

Figure A.19: Simulation results for the output ofℳ(4,4) for example 2.

Figure A.20: Simulation results for the output ofℳ(4,6) for example 2.
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Figure A.21: Simulation results for the output ofℳ(1,2) for example 3.

Figure A.22: Simulation results for the output ofℳ(2,2) for example 3.

Figure A.23: Simulation results for the output ofℳ(2,4) for example 3.
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Figure A.24: Simulation results for the output ofℳ(2,6) for example 3.

Figure A.25: Simulation results for the output ofℳ(3,2) for example 3.

Figure A.26: Simulation results for the output ofℳ(3,4) for example 3.
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Figure A.27: Simulation results for the output ofℳ(3,5) for example 3.

Figure A.28: Simulation results for the output ofℳ(4,2) for example 3.

Figure A.29: Simulation results for the output ofℳ(4,4) for example 3.
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Figure A.30: Simulation results for the output ofℳ(4,6) for example 3.

Figure A.31: Simulation results for the output ofℳ(1,2) for example 4.

Figure A.32: Simulation results for the output ofℳ(2,2) for example 4.
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Figure A.33: Simulation results for the output ofℳ(2,4) for example 4.

Figure A.34: Simulation results for the output ofℳ(2,6) for example 4.

Figure A.35: Simulation results for the output ofℳ(3,2) for example 4.
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Figure A.36: Simulation results for the output ofℳ(3,4) for example 4.

Figure A.37: Simulation results for the output ofℳ(3,5) for example 4.

Figure A.38: Simulation results for the output ofℳ(4,2) for example 4.
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Figure A.39: Simulation results for the output ofℳ(4,4) for example 4.

Figure A.40: Simulation results for the output ofℳ(4,6) for example 4.
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Appendix: Seiliger Cycle

Along with a gas exchange model, the Seiliger cycle is a suitable method to derive the in-cylinder
process [13]. The cycle consist of a polytropic compression, a constant volume combustion, an isobaric
combustion, an isothermal combustion, and a polytropic expansion. The work produced during the
closed cylinder process can therefore be determined, and the exhaust gas properties at the end of
each expansion can be specified. The gas is assumed to be ideal, and in a homogeneous composition
[24].

Figure B.1: The six-point Seiliger cycle [24].

The typical six-point Seiliger or dual cycle in a pressure (p) – volume (V) plot, where one may view
the compression (1–2), the isochoric combustion (2–3), the isobaric combustion (3–4), the isothermal
combustion (4–5) and the polytropic expansion (5–6) in fig. B.1 [24]. The associated equations are
shown in table B.1 [62] where 𝑉𝑖, 𝑝𝑖 and 𝑇𝑖 are the volume in 𝑚3, pressure in 𝑃𝑎 and temperature
in 𝐾 at state 𝑖, 𝑤𝑖𝑗 and 𝑞𝑖𝑗 denote the specific work in 𝑘𝑁𝑚/𝑘𝑔 and specific heat in 𝑘𝐽/𝑘𝑔 produced
during the process from state 𝑖 to state 𝑗, 𝑎, 𝑏 and 𝑐 are the Seiliger parameters as expressed in [62],
𝑐𝑝,𝑎 and 𝑐𝑣,𝑎 represent the specific heat capacity at constant pressure and constant volume for air in
𝐽/𝑘𝑔𝐾 respectively, 𝑛𝑒𝑥𝑝 is the polytropic exponent for expansion, as polytropic expansion permits for
jacket water cooling, and 𝑟𝑒𝑜 denotes the ratio of the volume at Seiliger point 6, when the exhaust valve
opens, to point 1, when the inlet valve shuts, which is determined by the exhaust valve opening angle
𝛼𝐸𝑂 [24]. The geometric characteristics of the cylinder can be viewed in fig. B.2 from which 𝑟𝑒𝑜 and
other cylinder features can be derived.
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Figure B.2: Schematic view of the geometry of cylinder, crank rod and crankshaft [24].

𝐿𝐸𝑂 = 𝐿𝑆[
1

𝜖𝑐 − 1
+ 12(1 − 𝑐𝑜𝑠𝛼𝐸𝑂 +

1
𝜆𝐶𝑅

(1 − 𝑟𝑡𝑔))] (B.1)

𝐿𝐼𝐶 = 𝐿𝑆[
1

𝜖𝑐 − 1
+ 12(1 − 𝑐𝑜𝑠𝛼𝐼𝐶 +

1
𝜆𝐶𝑅

(1 − 𝑟𝑡𝑔))] (B.2)

𝜆𝐶𝑅 =
𝐿𝑆
2𝐿𝐶𝑅

(B.3)

𝑟𝑡𝑔 = √1 − 𝜆2𝐶𝑅𝑠𝑖𝑛2𝛼𝐼𝐶 (B.4)

𝑟𝑒𝑜 =
𝐿𝐸𝑂
𝐿𝐼𝐶

(B.5)

𝑟𝑐 = (𝜖𝑐 − 1)𝑥𝑐 + 1 (B.6)

𝑥𝑐 =
𝐿𝐼𝐶
𝐿𝐵𝐷𝐶

(B.7)

𝐿𝐵𝐷𝐶 =
𝜖𝐿𝑆
𝜖 − 1 (B.8)

Where 𝐿𝑆 denotes the stroke length in 𝑚 and 𝑟𝑐 is the effective compression ratio [24]. 𝐿𝐸𝑂 denotes
the cylinder space length when the exhaust valve opens. The term 𝜖𝑐 symbolizes the geometric com-
pression ratio, determined by the cylinder dimensions. The total specific work 𝑤𝑖 in 𝑘𝐽/𝑘𝑔 can then be
derived from the work of the Seiliger stages in table B.1, as follows [24]:

𝑤𝑖 = 𝑤12 +𝑤34 +𝑤45 +𝑤56 (B.9)

Table B.1: Seiliger cycle thermodynamic relations and ratios [62].

Process Volume (V) Pressure (p) Temperature (T) Specific Work (w) Heat Release (q)

1-2
𝑉1
𝑉2
= 𝑟𝑐

𝑝2
𝑝1
= 𝑟𝜅𝑎𝑐

𝑇2
𝑇1
= 𝑟(𝜅𝑎−1)𝑐 𝑤12 =

𝑅𝑎(𝑇2 − 𝑇1)
𝜅𝑎 − 1

-

2-3
𝑉3
𝑉2
= 1 𝑝3

𝑝2
= 𝑎 𝑇3

𝑇2
= 𝑎 - 𝑞23 = 𝑐𝑣,𝑎(𝑇3 − 𝑇2)

3-4
𝑉4
𝑉3
= 𝑏 𝑝4

𝑝3
= 1 𝑇4

𝑇3
= 𝑏 𝑤34 = 𝑅𝑎(𝑇4 − 𝑇3) 𝑞34 = 𝑐𝑝,𝑎(𝑇4 − 𝑇3)

4-5
𝑉5
𝑉4
= 𝑐 𝑝4

𝑝5
= 𝑐 𝑇5

𝑇4
= 1 𝑤45 = 𝑅𝑎𝑇4𝑙𝑛𝑐 𝑞45 = 𝑅𝑎𝑇4𝑙𝑛𝑐

5-6
𝑉6
𝑉5
= 𝑟𝑒𝑜𝑟𝑐
𝑏 ⋅ 𝑐

𝑝5
𝑝6
= (𝑟𝑒𝑜𝑟𝑐𝑏 ⋅ 𝑐 )

𝑛𝑒𝑥𝑝
𝑇5
𝑇6
= (𝑟𝑒𝑜𝑟𝑐𝑏 ⋅ 𝑐 )

𝑛𝑒𝑥𝑝−1 𝑤56 =
𝑅𝑎(𝑇6 − 𝑇5)
𝑛𝑒𝑥𝑝 − 1

-
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The diesel engine model is run at the FAT speed and power settings with the parameters from
table 4.1. The simulated model results are presented below in figs. B.3, B.4, and B.5 for cylinder
temperature, engine torque, and in-cylinder pressure for Seiliger cycle stage 6, respectively.

Figure B.3: Cylinder temperature vs engine speed. Figure B.4: Engine torque vs engine speed.

Figure B.5: Combustion pressure at stage 6 vs engine speed.





C
Appendix: Academic Research Paper

In the pages that follow one may review the academic research paper that was written as part of this
thesis. It was an effort carried out that sums up the work of the thesis in a concise manner.
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Abstract—This research work tries to provide a model-based, distributed
Fault Diagnosis (FD) framework that will eventually act as an early warning
system for online monitoring of the marine propulsion process, in order to
avoid future failures and accidents. Furthermore, the introduction of adap-
tive thresholds in the monitoring modules of the monitoring agents helps
minimize false alarms and reduces the conservativeness in decision-making.
Finally, this work comes to provide an integrated sensor and process FD
framework that can be adopted on-board marine vessels in the future, and
narrow down the gap, regarding FD for marine vessels which is closely
linked with maritime safety and maintenance decision-making.

Index Terms—Fault detection and isolation, sensor and process faults,
nonlinear interconnected systems, distributed fault diagnosis.

I INTRODUCTION

In the next decade, waterborne trade demand is estimated to increase by
26%, while at the same time a significant shift towards decarbonization and
digitalization will be made [1]. Marine vessels are essential for mapping
oceans, conducting offshore operations, and shipping activities and they are
a prerequisite for humans to be able to harvest ocean-based resources [2].
As a result, there is a great motivation for classification societies and gov-
ernment associations worldwide, to monitor and maintain the active fleet.

There are two brought method categories for FD, named model-free
methods and model-based ones. The former detects faults by comparing the
results of measurements with predictions of mathematical simulation algo-
rithms. For most model-based methods, frequency and time-domain signal
processing technologies are used to obtain “signatures” or residuals which
can indicate an expected or faulty behavior [3]. FD evolves the detection of
faults in a detailed manner, providing information such as the extent, loca-
tion, and time of detected faults [4]. The prescriptions provided to the users
are accompanied by the name, time, and location of each defect, the status
of the machine, and advice for maintenance [3].

When reviewing the available literature, one may notice that from the
methods that can isolate faults and detect them, sensor faults are to a large
extent ignored, as very few FD methods focus on sensor fault isolation.
When taking marine engines as an example, it is apparent that the different
types of marine engines that are operated today require different monitor-
ing setups due to their wide range of sizes, combustion cycles, operating
principles, and fuel mixtures, meaning that there is a lack of standardization
amongst the FD methods for marine engines. However, the lack of stan-
dardization applies to FD methods for other components of the propulsion
process in general [5]. From the model-based methods available that uti-
lize observers, the ones that consider nonlinear systems are very limited.
Regarding marine vessels, a few model-based Fault Detection and Isolation
(FDI) methods for multiple process and sensor faults exist that focus on the

navigation system of a vessel, namely [6] and [7] and they use linear models.
As for the marine fuel engines, multiple process fault model-based FDI was
conducted by [8], [9], [10], [11], and [12]. Considering the marine propul-
sion process of marine vessels, the methods that provide a multiple process
fault model-based FDI namely [13] and [14] were found. It is important to
mention that the aforementioned methods do not consider distributed mon-
itoring agents. The only similar work that was found is namely [15] which
concerns the FDI of actuator and sensor faults occurring in the propulsion
system of an underwater Remotely Operated Vehicle (ROV).

The main objective of this work is to develop a model-based method that
manages to detect and isolate both sensor and process faults in the propul-
sion process of a marine vessel. This will be proven feasible later on, by
simulating part of the propulsion process model, the sensors that monitor
it, and the faults that can be activated at any point and affect the process in
the case of process faults, or the sensors in the case of sensor faults. The
general scope of this work is to tackle the problems that arise in the absence
of FD, with the design of a distributed FDI methodology, that establishes
the isolation of multiple processes and sensor faults. Furthermore, in this
work, the approach of using monitoring agents and adaptive thresholds that
will be presented later allows fault detection and reduces conservativeness
in decision-making, excluding false alarms. Additionally, the Mean Value
First Principle (MVFP) model of the fuel engine, which is part of the marine
propulsion process, enables a better generalization ability of the results for
different engines, since it allows for the reconfiguration of the used parame-
ters and can be expanded with more systems. This work focuses on systems
described by nonlinear Differential Algebraic Equations (DAE) [16]. Since
the system is characterized by high complexity and incorporates highly non-
linear interconnected subsystems, a distributed monitoring approach is pro-
posed. Specifically, local monitoring agents are designed, that utilize infor-
mation from sensor sets to capture the occurrence of the process and sensor
faults.

The structure of this research paper is as follows. At first, the problem
is described and the need for a model-based, distributed FDI methodology
is expressed. The marine propulsion models are provided in a state-space
form thereafter, as well as the sensor equations for each subsystem. The
process models that were later simulated include some process faults and the
sensor equations include sensor faults. Later, the FDI scheme to detect and
isolate these process and sensor faults is presented. The simulation results
regarding the implementation of the FDI scheme, in a simulation for the
detection and isolation of both process and sensor faults, are shown and a
multiple fault isolation example is provided. Finally, a conclusion and some
remarks regarding this work are given.

II PROBLEM FORMULATION

A general system is defined by [17]. With that work in mind, considering
the heterogeneous dynamics and interconnections of the subsystems in ma-
rine fuel engines, the proposed fault diagnosis method is formed assuming
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AN INTEGRATED SENSOR AND PROCESS FAULT DIAGNOSIS FRAMEWORK FOR MARINE VESSELS 2

a class of N nonlinear DAE based interconnected systems Σ(I), I = 1, . . . ,N.
Hereafter, the dependence of the signals on time (e.g., x(t)) will be dropped
for notational brevity.

ẋ(I) = A(I)x(I)+h(I)
(

x(I),z(I),χ(I),u(I)
)

Σ
(I) :


+γ(I)

(
x(I),z(I),u(I)

)
+η

(I)
x + f (I)x,c

(
x(I),u(I)

)
(1)

0 = ξ (I)
(

x(I),z(I),χ(I),u(I), f (I)z,c

)
+η

(I)
z (2)

Where x(I) ∈ RnI−rI is the state variable vector, z(I) ∈ RrI is the al-
gebraic variable vector, χ(I) ∈ RkI are the interconnection variables from
the neighbouring systems, u(I) ∈ RlI is the control input vector, γ(I) :
RnI−rI × RlI → RnI−rI expresses the known nonlinear system dynamics,
h(I) : RnI−rI ×RrI ×RkI ×RlI → RnI−rI denotes the known interconnection
dynamics with the neighbouring subsystems, η(I) ∈ RnI−rI ,η(I) ∈ RrI define
the system disturbances, and ξ (I) : RnI ×RkI ×RlI → RnI−rI x(I) ∈ RnI−rI is
a smooth vector field. The term A(I)x(I) describes the linear part of the sys-
tem’s Σ(I) dynamics, where A(I) ∈ R(nI−rI )×(nI−rI ) is the linearized part of
the state equation [16]. Later, the model equations corresponding to (1) and
(2), for each system, will be provided in more detail. The terms f (I)x,c and f (I)z,c
in equations (1) and (2) respectively, define process faults that are affecting
each state variable or algebraic variable respectively.

Each system incorporates a set of sensors S(I) = ∪nI
j=1S(I){ j} described

as follows:

S(I) :

y(I)x = x(I)+d(I)
x + f (I)x

y(I)z = z(I)+d(I)
z + f (I)z

(3)

Where y(I)x ∈RnI−rI denotes the sensor values corresponding to state vari-
ables, y(I)z ∈ RrI defines the sensor values corresponding to algebraic vari-
ables, d(I)

x ∈ RnI−rI , d(I)
z ∈ RrI express the measurement noise vectors and

f (I)x ∈ RnI−rI , f (I)z ∈ RrI denote sensor fault vectors [16]. Each sensor fault
vector is given by f (I)(t) = [ f (I)x (t) f (I)z (t)]T = [ f (I)1 (t), . . . , f (I)nI (t)]T , where

f (I)j (t)∀ j ∈ {1, . . . ,nI} denotes the change in the output caused by a fault in
the j− th sensor. Permanent, abrupt, offset faults can be modeled as follows
[18]:

f (I)j =

 0, t < T (I)
f j

φ
(I)
j , t ≥ T (I)

f j

∀ j ∈ {1, . . . ,nI} (4)

Specifically, in the system equation (1) and (2) the additive and multi-
plicative process faults were introduced. T (I)

f j
is the time instant of oc-

currence of the j − th fault, φ
(I)
j is associated to a fault function. Note

that multiple faults may occur simultaneously or sequentially, for example,
T (I)

f1
≤ T (I)

f2
≤, . . . ,≤ T (I)

f j
[19]. The fault vectors for the additive process

faults there are given as f (I)c (t) = [ f (I)x,c (t) f (I)z,c (t)]T , while the multiplicative

process fault was described by f (I)u (t). Such permanent incipient, drift-like
faults can be modeled as follows:

f (I)c =


0, t < T (I)

fc(
1− e−κ

(I)
c

(
t−T (I)

fc

))
φ
(I)
c

(
t −T (I)

fc

)
, t ≥ T (I)

fc

(5)

Specifically, in the system equation (1) and (2) the additive and multi-
plicative process faults were introduced. T (I)

fc is the time instant of occur-
rence of the process fault that affects a specific component c of the propul-
sion process, φ

(I)
c is associated to the fault function of each process fault,

and κ
(I)
c is associated to a fault evolution mode.

In this work, the inclusion of the process faults in the system equations
has introduced the additional complexity of distinguishing the process faults
from the sensor faults, after their detection. The discrimination between

process and sensor faults can be achieved with the introduction of redundant
sensors. In brief, if two or more sensors that are responsible to measure
the same variable in a system, show a significant change in the residual
that leads to the violation of the associated ARRs, causing the detection
of a fault, then this fault is assigned as a process fault. More details will
be explained regarding the rationale for adding redundant sensors when the
local decision logic is described.

The objective of this thesis is to design a methodology for the detection
and isolation of multiple permanent, abrupt or incipient, offset or drift-like
process faults such as the ones given in (5), but also permanent, abrupt,
offset sensor faults given in (4) for nonlinear DAE interconnected systems
defined by (1), (2) and (3), subject to the following assumptions [16]:

• Assumption 1: The system disturbance and the measurement noise of
each sensor are unknown but uniformly bounded, meaning:

|η(I)
x j | ≤ η̄

(I)
x j , |η

(I)
z j | ≤ η̄

(I)
z j , |d

(I)
j | ≤ d̄(I)

j ∀ j ∈ {1, . . . ,nI}

Where η̄
(I)
x j , η̄

(I)
z j and d̄(I)

j are known.

• Assumption 2: The nonlinear vector fields γ(I) and h(I) are locally
Lipschitz for x ∈ X , z ∈ Z for all u ∈ U and t ≥ 0 with Lipschitz
constants λγI and λhI respectively.

III MARINE ENGINE MODELLING

The rationale of using a finite stage model in the MVFP simulation model
is that it is capable to characterize the combustion and therefore heat input
with a finite number of stages and its associated parameters and, further, is
capable to calculate in a simple way the net work output from all the stages
and their parameters. Then, the in-cylinder process can be transformed to
engine cycle time scale effortlessly and efficiently. Therefore, the key point
to be able to apply a finite Seiliger-type process definition in an MVFP en-
gine simulation environment is to obtain models for the Seiliger parameters
[20]. In Fig. 1 the various systems that constitute the marine propulsion
process of a large vessel can be seen with their sensors.

Fig. 1: Illustration of the marine propulsion systems [16].

A Fuel Pump Model
The diesel fuel-injection system comprises an injection pump, delivery

pipes and fuel injector nozzles, the governor, and a timing device [21]. Fuel
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injection time delay in this model is considered constant due to its small
value, while a better estimate is achieved when using the engine speed as
feedback in a control loop [22].

Σ
(1) : ẋ(1) =− 1

τX
x(1)+

x(1)nom

τX
f (1)u u(1) (6)

Where x(1) ∈ R is the amount of fuel injected per cylinder per engine
cycle in kg, x(1)nom ∈ R is the same quantity under nominal engine condi-

tions, u(1) ∈ R is the fuel injection setting in %, and τX =
1

4nnom
f e

defines

the fuel injection time delay in sec. The term f (1)u represents the actuator
fault regarding the seizing of the fuel injection valve in %. The nominal fuel
injection amount x(1)nom ∈ R is [16]:

x(1)nom =
SFCnomPnom

f e ke

iennom
f e

(7)

The term nnom
f e represents the nominal rotational engine speed in rev/s,

SFCnom is the nominal fuel consumption of the engine in kg/J, while Pnom
f e

depicts the nominal power output of the no engine in W , ie describes the
number of engine cylinders and ke corresponds the number of crank revolu-
tions per engine cycle (ke = 1 for a 2-stroke engine and ke = 2 for a 4-stroke
engine). The output of the fuel injection sensor y(1) ∈ R is described by [16]:

S(1) : y(1)x = x(1)+d(1)
x + f (1)x (8)

B Engine Block Model
The diesel engine system has three algebraic variables, namely the pres-

sure z(2)1 in Pa and the temperature z(2)2 in K inside the engine’s cylinders and

the engine’s shaft torque z(2)3 in Nm. The expression of the system is [16]:

Σ
(2) : 0 =


z(2)1 −ξ

(2)
z1 (x(1),x(4),z(4)1 , f (2)z,V1

)

z(2)2 −ξ
(2)
z2 (x(1),x(4),z(4)1 , f (2)z,V1

)

z(2)3 −ξ
(2)
z3 (x(1),z(2)3 ,x(4),z(4)1 , f (2)z,V1

)

 (9)

Where the functions ξ
(2)
z1 ,ξ

(2)
z2 ,ξ

(2)
z3 can be modelled using the Seilinger ther-

modynamic cycle.

ξ
(2)
z1 = x(4)rκa

c

1+

1
cv,a

Xcv
ηhLRaz(4)1 x(1)

(V1 + f (2)z,V1
)x(4)


z(4)1 rκa−1

c

 ·



reorc

1+

(1−Xcv −Xct )
ηhLRaz(4)1 x(1)

(V1 + f (2)z,V1
)x(4)

cp,a

z(4)1 r(κa−1)
c +

XcvηhLRaz(4)1 x(1)

(V1 + f (2)z,V1
)x(4)cv,a





−nexp

·

exp

−

(nexp −1)
Xct ηhLr(1−κa)

c x(1)

(V1 + f (2)z,V1
)x(4)1+

XcvηhLr(1−κa)
c x(1)

cv,a(V1 + f (2)z,V1
)x(4)

+(1−Xcv −Xct )
ηhLRar(1−κa)

c x(1)

cp,a(V1 + f (2)z,V1
)x(4)



 (10)

ξ
(2)
z2 = z(4)1 r(κa−1)

c



reorc

1+

(1−Xcv −Xct )
ηhLRaz(4)1 x(1)

(V1 + f (2)z,V1
)x(4)

cp,a

z(4)1 r(κa−1)
c +

XcvηhLRaz(4)1 x(1)

(V1 + f (2)z,V1
)x(4)cv,a





1−nexp

·

1+
ηhLr(1−κa)

c x(1)(cp,aXcv + cv,a(1−Xcv −Xct ))

(V1 + f (2)z,V1
)x(4)cv,acp,a

 · (11)

exp


(nexp −1)

Xct ηhLr(1−κa)
c x(1)

(V1 + f (2)z,V1
)x(4)1+

XcvηhLr(1−κa)
c x(1)

cv,a(V1 + f (2)z,V1
)x(4)

+(1−Xcv −Xct )
ηhLRar(1−κa)

c x(1)

cp,a(V1 + f (2)z,V1
)x(4)





ξ
(2)
z3 =

(V1 + f (2)z,V1
)iex(4)

2πke
·

(
r(κa−1)

c −1
κa −1

+
(1−Xcv −Xct )ηhLRax(1)

cp,a(V1 + f (2)z,V1
)x(4)

−

r(κa−1)
c +

ηhLRax(1)(cp,aXcv + cv,a(1−Xcv −Xct ))

cv,acp,a(V1 + f (2)z,V1
)x(4)

nexp −1
+

Xct ηhLRax(1)

(V1 + f (2)z,V1
)x(4)

+

ξ
(2)
z2

z(4)1 (nexp −1)

)
−Qnom

loss

(
1+Qgrad

loss

nnom
f e −n f e

nnom
f e

)
(12)

n f e =

√
2π

c
z(2)3 (13)

Xcv = Xnom
cv +Xgrad

cv ·

(
n f e −nnom

f e

nnom
f e

)
(14)

Xct = Xnom
ct ·

(
x(1)

x(1)nom

)
(15)

Where Xnom
cv denotes the nominal constant volume portion, Xgrad

cv repre-
sents the gradient of the constant volume portion, Xnom

ct denotes the nominal
constant temperature portion, η is the thermal efficiency incorporating both
the combustion and heat release processes, hL denotes the lower heating
value of fuel at ISO conditions in J/kg. V1 depicts the cylinder volume at
start of compression in m3 and Ra is the universal gas constant of air in
J/kgK. The term f (2)z,V1

represents the additive process fault regarding bore
damage. Finally, rc is the effective compression ratio.

The output values of this system’s pressure, temperature and torque sen-
sors y(2) ∈ R3 are described by [16]:

S(2) : y(2)z = z(2)+d(2)
z + f (2)z (16)

C Exhaust Receiver and Turbocharger Model
This turbine system can be represented by one state variable and two

algebraic variables, the temperature before z(3)1 and after z(3)2 the turbine in
K. This system is described as follows [16]:

Σ
(3) :


ẋ(3) =− 1

τpd

x(3)+
1

τpd

f (3)x,tur +h(3){x(3),z(3),χ(3)}

0 = ξ
(3){x(3),z(3),χ(3), f (3)z,Tsl

}
(17)

Where χ(3) = [x(1) z(2) x(4) z(4)]T denote the interconnection variables.
The terms f (3)x,tur and f (3)z,Tsl

represent the additive process faults regarding loss
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of pressure inside the turbine and loss of lubrication at the turbine shaft
respectively.

The interconnection dynamics are defined below [16]:

h(3){x(3),z(3),χ(3)}= 1
τpd

·

√√√√√√√p2
ex +

z(3)1 Rg

(
ψ1 ·

x(4)n f e

z(4)1

+ x(1)n f e
ie
ke

)2

α2
Z A2

e f f
(18)

ψ1 = ψ1{x(3),x(4),z(4),n f e}=
ieV1ssl{x(3),x(4),z(4),n f e}

Rake
(19)

ssl{x(3),x(4),z(4),n f e}= snom
sl ·

nnom
f e mnom

1 x(4)Ψsc{x(3),x(4)}

n f e

(
x(4)V1

Raz(4)1

)
pnom

1 Ψnom
sc

(20)

Ψsc{x(3),x(4)}=

√
2κg

κg −1
·

√√√√√( x(3)

x(4)

)(2/κg)

−
(

x(3)

x(4)

)(
κg +1

κg
)

(21)

The algebraic part of the subsystem is as follows [16]:

ξ
(3){x(3),z(3),χ(3)}=

 z(3)1 −
ψ2(Tsl + f (3)z,Tsl

)+ ψ̃3z(2)2

ψ2 +ψ3

z(3)2 −ψ4z(3)1

 (22)

ψ2 = ψ2{x(3),x(4),z(4),z(2)}=
cp,aV1x(4)ssl{x(3),x(4),z(4),z(2)}

z(4)1 Ra

(23)

ψ3 = ψ3{x(1),x(4),z(4)}= cp,g

(
x(1)+

V1x(4)

Raz(4)1

)
(24)

ψ̃3 = ψ̃3{x(1),x(4),z(4),z(2)}=

(
1

nbld
+ τpd

(nbld −1)h(3)

nbld z(2)1

)
ψ3 (25)

ψ4 = ψ4{x(3),x(4)}= 1+ηturbo{x(4)} · (Πturbo −1) (26)

Πturbo = Πturbo{x(3)}=
( pex

x(3)

)( κg −1
κg

)

(27)

ηturbo{x(4)}= aturbo +bturbox(4)+ cturbo(x(4))2 (28)

Where τpd expresses the time delay for filling the exhaust receiver in sec,
pex denotes the pressure after the turbocharger in Pa assumed equal to the
atmospheric pressure, aZ is the Zinner turbine area decrease factor assumed
1 for a constant pressure turbocharger, Ae f f is the turbine’s effective area in
m2, Rg is the universal gas constant of the exhaust gas in J/kgK, nbld de-
notes the polytropic expansion coefficient of blowdown, cp,g represents the
specific heat capacity at constant pressure for the exhaust gas in J/kgK, ssl
defines the total slip ratio of the engine expressed in [22], Tsl is the tempera-
ture of the air slip during scavenging in K and aturbo,bturbo,cturbo denote the
polynomial coefficients of the isentropic turbine efficiency and κg expresses
the specific heat ratio of the exhaust gas [16].

The output values of this system’s pressure and temperature sensors
y(3) ∈ R3 are described by [16]:

S(3) :

[
y(3)x

y(3)z

]
=

[
x(3)

z(3)

]
+

[
d(3)

x

d(3)
z

]
+

[
f (3)x

f (3)z

]
(29)

D Air Intake Model
The air intake system is expressed by one state variable, the charge air

pressure after the compressor x(4) in Pa, and two algebraic variables, namely
the temperatures before z(4)1 and after z(4)2 the intercooler in K [16].

Σ
(4) :


ẋ(4) =− 1

τTC
x(4)+

1
τTC

f (4)x,int +h(4){x(4),z(4),χ(4)}

0 = ξ
(4){x(4),z(4),χ(4), f (4)z,Tc

, f (4)z,Tinl
}

(30)

Where χ(4) = [x(1) x(3) z(3)]T denote the interconnection variables. The
terms f (4)x,int , f (4)z,Tc

and f (4)z,Tinl
are additive process faults concerning the loss

of pressure inside the compressor, blockage of the heat-exchanger of the
intercooler and loss of lubrication at the shaft of the compressor respectively.

The interconnection dynamics are defined below [16]:

h(4){x(4),z(4),χ(4)}= pamb

τTC
·

(
1+χgδ f ηTC{x(4)}rTC{z(3)}(1−Πturbo)

)( κa −1
κa

)

(31)

δ f = δ f {x(4),z(4),χ(4)}= 1+
x(1)

(1+ ssl)
V1x(4)

Raz(4)1

(32)

ηTC{x(4)}= aη +bη x(4)+ cη (x(4))2 (33)

rTC{z(3)}=
z(3)1

Tamb
(34)

χg =
cp,g

cp,a
(35)

The algebraic part of this system is expressed as follows [16]:

ξ
(4){x(4),z(4),χ(4)}=

[
z(4)1 −ξ

(4)
z1

z(4)2 −ξ
(4)
z2 {x(3),z(3)}

]
(36)

ξ
(4)
z1 = Tc − εinl

(
Tinl + f (4)z,Tinl

−Tc

)
(37)

ξ
(4)
z2 = Tamb + x(3)χgηturbo(δ f +ηcom)

(
z(3)2 − z(3)1

)
+ f (4)z,Tc (38)

Where τTC denotes the compressor time delay in sec, pamb represents
the ambient air pressure in Pa, Tamb is the ambient air temperature in K,
aη ,bη ,cη represent the polynomial coefficients of the turbocharger for es-
timating its efficiency, ηcom denotes the mechanical efficiency of the com-
pressor that can be considered constant, Tc is the charge air temperature after
the intercooler in K, εinl describes the parasitic effectiveness of the heat ex-
change between the inlet duct and the air, while Tinl depicts the temperature
of the inlet duct that heats the inducted air in K [16].

The output values of this system’s pressure and temperature sensors
y(4) ∈ R3 are described by [16]:

S(4) :

[
y(4)x

y(4)z

]
=

[
x(4)

z(4)

]
+

[
d(4)

x

d(4)
z

]
+

[
f (4)x

f (4)z

]
(39)

IV DISTRIBUTED FAULT DETECTION AND ISOLATION

A successful FDI scheme should be robust concerning modeling errors
and sensitive concerning incipient faults. This trade-off between robustness
and sensitivity has drawn attention over the years in the research society
[23].

Remark 1: The distributed scheme in Fig. 2, is based on previous works
[16], [18]. As shown in Fig. 2, for each one of the interconnected sys-
tems, Σ(I) ∀ I ∈ {1, . . . ,N} with N = 4, a monitoring agent M (I) is de-
signed comprising nI monitoring modules M (I,q) ∀ q ∈ {1, . . . ,nI} with
n1 = 2,n2 = n4 = 6,n3 = 5. The monitoring agents have been created con-
sidering the DAE nature of the fuel engine and nonlinear algebraic residuals
with their associated adaptive thresholds were proposed [16]. Additionally,
in fig. 3 the illustration of the I − th monitoring agent, system Σ(I), and its
sensors S (I) can be viewed. One may notice the content of the agent M (I)

which is designed comprising nI monitoring modules M (I,q), and an aggre-
gation module A (I). The sensors that are connected to Σ(I), are organized in
nI sensor sets S (I,q). The outputs of these sensor sets are fed to the monitor-
ing modules that utilize them, along with the outputs of the interconnection
sensors to form ARRs. More details regarding the use of these ARRs by the
modules and the need for the aggregation module A (I), will be provided in
the local decision logic later
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Fig. 2: Distributed FDI scheme application using a MVFP marine
propulsion model [16].

Fig. 3: Description of monitoring agent M (I), system Σ(I), and
sensors S(I) connected to it..

A Residual Generation and Error Estimation
This subsection deals with the design of the module M (I,q), q ∈

{1, . . . ,nI}. The estimation model of M (I,q) is formed by selecting a Lips-
chitz nonlinear observer O(I,q), shown in the following equation [19]:

O(I,q) : ˙̂x(I,q) = A(I)x̂(I,q)+ γ
(I)
(

x̂(I,q),u(I),y(I,q)z

)
+

h(I)
(

x̂(I,q),u(I),y(I,q)z ,y(I,q)χ

)
+L(I,q)

(
y(I,q)x − x̂(I,q)

)
(40)

Subtracting (1) from (40) yields the following [16]:

ε̇
(I,q)
x = A(I,q)

L ε
(I,q)
x + γ̃

(I,q)+ h̃(I,q)+η
(I,q)
x −L(I,q)d(I,q)

x (41)

Where x̂(I,q) ∈ RnI is the estimation of x(I) (based on the sensor
measurements y(I,q) with x̂(I,q)(0) ∈ X (I) that is an open set, L(I,q) ∈
R(nI−rI )×(nI−rI ) is the observer gain matrix is selected such that the ma-
trix A(I,q)

L = A(I) − L(I,q) is Hurwitz, and y(I,q)z is the transmitted sen-

sor information. Furthermore, ε
(I,q)
x = x(I) − x̂(I,q) is the state estima-

tion error, γ̃(I,q)
∆
= γ(I)(x(I),z(I),u(I))− γ(I)(x̂(I,q),y(I,q)z ,u(I)) and h̃(I,q) =

h(I)(x(I),z(I),χ(I),u(I))−h(I)(x̂(I,q),y(I,q)z ,y(I,q)χ ,u(I)) [16]. Keep in mind that
the given observer is based on the formulation of observers for Lipschitz
nonlinear systems, which is adjusted appropriately for the nonlinear inter-
connected subsystems [19].

The residual vector is defined as follows [16]:

ε
(I,q)
y =

[
y(I,q)x − x̂(I,q)

−ξ (I)
(

y(I,q)x ,y(I,q)z ,y(I,q)χ ,u(I)
) ]

=

[
ε
(I,q)
yx

ε
(I,q)
yz

]
∈ RnI (42)

The residual ε
(I,q)
yx can also be defined as ε

(I,q)
yx = ε

(I,q)
x + d(I,q)

x . Adding

(2) to the expression of ε
(I,q)
yz in (42) yields the following [16]:

ε
(I,q)
yz = ξ

(I)
(

x(I),z(I),χ(I),u(I)
)
+η

(I)
z −ξ

(I,q)
(

y(I,q)x ,y(I,q)z ,y(I,q)χ ,u(I)
)

(43)

B Adaptive Thresholds Computation

The thresholds are designed to bound the respective residuals ε
(I,q)
yx and

ε
(I,q)
yz under healthy sensor conditions. The boundedness of ε

(I,q)
yx and ε

(I,q)
yz

is exploited in order to formulate the adaptive thresholds [18].∣∣∣ε(I,q)yx j
(t)
∣∣∣≤ ε̄

(I,q)
yx j

(t) ∀ j ∈ {1, . . . ,nI − rI} (44)

ε
(I,q)
yz j

(t) ∈
[
ε
(I,q)
yz j

(t), ε̄(I,q)yz j
(t)
]

∀ j ∈ {1, . . . ,rI} (45)

Considering Assumptions 1-2 and after some mathematical manipula-
tions of (41) the adaptive threshold can be derived as follows [19]:

ε̄
(I,q)
yx j

(t) = E(I,q)(t)+ρ
(I,q)

ΛI

∫ t

0
E(I,q)(τ)e−ξ (I,q)(t−τ)dτ + d̄(I,q)

x j (46)

Where

E(I,q)(t) = ρ
(I,q)e−ξ (I,q)t x̄(I,q)+

ρ
(I,q)
d d̄(I,q)

x +ρ(I,q)λhI d̄(I,q)
χ

ξ (I,q)

(
1− e−ξ

(I,q)
d t

)
(47)

ΛI = λhI +λγI (48)

Here d̄(I,q)
x is the noise bound such that |d(I,q)

x | ≤ d̄(I,q)
x [18]. Moreover,

ρ(I,q),ξ (I,q),ρ
(I,q)
d and ξ

(I,q)
d are positive constants, such that the following

equations hold: ∣∣∣∣eA(I,q)
L t
∣∣∣∣≤ ρ

(I,q)e−ξ (I,q)t (49)∣∣∣∣eA(I,q)
L t L(I,q)

∣∣∣∣≤ ρ
(I,q)
d e−ξ

(I,q)
d t (50)

For the formation of the algebraic thresholds, inclusion functions can
be utilized [24]. Given that [x(I)] = y(I,q)x + [d(I,q)

x ] since [x(I)] = [y(I,q)x −
d̄(I,q)

x ,y(I,q)x + d̄(I,q)
x ] = y(I,q)x +[d(I,q)

x ]∀ j ∈{1, . . . ,nI −rI} also [z(I)] = y(I,q)z +

[d(I,q)
z ], [χ(I)] = y(I,q)χ +[d(I,q)

χ ] and [u(I)] = [u(I), ū(I)], the following can be
inferred as follows [16]:

ξ
(I)
j {x(I),z(I),χ(I),u(I)} ∈ [ξ (I,q)

j
, ξ̄

(I,q)
j ] ∀ j ∈ {1, . . . ,nI − rI} (51)

Where [ξ (I,q)
j

, ξ̄
(I,q)
j ] = ξ

(I)
j {y(I,q)x + [d(I,q)

x ],y(I,q)z + [d(I,q)
z ],y(I,q)χ +

[d(I,q)
χ ], [u(I)]}. Then according to (43) and Assumption 3, the following

stands [16]:

ε
(I,q)
yz j

= ξ
(I,q)
j

−ξ
(I)
j {x(I),z(I),χ(I),u(I)}

ε̄
(I,q)
yz j

= ξ̄
(I,q)
j −ξ

(I)
j {x(I),z(I),χ(I),u(I)}

∀ j ∈ {1, . . . ,nI − rI} (52)
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C Multiple Fault Decision Logic
This subsection provides the fault decision logic. As noted at the begin-

ning of the section, isolation occurs in two steps; the local decision logic
and the global decision logic [19]. This shall be shown in detail hereafter.

Local Decision Logic
If faults occur in S (I,q) they are detected by M (I,q) with the use of

ARRs. The j− th state-based ARR can is expressed as [16]:

ε
(I,q)
j :

∣∣∣ε(I,q)yx j
(t)
∣∣∣− ε̄

(I,q)
yx j

(t)≤ 0 ∀ j ∈ {1, . . . ,nI − rI} (53)

Regarding the monitoring modules that make use of the algebraic residual
expression ε

(I,q)
yz that was given in (42) as well as the threshold expression

of (52), the way to create the j− th ARR is provided [16]:

ε
(I,q)
j : ε

(I,q)
yz j

(t) ∈ [ε
(I,q)
yz j

(t), ε̄(I,q)yz j
(t)] ∀ j ∈ {1, . . . ,rI} (54)

The set of ARRs that the module decides on the existence of local faults
is expressed as ε(I,q) = ∪ j∈J(I,q)ε

(I,q)
j , where J (I,q) is an index set. The

fault detection time T (I,q)
D j

is denoted as the first time instant that the viola-

tion of (53) or (54) for at least one j ∈ J (I,q) occurs, by the local module

M (I,q), which can be expressed as T (I,q)
D j

= min{t :
∣∣∣ε(I,q)yx j

(t)
∣∣∣− ε̄

(I,q)
yx j

(t)> 0}

or T (I,q)
D j

= min{ε
(I,q)
yz j

(t) ̸∈ [ε
(I,q)
yz j

(t), ε̄(I,q)yz j
(t)]} respectively. Until this vio-

lation occurs, the local sensor set S (I,q) or system Σ(I) is considered as
non-faulty, meaning that no fault exists or that faults exist but remain unde-
tected. A binary decision is considered as the output of M (I,q) expressed as
D(I,q) for the case of permanent fault occurrence as follows [16]:

D(I,q)(t) =

0, t < T (I,q)
D

1, t ≥ T (I,q)
D

(55)

Where T (I,q)
D = min{T (I,q)

D j
: j ∈ J (I,q)}. As was shown in fig. 3 the de-

cision of each module is fed to the aggregation module A (I) of the monitor-
ing agent M (I) to acquire a binary decision vector D(I) = [D(I,1), . . . ,D(I,q)]
and compare it with a binary fault signature matrix F(I), consisting of nI

rows and NCI + 2 columns where NCI = 2nI − 1 + n(I)p where n(I)p repre-
sents the columns associated with the considered process faults for each
system Σ(I). The design of this matrix will be provided in the simulation re-
sults for the plenitude of the analysis. Keep in mind that when D(I)(t) =
0nI , the diagnosis set D

(I)
s is empty. Furthermore, if D(I,q)(t) = f (I)q ∀

q ∈ {1, . . . ,nI}, then the observed pattern D (I)(t) is characterised as con-
sistent with the theoretical pattern F(I)

i and the diagnosis set is expressed

as D
(I)
s (t) = {F(I)

ci : i ∈ I
(I)

D (t)} where I
(I)

D (t) is the consistency index set

expressed as I
(I)

D (t) = {i : F(I)
i = D(I)(t), i ∈ {1, . . . ,NCI }}. Moreover, the

agent M (I), I ∈ {1, . . . ,N} also forms a decision on the propagation of sen-
sor or process faults from the interconnected systems, aside from the local
diagnosis set D

(I)
s . This decision is made by the aggregation module A (I)

of the agent, shown in Fig. 3, and is expressed as D(I)
χ (t) [16]:

D(I)
χ (t) =

{
0, i f f (I)χ ̸∈ D

(I)
s (t) and f (I)p ̸∈ D

(I)
s (t)

1, otherwise.
(56)

Where f (I)p ∈ Rn∗I ,n∗I ≤ nI stands for the total number of faults that are

propagated from the agent M (I), to its neighboring agents, and f (I)χ is asso-
ciated with the faults propagated to the agent from the neighboring agents,
due to the exchange of sensor information [16].

In the case a process fault occurs in a particular system Σ(I), it is again
attributed to the local module M (I,q) of the particular system to detect it, and
a task of the monitoring agent M (I) to distinguish it as a process fault instead
of a sensor fault, according to its local decision logic. A prerequisite for this
to happen is the use of redundant sensors. More specifically, if the outputs of

two or more sensors that are responsible to measure the same variable show a
significant change that causes the residuals to violate the associated ARRs,
then this fault is declared as a process fault. In this case that one process
fault affects more than one variable in one system, the sensors responsible
to measure these variables may detect the fault after the violation of (53) or
(54) and if it is not associated with fault propagation, then it is assigned as
a process fault. It is worth mentioning that the process faults that affect a
system, cannot be detected by the monitoring agents of neighboring systems.
This happens because the output measurements the agents use, that originate
from the interconnection sensors, for the formation of residuals according to
(42) and (43), cancel out with the interconnection variables χ(I) that are used
in the formation of h(I)(x(I),z(I),χ(I),u(I)) and ξ

(
x(I),z(I),χ(I),u(I)

)
, of the

equations that describe each system. Therefore, the process faults cannot
propagate from one agent to another, unlike the sensor faults.

Global Decision Logic
The global decision logic establishes the isolation of the faults propa-

gated via the interconnections between the monitoring agents. It is therefore
the responsibility of a global agent G to gather the decisions on the propa-
gation of faults from the N local agents Dχ (t) = [D(1)

χ (t), . . . ,D(N)
χ (t)] and

compare them with the columns of a global fault signature matrix Fχ com-
prising of N rows and NC = 2p − 1+ np columns (p ≤ ∑

N
I=1{pI}, pI is the

length of f (I)χ ) [16]. np represents the total number of the considered process
faults that affect the propulsion process.

The star (*) is placed in Fχ instead of 1 in case the sensor fault is propa-
gated to the agent M (I), from the other agents M (J),J ∈ {1, . . . ,N},J ̸= I as
it can not be assured it will be picked up by the agent M (I) [16]. If Dχ (t) is
consistent with the k− th column of Fχ (Fχ

k ), meaning that Dχ (t) = Fχ

k , the
diagnosis set of propagated faults is denoted as D

χ
s (t) = {Fχ

ck : k ∈ Iχ (t)},

where Iχ (t) is an index set expressed as Iχ (t) = {k : Fχ

Ik = D(I)
χ (t),k ∈

{1, . . . ,NC}∀ I ∈ {1, . . . ,N}}. The non-empty local diagnosis set D
χ
s (t) of

M (I), is updated by the set D
χ
s (t) by excluding the occurrence of f (I)χ and

its combinations, if f (I)χ ̸∈ D
χ
s (t). Thus, the global diagnosis set occurs as

follows[16].

DG
s (t) = D

χ
s (t)

⋂
Ds(t) (57)

Where

Ds(t) =
N⋃

I = 1
D

(I)
s (t) (58)

V SIMULATION RESULTS

In this section, the simulation results regarding the implementation of the
aforementioned distributed sensor and process FDI scheme are presented.
The simulation was run with the parameters provided in [22], and it was
carried out for a duration of 300sec. It was assumed that the sensor mea-
surements are affected by uniformly distributed noise that is 3% of the max-
imum amplitude of the noiseless measurement of each sensor. The faults are
permanent and the sensor faults are abrupt and offset, while process faults
can be either incipient or abrupt, offset or drift-like according to their fault
equation. After the initiation of these faults, fault detection and isolation
were achieved, and the discrimination between sensor and process faults was
established. The 19 sensors of the system are distributed to the sensor sets
that can be seen in Table 1, which were formed in such a way to enhance
isolability of sensor and process faults, since almost all of the columns in
the fault signature matrices are unique. This is achieved thanks to the use of
different combinations of sensor outputs that are utilized in the monitoring
modules. For instance, in table 1 one may notice that every first, third, and
fifth monitoring module of an agent uses outputs from sensors with the in-
dex j being an odd number, while every second, fourth and sixth monitoring
module uses outputs from sensors with the index j being an even number.
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Therefore, the number of sensor combinations used is equal to the number of
sensor sets. The design parameters for monitoring modules M (1,1), M (1,2),
M (3,1), M (3,2), M (4,1) and M (4,2), are presented in table 2. These pa-
rameters are used for the derivation of the adaptive thresholds as they were
provided in (46) in the previous chapter.

TABLE 1: SENSOR SETS AND INDEX SETS USED.

M (I) S(I,q) Sensors S(I){ j} ∀ j ∈ nI

M (1) S(1,1) S(1){1}

S(1,2) S(1){2}

M (2) S(2,1) S(2){1}

S(2,2) S(2){2}

S(2,3) S(2){3}

S(2,4) S(2){4}

S(2,5) S(2){3},S(2){5}

S(2,6) S(2){4},S(2){6}

M (3) S(3,1) S(3){1},S(3){3}

S(3,2) S(3){2},S(3){4}

S(3,3) S(3){1},S(3){3}

S(3,4) S(3){2},S(3){4}

S(3,5) S(3){2},S(3){4},S(3){5}

M (4) S(4,1) S(4){1},S(4){3}

S(4,2) S(4){2},S(4){4}

S(4,3) S(4){3}

S(4,4) S(4){4}

S(4,5) S(4){1},S(4){3},S(4){5}

S(4,6) S(4){2},S(4){4},S(4){6}

Table 3 represents part of the fault signature matrix for monitoring agent
M (2). Table 3 shows that almost none of the ARRs in the table are affected
by the propagation of faults from the other monitoring agents. Table 4 repre-
sents part of the fault signature matrix for monitoring agent M (4). In table 4
no faults propagate within the monitoring modules of M (4). Here only part
of the tables was provided due to space limitations.

Table 5 is the partial global decision matrix. Specifically, one may no-
tice that the faults from Σ(2) may propagate to the monitoring agent M (3),
while the faults in the pressure sensors of Σ(4) may propagate towards the
monitoring agents of the second and third subsystems. A sensor fault was
initiated at 20sec at one of the two pressure sensors responsible for the mea-
surement of z(2)1 , and the process fault concerning the seal leakage inside

TABLE 2: DESIGN PARAMETERS IN MONITORING MODULES.

Module M (I,q) Gain L(I,q) Constant ρ(I,q) Constant ξ (I,q) Constant ρ
(I,q)
d Constant ξ

(I,q)
d

M (1,1), M (1,2) 33.3833 2 100 40 100
M (3,1), M (3,2) 1.25 0.02 101.25 2.67 101.27
M (4,1), M (4,2) 0.3764 1.67x10−7 0.2 0.02 0.4

(a) Decision of M (1,2) (b) Decision of M (2,2)

(c) Decision of M (2,4) (d) Decision of M (2,6)

(e) Decision of M (3,2) (f) Decision of M (3,4)

(g) Decision of M (3,5) (h) Decision of M (4,2)

(i) Decision of M (4,4) (j) Decision of M (4,6)

Fig. 4: Simulation results of FDI scheme for the given scenario.

Copyright © MME TU Delft, 2022 TU Delft 2022 , 00, 01-09



AN INTEGRATED SENSOR AND PROCESS FAULT DIAGNOSIS FRAMEWORK FOR MARINE VESSELS 8

TABLE 3: PART OF PROCESS AND SENSOR FAULT SIGNATURE

MATRIX OF M (2) (*,0,1).

f (2)1 f (2)2 f (2)3 f (2)4 f (2)5 f (2)6 f (4)1 f (4)2 f (2)z,V1
ε(2,1) 1 0 0 0 0 0 1 0 1
ε(2,2) 0 1 0 0 0 0 0 1 1
ε(2,3) 0 0 1 0 0 0 1 0 1
ε(2,4) 0 0 0 1 0 0 0 1 1
ε(2,5) 0 0 * 0 1 0 * 0 *
ε(2,6) 0 0 0 * 0 1 0 * *

TABLE 4: PART OF PROCESS AND SENSOR FAULT SIGNATURE

MATRIX OF M (4) (*,0,1).

f (4)1 f (4)2 f (4)3 f (4)4 f (4)5 f (4)6 f (4)x,int f (4)z,Tinl
f (4)z,Tc

ε(4,1) 1 0 * 0 0 0 1 0 0
ε(4,2) 0 1 0 * 0 0 1 0 0
ε(4,3) 0 0 1 0 0 0 0 1 0
ε(4,4) 0 0 0 1 0 0 0 1 0
ε(4,5) * 0 * 0 1 0 0 0 1
ε(4,6) 0 * 0 * 0 1 0 0 1

the turbocharger’s compressor was activated at 30sec. The magnitude of the
sensor fault is φ

(2)
1 = 9x105Pa and for the incipient process fault, a rate of

φ
(4)
x,int = 5x10−2Hz was used that is multiplied with x(4) at each time instant,

and an evolution mode κ
(4)
x,int = 1x10−4.

For t < 20sec, the diagnosis set D(t) is empty. For 20sec ≤ t < 156.8sec
the agents M (2) and M (4) produce the decision vectors D(2)(t) = [0 1
0 0 0 0]T and D(4)(t) = [0 0 0 0 0 0]T respectively. Therefore, with the
use of Tables 3 and 4, the resulting local diagnosis sets are D

(2)
s = { f (2)2 }

and D
(4)
s = {} respectively. The global decision vector is Dχ = [0 1 0 0]T

and if compared to Table 5 yields the diagnosis set on fault propagation
D

χ
s = { f (2)1 , f (2)2 , f (2)3 , f (2)4 , f (2)5 , f (2)6 , f (2)z,V1

} and any other combination of
these faults. Therefore, the global diagnosis set lies in the intersection
DG

s (t) = D
χ
s
⋂

D
(2)
s = { f (2)2 } meaning that this fault did not propagate

to other agents. Thereafter, for t > 156.8sec the agents M (2) and M (4)

produce the decision vectors D(2)(t) = [0 1 0 0 0 0]T and D(4)(t) = [1 1 0
0 0 0]T respectively. With the use of Tables 3, and 4, the resulting local
diagnosis sets are D

(2)
s = { f (2)2 } and D

(4)
s = { f (4)x,int} respectively. The

local diagnosis sets can be unified Ds(t) = D
(2)
s
⋃

D
(4)
s = { f (4)x,int , f (2)2 }.

The new global decision vector is Dχ = [0 1 0 1]T and if com-
pared to Table 5 yields the diagnosis set on fault propagation D

χ
s =

{ f (4)1 , f (4)2 , f (4)3 , f (4)4 ,{ f (4)5 , f (2)1 },{ f (4)5 , f (2)2 },{ f (4)5 , f (2)3 },{ f (4)5 , f (2)4 },{ f (4)5

, f (2)5 },{ f (4)5 , f (2)6 },{ f (4)5 , f (2)z,V1
},{ f (4)6 , f (2)1 },{ f (4)6 , f (2)2 },{ f (4)6 , f (2)3 },{ f (4)6

, f (2)4 },{ f (4)6 , f (2)5 },{ f (4)6 , f (2)6 },{ f (4)6 , f (2)z,V1
},{ f (4)x,int , f (2)1 },{ f (4)x,int , f (2)2 },

{ f (4)x,int , f (2)3 },{ f (4)x,int , f (2)4 },{ f (4)x,int , f (2)5 },{ f (4)x,int , f (2)6 },{ f (4)x,int , f (2)z,V1
},{ f (4)z,Tinl

,

TABLE 5: PART OF THE GLOBAL PROCESS AND SENSOR FAULT

SIGNATURE MATRIX (*,0,1).

f (2)1 f (2)2 f (4)1 f (4)2 f (2)z,V1
f (4)x,int f (4)z,Tinl

f (4)z,Tc

ε(1) 0 0 0 0 0 0 0 0
ε(2) 1 1 * * 1 0 0 0
ε(3) * * * * 0 0 0 0
ε(4) 0 0 1 1 0 1 1 1

f (2)1 },{ f (4)z,Tinl
, f (2)2 },{ f (4)z,Tinl

, f (2)3 },{ f (4)z,Tinl
, f (2)4 },{ f (4)z,Tinl

, f (2)5 },{ f (4)z,Tinl
, f (2)6 }

,{ f (4)z,Tinl
, f (2)z,V1

},{ f (4)z,Tc
, f (2)1 },{ f (4)z,Tc

, f (2)2 },{ f (4)z,Tc
, f (2)3 },{ f (4)z,Tc

, f (2)4 },{ f (4)z,Tc
,

f (2)5 },{ f (4)z,Tc
, f (2)6 },{ f (4)z,Tc

, f (2)z,V1
}}.

The global diagnosis set is DG
s (t) = D

χ
s
⋂

Ds = { f (4)x,int , f (2)2 }. The global
diagnosis set D

χ
s and the local diagnosis sets remain unchanged until the end

of the simulation and the simulation results can be viewed in Fig. 4 from (a)
to (j). Based on the simulation results, the proposed diagnosis methodology
manages to isolate the process and sensor faults. Faults were introduced
and isolated in all of the systems. Furthermore, the diagnosis sets always
included the sensor and process faults that occurred in the systems.

VI CONCLUSION

In this work, a theoretical model-based approach for the detection and
isolation of process and sensor faults, with the adaptation of adaptive
thresholds, monitoring agents, and redundant sensors were provided. This
methodology was adopted in a simulation and its results were presented
eventually. These results included sensor and process fault detection, and
the theoretical fault signature matrices that were used to isolate the faults.
In the future, more models regarding the propulsion process should be in-
cluded, as well as a more intensive campaign regarding process faults needs
to be carried out to correctly identify the character of the provided faults, but
also new ones that can be introduced in the propulsion process.
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