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Abstract
Ocean waves being considered to have huge potential on providing renewable energy resources, al-
lows for various water-based technology emerge as promising options for harnessing energy. While
significant research and application of wave energy converters have been conducted in many seas,
exploration on low-energy seas is still an ongoing endeavour. In this study, a point absorber array
is being studied in the scenario of implementation at low-energy site within Caspian Sea.

The primary objective of this study is to give an optimal layout for a point absorber array with
five devices. The research begins by evaluating many aspects of the computation tools namely
NEMOH 3.0 and WEC-Sim. Subsequently, based on potential flow theory, hydrodynamic analysis is
conducted by Boundary Element Method using a frequency domain model in NEMOH. Layouts with
different spacing factors are examined to obtain the power matrices for each case. The q-factor, a
measure that quantifies the WEC array’s power absorption efficiency, and annual power production
are readily calculated. Furthermore, given the annual energy production, an economic model is built
to assess the CapEx, the Capital Expense, OpEx, the Operation Expense and LCOE, the Levelized
Cost of Energy of the WEC array with different layout cases.

The final optimization phase finds a solution that simultaneously maximizes the q-factor and
minimizes the LCOE by executing a multi-objective algorithm. Through this process, the best layout
configuration for the five selected point absorbers in the Caspian Sea site is determined, taking into
account both high energy output and economic viability. These findings expect to contribute to wave
energy systems design by offering a reasonable optimization and economic evaluation methodology.
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1
Introduction

1.1. Background

1.1.1. Wave energy
During the oil crisis of the 1970s[1], the decline in petroleum supply prompted major industries to seek
alternative energy sources. Renewable energy options such as wind, solar, geothermal, hydroelectric,
and biomass emerged are promising alternatives. Among these, wave energy stood out as an under-
developed yet highly promising resource and gained attention for its immense potential to contribute
to the global energy mix.

Wave energy is generated by the pressure differentiations created by the wind on the surface
of the sea. The theoretical resource potential of ocean energy is incredibly vast, see in figure1.1
[2], to the extent that it has the capability to meet both current and projected global electricity
demands for the foreseeable future. As a result, it is being recognized as a crucial component in the
transition toward decarbonizing our energy systems. One of the key advantages of ocean energy is its
predictability and consistent generation[3], making it an attractive option for integration with other
renewable energy sources, like wind and solar power. By combining these renewable sources, there is
potential for a more stable and reliable electrical grid. Ocean energy has the ability to contribute to
grid stabilization and smoothing of power output, thus enhancing the overall reliability and efficiency
of the energy system.

Figure 1.1: Worldwide wave energy potential

11
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One significant advantage of wave energy is its potential for integration with solar and wind
power plants, acting as a complementary resource[4]. For example, in[5], Kougias et al. studied
the implementation of small hydropower plants as a complementary for solar power stations. This
integration offers the opportunity to smooth out power output fluctuations and enhance the overall
reliability of the energy system. Additionally, wave energy technologies can have reduced environ-
mental and visual impacts compared to wind turbines[6], making them a more appealing option in
certain locations.

Overall, wave energy holds great promise as a renewable energy source, and its utilization has the
potential to contribute to meeting energy demands while reducing carbon emissions and minimizing
environmental impacts.

1.1.2. Wave energy converters
Wave energy converters (WECs) are devices used to convert electricity from captured wave energy.
Apart from acting as renewable energy generators, WECs exhibit versatility by serving other func-
tions. For example, WECs can provide coastal protection against wave-induced erosion and the
creation of a calmer water sheet with reduced wave motion[7]. Additionally, unlike some large float-
ing devices that cause a negative impact on the landscape, the small size of WECs usually gives
minimal visual impact, which will minimize the potential negative effects on tourism and preserve
the aesthetic appeal of coastal regions.

Although the energy resource that exists in ocean waves is more energy-dense than other types of
resources, some aspects of relevant technology are still considered to be immature, with improvable
efficiencies. For example, bringing up the efficiency and developing more commercially attractive
WECs remain worth studying nowadays. WECs are commonly classified into the following categories:
Attenuators, overtopping converter devices, oscillating water columns (OWC), and point absorbers
(PA).

An attenuator is a long floating device typically consisting of multiple floating bodies connected
by hinged joints aligned with the direction of wave propagation. By utilizing the hinged joints, the
attenuator is able to flex and respond to the incoming waves, which makes it capture wave energy
by constraining the movements along its length. This device is designed to dampen the wave motion
and convert the kinetic energy in waves’ oscillations into usable power.

Figure 1.2: Attenuator device

An overtopping device operates in a manner similar to a hydroelectric dam, utilizing the energy
of ocean waves to generate power. This type of device consists of a floating arm that directs waves
toward a sloping surface, where the waves overtop into a reservoir. The difference in water elevation
between the reservoir and the mean sea level creates a driving force that is used to power low-head
hydro turbines.

The overtopping device can be installed near the shoreline, either in front of or as part of caisson
breakwaters. These breakwaters act as barriers, collecting and channelling the ocean waves toward
the reservoirs. The reservoirs can be strategically placed above each other to maximize hydraulic
efficiency, allowing for effective energy capture from the waves.
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Figure 1.3: Example for overtopping converter, the “Dragon”

An oscillating water column is a wave energy converter that utilizes a collector chamber to extract
power from ocean waves and transfer it to trapped air within the chamber. The OWC system consists
of a hollow column, typically situated above the water level, which captures and contains air. As
waves pass by, the rising and falling motion of the water column causes the air within the chamber
to undergo alternating pressurization and rarefaction. When the water column rises, it compresses
the air, leading to an increase in pressure. Conversely, as the water column falls, the air inside the
chamber expands, resulting in a decrease in pressure. This cyclical variation in air pressure is used
to drive a power take-off system that converts the power into another usable form of energy.

Figure 1.4: Oscillating water column device

Point absorbers(PA) are floating structures designed to absorb energy from waves coming from
all directions. Basically, the principle of a point absorber is to convert energy from the relative
motion between the floating device and the seabed. They are typically buoy-shaped and have a
relatively simple design and relatively small size, allowing for easy installation and operation. Due
to their compact size, point absorbers can be deployed in various locations, including near-shore or
offshore environments. They are also cost-effective due to being less prone to malfunction since their
operational principles are relatively straightforward.

Point absorber devices take various geometric forms, including spherical, ellipsoidal, cylindrical,
or conical shapes. Various types of point absorbers have been studied in relation to different wave
characteristics. For instance, conical point absorbers have a range of parameters that can influence
their energy absorption efficiencies, such as the conical angle, diameter, and draft ratio[8]. Study[8]
has also revealed a correlation between these parameters and the maximum absorbed power. Among
the various types of PAs, spherical-shaped devices with a constant diameter have been identified as
the most efficient in terms of energy conversion.
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Figure 1.5: Point absorber

The power take-off (PTO) system of a wave energy converter is a crucial component and a vital
mechanism designed to absorb energy from the primary converter and efficiently transfer it into
usable electricity. The PTO system plays a critical role in WECs, not only facilitating the direct
and efficient transfer of energy but also significantly impacting the overall mass and dynamics of the
WEC.

In the case of an OWC wave energy converter, the power take-off PTO system primarily consists
of an air turbine. For other types of WECs, the PTO system may involve a combination of hydraulic
components and an electric generator.

1.2. Literature review
This thesis adopts a numerical method to address the hydrodynamic analysis, primarily motivated by
the complexity of the three-dimensional fluid environment, which involves the presence of complex
differential equations. By employing a numerical approach, significantly faster computations can
be achieved compared to using analytical methods. Following this, an optimization process will
be conducted to enhance the layout of the WEC array. Given the background of this topic, a
comprehensive literature review on diverse numerical methods for resolving hydrodynamic problems
and various optimization strategies has been conducted. The aim is to identify an appropriate
approach to employ in this research.

1.2.1. Review on numerical modelling approaches

There are different ways to model WECs using computational modelling methods, which can be
divided into frequency domain methods and time domain methods.

OpenFOAM, SPH, and WEC-Sim are widely recognized time domain methods that are commonly
employed in hydrodynamic calculations.

OpenFOAM is a CFD (Computational fluid dynamics) based open-source solver. CFD is one
kind of fluid mechanics that solves problems with fluid by numerical analysis. The basis is performing
a spatial discretization of the Navier-Stokes equations. The CFD models are employed to simulate
the dynamic interaction of liquids and gases, where surface conditions are defined as boundary
conditions. Additionally, CFD simulations can be a viable alternative to costly experiments, provided
the results are validated. Research on hydrodynamic coefficients of a two-body point absorber by
utilizing OpenFOAM was reported by Amir et al. 2022 [9]. The study compared the hydrodynamic
coefficients and the power absorption of WEC obtained from numerical and experimental methods,
which concluded that the coefficients obtained from OpenFOAM are much larger because of including
the viscous damping that occurs due to the resistance to motion caused by the fluid viscosity within
the PTO.

Smoothed Particle Hydrodynamics (SPH) is a Lagrangian, mesh-free computational method that
is particularly advantageous when conventional mesh-based approaches encounter challenges in solv-
ing complicated geometries or scenarios. Soleimani et al. performed simulation based on two kinds of
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SPH (SPH-W and SPH-C) methods on a point absorber to evaluate the motion response in 2022[10].
In this research, the motion decay of the WEC in calm water was modelled to obtain the added
mass and damping coefficients to evaluate the hydrodynamic performance of the WEC. Francesco
et al. [11] performed a study on wave forces on horizontal circular cylinders and compared results
from SPH simulation and experiments in 2017, which were found to have a good agreement. The
study aimed at presenting the correlation between the coefficients and geometrical dimensions by
SPH simulation in a solitary wave field. In study of Yeylaghi et al.[12], hydrodynamic forces were
computed by SPH method and multiple advantages emerged, such as the capability of dealing with
extreme wave conditions.

WEC-Sim is an open-source numerical solver for WEC devices based on time-domain method,
simulating the devices by using the boundary element data from other software. Ruehl et al. [13]
studies how to calculate Froud-Krylov forces of a heaving-based two-body point absorber in WEC-
Sim by using linear hydrodynamic coefficients drawn from WAMIT in 2014. Lawson et al. [14]
applied WEC-Sim modelling on different WEC designs and validated the model by comparing the
response to experimental studies.

NEMOH, HAMS, WAMIT, and Capytaine are utilized to perform hydrodynamic calculations by
solving the corresponding models in the frequency domain.

NEMOH,and WAMIT are both commonly used frequency-domain based BEM(Boundary Ele-
ment Method) solvers for excitation force, added mass and radiation damping estimation from the
radiation problem, with HAMS and Capytaine emerging as open source alternatives. Penalba et
al. [15] discussed the ability of NEMOH solver and validated NEMOH code in MATLAB by in-
vestigating different types of WECs. In this study, added-mass, radiation damping and excitation
force coefficients were calculated through NEMOH simulation, which showed good agreement with
WAMIT. Moreover, the MATLAB wrapper ensured NEMOH a more user-friendly pre-processor to
generate meshes.

Capytaine, another open-source frequency-domain-based BEM solver, adopts codes in Python
rewritten from NEMOH. Austin Berrier[16] utilized Capytaine software as BEM solver to find hydro-
dynamic coefficients in an optimization of WEC design. HAMS is an open-source software proposed
by Liu et al.[17] in 2019. The outstanding feature is that the software uses the least squares method
and partially extends the boundary integral equation so that to remove the irregular frequencies
caused by sloshing. W. Sheng et al. [18] studied hydrodynamic performances on three types of float-
ing structures, including a truncated cylinder, a truncated cylinder with a heave plate and a point
absorber in 2021. The research aimed at testing the potential of HAMS, another open source solver
based on potential flow theory, and NEMOH codes by implementing the models and comparing the
coefficients and responses to WAMIT results. The study found that NEMOH had limitations in
predicting the coefficients for structures with overlapped and thin panels, while HAMS handled the
problems differently, which results in good accuracy. However, HAMS is limited at dealing with
multi-bodies targets. NEMOH, on the other hand is available in modelling multi-body problems.

Features of the investigated methods are summarized in table1.1.
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Table 1.1: Summary of WEC computational modelling tools and methods

Limitations Advantages Method

OpenFOAM
More computational time,
especially with high mesh

resolution[19]

• Open source
• Validated in studies Time domain

SPH Inaccuracy of handling problem
with shocks in wave[20]

• Good at modelling free sur-
faces

• Good at dealing with mov-
ing boundaries

• Suitable for extreme wave
conditions

Time domain

WEC-Sim More computational time when
involving non-linearities

• Open source
• Validated in studies[13]
• Capable for multi-body in-

teraction

Time domain

NEMOH
• One-core simulation
• fails in OWC[18]

• Open-source
• Capable for multi-body in-

teraction
• Validated in studies[21]

BEM based on
Frequency
domain

HAMS Cannot deal with multi-body
interaction

• Open source
• Fast running speed by par-

allelization

BEM based on
Frequency
domain

WAMIT Only available for commercial
purpose

Fast speed due to
parallelization[22]

BEM based on
Frequency
domain

Capytaine Requires more maintenance[23]

• Open source
• Able to use 3rd party

meshed models
• Fast running speed by par-

allelization

BEM based on
Frequency
domain

1.2.2. Review on optimization methods
Various methods have been applied to deal with WEC array optimization problems in studies. So
far, three categories of methods are mainly used in literature, which are Parabolic Intersection,
meta-heuristic methods, for example, Genetic Algorithm, mathematical methods, for example, and
machine learning methods.

Genetic Algorithm (GA) has been the most commonly used meta-heuristic method in WECs
array optimization problems. Marianna Giassi et al. developed an economical model of a point-
absorber wave farm and found the optimal array layout in terms of LCOE values in 2020. The
optimization was proceeded by GA evaluation, coupled with economical model[24].

Giassi et al.[25] also optimized wave energy array by two versions of GA code, using discrete and
continuous variables respectively, with different WEC spatial coordinates. This study also aimed
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to test the reliability of the newly developed GA codes in solving WEC layout array optimizations.
The combination of code A and B can give a fast convergence and capability in finding the best
separate distance in optimizations. Differential evolution (DE) algorithm is another preferred meta-
heuristic method in relevant research so far. Hong-Wei Fang et al. (2018)[26] made an amelioration
to traditional DE methods on WEC array optimization problem by introducing an adaptive mutation
operator to the model, which aims to improve the convergence precision and speed of DE method. By
comparing the yielded results, the improved method was confirmed to be superior to the traditional
DE method. Zhenqing Liu et al. [27] proposed an analytical wave model and energy output model,
which were optimized by DE method to reach a layout with maximum total energy output in 2021.

Junhua Wu et al.[28] performed a simple self-developed evolutionary algorithm to get the optimal
layout of a submerged WEC array in 2016. This method generates 100 random layouts and evolves
the layout with single frequency approximation, which reduces computational time effectively. A
non-dimensional index, relative capture width (RCW) was chosen as the optimization objective in
this study. M Mohsen Moarefdoost et al. presented wave farm layout optimization study to maximize
wave farm performance and proposed an iterative heuristic algorithm (Two-phase heuristic) to obtain
an optimal configuration in 2017[29]. Child et al. applied two different heuristic searching methods,
Parabolic Intersection (PI) and Genetic Algorithm to investigate the optimal layout of a wave farm.
By comparing the two methods, the researchers concluded that GA method tends to give more
optimised results considering total energy output, while PI method has a faster computing speed
and a more comprehensible procedure[30].

Dripta Sarkar used active learning, a kind of machine learning approach, to predict the optimal
layout of a 40-WEC array[31]. Machine learning algorithm is a preferable way to deal with arrays
with a large number of WECs. Additionally, machine learning method was found to be competitive
in its scalability, which means when facing a larger problem, it is not required to modify the existing
formulation once it is trained. Also, the prediction of the active learning method shows accuracy
even with a limited number of data in complicated problems[32].

1.2.3. Review on wave energy potential in Caspian Sea
In this thesis research, the Caspian Sea has been selected as the site for implementing the WEC array.
A review of the energy potential within this particular sea region helps to assess its suitability for
WECs as a low-energy sea area[33]. The finding helps to decide a more appropriate WEC category.

The Caspian Sea is known as the largest lake as well as a closed basin located in the northern
hemisphere. The sea area spans latitudes 47.130° N to 36.340° N and longitudes 46.430° E to
54.510° E with a 7000 km coastline, sharing borders with Iran to the south, Turkmenistan and
Kazakhstan to the east and northeast, Russia to the northwest and west, and Azerbaijan to the west
geographically[34]. Despite being a closed lake, the Caspian Sea is known to experience frequent
storms[35], which leads to a relatively promising energy yield potential in comparison with other
low-energy seas. Study[36] by Rakisheva et al. in 2019 shows the Caspian Sea exhibits seasonal
variability, resulting in variations in the energy regime across different regions. This means that
certain WEC that may be suitable candidates for one region may not be optimal choices for other
regions within the Caspian Sea[37]. And study by Rezvan et al. revealed that the neighbourhood
site of two cities: Noshahr and Babolsar are the most suitable sites for the installation of WECs[34]
based on the analysed data that indicates a small variation on average annual energy. A thorough
evaluation of different existing WEC technologies’ feasibility in the Caspian Sea was conducted by
Alamian et al. in 2014[38]. Point absorber was found to be the most promising WEC technology
specific for the Caspian Sea environment.

Based on the findings from the literature review, it is reasonable to select Babolsar as the imple-
menting site for the studied WEC array.

1.2.4. Review on WEC application in low energy sea and the choices on
point absorber layout

Existing investigations and studies justify the selection of point absorber devices as the WEC to be
introduced in Babolsar site[38]. Currently, it is notable that the technology is focusing on developing
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WECs for high-energy ocean waves, resulting in large-sized WECs capable of operating even in
extreme wave conditions. While the potential for harnessing high power levels in dense energy areas
seems promising, the occurrence of severe storms lowers the normal power generation of these large
WECs. As a result, their potential is not fully utilized, and the substantial maintenance costs due
to extreme weather conditions compromise their commercial attractiveness.

Conversely, in low-energy seas, the demand for survivability is not a major concern, as extreme
events occur infrequently. Consequently, WECs deployed in low-energy seas can have a longer
commissioning period, leading to a significant reduction in costs[39]. Also, in these less energetic
environments, the existing large devices may not capture the waves readily or be easily driven[40].
These all suggest that the optimal size of WECs should be reduced to match the power level of the
waves.

In this study, the layout of 5 WECs is going be optimized with different spacing, therefore, a
relevant topic is studied. Regarding the literature on layout optimization for 5 WEC point absorbers,
Child et al. conducted a study that presented two converged solutions[30] in 2010: The first solution
involved arranging three WECs in a single line, while the remaining two WECs were placed in
another line. The second solution proposed a scattered layout of the five WECs. McGuinness et
al.[41] optimized the layout of 5 point absorbers placed in a straight line with different spacing.
Giassi et al. found the optimal layout for a wave energy park with the spacing between the WECs
being 10m, is when the WECs are aligned towards the incident wave’s incoming direction.[25]

1.3. Survey on research gaps
As in the previous section, an overview of research regarding WEC and WEC array optimization
has been presented. Although so far, numerous methods have been adopted to solve optimization
problems, there are clear research gaps in existing studies, which are highlighted as follows:

Smaller WECs in low-energy sea
Current studies tend to design WEC arrays that are applied to high-energy seas, which requires the
devices to be large-sized to capture and withstand extreme weather. However, it is noticed that
insufficient literature has focused on the potential of wave energy in low-energy seas[33], where the
annual mean wave power ranges from 2 to 14 kW. Therefore, the research gap exists in designing an
optimal WEC array in low-energy sea environments. In this research, a WEC array in a low-energy
sea, the Caspian Sea is studied, to develop a practicable and commercially attractive array for the
promising site.

Combination of Energy Conversion Goal and Economic Goal
Most of the previous studies intended to get an optimal array layout by evaluating q-factor, the factor
that is commonly used to measure the power extraction capability of a WEC array, or the total energy
output. Also, some studies focus on optimizing LCOE of the WEC system. However, few studies
have investigated on how to achieve an optimum between q-factor and economic objectives. In order
to improve this, this master research will adopt a multi-objective optimization methodology, NSGA-
II(Multi-objective genetic algorithm), to set up multiple objective functions involving both q-factor
and LCOE. This algorithm allows for solving problem with multiple objectives very fast based on an
evolutionary computation. The evaluation will be finalized in MATLAB by finding Pareto-front sets,
which is a front that consists of the points implying a set of solutions in a multi-objective problem,
for solutions to each objective function.

1.4. Research objectives
1.4.1. Objective 1: Verifying hydrodynamic analysis in NEMOH associated

with WEC-Sim on a test model, and finalized the WEC model used
in optimization

The initial step of this study should be performing a verification of the tools to be used in the following
hydrodynamic calculations. Therefore, a test model will be established to assess the following aspects:
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the computational capabilities NEMOH 3.0, which was updated in December, and NEMOH 2.8;
the computational outcomes obtained through WEC-Sim simulation; and the interdependence and
coherence between NEMOH and WEC-Sim.

1.4.2. Objective 2: Performing hydrodynamic analysis to find the wave
power at the selected site

Since one of the optimization objectives, q-factor has the total wave power absorption by isolated
WECs as an essential component, the first stage work will be computation of the power absorption by
the WECs acting in isolation. This will be done by performing hydrodynamic analysis on the WECs,
given estimated constant PTO coefficients and wave spectrum defined from real sea states. The
analysis will be done by using WEC-Sim in combination with NEMOH as preferable hydrodynamic
analysis tools due to their affordable running cost (open source), sufficient documentation, and
capability of dealing with multi-body interaction. The hydrodynamic coefficients will be estimated
by BEM modeling in NEMOH, which will be used in WEC-Sim modelling to obtain the power matrix
subsequently.

1.4.3. Objective 3: Developing mathematical formulations for the optimiza-
tion problems and form the objective functions

Objective functions about both q-factor, which is power production related, and LCOE, which is
economical objective related, will be formulated at this stage. q-factor, the relation between total
wave energy absorption by the wave farm and the wave energy absorption by N isolated WECs, is
written as a function of the position of WECs in the wave farm, dimensions of WECs, and multiple
irregular wave condition parameters. LCOE is written as a function of CapEx, OpEx, discount rate
and operation years of the wave farm.

1.4.4. Objective 4: Optimization considering power production and eco-
nomical goal by NSGA-II (Multi-objective evolutionary algorithm)

The final objective of this research is to find the optimized solution to the WEC array layout problem
and achieve an optimal balance between power production and costs. After setting up two objective
functions in the previous stage, the optimization will be finalized by NSGA-II in MATLAB by
searching for the Pareto-front sets.



2
Theoretical background

Boundary element method (BEM) is one kind of numerical computational method that can be
employed for various engineering problems where Green’s functions can be found. Most BEM codes
are based on Green’s function approach, which utilizes free surface Green’s functions for computation.
The basis is the computation of the Green’s function, by looking up for approximations to the
surface of Green functions. Different from commercial software like WAMIT, which uses Newman’s
approximation to solve the Green function, NEMOH codes give the prediction for free surface by
utilizing an interpolation from 5th order Lagrange formula. This chapter presents the theoretical
background of the numerical methodology used in the research.

NEMOH has two modules that deal with linear diffraction and radiation problems and Quadratic
Transfer Functions (QTF) respectively. The frequency domain-based BEM solver NEMOH1 modules
are used to perform hydrodynamic analysis.

The subsequent step involves utilizing the hydrodynamic data obtained from NEMOH, along with
the boundary element method data, as inputs for WEC-Sim. By integrating the data, a time-domain
simulation will be performed by solving some essential governing equations. This simulation enables
the evaluation of the wave energy converter’s performance under real-world operating conditions,
taking into account the dynamic interactions between the device and the waves.

The fundamental principles and concepts that form the basis of the numerical simulations will
be presented in this chapter.

2.1. Navier-Stokes equation
The Navier-Stokes equations are widely accepted as the governing equations for describing the dynam-
ics of fluid motion. In the case of an incompressible fluid, such as water, and under the assumption
of the continuum hypothesis, the Navier-Stokes equations consist of the following equations:

• Conservation of Mass

∇⃗ · u⃗ = 0 (2.1)
This equation states that in case of an incompressible fluid, the mass and volume of fluid stay
constant.

• Conservation of momentum

where u⃗ is the velocity of water particles in x direction.

∂u⃗

∂t
+ (u⃗ · ∇⃗)u⃗ = −1

ρ
∇⃗p+ ν∇⃗2u⃗+ Fb (2.2)

where u⃗ is the velocity of water particles in x direction, p is the point pressure, ν is the kinematic
viscosity of water. This equation is equivalent to Newton’s Second Law, and the terms represent the

20
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acceleration of water particles, the normal force acting on the fluid surface, the pressure acting on
the fluid, the shear force on the fluid, and the external forces acting on the fluid respectively.

Here, the fluid is assumed to be ideal, neglecting the diffusive component in the Navier-Stokes
equations, which is applicable for sinusoidal waveforms. This assumption is justified by the relatively
small kinematic viscosity of water within the context of wwave energy. Additionally, it is essential
to assume that the wave height H is much smaller than the wavelength L and the water depthh, s
necessary to ensure the validity of linearizing the Bernoulli equation and to consider the gradients
of the diffusive part of the Navier-Stokes Equation as small enough to be neglected. Consequently,
the water particles’ motions are considered to be irrotational, enabling the introduction of a velocity
potential, as given by:

∂Φ
∂x

= u,
∂Φ
∂y

= v,
∂Φ
∂z

= w (2.3)

where Φ is the velocity potential, the sum of the incident potential, the diffraction potential, and
the radiation potential. By implementing the potential theory, the equation of wave can be written
as:

ζ(x, t) = ζa · cos(kx− ωt) (2.4)

where ζ(x, t) is the free surface elevation with respect to z = 0; k is the wave number. In the
case of a 2-D flow (an example of a flow in Cartesian coordinate is given in figure2.1, the analytical
formulas can be given after substituting equation 2.3 into the Navier-Stokes equation and applying
appropriate boundary conditions:

Figure 2.1: An example of flow in Cartesian coordinate

u(x, z, t) = ∂Φ(1)

∂x
= ωζa

cosh k(h+ z)
sinh kh

cos(kx− ωt)

w(x, z, t) = ∂Φ(1)

∂z
= ωζa

sinh k(h+ z)
sinh kh

sin(kx− ωt)

p(x, z, t) = −ρgz + ρgζa
cosh k(h+ z)

cosh kh
cos(kx− ωt)

(2.5)

2.2. Potential flow theory
The potential flow theory follows assumptions that characterize the flow to be irrotational, invis-
cid, and incompressible. The irrotationality has its significance in the regions that is vorticity-free.
Though NEMOH modeling seeks solutions in near field approach, the effects of flow regions such as
boundary layers are not suitable for potential flow theory and are neglected. The potential function
in the time domain can be written as:

Φ(x, t) = Re
{

Φ(1)(x)e−iωt
}
. (2.6)
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where Φ is the velocity potential; Φ(1) is the complex amplitude of the total potential; (x) is a
space-dependent vector; ω is system frequency.

Because the flow is irrotational, inciscid and incompressible, it follows the Laplace’s equation:

∇2Φ(1) = 0; ∇2Φ(1) = 0; (2.7)

In addition, the equation set of potential functions can be decomposed to governing equations
satisfying impermeable conditions on the sea floor and hull, diffraction, and radiation conditions on
the hull surface, which form the key boundary conditions required to solve the Laplace equation.

Figure 2.2: Deriving of potential flow theory

• Impermeable condition on the hull

∂Φ(1)

∂n
− V⃗ · n⃗ = 0, on the hull surface (2.8)

• Impermeable condition at the seabed

∂Φ(1)

∂z
= 0, at the seabed, z = −H (2.9)

• Free surface boundary condition

∂Φ(1)

∂z
− kΦ(1) = 0, at z = 0 (2.10)

• The total potential can be decomposed into two parts, namely the wave radiation potential
function, Φ(1)

R , and the wave diffraction, Φ(1)
D .

Φ(1) = Φ(1)
R + Φ(1)

D (2.11)

• The radiation potential is generated from the first-order motions of the body in a fluid. For
rigid bodies which have 6 degrees of freedom motions, the radiation potential consists of 6
modes of motion during wave structure interactions, which corresponds to surge, sway, heave,
roll, pitch and yaw. Therefore, the radiation potential can be written as the summation of 6
components with respect to each degree of freedom.
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Φ(1)
R = iω

6∑
j=1

ξjΦ(1)
j , j = 1, 2, ..., 6 (2.12)

where ξj is the amplitude of motions, Φ(1)
j is potential components from one degree of freedom, or

one unit of amplitude motion in the jth degree of freedom.
By superposing the radiation potential equation to the surface boundary condition, the surface

boundary condition can be simplified as:

∂Φ(1)
j

∂n
= nj , on the body surface Sb (2.13)

• The diffraction potential is generated by the incoming wave’s diffracting on the existing struc-
ture, while considering the structure to be stationary. Thus the total diffraction potential can
be written as:

Φ(1)
D = Φ(1)

0 + Φ(1)
7 (2.14)

where Φ(1)
0 is the incident potential of incoming wave, Φ(1)

7 is the potential function of scattered wave.

The incident potential can be written as:

Φ(1)
I (x) = iga

ω
eKze−iKx cos β−iKy sin β , in deep water (2.15)

Φ(1)
I (x) = −iag

ω

cosh(k(D + z))
cosh(kD)

eik⃗·x⃗, in shallow water (2.16)

where k is wave number; β is wave direction and a is the wave amplitude.

2.3. Boundary integral equation
By implementing the Green function, G(x, x′) to the hull surface in a linear potential flow problem, a
three-dimensional problem within the wave field can be transferred to the two-dimensional problem
on the hull’s surface SB . This yields the boundary integral equation (BIE) with respect to the source
distribution σ and the hull surface.

With the flow points x and source points x′, the boundary integral equation for x ∈ SB , can be
written as:

1
2
σD,Rj

(x) − 1
4π

∫
SB

∂nG(x, x′)σD,Rj
(x′)dS′ = ND,Rj

(x). (2.17)

The diffraction normal condition of the body can be written as:

ND,Rj
(x) = −∂nΦ(1)

I (x) (2.18)

The radiation normal condition can be written as:

NR(x) = ∂nΦ(1)Rj
(x) (2.19)

where ΦRj
(x) is the jth component of the radiation normal potential ψ.

By implementing the BIE to total potential function, the radiation potential function and wave
diffraction function can be further calculated as:

Φ(1)
D,Rj

(x) = − 1
4π

∫
SB

G(x, x′)σD,Rj
(x′)dS′ (2.20)

∂xΦ(1)
D,Rj

(x) =1
2
σD,Rj (x)nδxx′ − 1

4π

∫
SB

∂xG(zx, x′)σD,Rj (x′)dS′ (2.21)

where δxx′ is the Kronecker delta. δxx′ = 1 for x = x′, and δxx′ = 0 otherwise.
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2.4. Response amplitude operators and impulse frequency func-
tion

Diffraction potential is a combination of incident and scattered potentials. For calculating the
exciting forces, diffraction potential is used:

F (1)
exc = ρ

∫∫
SB

−iω
[
Φ(1)

I + Φ(1)
S

]
νdS (2.22)

Then we have:

Ma
ij = −ρ

∫∫
SB

νiRe
{
ψRj

}
dS (2.23)

Bij = −ρω
∫∫

SB

νiIm
{
ψRj

}
dS (2.24)

where Ma
ij is added mass matrix and Bij is damping coefficient matrix. These two terms correspond

to the components that are in phase with the acceleration and velocity of the structure[42]. Added
mass is a virtual mass that is associated with accelerated waves due to the presence of the structure.
The damping coefficient[43] is a dimensionless measurement of how the system’s oscillation decays.

A unit impulse is commonly used as a standard input for linear systems in the time domain,
which produces an ”impulse response” with a Fourier transform that is equivalent to the frequency
response function. Impulse response function (IRF (t)) is utilized to describe the reaction of the
system as a function of time mathematically, which allows the radiation potential to be solved from
the impulse signal[44].

Then we can have the (IRF (t)) for damping and for excitation force (IRF ex(t)) respectively,
which is given as:

IRF (t) ≈ 2
π

∫ ωmax

0
[B](ω) cos(ωt)dω (2.25)

IRF exc(t) ≈ 1
2π

∫ ωmax

−ωmax

Fexc(ω)e−iωtdω (2.26)

And we also have the infinite frequency added mass matrix which gives the body’s instantaneous
response to acceleration ([Ma](∞)) as:

[Ma](∞) ≈ 1
Nω

Nω∑
i=1

[Ma](ωi) +
∫ tmax

0
IRF (t) sin(ωit)dt (2.27)

(2.28)

Response Amplitude Operators (RAO) therefore can be calculated as follows:[
−[M +Ma(ω)]ω2 − iω[B(ω) +Badd] + [Kh +KM ]

]
ξ(ω) = Fexc(ω) (2.29)

where [Badd] and [KM ] are additional damping and stiffness matrices defined by users.

2.5. Wave energy transfer
Wave propagation induced by oscillations in water particles is always accompanied by energy transfer,
which facilitates the transmission of energy in sea waves. After the wave energy is captured from
the sea waves, it undergoes a process of energy conversion that involves transforming the mechanical
energy of the waves into electrical energy, which can be used for a range of applications. Potential
theory can be employed to quantify the potential energy that can be captured from sea waves.

When considering energy transfer under regular waves, a sinusoidal waveform is often utilized.
Applying potential theory, the resulting expression for the total energy, averaged over one wave
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cycle, per unit surface area within the water column, can be formulated as:

Etotal = Ekinetic + Epotential = 1
4
ρgζ2

a + 1
4
ρgζ2

a = 1
2
ρgζ2

a = 1
8
ρgH2 (2.30)

where Etotal is the total energy per unit surface area in waves, Ekinetic is the kinetic energy per unit
surface area in waves, Epotential is the potential energy per unit surface area in waves.

For any wave frequency and water depth, the wave number k can be calculated from the dispersion
relation:

ω2 = gk tanh(kh) (2.31)

where h is the water depth, ω is the wave frequency.
By implementing the dispersion relation, for any wave number k, frequency ω and water depth

h, the wave propagation speed c can be calculated as:

c = L

T
= ω

k
(2.32)

L = 2π
k

(2.33)

T = 2π
ω

(2.34)

To calculate the energy transfer over one wave cycle per wave crest, which is the power, group speed
of the waves is needed:

cg = cn (2.35)

n = 1
2

(1 + 2kh
cosh2kh

) (2.36)

where cg is the group speed of propagating waves in shallow water conditions. Hence, we can have
the power P̄w as:

P̄w = Etotalcg (2.37)

When dealing with the cases in reality, the open sea contains a wide range of frequencies, which
makes it rare to observe monochromatic waves. Therefore, to estimate energy transfer accurately
in sea states that are composed of multiple wave frequencies, wave energy spectra were developed.
Offshore measurements of surface elevation performed at different locations gives elevation signals,
and by employing Fourier Transformation, the elevation signals can associate each discrete frequency
within the frequency range with a specific energy contribution to the total energy. The crucial part
is to characterize the statistical properties of the sea state rather than focusing on instantaneous
elevation or energy transfer. By utilizing the superposition principle, linear way theory allows the
total energy and average energy transfer to be obtained.

Therefore, when considering irregular waves, the frequency-dependent energy density, Sζ(ω)
shows the properties of the sea states. The wave amplitude of the irregular waves can be obtained
from the energy spectrum according to:

Sζ(ωn)∆ω = 1
2
ζ2

an
(2.38)

where Sζ(ωn) is the energy density at frequency ωn, ∆ω is the frequency interval, and ζan is the
wave amplitude.

The resulting total energy for irregular waves per unit surface area Etotal can be therefore calcu-
lated as:
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Etotal = ρg

∫ ∞

0
Sζ(ω) dω (2.39)

The average power transfer over a sea state that consists of N frequencies, therefore, can be
written as:

P̄w =
N∑

n=1
Etotalncg (2.40)

It is important to acknowledge that the selection of an appropriate frequency resolution signif-
icantly impacts the accuracy of the aforementioned computations. It is recommended to choose a
frequency resolution that ensures the convergence of total energy and power. In the field of offshore
engineering, various wave energy spectra have been employed. JONSWAP spectrum[45], which orig-
inated from the Joint North Sea Wave Project and was founded and developed in 1973, is one of the
widest-used spectrums in studies. Developed through non-linear, wave-wave interactions, JONSWAP
spectrum was derived and is widely acknowledged as the representative wave energy spectrum for
the North Sea and other fetch-limited seas worldwide.

The formula of JONSWAP spectrum is written as:

S(ω) = αg2

ω5 exp

[
−β

ω4
p

ω4

]
γa (2.41)

where

a = exp

[
− (ω − ωp)2

2w2
pσ

2

]
(2.42)

σ =

{
0.07 if ω ≤ ωp

0.09 if ω > ωp

(2.43)

a is the Phillips constant that derived from experimental data, γ = 3.3, which is the peakness
factor, ω is the wave frequency, ωp is the peak wave-frequency.

Hydrostatic and Hydrodynamic Forces
In the context of wave energy conversion and power extraction, once the potentials of the diffracted
wave, radiated wave, and incoming wave are determined, the fluid pressure can be calculated by
applying Bernoulli’s equation, a reduced form of the Navier stokes equation:

p = −ρ∂Φ(1)

∂t
− 1

2
ρ∇Φ(1) · ∇Φ − ρgz (2.44)

where Φ is the time-dependent total velocity potential. For interaction between wave and struc-
ture, the higher order fluid pressure can be calculated as:

−1
2
ρ∇Φ · ∇Φ = −1

2
ρ|V⃗ |2 (2.45)

In practice, the fluid velocity is relatively small, hence the second-order fluid pressure can be
neglected, which gives the linearized pressure:

p = −ρ∂Φ
∂t

− ρgz (2.46)



2.5. Wave energy transfer 27

Therefore, in frequency domain, the fluid pressure can be given as:

p = −iωρΦ(1) − ρgz (2.47)

By employing the potential decomposition, which is given as:

Φ(1) = Φ(1)
0 + Φ(1)

7 + iω

6∑
j=1

ξjΦ(1)
j (2.48)

the pressure can further be written as:

p = −iωρ

Φ(1)
0 + Φ(1)

7 + iω

6∑
j=1

ξjΦ(1)
j

 − ρgz (2.49)

Figure 2.3 shows a floating structure’s interaction with fluid in global coordinates, which depicts the
vectors used in the following calculation to get hydrostatic force.

Figure 2.3: Floating structure in global coordinate system

The forces acting on the structure are:

Fi =
∫∫

Sb

pnidS (2.50)

where ni is the extended normal vector component, ni = (n⃗, r⃗ × n⃗). And r⃗ is the vector from the
origin to the small surface on the hull. By substituting the fluid pressure into the integral for the
force components, the force is given as:

Fi =
∫∫

Sb

−iωρ

Φ(1)
0 + Φ(1)

7 + iω

6∑
j=1

ξjΦ(1)
j

 − ρgz

nidS, i = 1, 2, ..., 6 (2.51)

This expression can be further written as a combination of the wave diffraction force, wave radiation
force and the hydrostatic force as:

Fi = −iωρ
∫∫

Sb

(
Φ(1)

0 + Φ(1)
7

)
nidS + ρω2

∫∫
Sb

 6∑
j=1

ξjΦ(1)
j

nidS − ρg

∫∫
Sb

znidS (2.52)

2.5.1. Hydrostatic force
According to Archimedes’ law, as the floater oscillates through the water’s surface, it encounters a
buoyancy force that is directly proportional to the volume of water displaced by the buoy. This force,
named hydrostatic force, oscillates as the displaced volume varies with the floater’s motion, which
results in restoring the buoy to its equilibrium position, where the buoyancy force equals the force
of gravity.
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The hydrostatic force is formulated by 6 components, and the expression is given as:

FS
i = −ρg

∫∫
Sb

znidS with i = 1, 2, . . . , 6 (2.53)

In principle, when calculating hydrostatic forces using this formula directly, the resulting forces
will be of zero order. These zero-order forces tend to be the largest in wave-structure interaction
scenarios. However, these forces are balanced by the weight of the structure in equilibrium. In
the analysis of wave-structure interaction, there are net hydrostatic forces that arise from the struc-
ture’s motion, representing the deviation of the structure from its equilibrium position. These net
hydrostatic forces can be considered restoring forces, which are first-order hydrostatic forces that are
proportional to the structure’s motion. The expression for this first-order hydrostatic force is given
as:

FS
i = −

6∑
j=1

cijξj with i = 1, 2, . . . , 6 (2.54)

where ξj is the motion of the structure in six degrees of freedom, cij are the restoring coefficients.
The non-zero restoring coefficients can be calculated by:

c33 = ρg

∫∫
Sb

n3dS

c34 = ρg

∫∫
Sb

yn3dS

c35 = −ρg
∫∫

Sb

xn3dS

c44 = ρg

∫∫
Sb

y2n3dS +mgzb −mgzg

c45 = −ρg
∫∫

Sb

xyn3dS

c46 = −mgxb +mgxg

c55 = ρg

∫∫
Sb

x2n3dS +mgzb −mgzg

c56 = −mgyb +mgyg

(2.55)

The center of buoyancy of the structure can be calculated by:

xb = − 1
2∇

∫∫
Sb

x2n1dS

yb = − 1
2∇

∫∫
Sb

y2n2dS

zb = − 1
2∇

∫∫
Sb

z2n3dS

(2.56)

where ∇ is the volume of the fluid displaced by the structure, Sb is the surface on the structure.

2.5.2. Radiation forces
The floating object experiences a radiation force due to its oscillatory motion through the water’s
surface. This motion generates waves that radiate outward from the floater. While the wave radiates
away from the floating body, the energy dissipates through the waves, and the amount of energy
loss of this behaviour (damping) equals the wave energy dissipates. Consequently, a damping force
produced by the dissipation of wave energy acts on the body to oppose its motion, specifically in the
vertical direction (z-direction) for the heave case[46].
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Furthermore, as the floater’s oscillatory motion causes a portion of its volume to move in and out
of the water mass, the water particles surrounding its solid surface will have an acceleration. This
acceleration results in a net force on the buoy, known as the added mass force. Together with the
damping force, the two force components contribute to radiation force.

Based on the expression for radiation potential given in 2.12, the corresponding pressure can be
calculated in the frequency domain as:

pR = ρω2
6∑

j=1
ξjΦ(1)

j (2.57)

By substituting the pressure into the surface integral, the radiation force can be calculated as:

FR
i =

∫∫
Sb

pRnidS = ρω2
∫∫

Sb

 6∑
j=1

ξjΦ(1)
j

nidS = ω2
6∑

j=1

[
ξj

(
ρ

∫∫
Sb

Φ(1)
j nidS

)]
(2.58)

The expression can be further be written as:

FR
i = ω2

6∑
j=1

ξjfij =
6∑

j=1

(
ω2aij − iωbij

)
ξj (2.59)

where fij is the complex force in i direction due to the velocity of the structure in j direction.
Therefore this complex form can be decomposed into a real part and an imaginary part as:

fij = ρ

∫∫
Sb

Φ(1)
j nidS = ρ

∫∫
Sb

Φ(1)
j

∂Φ(1)
i

∂n
dS = aij − i

ω
bij (2.60)

where aij is the added mass coefficient given as: aij = R e (fij), and bij is the damping coefficient,
given as: bij = − Im (fij) × ω.

In time domain, the radiation force is written as:

FR
i = −

6∑
j=1

(
aij ξ̈j + bij ξ̇j

)
(2.61)

2.5.3. Excitation forces
The waves induce disturbances in the pressure field around the rigid body when they approach the
floating structure. This causes the pressure around the body to deviate from the hydrostatic state.
According to potential theory, these disturbances are represented by the non-hydrostatic part on the
right-hand side of Equation 2.2. The hydrostatic part (first term) of the pressure is accounted for
as in FR

i . Integrating the non-hydrostatic part of the pressure field gives rise to the Froude-Krylov
force, which accounts for the effects of the wave disturbances. Additionally, the presence of the
buoy further disrupts the pressure field, resulting in the diffraction force. These two components
constitute the excitation force F e

i .
As per the definition, the wave excitation on the floating structure results from the effects of the

incoming and diffracted waves. The expression is given as:

pex = −ρ
∂

(
Φ(1)

0 + Φ(1)
7

)
∂t

= −iωρ
(

Φ(1)
0 + Φ(1)

7

)
(2.62)

By adding up the two components of wave excitation force consists of two parts, which are part
from the incoming wave, named Froude-Krylov force, and the part from the diffracted wave due to
the existence of the structure, the force can be written as:

F ex
i = −iωρ

∫∫
Sb

(
Φ(1)

0 + Φ(1)
7

)
nidS (2.63)
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The excitation force can be calculated by the formula if the diffraction potential Φ(1)
7 is solved,

and the incoming wave potential Φ(1)
0 is known from the wave amplitude and frequency.

Because the motion of the structure is already taken into account in the radiation problem
through the application of the superposition principle, wave excitation, defined as the wave-induced
force acting on the assumed stationary structure, is independent of the structure’s motion.

2.6. Dynamic equation in frequency domain
In offshore engineering, accurately predicting the response of a floating object to waves is crucial.
During the design phase, a widely utilized model for describing the motion of floating objects is known
as the mass-spring-damper model, whose derivation is based on analyzing the forces or moments
exerted on the floating object.

For the point absorber in the context of this thesis, the heave motion is deemed the most signif-
icant among the six degrees of freedom. a translational constraint is imposed on the third degree
of freedom, which restricts the floater’s motion to solely vertical displacement. The derivation com-
mences by analyzing the forces acting on the floating body, which are: excitation force F ex

i , radiation
force FR

i , hydrostatic force FS
i and PTO force F pto

i . The term PTO force refers to the force exerted
by the PTO system on the WEC. The force is generated as they convert the mechanical motion of
the waves into usable electricity.

Considering the analysis of a rigid body’s motion in waves, the dynamic equation can be deter-
mined by implementing Newton’s Second Law, which states the total force acting on the floating
structure equals the mass times the acceleration of the system. Consequently, the form of the
equation is given by;

6∑
j=1

MijẌj = F ex
i + FR

i + FS
i with i = 1, 2, . . . , 6 (2.64)

where Mij is the mass of the system, given in a matrix form; Ẍj is the acceleration of the system.
The mass matrix is defined as:

Mij =


m 0 0 0 mzG −myG

0 m 0 −mzG 0 mxG

0 0 m myG −mxG 0
0 −mzG myG I11 I12 I13

mzG 0 −mxG I21 I22 I23
−myG mxG 0 I31 I32 I33

 (2.65)

where m is the mass of the floating body; Iijwhen i = j is the moment of inertia of the system,
and Iijwhen i ̸= j is the product of inertia of the system.

In reality, the dynamic equation needs to be represented in the time domain, as shown in Equation
2.64. However, in the case of a linear problem using frequency domain analysis will be much easier
and faster. To transfer the time domain problem into the frequency domain, the following steps can
be adopted.

The motion of the body can be written as:

Xj = ξje
iωt (2.66)

where ξj is the amplitude of motion noted in a complex form. The velocity Vj and the acceleration
Aj can be further obtained in this frequency domain as:

Vj = iωξj

Aj = −ω2ξj

(2.67)

As we have had known the hydrostatic force, radiation force, and excitation force in the frequency
domain from equation 2.54, 2.61 and 2.63, by substituting these expressions into the dynamic equa-
tion in the frequency domain, the dynamic equation for six degrees of freedom is obtained as:
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6∑
j=1

[
−ω2 (

Mij +Ma
ij

)
+ iωBij + cij

]
ξj = F ex

i with i = 1, 2, . . . , 6 (2.68)

Note that
(
Mij +Ma

ij

)
is the total mass matrix, Bij is the damping coefficient matrix, cij is the

restoring coefficient matrix. This expression can be further simplified as:

6∑
j=1

Cijξj = F ex
i with Cij = −ω2 (Mij + aij) + iωbij + cij (2.69)

In this report, the excitation force, added mass, and damping coefficient are calculated using the
Boundary Element Method implemented in NEMOH. Additionally, the mass matrix and restoring
coefficients are obtained based on the geometric properties of the rigid body. By combining these
computed values, the dynamic equation is expressed in the frequency domain, which makes the
calculation of motion amplitudes straightforward.

ξj =
6∑

i=1
[Cij ]−1

F ex
i with j = 1, 2, . . . , 6 (2.70)

Thus, the non-dimensional response amplitude operator (RAO) is obtained:

Zj(ω, β) = ξj

A
(2.71)

here, Zj represents the RAO, β is the incident angle with respect to the positive x-axis and A is
the wave amplitude.

For a wave energy converter, the next step is to integrate a Power Take-Off system with the
dynamic system of the floating structure. The PTO system is used for extracting the wave energy
and converting it into electrical power. It is designed to efficiently capture the mechanical motion
or hydraulic pressure generated by the floating structure’s response to waves. In the context of this
article, the point absorber uses a linear translational PTO for wave power extraction. As an example
of using linear PTO to convert the energy from heave motion, the PTO force is given as:

F pto
3 = −Mpto

33 Ẍ3 −Bpto
33 Ẋ3 − Cpto

33 X3 (2.72)

where F pto
3 is the PTO force in heave motion direction, Mpto

33 and Cpto
33 are PTO coefficients are

the characteristic parameters of the dynamic system in the control of improving energy conversion.
Bpto

33 is the PTO damping coefficient in heave motion direction. Ẍ and Ẋ3 are the acceleration and
velocity of heave motion. They can easily be obtained by:

Ẋ3 = iωξ3e
iωt

Ẍ3 = −ω2ξ3e
iωt

(2.73)

Therefore, the frequency domain expression can be obtained by substituting the velocity and
acceleration as:

F pto
3 = ω2Mpto

33 ξ3 − iωBpto
33 ξ3 − Cpto

33 ξ3 (2.74)

Taking the PTO force into account, the full expression for the dynamic system is written as:[
−ω2 (

M33 + a33 +Mpto
33

)
+ iω

(
b33 +Bpto

33
)

+
(
c33 + Cpto

33
)]
ξ3 = F ex

3 (2.75)

The amplitude of the heave motion then can be solved as:

ξ3 = F ex
3

−ω2
(
M33 + a33 +Mpto

33
)

+ iω
(
b33 +Bpto

33
)

+
(
c33 + Cpto

33
) (2.76)

The average power absorption can be calculated by[47]:
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P̄ = −1
2

Re
(
F pto

3 · V ∗
3

)
(2.77)

here, V3 = iωξ3, and V ∗
3 is the conjugate of V3.

By analyzing each term of Equation 2.1 and calculating the average power absorption from the
force term, it can be observed that the resulting values from the first and third terms are both 0.
This implies that, although the added mass and restoring coefficients of PTO system change the
characteristics of the dynamic system and improve the conversion, the terms involving them give an
average overall power absorption of 0 in the system[48]. Therefore, the only term that influences the
final power absorption is the one involving the Power Take-Off damping coefficient. This highlights
the significance of the PTO damping coefficient in determining the efficiency and effectiveness of a
linear PTO system in absorbing and extracting power from the wave energy. And the average power
absorbed is calculated as:

P̄ = −1
2

Re
(
−iωBpto

33 ξ3 · V ∗
3

)
= −1

2
Re

(
−iωBpto

33 ξ3 · −iωξ∗
3
)

= 1
2
ω2Bpto

33 |ξ3|2 (2.78)



3
Numerical model set up

3.1. Investigation on computational capability of NEMOH
The original version of Nemoh was an open-source software designed for solving first-order hydro-
dynamic coefficients in the frequency domain. In this research it is chosen for being able to solve
hydrodynamic problems on an array with multiple bodies, being open-source, and being verified in
previous studies for its 2.8 version. In its latest update, NEMOH introduced version 3.0 on Decem-
ber 2nd, 2022. This new release incorporates several additional modules, including the ability to
post-process hydrodynamic results, compute Quadratic Transfer Functions, implement an irregular
frequency removal method, and enhance Green’s function with finer integration points.

In this article, NEMOH 3.0 was chosen to perform hydrodynamic analysis for the reasons of being
faster in dealing with large amounts of frequencies in calculation, and the capability of computing
the cases with multi-directional waves. The following comparison between NEMOH 3.0, the newly
updated version, and its predecessor, NEMOH 2.8 demonstrates the endeavour for finding out the
aforementioned two reasons. The purpose of this comparison is to assess the capabilities of the
two versions and identify any unexpected outcomes or unresolved dependencies that may have been
introduced in the latest release. Also, as the accuracy of NEMOH 2.8 has been verified in [15], a
closeness of the result produced by NEMOH 3.0 to NEMOH 2.8 can be used to verify NEMOH 3.0.

The methodology employed in this stage can be summarized as follows:

• Test WEC Model Establishment: developing a test WEC model in ANSYS SpaceClaim.
• Hydrodynamic Analysis in NEMOH 2.8: calculation of hydrodynamic coefficients associated

with the WEC.
• RAO calculation by using results from NEMOH 2.8.
• Hydrodynamic Analysis in NEMOH 3.0: calculation of hydrodynamic coefficients for the WEC.

Obtaining RAO by using the post-process module.
• Comparison of the results calculated by NEMOH 2.8 and NEMOH 3.0.

3.1.1. Point absorber test model
The geometry model of the test point absorber is built using solid modeling CAD software ANSYS
SpaceClaim[49]. Once the geometry model is established, it is exported as a .stl file. Subsequently,
the .stl file will be imported into BEMRosetta software[50], which converts the geometry files to the
format used in BEM solvers. This mesh file serves as the computational grid for further analysis and
simulations related to the test point absorber.

In both NEMOH 2.8 and 3.0, it has been observed that using an entire geometry model built in
ANSYS SpaceClaim and then being meshed for analysis can lead to abnormal outcomes. Therefore,
it is necessary to modify the model to only include the part of the geometry below the waterplane in
ANSYS SpaceClaim before meshing it. However, for future computation in WEC-Sim, the complete

33
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geometry model should be preserved in a separate .stl file, which is used for visualizing and presenting
simulation animations of the PA’s motions.

The geometry below waterplane in Space Claim is shown in figure 3.1. The meshed geometry is
shown in figure 3.2

Figure 3.1: Test point absorber geometry, in Space Claim

Figure 3.2: Test point absorber meshed in BEMRosetta

The information of this test geometry can be obtained after processing in BEMRosetta, which is
summarized in table 3.1.

Table 3.1: Summary of test PA model

Features Unit Value
Wetted surface m2 508.59

Immersed volume m3 1411.48
Gz m 4.07e-16

Mass of Device kg 1411482.32
R m 7.5

Number of nodes - 125
Number of panels - 218
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3.1.2. Running speed evaluation of NEMOH 2.8 and 3.0
NEMOH 2.8 and 3.0 versions have different code structures to run, therefore, to accurately compare
the running speed between NEMOH 2.8 and 3.0, it is important to ensure that the inputs used
by both versions are identical. Here are the steps involved in comparing the running speed while
maintaining the same outcomes:

• Getting results in NEMOH 3.0: Run the “getstarted.m” file provided in the software, which
refers to the different cases located in separate folders. This initiates the calculation process
in NEMOH 3.0. And the outcomes should involve added mass coefficient, damping coefficient,
excitation force, a plot of the aforementioned results and an RAO plot.

• Getting results in NEMOH 2.8: Create a “nemoh_run.m” file and place it in the correspond-
ing case folder to start NEMOH 2.8 and run this file. In this version, the results are not
automatically plotted.

• Plotting Results in NEMOH 2.8: To ensure consistent outcome with NEMOH 3.0, write an
additional .m file specifically to plot the same results as those automatically generated in
NEMOH 3.0, including added mass coefficient, damping coefficient and excitation force. The
script is attached in the appendix.

• Calculation of RAO in NEMOH 2.8: Unlike NEMOH 3.0, NEMOH 2.8 does not have a built-in
function to compute the Response Amplitude Operator (RAO). So an additional code file is
written to calculate the RAO from the results obtained in NEMOH 2.8.

• Comparing Computation Time: To compare the calculation time with NEMOH 3.0, the total
time taken by each computation module in NEMOH 2.8 is added up.

Each run was performed five times with 20 frequencies, and the time for each run was recorded.
The calculations were run on a computer with an 11th Generation Intel Core i7 processor running
at 3.0 GHz using 16.0 GB of RAM, in Windows 11 operating system. Table3.2 presents the total
running time comparison between NEMOH 2.8 and NEMOH 3.0 for the same case.

Table 3.2: Running time recording for 20 frequencies

NEMOH 2.8 NEMOH 3.0
2-7 Coefficients Plotting RAO Total time Coefficients + Plotting + RAO
1 s 14.2 1.9 0.4 16.5 23.7
2 s 13.0 1.0 0.5 14.5 23.6
3 s 11.6 1.0 1.9 14.5 23.6
4 s 10.2 1.8 0.8 12.9 24.5
5 s 10.8 2.0 0.7 13.5 24.0

Average s 14.4 23.9

From the comparison in the table, NEMOH 2.8 has shown faster computation speed in the case
of 20 frequencies. However, it is important to consider the overall advantages of NEMOH 3.0. The
mere computation time in NEMOH 3.0 plays a relatively minor part, while most of the time is spent
on the initialization of the code due to the structure of the software. Therefore, when the number
of frequencies is doubled to 40, only a small increase was observed in the total computation time,
which results in about 26 seconds. This indicates that NEMOH 3.0 has an advantage in cases where
a large number of frequencies is required.

After increasing the number of frequencies to 40, the time consumed is shown in table 3.3.
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Table 3.3: Running time recording for 40 frequencies

NEMOH 2.8 NEMOH 3.0
2-7 Coefficients Plotting RAO Total time Coefficients + Plotting + RAO
1 s 29.1 1.8 0.7 31.6 25.7
2 s 24.4 1.3 0.5 26.2 26.5
3 s 23.3 1.1 0.6 24.0 25.3
4 s 24.2 1.6 1.2 27.0 26.1
5 s 20.9 1.8 0.9 23.6 27.6

Average s 26.5 26.3

Additionally, NEMOH 3.0 has benefits when it comes to calculations involving multiple wave
directions. While in NEMOH 2.8, this is hard to achieve since the code auto-corrects the wave
directions to a single direction (shown in figure 3.3), unless a manual modification of the code is
performed. This is particularly relevant for WEC-Sim simulations, because in WEC-Sim, to perform
a simulation considering irregular waves, a wave directionary should be added as a parameter. Here
in figure 3.4, a sample set of irregular waves in WEC-Sim is presented.

Figure 3.3: Code in NEMOH 2.8 that shows single wave direction calculation

Figure 3.4: Sample code for setting up irregular wave in WEC-Sim

Therefore, while NEMOH 2.8 may demonstrate faster computation speed in certain scenarios, the
capabilities of NEMOH 3.0, including its efficiency with increased frequencies and ability to handle
multiple wave directions, make it a better choice for hydrodynamic calculations, especially in the
context of collaboration with WEC-Sim simulations.

3.1.3. Results visualization in NEMOH 2.8 and NEMOH 3.0
After initiating the calculation in NEMOH 3.0, a figure displaying the hydrodynamic characteristics
against 20 frequencies will be plotted. The components include added mass coefficients and damping
coefficients in surge, heave, and pitch direction, as well as the excitation force in surge, heave, and
pitch direction. The plot is attached in the appendix. And by running an additional code com-
posed manually that reads results from NEMOH 2.8, the same set of components of hydrodynamic
characteristics is attached in the appendix.

From the two separated figures, close similarity can be identified through the shape of each
curve. A figure3.5 that combines both results is presented to highlight the consistency and similarity
between the hydrodynamic characteristics obtained from both versions.
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Figure 3.5: Hydrodynamic characteristics obtained from NEMOH 2.8 and 3.0 co-plot

Figure 3.5 shows evidence that the hydrodynamic coefficient curves obtained from NEMOH 2.8
and NEMOH 3.0 exhibit a high degree of similarity. Only minor differences are observed at each peak
of the curves, which can be attributed to the variations in code structures or numerical techniques
employed in the two versions.

By examining the overall resemblance and consistency between the results for the test PA, the
hydrodynamic computation module in NEMOH 3.0 can be considered reliable and trustworthy.

3.1.4. Post-processing verification: RAO computation in NEMOH 3.0
A new module introduced in NEMOH 3.0 allows for the Response Amplitude Operator to be calcu-
lated by using hydrodynamic calculation results obtained from NEMOH Module 1. This is achieved
by switching the index in the “nemoh.cal” file from 0 to 1. In this section, a manual calculation
of the Response Amplitude Operator using the hydrodynamic results obtained from NEMOH 2.8 is
performed. This aims to provide a comparison with the RAO calculation module in the updated
version of NEMOH 3.0.

The following equation was used in computing RAO.

RAO(ω, dir) =
{

−ω2 · (M + A(ω)) + iω · B(ω) + C
}−1 · F(ω, dir ) (3.1)

where M is the mass matrix that can be calculated from the geometry of the model, A,B and
F(ω, dir ) are the added mass coefficient, damping coefficient ad excitation force matrices that
obtained from result files in NEMOH, C is the restoring coefficient matrix that can be obtained
from BEMRosetta.

As for the point absorber involved in this study, heave motion is the most identical in power gen-
eration, the following figure 3.6 presents a comparison between the RAOs in heave motion direction.
Note that the results from NEMOH 3.0 shows multiple lines, which indicates that multiple wave
directions were calculated in NEMOH 3.0.
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Figure 3.6: RAO in heave motion obtained from NEMOH 2.8 and 3.0

As seen in the comparison above, the RAO results obtained from mentioned 2 NEMOH versions
also show a resemblance, which gains trustworthiness for NEMOH 3.0 version’s newly updated
module.

3.1.5. Investigation on the Consistency of NEMOH 3.0 and WEC-Sim
In WEC-Sim, some files obtained from NEMOH are used for generating hydrodata files via BEMIO
so as to conduct the simulations. These files include the “nemoh.cal” file, which contains essential
parameters in the calculation, the ID.dat file, the hydrodynamic calculation results in the .tec file
format, and the mesh.cal file.

It is important to note that the latest update to WEC-Sim [51] was released in September 2022,
while NEMOH 3.0 was updated in December 2022. Also, NEMOH 3.0 was observed to have adopted
some changes in file structures in comparison to its previous version, NEMOH 2.8. Hence, some
files that could be read by WEC-Sim in the previous version of NEMOH are not read in the latest
version of NEMOH. This makes it essential to perform a consistency checks between NEMOH 3.0
and WEC-Sim if we intend to undertake research utilizing NEMOH 3.0.

During the consistency check, several issues were encountered during the running the BEMIO
calculator in WEC-Sim when using the results file from NEMOH 3.0. The first issue was due to an
evident modification in the code line for “Load cases to be solved”, in which in NEMOH 2.8, three
inputs are required to specify the number of wave frequencies, the minimum frequency, and the
maximum frequency(shown in figure 3.7). However, in NEMOH 3.0, an additional input indicating
the frequency unit was added to the front of this line, resulting in four inputs(shown in figure3.8).
Therefore while using the files from NEMOH 3.0, to ensure compatibility with WEC-Sim, the first
input in the “Load cases to be solved” line needed to be removed from the “nemoh.cal” file.

Figure 3.7: Load case line in NEMOH 2.8

Figure 3.8: Load case line in NEMOH 3.0

Following this adjustment, errors persisted when BEMIO attempted to read the files from
NEMOH. Further examination of the BEMIO source code revealed another discrepancy in the
NEMOH 3.0 results files. The source code of BEMIO shows that it searches for a text line reading
“Diffraction force” to retrieve the excitation force matrix(seen in figure3.9). However, it was found
that, while the “ExcitationForce.tec” output file in NEMOH 2.8 contained the text line “Diffraction
force” (figure 3.10) for each frequency case, NEMOH 3.0’s output file used the text line “Excitation
force” instead (figure 3.11). This alteration in NEMOH 3.0 prevented BEMIO from successfully
reading the result file and retrieving the necessary data.
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Figure 3.9: Source code indicating BEMIO read “Diffraction force” text line

Figure 3.10: Concerning part of “ExcitationForce.tec” file in NEMOH 2.8

Figure 3.11: Concerning part of “ExcitationForce.tec” file in NEMOH 3.0

Consequently, in order to use NEMOH 3.0 for simulations in WEC-Sim, a code file was written
to replace every instance of “Excitation force” with “Diffraction force” in the NEMOH 3.0 result file.
This modification ensured seamless execution of BEMIO with the NEMOH 3.0 files, resolving the
issues of inconsistency between NEMOH 3.0 and WEC-Sim that were previously encountered.

3.2. Final PA model dimensioning
To downscale the empirical large WEC models that have been proposed, for this optimization, a
relatively small-sized point absorber is chosen. This PA model adopts a spherical geometry, with
a radius of 5 m. The draft to radius ratios is set as 1

2 . As the downscaling should also take the
constraints and other configurations like PTO system into account. Also as this research has a main
focus on the hydrodynamic interactions rather than the role that PTO system plays. Therefore a
linear PTO with a PTO damping coefficient of 8 kN/−s/m is selected to match this device, which is
close to the radiation damping, to make the effects of damping play less role. Finally, the geometry
model of the PA is set up as in figure 3.12, and the meshed model as in figure 3.13. The properties
of this PA model are summarized in table 3.4.
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Figure 3.12: Point absorber geometry model

Figure 3.13: Point absorber meshed model

It is noted that this model was established before the dimensioning of the final PA model used in
the array optimization. Therefore this model does not imply a serious concern about the properties,
for example, the mass and the draft.

Table 3.4: Summary of final PA model

Features Unit Value
Wetted surface m2 77.22

Immersed volume m3 79.31
Initial draft m 2.5

Draft-radius ratio - 1/2
Gz m 1.25e-16
Mass kg 79306.9
Radius m 5

Number of nodes - 678
Number of panels - 226

PTO damping coefficient kN/− s/m 8
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3.3. Verification of WEC-Sim simulation
After the determination of the PA model, a verification of the WEC-Sim simulation is performed.
This involves conducting a simulation in an irregular wave to generate a power matrix, which will
then be compared to a manually calculated power matrix obtained through a semi-analytical method.

The manual calculation of the power matrix utilizes Equation 2.78, in which the PA’s motion
is obtained from the hydrodynamic analysis conducted in NEMOH 3.0. Since the way of obtaining
RAO results for multibody cases in NEMOH 3.0 is not very straightforward, only one PA is involved
during this stage of verification.

In WEC-Sim, the “bemio.m” file contains Boundary Element Method Input/Output (BEMIO)
functions that are used to pre-process the BEM hydrodynamic data from other software in order
to run WEC-Sim. As discussed before, while being associated with NEMOH, some results files
and basic input files are utilized. The files needed are: results files including diffraction force file,
excitation force file, Froude–Krylov force file and radiation coefficient file; model profile files including
hydrostatic information file, model mesh file, restoring coefficient file; and additional files including
“ID.dat”, “input.txt, ”, “mesh.cal” file and “nemoh.cal” files used in NEMOH.

3.3.1. Methodology
The methodology follows these steps to perform the verification:

• Running the BEMIO code: this requires importing the required files and configuring bemio.m
file.

• Setting up WEC-Sim input file: this is done by filling in the “wecSimInputF ile.m” provided
in WEC-Sim. A single wave case can be defined to start with. If a power matrix is to be
generated, a series of waves should be specified. In this study, a JONSWAP wave spectrum is
used, with the peak period ranging from 3s to 13s, and the significant wave height ranges from
2m to 20m.

• Configuring constraints and PTO parameters: Constraints and PTO parameters are also set
up in “wecSimInputF ile.m”. A translational constraint is used to restrict the motion to heave
direction, which is the focus of this study. The PTO has been configured as a translational
linear PTO accordingly.

• Setting up the Simulink model: A Simulink model is properly configured and connected to the
“wecSimInputF ile.m” to initiate the WEC-Sim simulation.

• Define the power calculation equations: the calculation of power generation for each round
of simulation need to be manually coded. This is realized by defining the equations that
obtain power generation for one wave case in “userDefinedFunctions.m” file, and defining
the codes for collecting the power generation for all the wave cases and output a power matrix
in “userDefinedFunctionsMCR” file. Here, MCR stands for Multiple-case-running.

• Starting simulation: for a wave series to be calculated, wecSimMCR command is to be used
instead of wecSim.

3.3.2. Configuring and results
After running BEMIO, the boundary element method output are plotted as in figure 3.14 to figure
3.18.
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Figure 3.14: Added mass plot

Figure 3.15: Excitation IRF plot
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Figure 3.16: Excitation phase plot

Figure 3.17: Excitation magnitude plot
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Figure 3.18: Radiation IRF plot

In WEC-Sim, when a constraint and a PTO are connected directly, the software will not be
able to solve the forcing and motion between the two blocks. To solve this issue, an entity with a
negligibly small mass is added to the model between the PTO and the constraint.

Two constraints are configured in the model. The first one is a translational constraint that
ensures that the simulation focus only on vertical displacement and motion to align with the objective
of this study. The second constraint is a floating constraint implemented to simulate the proper
floating behaviour of the PA, which in reality a mooring line serves the same purpose as maintaining
the PA’s stability and floating.

The final Simulink model setting is shown in figure 3.19.
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Figure 3.19: Simulink model

A manual-produced power matrix using the same series of JONSWAP waves is presented in figure
3.20.

Figure 3.20: Manual calculated power matrix

The power matrix generated by simulation via WEC-Sim is presented in figure 3.21



3.3. Verification of WEC-Sim simulation 46

Figure 3.21: Power matrix obtained from simulation in WEC-Sim

3.3.3. Comments
Based on the two power matrices presented above, the following key points are given:

• The power matrix obtained by simulation does not show an exact uniform change in power ab-
sorption as the varying of the wave parameters, while the manually calculated one demonstrates
an ideal and uniform increase in power as amplitude increases.

• Both power matrices show a peak power absorption at a wave period of 4 s, in accordance with
the natural frequency of the PA model.

• Despite some difference in the extremely high power absorption value, which occurs at Tp = 4
s and A = 10 m, the overall values for each wave series exhibit minor deviation.

In conclusion, WEC-Sim simulation has been considered to be validated as a reliable tool for
determining the power absorption of the PA model in this study.



4
Computational results in WEC-Sim

4.1. Determine the case to run for optimization
In this study, the spacing factor d will be introduced as a variable in optimization, expressing the
distance between the WECs in each corner. As to show a variance from the layout configurations
explored in existing literature, this study implements a scattered layout of 5 WECs, as shown in
Figure 4.1 (d = 4R). 10 cases will be examined, with a range of d varies from 4r to 10r, along with
additional cases of d = 12R and d = 16R. The long-distance spacing configurations are made to
ensure that placing the WECs with a sufficient distance in between will result in the same energy
absorption amount with placing 5 individual WECs. The overview of the WECs in simulation is
shown in figure 4.3. Known from the result given by [25], this configuration allows more WECs to
face the incident wave incoming direction or with a rather small angle, no matter in which direction
the wave is coming from. Additionally, to show a comparison of this scattered layout, another
configuration, where the WECs are not always facing the incoming wave direction, is set up as
shown in figure 4.2. In this configuration, d is considered to be the spacing between 2 WECs in the
neighbourhood.

Figure 4.1: Layout 1 of 5 WECs

47
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Figure 4.2: Layout 2 of 5 WECs

Figure 4.3: Layout overview in simulation

In the evaluation of the power extraction ability of a WEC array, the index q−factor is commonly
used[52], which is a ratio between the total power output of the entire WEC group considering their
interaction and the total power output that should be expected by placing the same number of
WECs individually. The expression is written as:

q = Ptotal

N · P0
(4.1)

where Ptotal is the total power output of the WEC array, P0 is the power output for one point
absorber.

The total power output at a certain site is estimated by overlaying the wave occurrence probability
diagram (also referred to as the scattered diagram) with the power matrix. The wave scatter diagram
over 15 years in the Babolsar area, Caspian Sea[36.75◦ N, 52.63◦ E] [34] is shown in figure 4.4.
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Figure 4.4: Wave scatter diagram in Babolsar site, Caspian Sea

To match the range of the wave in Babolsar, Tp is set as 2 to 8 s and Hs is set as 0.5 to 3 m in
the simulation.

4.2. Results
The calculations have been done with DelftBlue[53]. The power matrix for one WEC, the power
matrices showing the best production case and the worst production case are shown here, while all
the power matrices are presented in the appendix:
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4.2.1. Power matrices and annual power output diagram
Configuration 1

Figure 4.5: Power matrix, 1 WEC, dP T O = 8KN/ − s/m

Figure 4.6: Power matrix, 5 WECs, best case, d = 7R, dP T O = 8KN/ − s/m
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Figure 4.7: Power matrix, 5 WECs, worst case, d = 12R, dP T O = 8KN/ − s/m

After combining the power matrix with the wave occurrence diagram, the annual total power output
are presented in figure 7.22 to figure 7.26 here respectively:

Figure 4.8: Annual power output, 1 WEC
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Figure 4.9: Annual power output, 5 WECs, best case, d = 7R

Figure 4.10: Annual power output, 5 WECs, worst case, d = 12R



4.2. Results 53

Configuration 2

Figure 4.11: Power matrix, 5 WECs, best case, d = 6R, dP T O = 8KN/ − s/m

Figure 4.12: Power matrix, 5 WECs, worst case, d = 10R, dP T O = 8KN/ − s/m

The annual total power output are presented in figure 7.31 to figure 7.35 here respectively:
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Figure 4.13: Annual power output, 5 WECs, best case, d = 6R

Figure 4.14: Annual power output, 5 WECs, worst case, d = 10R

4.2.2. Q-factor
Accordingly, the q-factor for the cases are presented in table 4.1:

Table 4.1: Summary of q-factor

d 16 R 12 R 10 R 9 R 8 R 7 R 6 R 5 R 4 R
Configuration 1 0.9992 0.9320 1.0262 1.0638 1.0699 1.1338 1.1113 1.0105 0.9773
Configuration 2 0.9987 0.9901 0.9588 1.0550 1.0942 1.0942 1.0976 1.1051 1.0627
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4.2.3. Comment
From the result, it is generally observed that configuration 1 exhibits a higher q-factor. To provide a
more detailed explanation to this, a visualization of the wave and geometries is plotted in ParaView
as in figure 4.15 and 4.16, which highlights that the simulated dominant wave is coming from the
direction with a noticeable wave angle. In this wave field, more WECs are likely to experience the
incident waves perpendicularly to the wave incoming direction in configuration 1 so that to have
more power produced, which shows similarity to the finding of Giassi et al.[25].

Figure 4.15: Visualization of wave field and geometry in ParaView, configuration 1

Figure 4.16: Visualization of wave field and geometry in ParaView, configuration 2

It is reasonable to observe an increasing q-factor when the WECs are placed closer to each other,
ranging from D = 16R to D = 6R. This is because, within a certain range, the proximity of
the WECs leads to more hydrodynamic interactions, resulting in creating additional wave power.
However, there is a limit to how closely the WECs can be spaced. When the spacing becomes
too small, the incoming waves may be diffracted by the first WEC that encounters the wave. As
a result, the wave energy reaching the WECs located behind the front one may be significantly
reduced or even completely blocked. Consequently, there would be little to no energy available for
the WECs positioned in the shadowed region, leading to a decrease in the overall power extraction
and a decrease in the q-factor. Apart from that, when the WECs are placed too far away from
each other, for example, when D = 16R, the q-factor tend to be close to one. The reason for this
is the impacts from the other devices reduces when the distance get further. And when they are
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placed sufficiently far from each other, the result will be the same as placing same number of isolated
WECs.



5
Economical model

5.1. Model establishment
In this chapter, an economical model is developed intend to compute the CapEx, OpEx, serving the
purpose of obtaining LCOE, which is commonly used as an assessment of a project’s profitability.
This model takes various input into account, with d as a variable in different cases.

5.1.1. Capital expense
CapEx(Capital Expenditure) is known as funds allocated for the purchase of devices. For WEC
arrays, it may also include the CapEx for the electric system, installation and commissioning. CapEx
for the device includes the expense on the buoy itself, the cost on PTO system, and some other
materials. Moreover, CapEx on the electrical system basically includes the cost on the cables installed
within the WEC devices farm and the cables connecting the WEC array to the onshore energy station.
The length for inter-WEC cables is expressed as lincable while the length for the cable connected to
the power station is expressed aslexcable In the case of Babolsar site, lexcable is 4.3 km[34]. If we
assign C as a representation for cost, the cost for cables per meter can be expressed as Cincable and
Cexcable [EUR/m], respectively. In addition, the CapEx for commissioning and decommissioning
should also be calculated. The days spent on installation is noted as D. A barge–crane[54] proposed
by M. A. Chatzigiannakou in 2018 is considered, which enables 5 devices associated with cables to
be installed during a day. And total cost for hiring installation vessels Cinstallation is summed up as
158706 EUR/day. The cost of decommissioning is assumed to be the same as commissioning here.

To summarize, the CapEx for the whole project can be expressed as:

CapExW ECs = N · CP A + Cincable · lincable + Cexcable · lexcable + 2 · Cinstallation (5.1)

where N is the number of devices.

5.1.2. Operational expense
OpEx refers to the operational cost of the project, measured in [EUR/year]. It primarily involves the
expenses on the daily operation and maintenance activities. A constant failure rate and a constant
OpEx value are assumed for the devices. It should be noted that in reality, the OpEx tends to
vary over time, especially during the start and final periods of a WEC’s commissioning years[55].
However, this is not the point to be focused on in this study.

By noting a yearly repair cost as Crepair, and f as the failure rate of the WEC devices, the
formula of computing OpEx can be written as[56]:

OpEx = f ·N · (Crepair + 2 · Cinstallation

N
) (5.2)
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5.1.3. Levelized cost of energy
The Levelized Cost of Electricity (LCOE) known as the final objective in evaluating the profitability
of the economic model, gives the average minimum price at which electricity must be sold to reach a
break-even point over the entire commissioning lifespan of the project. Concerning parameters are:
Eannual(y) as annual power production at operating year y, r discount rate, Y as years of operation,
as well as the aforementioned CapEx and OpEx. The value of LCOE is computed by equation5.3
[56]:

LCOE =
CapEx +

∑Y
y=1

OpEx
(1+r)y∑Y

y=1
Eannual
(1+r)y

(5.3)

To simplify the model, the discount rate is also assumed to be constant over time.

5.2. Parameter input and results
The parameters that are taken into account for the model are summarized in table5.1. Note that
at the same D, the length of the inner cables is assumed to be the same for configurations 1 and 2,
which is calculated as in configuration 1, 4 cables connecting the WECs in the corner to the WEC
in the centre.

Table 5.1: Summary of parameters in the economical model

Parameters Unit Value
CP A EUR/kg 4
N - 5

Cincable EUR/m 40
Cexcable EUR/m 75
lincable m 2 · 1

2
√
d2 + d2

lexcable m 4300
Cinstallation EUR/day 158706

D - 1
f /year 0.25

Crepair EUR 10000
r % 8
Y year 20

The results for economical model calculation are presented in table 5.2 and table 5.3.

Table 5.2: Summary of economical model results, configuration 1

d 16 R 12 R 10 R 9 R 8 R 7 R 6 R 5 R 4 R
Eannual[MWH] 9.077 8.471 9.328 9.669 9.725 10.31 10.10 9.185 8.882
CapEx[MEUR] 2.235 2.233 2.232 2.231 2.231 2.230 2.229 2.229 2.228

LCOE[kEUR/MWH] 35.20 37.69 34.22 33.00 32.81 30.95 31.57 34.72 35.89
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Table 5.3: Summary of economical model results, configuration 2

d 16R 12R 10R 9R 8R 7R 6R 5R 4R
Eannual[MWH] 9.047 8.999 8.716 9.590 9.946 9.945 9.977 10.04 9.659
CapEx[MEUR] 2.235 2.233 2.232 2.231 2.231 2.230 2.229 2.229 2.228

LCOE[kEUR/MWH] 35.32 35.47 36.62 33.28 32.08 32.07 31.97 31.74 33.01
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Multiple-objective optimization

In this chapter, the two indexes, q-factor and LCOE, which have been discussed before will be
optimized to find an optimal solution for the variable spacing factor d. This will be done via utilizing
NSGA-II (Nondominated sorting genetic algorithm), a multi-objective evolutionary algorithm[57]
that solves a problem involving multiple goals effectively.

NSGA-II is an algorithm inspired by the natural selection theory proposed by Darwin, and
the basic idea is in employing an evolutionary approach to guide the population towards the most
favourable solution. It solves the disadvantages including nonelitism and computational complexity
from the classic evolutionary algorithm, by employing a nondominated sorting approach. The sorting
and converging speed are significantly accelerated by using elitism, which allows for keeping an
unchanged best solution from the previous iteration for the current one[58]. The goal of this algorithm
is to efficiently find the Pareto front, which is a curve that consists of the points implying a set of
best solutions in a multi-objective problem. The solution set of this front is formed by all the
non-dominated solutions, namely the solutions that are not dominated by other solutions[59].

6.1. Procedures followed
The algorithm is implemented by following these steps:

• Initialization of population: A population, also referred to as individuals, is initialized usually
based on the range of the problem.

• Evaluation: Performing an evaluation for each individual in the population by obtaining the
solutions from 2 objective functions set for q-factor and LCOE.

• Nondominated-sorting: Non-dominated sorting is applied to sort the individuals. Completely
nondominated individuals are assigned to the first front set, and the population dominated by
the first front individuals will be assigned to the second front. This goes on to classify all the
individuals into different fronts based on their dominance relationship and dominance rank.
This is done by comparing the values given by the individuals with the same objective.

• Crowding Distance Calculation: Crowding distance is a measurement of the distance between
each individual and their neighbourhood. Computing the crowding distance is basically finding
the euclidean distance between two individuals. And a large crowding distance indicates a
population with more diversity.

• Selection: Selecting individuals for the next generation after they are being sorted and crowding
distances are calculated. The nondomination front and crowding distance are compared by
utilizing a crowd-comparison-operator.

• Offspring producing: Offspring of the current population are created by using genetic operators,
including crossover operator and mutation operator. Now the new created generation forms
the population together with the current generation.
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• Repeat and output: The newly formed population is sorted again by nondomination method.
As the population now also includes the best individuals from the first generation, elitism is
guaranteed, which helps to maintain a stability of the solution. In this way, the algorithm
will give the final population as the optimal solution and forms the Pareto-front after it ends.
The Pareto-front graph represents the best solutions for q-factor and LCOE, also, a trade off
between the two factors.

Figure 6.1 shows a visualization of the procedure that the algorithm follows.

Figure 6.1: NSGA-II process

6.2. Algorithm implementing
To achieve the evaluation in the aforementioned procedure, the objective function for both index
based on the variable d should be added to the algorithm[60]. Based on the cases for various values
of d, a function of q-factor can be established by interpolation and curve fitting. Given the data
obtained from the previous chapter, the function of q-factor in a relation with d can be written as:

q(d) = −1.044 · sin (0.07384 · d+ 0.9314) − 0.08048 · sin(0.6359 · d− 2.734)
− 0.0309 · sin(1.995 · d− 11.43), for configuration 1

(6.1)

q(d) = 1.544 · sin(0.1666 · d− 0.1259) + 0.555 · sin(0.3188 · d+ 1.367), for configuration 2 (6.2)
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It is noted that, the optimization algorithm is always searching for a minimum solution of the
objective function. Therefore, in order to get a maximum q-factor, the function should be multiplied
by -1 before being implemented into the algorithm.

Same method can be used to obtain the function for LCOE. Also, the LCOE can be expressed
as a function using q-factor as the variable in the algorithm by combining equation5.3 and 6.3.

Eannual = q(d) ·N · P0 · 365 · 24
1000

(6.3)

6.3. Result
In the execution of the algorithm, an initial population of 40 individuals is created. Here, an
individual means a random generation of the variable D within the range of 4 to 16 r. Consequently,
the algorithm proceeds through 40 generations and gets a converged result. The final Pareto-front
plot is shown in figure6.2, from which an optimal solution for q-factor and LCOE can be concluded.
The solution set occurs in configuration 1 at d = 6.63R, with q-factor as 1.142 and LCOE as 30.7
kEUR/MWH. In this way, the annual energy generation of this WEC array will be 10.379 MWH.

Configuration 1

Figure 6.2: Pareto-front obtained by 40 generations

Figure 6.3: Generation = 5 Figure 6.4: Generation = 20
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Figure 6.5: Generation = 30 Figure 6.6: Generation = 50

Figure 6.7: Generation = 80 Figure 6.8: Generation = 100

Configuration 2

Figure 6.9: Pareto-front obtained by 40 generations

The parameters input and final results are summarized in table6.1 and table6.2:
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Table 6.1: Summary of parameters and results in optimization, configuration 1

Population - 40
Generation - 40
q-factor - 1.142
LCOE kEUR/MWH 30.7
Eannual MWH 10.379

d m 33.15 (6.63r)

Table 6.2: Summary of parameters and results in optimization, configuration 2

Population - 40
Generation - 40
q-factor - 1.109
LCOE kEUR/MWH 31.6
Eannual MWH 10.080

d m 28.43



7
Conclusions and future work

7.1. Conclusions
By reviewing the research objectives proposed in the opening of the study, which are:

• Verifying hydrodynamic analysis in NEMOH associated with WEC-Sim on test model, and
finalized the WEC model used in optimization

• Performing hydrodynamic analysis to find the wave power at the selected site
• Developing mathematical formulations for the optimization problems and forming the objective

functions
• Optimization considering power production and economical goal by NSGA-II (Multi-objective

evolutionary algorithm)

the conclusion can be drawn accordingly. In the assessment of capability comparison between
NEMOH 2.8 and NEMOH 3.0, NEMOH 2.8 showed better efficiency when faced with a limited
number of frequencies. However, the advantages of NEMOH 3.0, which are giving direct calculation
of RAO and being more easily enabling multiple wave direction calculation, outweigh this disadvan-
tage. Furthermore, the RAO results in NEMOH 3.0 was also verified through a manual calculation,
which facilitated the manual power matrix production in the next research step.

Obstacles were encountered while first running WEC-Sim by using the hydrodynamic results from
NEMOH 3.0. Nonetheless, the reason was then found by identifying the modifications in NEMOH
3.0’s source codes in comparison with NEMOH 2.8. The problem of the inconsistency between
NEMOH 3.0 and WEC-Sim was sorted successfully, and this allows for performing a multi-directional
irregular wave simulation in WEC-Sim’s BEMIO module with hydrodynamic data obtained from
NEMOH 3.0.

Given the verified methodology, a point absorber model and 2 configurations of WEC array were
established and finalized with the hydrodynamic analysis. By setting up irregular wave cases that
matches the Babolsar site in Caspian Sea, a series of power matrices was acquired, with a variable of
the spacing factor d. The annual power production was calculated by overlaying the wave scattering
diagram with the power matrices. The assessment index for power producing ability for a WEC array,
q-factor was obtained consequently. The results showed that when the WECs are placing sufficiently
far from each other, the whole array’s efficiency acts the same as placing the same number of isolated
WECs. When the WECs are placed closer, the q-factor can be above 1. However, placing the WECs
too close may be destructive to the total efficiency of the array, and the q-factor even can be less
than 1.

Finally, an economical model was developed to assess the LCOE for the WEC array. As two final
objectives to be optimized, q-factor and LCOE were given by two objective functions in order to go
through the algorithm. By executing the NSGA-II multi-objective algorithm, a converged Pareto-
front was found at the 40th generation with an initial population of 40. The optimal results were
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found as: q-factor being 1.142 and LCOE being 30.7 kEUR/MWH with spacing index d = 33.15m.
The annual power production was going to be 10.379 MWH.

7.2. Future work
In this study, layouts for a 5-point WEC array were selected, while focusing on the optimization of
the spacing between the WECs primarily, the size of the point absorber was predetermined based
on a review of relevant literature, which indicates a smaller and more compact WEC design holds
greater promise for operating efficiently in low-energy sea conditions. Also, the draft-radius ratio
was also pre-decided based on findings in the literature review.

These initial assumptions and decisions indicate that there is room for further improvement.
Future studies could explore the optimization of WEC size in combination with layout optimization
by conducting multi-objective optimization, for example, finding the optimal radius of the point
absorber in the array, which leads to an interesting and profitable topic in low-energy seas.

Additionally, during the simulation in WEC-Sim, the mooring system of the WEC was omitted in
modelling, and instead, a floating constraint was used to simulate the scenario. Although the power
matrix results turn out to give a high degree of closeness to the ideal values calculated by analytical
methods and mooring lines should not have a significant impact on hydrodynamic performance of
the WECs, it is important to acknowledge that inaccuracies may still exist since the model does not
fully represent the conditions in reality.

In future studies, it would be an improvement to use a mooring line configuration while mod-
elling the WECs, which represent real-world scenarios better. The credibility and reliability of the
simulation results can be further enhanced in this way.

Last but not least, the approach for optimization separates the hydrodynamic analysis part and
the algorithm execution part. This requires an approximate equation to be established by using the
data obtained in the hydrodynamic calculation.

In future studies, the hydrodynamic calculation process could be incorporated into each iteration
of the algorithm to achieve a more consistent methodology and a better approximation to reality.
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Appendix
7.2.1. Plotting results in NEMOH 2.8
tic
CA = readmatrix(“...”);
CM = readmatrix(“...”);
[numRows,numCols] = size(CA);
omega = CA(7:7:numRows , 1);
A = [0.1];
w = vertcat(A,omega);

% CA damping
Ca_11 = CA(1:7:numRows , 1); % surge
Ca_22 = CA(2:7:numRows , 2); % sway
Ca_33 = CA(3:7:numRows , 3); % heave
Ca_44 = CA(4:7:numRows , 4); % roll
Ca_55 = CA(5:7:numRows , 5); % pitch
Ca_66 = CA(6:7:numRows , 6); % yaw

% CM added mass
Cm_11 = CM(1:7:numRows , 1); % surge
Cm_22 = CM(2:7:numRows , 2); % sway
Cm_33 = CM(3:7:numRows , 3); % heave
Cm_44 = CM(4:7:numRows , 4); % roll
Cm_55 = CM(5:7:numRows , 5); % pitch
Cm_66 = CM(6:7:numRows , 6); % yaw

subplot(3,2,1);
hold on
plot(w , Ca_11,‘–bs’,w, Cm_11,‘–gs’,...
‘MarkerSize’,5,...
‘MarkerEdgeColor’,‘b’,...
‘MarkerFaceColor’,[0.5,0.5,0.5]);
legend(‘Added mass coefficient 3.0’,‘Damping coefficient 3.0’,‘Damping coefficient 2.8’,‘Added mass
coefficient 2.8’,‘Location’,‘southeast’)
title(‘Surge’)
xlabel(‘Wave frequency [rad/s]’)
ylabel(‘Added Mass Coefficient for Surge Motion [-]’)

subplot(3,2,3);
hold on
plot(w , Ca_33,‘–bs’,w, Cm_33,‘–gs’,...
‘MarkerSize’,5,...
‘MarkerEdgeColor’,‘b’,... ‘MarkerFaceColor’,[0.5,0.5,0.5]);
legend(‘Added mass coefficient 3.0’,‘Damping coefficient 3.0’,‘Damping coefficient 2.8’,‘Added mass
coefficient 2.8’,‘Location’,‘southeast’)
title(‘Heave’)
xlabel(‘Wave frequency [rad/s]’)
ylabel(‘Added Mass Coefficient for Heave Motion [-]’)

subplot(3,2,5);
hold on
plot(w , Ca_55,‘–bs’,w, Cm_55,‘–gs’,...
‘MarkerSize’,5,...
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‘MarkerEdgeColor’,‘b’,...
‘MarkerFaceColor’,[0.5,0.5,0.5]);
legend(‘Added mass coefficient 3.0’,‘Damping coefficient 3.0’,‘Damping coefficient 2.8’,‘Added mass
coefficient 2.8’,‘Location’,‘southeast’)
title(‘Pitch’)
xlabel(‘Wave frequency [rad/s]’)
ylabel(‘Added Mass Coefficient for Pitch Motion [-]’)

% Plot FN
Fe = readmatrix“...”);
[numRowsFe,numColsFe] = size(Fe);

Fe_1 = Fe(1:numRowsFe , 2); % surge
Fe_3 = Fe(1:numRowsFe , 4); % heave
Fe_5 = Fe(1:numRowsFe , 6); % pitch

subplot(3,2,2);
hold on
plot(w , Fe_1,‘–bs’,...
‘MarkerSize’,3,...
‘MarkerEdgeColor’,‘b’,...
‘MarkerFaceColor’,[0.5,0.5,0.5]);
title(‘Surge’)
legend(‘Excitation Force nemoh 2.8’,‘Excitation Force nemoh 3.0’,‘Location’,‘southeast’)
xlabel(‘Wave frequency [rad/s]’)
ylabel(‘Force Surge [N]’)

subplot(3,2,4);
hold on
Fh = plot(w , Fe_3,‘–bs’,...
‘MarkerSize’,5,...
‘MarkerEdgeColor’,‘b’,...
‘MarkerFaceColor’,[0.5,0.5,0.5]);
Fh.Color = [Fh.Color 0.5];
title(‘Heave’)
legend(‘Excitation Force nemoh 2.8’,‘Excitation Force nemoh 3.0’,‘Location’,‘southeast’)
xlabel(‘Wave frequency [rad/s]’)
ylabel(‘Force Heave [N]’)

subplot(3,2,6);
hold on
plot(w , Fe_5,‘–bs’,...
‘MarkerSize’,5,...
‘MarkerEdgeColor’,‘b’,...
‘MarkerFaceColor’,[0.5,0.5,0.5]);
title(‘Pitch’)
legend(‘Excitation Force nemoh 2.8’,‘Excitation Force nemoh 3.0’,‘Location’,‘southeast’)
xlabel(‘Wave frequency [rad/s]’)
ylabel(‘Force Pitch [N]’)
toc
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7.2.2. Hydrodynamic results from NEMOH 2.8 and 3.0

Figure 7.1: Hydrodynamic characteristics computed in NEMOH 3.0

Figure 7.2: Hydrodynamic characteristics computed in NEMOH 3.0

7.2.3. Modification on NEMOH 3.0 code
filename =“...”;
fileID = fopen(filename,‘r’);
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% Read the entire file into a character array
fileContents = fileread(filename);
% Replace all occurrences of “diffraction force” with “excitation force”
newContents = strrep(fileContents, ‘Excitation force’, ‘Diffraction force’);
% Close the file
fclose(fileID);
% Open the file for writing
fileID = fopen(filename,‘w’);
% Write the updated contents to the file
fprintf(fileID, ‘%s’, newContents);
% Close the file
fclose(fileID);

7.2.4. wecSimInputFile.m for d = 16 r as an example
%% Simulation Data
simu = simulationClass(); % Initialize Simulation Class
simu.simMechanicsFile = ‘fiveWECssixteen.slx’; % Specify Simulink Model File
simu.mode = ‘normal’; % Specify Simulation Mode(‘normal’,‘accelerator’,‘rapid-accelerator’)
simu.explorer = ‘on’; % Turn SimMechanics Explorer (on/off)
simu.startTime = 0; % Simulation Start Time [s]
simu.rampTime = 900; % Wave Ramp Time [s]
simu.endTime = 900; % Simulation End Time [s]
simu.solver = ‘ode4’; % simu.solver = ‘ode4’ for fixed step & simu.solver =‘ode45’ for variable step
simu.dt = 0.1; % Simulation Time-Step [s]
simu.cicEndTime = 10; % Specify CI Time [s]
waves = waveClass(‘irregular’);
waves.height = [0.5 1 1.5 2 2.5 3]; waves.period = [2 3 4 5 6 7 8]; % Initialize Wave Class and Specify
Type
waves.spectrumType = ‘JS’; % Specify Spectrum Type
waves.direction = [0,10,40]; % Wave Directionality [deg]
waves.spread = [0.1,0.2,0.7]; % Wave Directional Spreading [%]
%% Body Data body(1) = bodyClass(‘hydroData/5WECs16R.h5’); % Initialize bodyClass
body(1).geometryFile = ‘geometry/PA1.stl’; % Geometry File
body(1).mass = “equilibrium”; % User-Defined mass [kg]
body(1).inertia = [1294566.5655 1294566.5655 1294566.5655]; % Moment of Inertia [kg-m2̂]
...
%% PTO and Constraint Parameters % translational constraint(1)= constraintClass(‘Constraint1’);
% Initialize ConstraintClass for Constraint1
constraint(1).location = [0 0 0]; % Constraint Location [m]
...
% translational PTO pto(1) = ptoClass(‘PTO’); % Initialize ptoClass for PTO1
pto(1).stiffness = 0; % PTO Stiffness Coeff [Nm/rad]
pto(1).damping = 8000; % PTO Damping Coeff [Nsm/rad]
pto(1).location = [0 0 0]; % PTO Location [m]

7.2.5. userDefinedFunctionsMCR.m script
%Store Data
mcr.power_average(imcr) = power_abs_average;
mcr.pto_damping(imcr) = pto(1).damping;
% Close previous results
close all
% Scripts for last MCR case
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if imcr == length(mcr.cases)
%% Load/Store Results
H = mcr.cases(:,1);
T = mcr.cases(:,2);
gamma = 3.3;
c = mcr.pto_damping’;
P = abs(mcr.power_average’);
all_height = mcr.cases(:, 1);
num_period = sum(all_height == 2);
num_height = (max(all_height)*2);
p_a = mcr.power_average;
new_matrix = reshape(p_a, num_period, num_height)’;
new_matrix = flip(new_matrix,2);
figure
mat1 = new_matrix/1000;
mat = mat1;
save(‘powermatrix.mat’,‘mat1’);
%save power matrix data imagesc(mat); % Create a colored plot of the matrix values
colormap parula
textStrings = num2str(mat(:),‘%0.2f’);
textStrings = strtrim(cellstr(textStrings));
[x, y] = meshgrid(1 : num_period, 1 : num_height);
hStrings = text(x(:),y(:),textStrings(:),...
‘HorizontalAlignment’,’center’);
midValue = mean(get(gca,‘CLim’));
textColors = repmat(mat(:) < midValue,1,3);
set(hStrings,‘Color’,num2cell(textColors,2));
c_bar = colorbar;
c_bar.FontSize = 12;
c_bar.Label.String = ’Power (kW)’;
set(gca,‘XTick’,1:num_period,...
‘XTickLabel’,‘8’,‘7’,‘6’,‘5’,‘4’,‘3’,‘2’,...
‘YTick’,1:num_height,...
‘YTickLabel’,‘0.5’,‘1’,‘1.5’,‘2’,‘2.5’,‘3’,...
‘TickLength’,[0 0]);
xlabel(‘Tp(s)’)
ylabel(‘Hs(m)’)
title([‘Power Matrix for Damping = 8000 [N/m/s]’])
fig = gcf;
fig.Units = ‘inches’;
fig.Position = [1 1 16 10];
file_path = pwd;
file_name = ‘PowerMatrix16.png’;
saveas(gcf, fullfile(file_path, file_name)); % save figure to current direction
end
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7.2.6. Power matrices for the WEC array
Configuration 1

Figure 7.3: Power matrix, 5 WECs, d = 16R, dP T O = 8KN/ − s/m

Figure 7.4: Power matrix, 5 WECs, d = 12R, dP T O = 8KN/ − s/m
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Figure 7.5: Power matrix, 5 WECs, d = 10R, dP T O = 8KN/ − s/m

Figure 7.6: Power matrix, 5 WECs, d = 9R, dP T O = 8KN/ − s/m
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Figure 7.7: Power matrix, 5 WECs, d = 8R, dP T O = 8KN/ − s/m

Figure 7.8: Power matrix, 5 WECs, d = 7R, dP T O = 8KN/ − s/m
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Figure 7.9: Power matrix, 5 WECs, d = 6R, dP T O = 8KN/ − s/m

Figure 7.10: Power matrix, 5 WECs, d = 5R, dP T O = 8KN/ − s/m
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Figure 7.11: Power matrix, 5 WECs, d = 4R, dP T O = 8KN/ − s/m

Configuration 2

Figure 7.12: Power matrix, 5 WECs, d = 16R, dP T O = 8KN/ − s/m
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Figure 7.13: Power matrix, 5 WECs, d = 12R, dP T O = 8KN/ − s/m

Figure 7.14: Power matrix, 5 WECs, d = 10R, dP T O = 8KN/ − s/m
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Figure 7.15: Power matrix, 5 WECs, d = 9R, dP T O = 8KN/ − s/m

Figure 7.16: Power matrix, 5 WECs, d = 8R, dP T O = 8KN/ − s/m
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Figure 7.17: Power matrix, 5 WECs, d = 7R, dP T O = 8KN/ − s/m

Figure 7.18: Power matrix, 5 WECs, d = 6R, dP T O = 8KN/ − s/m
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Figure 7.19: Power matrix, 5 WECs, d = 5R, dP T O = 8KN/ − s/m

Figure 7.20: Power matrix, 5 WECs, d = 4R, dP T O = 8KN/ − s/m
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7.2.7. Annual power output
Configuration 1

Figure 7.21: Annual power output, d = 16R

Figure 7.22: Annual power output, d = 12R
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Figure 7.23: Annual power output, d = 10R

Figure 7.24: Annual power output, d = 9R
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Figure 7.25: Annual power output, d = 8R

Figure 7.26: Annual power output, d = 7R
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Figure 7.27: Annual power output, d = 6R

Figure 7.28: Annual power output, d = 5R



7.2. Future work 85

Figure 7.29: Annual power production, d = 4R

Configuration 2

Figure 7.30: Annual power output, d = 16R



7.2. Future work 86

Figure 7.31: Annual power output, d = 12R

Figure 7.32: Annual power output, d = 10R
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Figure 7.33: Annual power output, d = 9R

Figure 7.34: Annual power output, d = 8R
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Figure 7.35: Annual power output, d = 7R

Figure 7.36: Annual power output, d = 6R
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Figure 7.37: Annual power output, d = 5R

Figure 7.38: Annual power production, d = 4R
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