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ABSTRACT

The seismic building structural type (SBST) is an important input for seis-
mic vulnerability and risk assessment, as it describes the main load-bearing
structure of a building and, therefore, its behaviour under seismic load.
However, for numerous areas in earthquake prone regions SBST informa-
tion is outdated, unavailable, or simply not existent. Traditional methods to
gather this information, such as building-by-building inspections, are costly
and highly time-consuming, making them unfeasible for assessing large
building inventory. Previous research in the area has shown that datasets
available on a large scale, such as remote sensing or cadastral data, can be
combined with a limited number of in situ building inspections, in a su-
pervised machine learning approach. This can allow to predict SBSTs of
buildings without first inspecting them. This thesis investigates into the
usability of such an approach for the building stock of Groningen in the
Netherlands.

Within the context of the Groningen Earthquake Structural Upgrading proj-
ect, Arup Amsterdam processes building inspections to determine SBSTs
defined by the Global Earthquake Model (GEM) taxonomy. This results in a
dataset where attributes, such as the lateral load resisting system, the floor
and exterior wall type are known for a limited number of buildings in the
Groningen region. The GEM attributes provide important information to
seismically assess the buildings. Since the GEM attributes cannot directly
be measured or observed on a large scale, we extract the construction year of
the Groningen buildings and geometric features, such as the gutter height
and footprint area, from a cadastral dataset and an aerial laser scanning
(ALS) point cloud. This allows to represent buildings that have not been
inspected, with a feature vector containing relevant information to predict
their SBST. Based on this feature representation, a random forrest classifier
is used to classify a sample of the Groningen buildings. Compared to a
buildings ground truth, predictive accuracies between 53% and 93% are
achieved, depending on the specific type. Although, we only conduct this
process with the eight most common SBSTs in a sample dataset, it can in
theory be used for the full Groningen building stock. A prerequisite of the
method is that enough training samples for each type are available, as an
input for the supervised machine learning algorithm.

Besides the geometric features mentioned above, we also investigate into
different ways of describing the geometric shape of a building. We base this
step on the assumption that similar SBSTs and similar seismic behaviour of
buildings, can be inferred from geometric similarities. To describe the geo-
metric shape of a building we apply Shape DNA, a spectral shape descriptor
based on the beginning sequence of the eigenvalues of the Laplace-Beltrami
operator. We make use of the finite element discretisation of the Laplace-
Beltrami operator that can be applied on a 2-manifold triangle mesh. In an
experiment with synthetically generated meshed building models, we suc-
ceed in predicting the roof type of buildings with accuracies of 85% and bet-
ter, only relying on a buildings Shape DNA. The roof of a building thereby
serves as a local shape feature, that cannot easily be described and identi-
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fied by using traditional shape analysis of buildings. Such shape features
are expected to provide relevant information when predicting the SBST or
the behaviour of a building under seismic load.

We also propose a process to gain a 2-manifold triangle building mesh from
the ALS point cloud and building footprints. Using this process, it is possi-
ble to apply Shape DNA in the prediction of SBSTs for the Groningen build-
ings. However, when applied on our sample dataset, Shape DNA could
not improve the predictive accuracies. The reasons for this are manifold:
1) The meshes from the real world dataset are not as regular and dense as
the synthetically generated building meshes. This can lead to inaccurate
eigenvalues and, thus, to an inaccurate description of the building geome-
try. A reconstruction of the building geometry in the form of a structured
boundary representation is necessary to improve the mesh quality. 2) Our
sample dataset may be too small to allow the machine learning algorithm to
benefit from the extensive geometric information provided by Shape DNA.
More information generally also carries more noise, that can affect the ma-
chine learning algorithm adversely. Many algorithms have ways to sort this
problem out internally, however, they may require more training data to
do so. 3) Our sample dataset mostly includes terraced houses that have a
relatively similar geometry. Different kinds of observations, such as visual
features, may be necessary to distinguish different SBSTs with similar ge-
ometries. 4) The SBST only allows an estimate of the seismic behaviour of
buildings. The actual seismic behaviour may have a stronger dependency
on the geometry of a building. Thus, supervising a machine learning algo-
rithm with e.g. a seismic vulnerability index instead of SBSTs, described by
the GEM taxonomy, may be beneficial for conducting a large scale seismic
assessment.

In general, this thesis shows a lot of potential in the combination of knowl-
edge from the domains of Geomatics, machine learning and seismic engi-
neering. We prove that large scale seismic assessment using remote sensing
and cadastral data in a supervised machine learning approach is possible.
We, thus, also validate previous research in this area for a sample of the
Groningen building stock in the Netherlands. Further research for the re-
maining building stock, large scale seismic assessment in general, and the
usability of Shape DNA for shape analysis of buildings is necessary.
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1 INTRODUCT ION

Seismic risk has been defined as the potential social, economic and envi-
ronmental consequences of a seismic event. Of the three factors that deter-
mine seismic risk, namely the values of elements at risk, their vulnerability
and the probability of occurrence of a seismic event, only the first two are
amenable to human control [19]. Mitigating seismic risk to a level that is
acceptable for affected communities is one of the key steps of seismic risk
management. An effective way to reduce seismic risk is the design and con-
struction of earthquake resistant structures. However, the majority of the
built environment is erected largely oblivious to this fact, even though the
existence of seismic activity is well known to humanity [3]. Thus, knowl-
edge about the seismic vulnerability of existing building stock is of vital
importance in seismic risk management, e.g. for the design and develop-
ment of seismic retrofit strategies.

1.1 motivation and problem statement

The seismic building structural type (SBST) reflects the main load-bearing
structure of a building and therefore its behaviour under seismic load [22].
However, for numerous areas in earthquake prone regions this information
is often outdated, unavailable, or simply not existent [21]. Traditional meth-
ods to gather this information, such as building-by-building inspections,
are costly and highly time-consuming, making them unfeasible for a whole
building stock. For this reason the use of remote sensing data and ancillary
information (such as cadastral data) has been proposed to allow a fast ac-
quisition of SBST information on urban and regional scale. Subsequently,
machine learning algorithms may be used to analyse the gathered infor-
mation, e.g. to classify a building stock into groups with similar SBSTs
[22, 36, 50, 62]. However, existing approaches for such a workflow often
deliver highly aggregated results in terms of their spatial or typological
granularity, and therefore prevent a precise seismic assessment.

1.2 objective and research question

This research investigates into the use of remote sensing data and ancillary
information to assist large scale seismic vulnerability assessment. In a case
study, we aim to develop and implement a methodology to automatically
predict a detailed SBST for buildings of the Groningen building stock in the
north of the Netherlands. To realise the prediction we aim to apply machine
learning techniques. Subsequently, the predicted SBST should allow an as-

1
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sessment of the seismic vulnerability of each building, which is, however,
out of the scope of this thesis.

As a second objective, we investigate into the use of different shape de-
scriptors, that can be applied on building geometries extracted from remote
sensing and cadastral data. We thereby follow the assumption that similar
structural systems and materials can be inferred from geometric similarities
[14]. Simply spoken, shape descriptors map (parts of) the shape of an ob-
ject onto a numerical vector. Subsequently, such a vector may be used in
a machine learning algorithm to quantify geometric similarities. The focus
of our investigation is Shape DNA, a shape descriptor based on the begin-
ning sequence of the eigenvalues of the Laplace-Beltrami operator (LBO)
[48].

The main research question and sub-question for this thesis are stated as
follows:

To which extent is it possible to describe geometric similarities of
buildings using Shape DNA?

Which shape descriptors are relevant for the prediction of seismic building
structural types and how can they be applied on a building representation?

1.3 use case

Arup Amsterdam is commissioned with a large scale seismic risk assess-
ment for the region of Groningen in the Netherlands. In this region, seis-
mic risk is induced by the extraction of gas from the large Groningen gas
field [40]. This leads to a unique situation where the traditional, mainly
non-resilient building stock of the Groningen region is exposed to recur-
ring seismic events with minor intensities. To prevent damage to buildings,
the development of a seismic retrofit strategy is necessary. This requires
detailed information about the Groningen building inventory. However, in
situ inspections of every building are not feasible, considering the size of
the building stock with more than 250.000 buildings. The large amount of
openly available remote sensing and cadastral data provided by the Dutch
government can complement existing building inspections and help to anal-
yse the building stock in a significantly reduced amount of time.
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1.4 scope

Pattern Recognition &
Machine Learning Shape Analysis

Seismic 
Engineering

Geomatics

Figure 1.1: Scope of the thesis as the intersection of four domains

In this thesis we focus on the intersection of the four domains depicted in
figure 1.1. We will discuss topics that are relevant to achieve the objectives
and answer the research question (section 1.2). Furthermore the following
remarks are made:

• Our focus is the development and implementation of SBST prediction
for the presented use case. Beyond this use case we present possible
options and give recommendations, but not develop a general method-
ology for large scale seismic vulnerability assessment.

• We only have a limited amount of data available for this thesis, com-
prising less than 10% of the building stock of the Groningen region.
A quantitative evaluation of the developed methodology can only be
given for the available dataset. This entails that we will not actually
predict the SBSTs for the full building stock. However, we aim to de-
velop and implement a methodology that is able to achieve this goal.
Thus, we aim to exclude any specificities from the dataset as good as
possible to get an unbiased performance estimate of our implementa-
tion.

• For the investigation of different shape descriptors, such as Shape
DNA, we do not limit ourselves to the presented use case. For a quan-
titative evaluation of different approaches we generate synthetic build-
ing models with distinct geometries for this part of the research.

1.5 outline and contributions

In chapter 2 we provide an introduction to the fields of seismic vulnerability
assessment, sensing and modeling of the built environment, machine learn-
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ing and pattern recognition, and shape analysis. Concepts that are necessary
to understand the remainder of the thesis are discussed and the particular
datasets and techniques that we use in our approach are motivated. We
also mention alternative ways independent of the case study of this thesis,
some of them being further discussed in a future work section in chapter 5.
These sections can be seen as a conceptual framework for large scale seis-
mic building vulnerability assessment. Furthermore, we briefly present the
previously conducted research in this area. A variety of largely heteroge-
nous approaches have been developed, often tailored to the presented case
studies.

In chapter 3 we report on the development and implementation of a method-
ology for predicting SBSTs. The main idea for this process is depicted in fig-
ure 1.2. We reconstruct a three-dimensional (3D) building model using an
airborne laser scanning (ALS) point cloud and building footprint polygons.
We apply different shape descriptors on this model to extract geometric fea-
tures of the building. Then we represent every building by a feature vector
consisting of the geometric features and the building’s year of construction.
This representation is used to classify the buildings into groups of similar
SBSTs using a supervised learning algorithm. The groups are defined using
the Global Earthquake Model taxonomy. Furthermore, we construct syn-
thetic building models with different roof types and extensions to gain a
deeper understanding of the suitability of different shape descriptors for
shape based building classification.

Chapter 4 reports on experiments conducted with the synthetic building
models, and with an available dataset of parts of the Groningen building
stock.

In chapter 5 we provide a discussion about the outcomes of the thesis and
conclude by answering the research question. Additionally, we give recom-
mendations for possible future work following the ideas of this thesis.
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Figure 1.2: Methodology of our approach. A more detailed version of the process is
depicted in figure 3.1.





2 BACKGROUND AND RELATED
WORK

2.1 seismic vulnerability assessment

2.1.1 Introduction

Considering the case of a single building, its loss E may be defined as the
cost of restoring the building to its original state before the earthquake,
or demolishing and replacing it by an identical building at the same site.
The associated seismic risk R to the building can be calculated as follows
[19]:

R = E ·
imax∫
0

Vi · pi ·di. (2.1)

The vulnerability Vi, thus defined, is expressed by a mathematical function
that relates the loss of the building to seismic ground motion of intensity
i and probability pi of such ground motion occurring at the site during a
given period of time. Different approaches exist for developing vulnerabil-
ity functions, such as empirical, analytic or expert based approaches (or a
combination thereof) [12]. Before choosing the most appropriate approach
it is essential to first establish the project objectives [18]. Even with detailed
building inspections, modeling seismic vulnerability of a building is not a
trivial and time consuming process. For this reason, a building inventory
is often grouped into typologies with similar seismic behaviour [30]. How-
ever, defining such a typology, i.e. classifying buildings according to their
expected seismic behaviour, is not an obvious process.

2.1.2 Global earthquake model taxonomy

The Global Earthquake Model foundation1 provides an internationally stan-
dardised scheme for seismic risk assessment. Within this scheme, the Global
Earthquake Model building taxonomy was developed, to allow the uniform
classification of buildings with regard to their expected seismic behaviour.
To this end, the Global Earthquake Model (GEM) taxonomy describes a
building with 13 attributes (see section 2.1.2.1 to 2.1.2.13) that uniquely de-
termine its SBST.

1 https://www.globalquakemodel.org/

7
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2.1.2.1 Direction

This attribute enables the distinction between different LLRSs in the two
main directions of the building. A common example are terraced houses
that may have a wall based lateral load resisting system (LWAL) in the di-
rection parallel to the street, but have no lateral load resisting system (LN)
in the direction orthogonal to that. In the GEM taxonomy the parameter
is used by indexing the LLRS with X or Y. In this thesis we will first write
the material and LLRS in X direction following by material and LLRS in Y
direction.

2.1.2.2 Material of the lateral load-resisting system

This attribute determines the material of the lateral load-resisting system.
Examples may be concrete (CR), wood or unreinforced masonry (MUR)2.

2.1.2.3 Lateral load-resisting system

The lateral load-resisting system (LLRS) describes the structural system that
provides resistance against horizontal earthquake forces through vertical
and horizontal components. Examples are wall based lateral load resisting
systems (LWALs) or hybrid lateral load resisting systems (LHs). In the latter
case, different types of LLRS are combined in one structure. Figure 2.1
shows some further examples.

Figure 2.1: Examples of lateral load-resisting systems: a) Wall (LWAL); b) Moment
Frame; c) Infilled Frame and d) Braced Frame [11].

2.1.2.4 Height

The building height above ground in terms of the number of storeys (e.g. a
building is 3-storeys high); ideally also including information on number of
basements (if present). This is an important feature, regarding the seismic
behaviour of a building. Even though it can be represented with a single
number, it is typically not available on a large scale.

2.1.2.5 Date of construction or retrofit

The date of construction or retrofit identifies the year when the building
construction was complete. This parameter is often available on a large
scale and can also facilitate the prediction of other GEM attributes.

2 In all the figures of this thesis the abbreviation MU is used instead of MUR.
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2.1.2.6 Occupancy

This attribute is not relevant for the vulnerability of a structure. It is merely
used to estimate the exposed people in the building. If no direct informa-
tion about the occupancy of a structure is available, it may be estimated by
looking at the building use, such as residential, commercial, industrial and
educational. As an example, educational buildings (e.g. a school) may have
a high occupancy during the day but non to little during the night.

2.1.2.7 Building position within a block

The building position within a block is especially relevant for terraced houses,
where units at the end of a block may behave differently than buildings
within the block. Detached buildings are not attached to any other blocks.

2.1.2.8 Shape of the building plan

The shape of the building footprint, such as T, L or U shaped may have an
influence on the buildings seismic performance.

2.1.2.9 Structural irregularity

This attribute can be used to describe a building’s structural arrangement,
such as one story significantly higher than other stories, an irregular build-
ing shape, or change of structural system or material that produces a known
vulnerability during an earthquake.

2.1.2.10 Exterior walls

The material of exterior walls describe the building enclosure. In this thesis
we use this parameter to denote the presence of an outer leaf wall as follows:
outer leaf wall present (EW) or no outer leaf wall present (EWN).

2.1.2.11 Roof

This attribute describes the roof shape, material of the roof covering, struc-
tural system supporting the roof, and roof-wall connection. The roof shape
may be described as gabled, shed, hipped or flat.

2.1.2.12 Floor

This attribute describes floor material, floor system type, and floor-wall con-
nection. In this thesis we only describe the material of the building floor,
such as wooden floor (FW), concrete floor (FC), masonry floor (FM) or other
floor (FO) material.
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2.1.2.13 Foundation system

The foundation system transmits loads from the building to the underlying
soil. Examples are shallow or deep foundation systems, where the choice is
mostly depending on the soil conditions.

2.1.3 Summary and conclusion

In this thesis we focus on the first step of seismic vulnerability assessment
of a building stock: the classification of buildings according to their SBST.
We describe the SBST by using six out of the 13 GEM attributes. This is due
to characteristics of the Groningen building stock, where these attributes
reflect the most influential parameters on the vulnerability of the buildings.
By first expressing the material and LLRS in the main direction, material
and LLRS in the second direction, floor and exterior walls, a SBST can be
represented such as the following: CR LWAL CR LN. In words, concrete with
wall based lateral load resisting system in the main direction and concrete
with no lateral load resisting system in the second direction, which is a
common SBST for a terraced building unit. Figure 2.2 shows some more
examples of common building types in the Groningen building stock and
table 2.1 describes the SBST of the buildings with the six GEM attributes
that are used in this project.

Figure 2.2: Exemplary building models of Groningen building stock. See table 2.1
for a legend. The classification process of these buildings conducted by
Arup is further described in section 3.1.2.
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Table 2.1: Examples of Groningen SBSTs described with GEM taxonomy

Materialx LLRSx Materialy LLRSy Floor EW Description

MUR LH MUR LH FW EWN agricultural

MUR LWAL MUR LWAL FW EWN single	unit

MUR LWAL MUR LN FC EW terraced

CR LWAL CR LN FW EW terraced

*The columns and colours used correspond to figure 2.2.

Using the GEM taxonomy an expert in the field of seismic engineering may
now be able to classify inspected buildings according to their SBST. In this
process he can relate observations of the building to patterns learned over
years. As an example, a seismic engineer knows exactly how to distinguish
a LWAL from a LH system. However, this manual labelling would be very
time consuming for grouping a whole building stock. The fields of pat-
tern recognition and machine learning aim to make the process of detecting
and learning of patterns explicit, such that it can be partially or entirely
implemented on computers [28]. This will allow a much faster automatic
classification process.

2.2 machine learning and pattern recogni-
tion

2.2.1 Introduction

The word pattern can describe slightly different but related concepts [17]: a
possible definition of the word pattern is the entire similarity structure in
a collection of objects (e.g. buildings), additionally, a pattern can refer to a
subset of similar objects in a larger set. In the following, we will use the
word pattern class (or simply class) for the second case.

Given a group of objects, there are at least two ways to build an automatic
pattern recognition system [61]: 1) supervised learning (e.g. classification,
see figure 2.3), where a teacher (e.g. seismic engineer) provides a category
label for each pattern class and for each object in a training set, or 2) un-
supervised learning (e.g. clustering), in which similar objects are assigned
to a hitherto unknown class. In unsupervised learning there is no explicit
teacher, and the system forms natural groupings defined by the clustering
algorithm itself [16]. Given a particular set of patterns, different algorithms
can lead to different clusters. If we want to make sure that the groupings
correspond to the predefined SBSTs (section 2.1.3) we need to make use of
a supervised learning approach. This entails that we need a training set of
buildings, each labelled with its corresponding SBST. To allow a machine to
recognise the patterns in the labeled training set, we need a representation
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of the buildings in terms of measurable observations that enable a numeric
or logic comparison with other buildings in the same problem [17].

Figure 2.3: The process of supervised learning (Figure taken from [56])

2.2.2 Feature based object representation

In traditional pattern recognition approaches, such as statistical classifica-
tion, we choose to represent objects by a set of characteristic features. Fea-
tures are object properties that might be relevant to determine the object’s
class. Extracting these features from the object is generally problem depen-
dent and thus requires knowledge of the domain [16]. Examples of features
that might be relevant for SBST classification are the year of construction
or footprint area of a building. By extracting these properties from the
building model (section 2.3.4), we can build a two-dimensional (2D) feature
vector storing the corresponding feature values. The feature vector can be
seen as a map of the feature names, e.g. building footprint area and year of
construction to a vector of a numerical type. Following this example the first
building (top right) of figure 2.2 can be represented with its corresponding
feature vector

x1 =

[
819
1940

]
[m, yr.]

.

Applying such a map to every building also allows to embed the buildings
in a vector space spanned by all the feature vectors. We call this vector space
the feature space. The exemplary buildings of figure 2.2 are embedded in
the feature space spanned by their footprint area and year of construction
and visualised with a scatter plot in figure 2.4.
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Figure 2.4: Exemplary buildings in feature space spanned by footprint area of the
buildings (fparea) and year of construction (yoc)

The feature space offers a direct and intuitive way to see whether a fea-
ture representation is a good basis for the subsequent classification problem.
If the chosen features really correspond to characteristic properties of the
SBSTs, then buildings with the same SBST are close in feature space.

If the dimension of the feature vectors get bigger (> three-dimensional
(3D)), it becomes increasingly challenging to plot the data. Techniques
like multidimensional scaling (MDS) or the recently developed t-distributed
stochastic neighbour embedding (t-SNE) [37] can help to visualise high di-
mensional data in a two or three dimensional space, e.g. again in the form
of a scatter plot.

Representing the buildings by their feature vectors also allows to calculate
some type of distance between buildings, e.g. by calculating the euclidean
distance between their feature vectors. If the inter-class distances (i.e., be-
tween different SBSTs groups) are much larger than the intra-class distances
(i.e. inside a group of one SBST class), the classification problem is easy. If
they are of similar orders, either the classes overlap, or a more advanced
procedure is needed to separate the classes. Obviously, a representation
with large inter-class variability and small intra-class variability is desirable
[28].

Sometimes it may be a problem if the spread of a feature is much larger
compared to other features. If we, for example, look at buildings from the
years of 1950 to 1970 with a footprint area of 100 to 600 m2 the footprint area
will have a much bigger influence on most distance measures. If features
are considered to be equally important, feature spaces should be created
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in which they are equally scaled [17]. This can be done by subtracting the
mean of all feature values and dividing by their corresponding standard
deviation. This technique is called feature standardisation [43] and is also
what we will use for the classification process applied in this thesis.

2.2.3 Generalisation and classification

In a next step, we assume that the patterns found in the observations (i.e.
the measured feature values of the buildings) made on the training set are
representative for all objects (buildings) in the same problem. This process
is called generalisation and can allow to estimate the SBST of unlabelled
buildings. Different ideas, developed in multivariate statistics, statistical
pattern recognition or machine learning exist to build a decision function,
such as a classifier, optimised by learning from the examples in the training
set.

One way to build such a decision function is to first estimate the (posterior)
probability with which an unknown object belongs to the classes ωi, given
the corresponding feature vector takes the value x. Afterwards, one can
simply choose the class membership with the highest probability to classify
the unknown object. In general there are two ways to estimate the poste-
rior probability. First, it can be calculated according to the Bayes’ theorem
[16]:

P(ωi|x) =
p(x|ωi)P(ωi)

p(x)
. (2.2)

Following this approach, an optimal decision function can be found, result-
ing in the least possible classification error. However, to arrive at this goal,
the probability of every possible feature value in the given problem (or po-
tentially even every combination for multiple features) has to be known (i.e.
the class conditional probability density function p(x|ωi)). This is in gen-
eral not possible or at least not feasible. Different techniques have been
developed to estimate the class-conditional probability densities based on
the available training set. However, often a different approaches, in which
the posterior probabilities are estimated directly tend to deliver better re-
sults [41]. A variety of different classifiers have been developed following
this approach.

Depending on the nature and complexity of the problem and the available
input data, different classifiers may be more or less appropriate and lead
to different results. In general, there is no single classifier that will work
best on any given dataset (cf. No Free Lunch Theorem [16]). A common ap-
proach is to simply compute different classifiers, and interpret their results
before choosing a final classifier for the classification of the unknown sam-
ples. In the following section 2.2.3.1 to 2.2.3.5 we provide an overview of
classifiers which are frequently applied to the problem of automatic build-
ing and SBST classification [22, 36, 50, 62], and will therefore also be ex-
plored in this thesis. For an in depth and mathematical description of the
concepts the reader is referred to the work of Duda et al. [16] or Theodoridis
and Koutroumbas [57]. Besides presenting their main idea, we visualise the
decision functions of the different classifiers calculated by using the train-
ing sample given in figure 2.2. However, this is merely meant to depict and
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compare the concepts of the classifiers rather than drawing conclusions for
the automatic classification developed in this thesis. The reason for this is
that the bespoke training sample is to small to allow a generalisation of the
observations to the complete Groningen building stock.

2.2.3.1 Support Vector Machine

The Support Vector Machine (SVM) is a linear classifier that constructs a
hyperplane in feature space to separate two classes [15]. The location and
orientation of the hyperplane is optimised in an initial training phase. This
is done in a way that the margin which the hyperplane leaves to both classes
is maximised [57]. In some cases it might be desirable to allow misclassifi-
cations, i.e. to allow training samples to be located on the incorrect side
of the respective hyperplane. The trade-off between leaving a high margin
and keeping the number of misclassifications small is controlled by the cost
parameter C. This parameter has to be given by the user before the actual
training of the SVM.
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Figure 2.5: Buidlings in feature space with linear SVM applied

A limitation of the SVM is that it will generally not be able to satisfyingly
solve arbitrary non-linearly separable classification problems, even with the
added flexibility of allowing misclassifications. To this end, the SVM can
be extend with the so-called kernel trick. In this approach a kernel func-
tion K(x, y) defines a nonlinear mapping to a sufficiently high-dimensional
feature space in which the training samples are linearly separable (see fig-
ure 2.7). The kernel function thereby replaces the dot product 〈x, y〉 occur-
ring in the mathematical formulation of the SVM.
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Figure 2.6: Kernel function applied to SVM

Typical examples for kernel functions are [56] radial basis functions (Gaus-
sians) with the form

K(x, y) = exp
(
− ||x− y||2

σ2

)
(2.3)

or polynomial functions with the form

K(x, y) = (xTy + 1)d. (2.4)

The shape of the kernel function, such as the variance of the Gaussian
σ or the degree of the polynomial function d, need to be defined by the
user.

Once optimal solutions for the type and shape of the kernel function (if
necessary) and the cost parameter C have been found, unknown objects can
be classified by calculating on which side of the separating hyperplane they
lie on. The main advantage of the SVM is that it generalises remarkably
well, even in high dimensional feature spaces with relatively small training
sets [56].

So far we have seen how SVMs can be used in binary classification prob-
lems. It is possible to extend the SVM approach to multiclass problems, i.e.
the classification of N classes. This is done by combining multiple binary
classifiers, either in a one-vs-one or one-vs-rest approach [57]. In the first
case a SVM is calculated for all pairs of classes, resulting in N · (N − 1)/2
classifiers [43]. In the second case N SVMs are trained to separate a single
class from all others.
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Figure 2.7: Buidlings in feature space with kernel SVM applied

Figure 2.5 and 2.7 show the decision boundaries of a linear and a non-linear
SVM with a gaussian kernel. Both SVMs are trained using the one-vs-rest
approach. This approach will also be used for the classification of SBSTs,
as it is generally considered to deliver similar results to the one-vs-one ap-
proach while being computationally less expensive [43].

2.2.3.2 K-Nearest Neighbour

The K-Nearest Neighbour (k-NN) classifier requires no training phase to
construct a general internal decision function. Instead, unknown samples
are classified according to the majority class membership of their k-nearest
neighbours in feature space. To find near neighbours, an appropriate dis-
tance measure, such as the Euclidean distance, has to be defined. The num-
ber of neighbours k allows for a good control over the complexity of the
classifier. A value that is not a multiple of the number of classes should be
chosen [57]. For a large number of training samples the k-NN classifier of-
ten leads to a good classification performance. However, for a large number
of features compared to the amount of training samples, the performance
may decrease.
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Figure 2.8: Buidlings in feature space with k-NN applied

2.2.3.3 Decision Tree

The decision tree is another effective, yet simple classifier [46]. The train-
ing step of the decision tree can be seen as asking a sequence of questions
in the form of ”is f eature x > α ?” [57]. Here, α is a threshold value,
that is decided according to a splitting criterion such as entropy or Gini
impurity [16]. The questions sequentially split the feature space into sev-
eral subspaces, each bounded by multiple axis parallel decision boundaries.
Following this procedure one could eventually arrive at a state where each
subspace only includes a single class. However, this can result in a heavily
overtrained classifier. To avoid overtraining there exist multiple stopping
criteria, such as limiting the depth of the tree. In the classification phase
unknown objects simply traverse the tree by subsequently answering the
questions. Eventually objects will arrive at a leaf node classified correspond-
ing to one of the subspaces. The sample is then classified according to the
mode of the classes in this subspace.
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Figure 2.9: Buidlings in feature space with Decision Tree applied

The main disadvantage of decision trees is that they may exhibit high vari-
ations even on small perturbations of the training set or the order of the
features that are used for the splits. This hampers the decision tree method
to generalise well for complex datasets.

2.2.3.4 Random Forest

The Random Forest (RF) is an ensemble classifier, based on multiple de-
cision trees [10]. This approach follows the common idea of combining
several weak classifiers into one strong ensemble. The base classifiers of a
random forest are decision trees constructed using random feature sub-sets
and random sub-samples of the training set (bagging). The number of trees
to construct has to be defined by the operator, and can potentially be large
(> 200 trees). In the classification step, every object traverses each decision
trees. The final class membership is determined by the mode of the classifi-
cation results of all the trees. With the help of bagging the variation of the
single decision trees can be stabilized. Additionally, some of the decision
trees may perform better in particular parts of the feature space even if their
performance is not ideal on the whole feature and sample set.
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Figure 2.10: Buidlings in feature space with RF applied

This is a general feature of ensemble classifiers that in fact allows to con-
struct different classifiers optimized for different parts of the feature space.
For SBST classification this can be a useful property. The presence of many
different SBSTs may be the result of a variety of influences, leading to di-
verse patterns in the dataset.

2.2.3.5 Artificial Neural Network

Artificial Neural Network (ANN)s are based on the idea of the human ner-
vous system. They consists of several nodes (the neurons) combining mul-
tiple inputs into a single output [17]. The neurons are organized in layers
forming a network with weighted connections. Usually the network consist
of at least one input layer representing the feature values, one or several hid-
den layers, and an output layer representing the class confidences (cf. pos-
terior probabilities). With this in principle any nonlinear decision boundary
can be modeled [66]. ANNs are trained in a sequential process adjusting the
weights of the connections, usually with a gradient descent method, such as
backpropagation.



2.2 machine learning and pattern recognition 21

200 400 600 800
fparea

1860

1880

1900

1920

1940

1960

1980

2000

yo
c

CR LWAL CR LN
MU LH MU LH
MU LWAL MU LN
MU LWAL MU LWAL

Figure 2.11: Buidlings in feature space with ANN applied

ANNs and many variations thereof have proven to be effective, especially
for image classification tasks. A disadvantage of ANNs is that they require
the tuning of many parameters, such as the number of neurons per layer,
the number of hidden layers or the learning rate used in the training phase.
Additionally, the may be prone to overfitting their decision boundary onto
the specific training set, which can also be seen in figure 2.11.

2.2.4 Evaluation

The evaluation of the classification result is necessary to get an understand-
ing of the quality of a carried out classification. To that end, we need to
compare the classifier’s predicted class memberships to the corresponding
ground truth. The ground truth class membership is in general only known
from the objects in the labelled training set. Assessing the quality of a clas-
sification based on the prediction of the training set is a methodological
mistake that can lead to a heavily biased performance measure [16, 17]. To
overcome this issue, we need to split the total amount of labelled data sam-
ples into at least two parts: a train and a test set. However, since labelled
data samples are usually sparse, we will often face the challenge of com-
promising between a reasonably sized test set, giving us a reliable measure
of the classification performance, and a train set, allowing us to accurately
train our classifier. A common way of avoiding this compromise is so-called
k-fold cross-validation (CV) (figure 2.12).
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Figure 2.12: K-fold cross-validation

K-fold CV is a procedure where the labelled sample set is randomly split
into k disjoint sets (folds) of equal size. In an iterative process the perfor-
mance of the classification is assessed by one of the folds held out as a test
set, while all the remaining k− 1 folds are used to train the classifier. Given
a test set, there are several possibilities to measure the performance. A so-
called confusion matrix (see figure 2.13) can give insight into the correct and
false predictions per class.
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Figure 2.13: Confusion matrix
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As an examples, the entry M11 of this matrix gives the number of the cor-
rectly classified samples of type 1 normalised by the total number of sam-
ples of type 1. However, often it is desirable to assess the performance of a
classification with a single figure. An example for such a measurement is
the classification accuracy, defined as

A =
1
N
·∑

i
Mii. (2.5)

Averaging a performance measure, such as the accuracy, over k iterations of
a CV can serve as a reliable measure of the quality of a carried out classifi-
cation and will be used in this thesis.

2.2.5 Tuning hyperparameters of a classifier

Cross validation can also be used to set the additional user defined param-
eters of a classifier. This process is also known as tuning of a classifier’s
hyperparameters [43]. The desired performance measure is used as a crite-
rion based on which the decision for a parameter value is made. Commonly,
a suitable range of values is given by the user. This means one can, e.g. train
a random forrest with 200, 300 and 400 single decision trees and choose the
number of trees that delivers the best classification accuracy. The actual
classification of the unknown data is then only carried out using the chosen
number of decision trees. If the classifier needs tuning of more than one
parameter, this results in a so-called grid search over each possible parame-
ter value combination [43]. Afterwards, the best performing values can be
chosen. However, combining a CV with a grid search, i.e. performing a
so-called cross validated grid search, can be computationally expensive as
it can require the calculation of many possible combinations (i.e. possible
parameter combinations × k-folds).

2.2.6 Dimension reduction

With feature based object representations (section 2.2.2) we are in fact reduc-
ing the dimension of an object from infinitely many properties to a finite
subset of features. Based on the resulting feature vector, we are able to
make an assumption about an object’s class membership. One might think
that the quality of the assumption increases with the detail of the object?s
representation, i.e. the amount of features describing the object. However,
this is generally not the case. The reasons for this are twofold: First, the
higher the dimension, the more difficult it is for a classifier to detect and
learn patterns in the data. This is referred to as the curse of dimensional-
ity, and is a common problem in machine learning and pattern recognition.
Second, a more detailed description also carries more noise that the clas-
sifier is likely to pick up. This effect is called overfitting, and limits the
generalisation capabilities of a classifier. To avoid this we can make use of
different techniques to reduce the dimensionality of a potentially high di-
mensional feature space. Dimensionality reduction is commonly divided
into feature extraction section 2.2.6.1 and feature selection section 2.2.6.1
methods.
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By reducing the dimension of the feature space we not only avoid the curse
of dimensionality and overfitting of the classifier, but we can also gain better
insight into the classification task and faster models. Additionally, we can
use the feature selection methods to get insight into the performance of
different feature sets stemming from different data sources. This can be
relevant considering data cost, availability and accessibility.

2.2.6.1 Feature extraction

In feature extraction, we try to gain a set of new features from the exist-
ing representation. This is already partially done by extracting relevant
features from the raw sensor data (e.g. shape features from point cloud
- section 3.3.1). We can reduce the dimensionality of the resulting feature
vector further by employing feature extraction methods, such as principle
component analysis (PCA). For this technique, a linear transformation is
applied to the original feature space, such that the axis of the transformed
space are replaced with axis along the main directions of variance of the
data sample. This can help to eliminate noise that is potentially carried by
some of the features.

2.2.6.2 Feature selection

In feature selection methods, we simply select a subset of the original feature
set. There are several possibilities to find the most appropriate subset. The
methods can be classified into two different approaches. 1) Filter methods
that try to find the best features based on statistical measures prior to the
actual classification step. 2) Wrapper methods that evaluate features based
on their performance provided by the actual classification algorithm. The
latter method can be very time consuming for a large dataset as it requires
the calculation of the classifier for each evaluation of a feature subset.

2.2.7 Summary and conclusion

Pattern recognition and machine learning introduce the possibility to pre-
dict unknown properties (such as the SBST) of objects (such as buildings),
even though no complete physical model of the object is known. In our
approach we will represent buildings with a feature vector. This feature
vector can then be used for a supervised learning algorithm. We will try dif-
ferent classifiers for the prediction and evaluate the results with a CV. As
a first step, we have shown how to represent exemplary buildings by their
footprint area and year of construction. In the next section we will discuss
sources providing such information on a large scale.



2.3 sensing and modeling the built environment 25

2.3 sensing and modeling the built envi-
ronment

2.3.1 Introduction

Data, maps and services provided by national mapping and cadastral agen-
cys (NMCAs) contain a large amount of information about the natural and
built-up environment [27]. Building information often focuses on geome-
try, and semantics are commonly limited to attributes such as address, use
and perhaps the construction year of buildings. Explicit information about
SBSTs is usually inaccessible (at least in digital form), outdated or simply
not available at all. While it is impossible to directly gather such informa-
tion with remote sensing techniques they at least allow a fast collection of
detailed geometric information about buildings that may help to infer their
SBST [14].

2.3.2 Sensing the built environment

Historically, data collection of NMCAs was limited to geodetic surveys pro-
ducing 2D datasets, in which the geometry of buildings is represented with
building footprints, i.e. the outline of the building touching the ground.

In the past decade an increasing interest of NMCAs and private organisa-
tions towards richer and more realistic representations of the built environ-
ment started to shift the collection of geoinformation to 3D datasets. This sit-
uation went hand-in-hand with the development of advanced (remote) sens-
ing technologies. These technologies can be loosely classified by their sen-
sors, into photogrammetric approaches (camera), lidar and radar. The sen-
sors can be carried by spaceborne, airborne and terrestrial platforms.

While spaceborne approaches are able to deliver large scale data with high
temporal resolution, their 3D positioning accuracy is limited from one to
several meters [51, 55]. Terrestrial approaches allow to measure building
facades with high resolution and centimeter accuracy. However, city wide
acquisition results in big datasets that are not trivial to process. Addition-
ally, they lack information about building roofs. Airborne methods, such
as ALS and aerial imagery can be a good compromise between spaceborne
and terrestrial methods and therefore represent the biggest part of input
datasets for the representation of 3D building geometries [4]. Data acquisi-
tion with ALS or aerial stereo imagery usually results in 3D point clouds.
A point cloud is an unordered set of point coordinates (X, Y, Z), referenced
in a local or global coordinate system (figure 2.14). While lidar and radar
sensors mostly deliver geometric information in the form of point clouds,
photogrammetric approaches also allow to add visual context by adding
additional attributes (such as RGB value) within the same data structure.
Recent research also investigates into the combination of different datasets,
such as ALS point clouds with aerial and/or terrestrial (stereo) imagery to
gain one common and complete textured geometric representation of build-
ings. However, for many applications the raw data input, needs to be further
processed to allow analysis and meaningful visualisation of the data.
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Figure 2.14: Point cloud obtained by ALS. The points are shaded by the value of
their Z-coordinate.

2.3.3 Modeling the built environment

A 3D city model may be defined as a collection of common urban objects and
structures, with buildings as the most prominent features, described by their
boundary surfaces that may be semantically enriched [4, 7]. Conceptual
frameworks for such models exist. An example is the CityGML standard by
the Open Geospatial Consortium, which defines specifications of building
models in different levels of detail (LODs) (see figure 2.15).

Figure 2.15: LODs in CityGML [4]

However the availability of 3D city models is still low, even though 3D recon-
struction of buildings from remote sensing data has been an active area of
research for more than two decades (see [24] for an early approach). In gen-
eral, reconstructing the building geometry and representing it with bound-
ary surfaces (boundary representation) or solids (volumetric representation)
is the most common approach for 3D building modeling. A variety of meth-
ods exist, depending on the input data and the aspired level of detail (for an
overview see [25] or [58]). While LOD1 models can be derived automatically,
potentially even without elevation data [5], the creation of higher LODs is
still a challenging process. Models corresponding to LOD2 are often derived
by reconstructing the roof shape from ALS and constraining its extent by the
building footprint, e.g. gained from cadastral datasets (from geodetic sur-
vey). However, due to the high complexity of building structures, no fully
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automatic system is currently available for producing such building models
[65]. The creation of LOD3 models, as architecturally detailed models with
windows and doors requires a great amount of additional resources and
manual modeling effort.

Existing models also differ in their semantic LOD. First, the models may
be semantically structured. Unstructured building models only consist of
one object per building. Semantically structured building models can be
decomposed into building elements such as main structure and extensions,
storeys, roof(-segments), chimneys and perhaps even windows and doors.
Achieving such a semantic richness already has to be addressed by a suitable
reconstruction algorithm. Second, building models may be enriched with
additional attributes such as the construction year of the building or its
current function. These attributes may be available from other geo-datasets,
such as cadastral data, that can be spatially related to the building model. At
even higher LODs each building element can have separate attributes such
as the material of the roof and walls. However, this type of information
is very rare and again requires a great amount of additional resources and
modelling effort.

Another valuable data source are already existing building models such as
building information models (BIMs), resulting from the design and plan-
ning phase of buildings [4]. While this type of data may already explicitly
include information about the SBST, it is not commonly available in cadas-
tral or any other type of city wide datasets.

2.3.4 Summary and conclusion

Making a judgment about optimal geo-datasets for predicting SBSTs is not
trivial. The choice largely depends on availability of datasets, the scale of
the study site, time frame of the project and the necessary or desired accu-
racy and level of detail of the prediction. By combining 2D geoinformation
such as building footprints with semantics such as the year of construction it
is already possible to populate some of the GEM attributes (section 2.1.2) di-
rectly or with a supervised learning algorithm (section 2.2.3). However, 3D
geoinformation can also add vital information, e.g. for the description/pre-
diction of the roof type or detailed building dimensions for analytic vul-
nerability assessment. On the other hand, this often requires an additional
processing step: the construction of detailed and semantically structured
building models, such as an LOD2 model or higher.

In this thesis we strive to limit the additional processing step of 3D modeling
to a minimum while still incorporating 3D geoinformation in the building
classification. We develop a simple approach for modeling a boundary rep-
resentation of buildings in the form of a polygon surface mesh. We do this
by combining an ALS point cloud and building footprint polygons. The ad-
vantage of ALS over terrestrial or spaceborne point clouds is that they are
often available as one consistent dataset of a whole city or country, while
still delivering 3D geographic information with good accuracies (decimeter
or better). Additionally, ALS point clouds can often be combined with build-
ing footprints, with little to no temporal or spatial mismatch. The building
footprints from, e.g. a cadastral dataset, are used to identify outlines of the
building and provide semantic attributes, potentially relevant for SBST clas-
sification, such as the building year of construction or the primary use of a
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building. In our case, both datasets are available as open data on the Dutch
geoportal PDOK.

2.4 shape analysis

2.4.1 Introduction

We have seen that the footprint area of a building can be a relevant fea-
ture when trying to predict its SBST. Further geometric properties, locally
appropriate to describe the building, such as the span length or the an-
gle of the roof or the gutter height [14] are also discriminative for certain
SBSTs. However, extracting generally relevant local properties is not an ob-
vious process. Even though the above mentioned examples are suited to
distinguish LLRSs, such as wall based from frame based systems, they lack
discriminative power to distinguish them from other LLRS, such as hybrid
structures (LH). Other relevant features may be subject to common building
practice in a particular area or construction period. Thus, finding relevant
features for a whole building stock can be a cumbersome task, even for an
expert in the field. Moreover, extracting these features from a semantically
unstructured geometric representation of a building is not trivial. On the
other hand, global building properties that are easier to obtain, such as the
volume or the surface area of a building might often not be sufficient for de-
scribing complex building geometries. It is therefore desirable to describe
the geometric shape of a building in a way that all relevant building fea-
tures can be captured (and extracted). Ideally we would like to make use of
the polygonal mesh representing the building geometry (see section 2.3.4).
In the fields of computer vision and computational geometry a variety of
so-called shape descriptors have been developed, that may be applicable for
this case.

2.4.2 Shape descriptors and deep learning

A shape descriptor may be defined as a simplified representation of a 2D
or 3D shape in the form of a vector or matrix containing a set of numerical
values, or a graph-like structure used to describe the shape topologically
[31]. Generally spoken, any retrieval or classification algorithm for shapes
requires such a representation, for measuring similarity between two shapes
[32]. Shape descriptors may be divided into the two categories of local and
global descriptors. The general idea of the former approach is to compute
multiple local shape features at sampled points of the shape. Global descrip-
tors can be seen as a mapping from the space of 2D or 3D objects to some
finite-dimensional vector space. A vector, defined by one to many local or
global shape descriptors, encodes the information about the object’s shape
by storing numerical attributes. By defining a distance function, such as
the euclidean distance, these vectors can be used to assess the similarity be-
tween different shapes. Shape descriptors can be implemented on 2D data,
representing single or multiple views of the original shape, e.g. in the form
of an image or a depth map, or they can be implemented natively on 3D rep-
resentations, such as point clouds, polygon meshes or voxel grids.
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Traditionally, shape descriptors were often hand designed according to a
particular geometric property of the shape [54]. Examples are surface nor-
mals, curvatures, distances or angles gathered at samples points, or areas
and volumes of a shape. More advanced shape descriptors can be properties
of functions defined on a representation of the shape. However, a common
problem with such hand designed descriptors is that every subsequent pro-
cess, such as shape classification, is constrained by the representation power
of the extracted shape features [45]. To solve this problem, architectures
using ANN (or variations thereof) have been developed that combine the
process of feature extraction and shape classification into one algorithm. So-
called deep learning architectures use ANNs with multiple layers. So far,
these architectures have proven to be particularly useful in image classifi-
cation tasks. As the recognition of 3D models has become more and more
important in recent years [54], ANNs that can directly process 3D input are
also heavily investigated [63]. A variety of methods for deep learning on ge-
ometric shapes have been proposed in recent years (see [64] for an overview).
Some of these methods may be appropriate to use for building classification.
Wu et al. [63] use a convolutional neural network (CNN) that operates on a
3D voxel grid. They achieve promising results for 3D model classification.
Creating a voxel representation of a building may even be achieved with less
effort compared to the creation of a boundary representation. Qi et al. [45]
developed a method that can directly operate on a point cloud. However,
to include the 3D building geometry a reconstruction of the building may
still be necessary, as the density of an ALS point cloud is very sparse on the
building walls. Another approach would be to use view based 2D data as
an input for a deep learning method. Besides the use of aerial or terrestrial
imagery (section 5.2.2.2) it could be possible to use a point cloud as a 2D
raster image that represents the outline of the building and a height value
of the roof in a grid structure.

However, choosing the right shape descriptor or ANN architecture may be
a difficult process. In general, there is no single descriptor that is best for
all classifications [52]. Additionally, the choice may depend on the available
input data (i.e. the shape’s representations) and the desired properties of the
descriptor. Different descriptors may be invariant to certain transformations
of the shape (such as rotation, translation, scaling) making it e.g. possible
to match shapes irrespectively of their size or orientation in their current
embedding.

2.4.2.1 Shape DNA

Reuter et al. [48] were the first to use the spectrum (i.e. the eigenvalues
and eigenfunctions) of the Laplace-Beltrami operator (LBO) of 2D and 3D
manifolds as a shape descriptor. In the continuous case, the LBO is defined
as

∆ f := div(grad f ), (2.6)

where grad and div are the gradient and divergence on the manifold. The
Laplacian eigenvalue problem is given as [48]:

∆ f = −λ f . (2.7)

The LBO is intrinsic and as a result, it is invariant to isometric (metric-
preserving) deformations of the manifold [39]. For this reason it has been
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used for the analysis and retrieval of non-rigid shapes (such as organic ob-
jects), where deformations are often near isometric [35]. However, non-
isometric transformations change the spectrum continuously [35] so the
spectrum may also be adequate for describing the shape of buildings and
subsequently classifying them.

Reuter et al. [48] also define different discretisations of the LBO, such as the
linear FEM operator. This discretisation can be used on a triangular surface
mesh M(V, E, F) with vertices V = {1, ..., N}.
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Figure 2.16: Example of a polygon mesh

The mesh has to be 2-manifold, meaning each interior edge (i, j) ∈ E is
shared by exactly two triangular faces t1 and t2 ∈ F, and boundary edges
belong to exactly one triangular face (see figure 2.16). In this case the LBO
is given as an N × N matrix ∆ = A

-1
B, where the stiffness matrix

A(i, j) =


cotαij+cotβij

2 (i, j) edge,
− ∑

k∈N(i)
A(i, k) i = j, (2.8)

and the mass matrix

B(i, j) =

{ |t1|+|t2|
12 (i, j) edge,

∑k∈N(i) |tk |
6 i = j,

(2.9)

with |ti| being the area of the triangle ti [47]. The first n ≤ N eigenvalues of
the LBO can be computed by performing the generalised eigendecomposi-
tion

Af = −λBf, (2.10)

where f = (f1, ..., fn) is an N × n matrix containing as columns the first n
discretised eigenfunctions and λ = diag(λ1, ..., λn) is the diagonal matrix of
the corresponding eigenvalues [39]. A truncated version of λ can be used
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as a feature vector that describes the geometric shape of the underlying
mesh. Reuter et al. [48] named this representation Shape DNA. However, a
mesh can only approximate the true underlying manifold. Simply put, the
more dense a mesh, the better it can approximate the manifold. Thus, a
dense mesh is desirable, especially in areas with concavities or with high
surface curvature, since most eigenfunctions will need fine meshes in these
areas. However, we do not know beforehand where a dense mesh is needed
to represent a specific eigenfunction (and the corresponding eigenvector)
[48]. Globally dense meshes may have a large number of vertices and thus
make the solution of equation 2.10 difficult or at least very time consuming.
How dense a mesh needs to be for efficient shape analysis, such as shape
comparison, is problem dependent and cannot be said in general.

Furthermore, it is unclear as to what number of eigenvalues, i.e. n, should
be used to form the Shape DNA. Different publications used 11 [47], 20 [42]
or 10-15 [35] eigenvalues for shape analysis and retrieval. Arteaga [1] de-
fines the LBO directly on a point cloud and reports about using 50 eigenval-
ues for accurate shape matching. Gao et al. [20] also discuss this topic and
use at most 100 eigenvalues for shape description and [49] mentions that
500 eigenvalues had to be computed for extracting important information
from eigenvalues. In view of signal processing, more eigenvalues contain
more information of detail and can describe the shape more accurately [20].
However, more eigenvalues can also carry information about non-isometric
deformations which might make the detection of shape similarities difficult,
especially in view of building classification.

Besides being an isometry invariant, Shape DNA has another nice property:
by normalising it, the spectrum can also be made scale-invariant. In [48],
Reuter et al. propose different methods for normalising the spectrum, such
as dividing it by its first non-zero eigenvalue, multiplying it with the surface
area of the underlying manifold, or (according to Weyl’s law) dividing by
the factor c of the fitting curve

f (x) = cx
2
d , (2.11)

fitting f (n) := λn.

2.4.3 Summary and conlcusion

In this thesis we make use of several local and global shape descriptors.
Shape features that are easily extractable from the building representation,
such as the footprint area, footprint perimeter, or the surface area of the
building are used. We also aim to extract information about the roof of
the building, such as the gutter height or the number and angle of sepa-
rate roof segments. However, since it is not straightforward how to define
and extract these features and, since this combination of only local shape
descriptors might not include all the relevant shape information, we also
make use of the so-called Shape DNA as a global shape descriptor of build-
ings. This shape descriptor can be defined on a 2-manifold triangle mesh
and describes the global shape of a building with a one-dimensional vector.
This vector can easily be used as a feature input for all of the classifica-
tion algorithms presented in section 2.2.3. We will initially make use of 50
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eigenvalues simply because this seams like a good compromise between the
above mentioned numbers and a feasible amount of eigenvalues to extract
in view of data handling. We will not investigate deeply into the amount of
eigenvalues to be used, however, we do not expect a great influence when
altering this number. We will investigate into the density of the mesh, since
it is not clear how this will impact building classification. To the best of our
knowledge, Shape DNA, or its variants, have not yet been used for shape
classification and neither for describing non-rigid shapes.

2.5 automatic SBST prediction

2.5.1 Introduction

We have found around a dozen approaches that investigate into large scale
seismic assessment with remote sensing data or other types of (geo-)infor-
mation. There are a few approaches dealing with seismic assessment on city
level, however, the developed methods are often to broad and do not have
enough spatial detail [38]. Other approaches lack in their typological detail
when describing SBSTs [29]. Besides pre-event analysis for seismic risk and
vulnerability assessment, there is also work dealing with post-event analysis.
He et al. [26] for example define a shape descriptor to detect damaged roofs
from an ALS point cloud after the 2010 Haiti earthquake.

Automatic prediction of SBSTs that allow a more detailed pre-event seismic
vulnerability assessment has only been attempted in a few, largely heteroge-
neous approaches [9, 14, 21, 36, 44, 50]. The works differ in their input data,
from terrestrial images [44] to aerial imagery and ALS [36] or a combina-
tion thereof. They extract topologic [21, 50], geometric [9, 14, 21, 36, 44, 50],
spectral3 [9, 21, 36, 44] and geographic features on building and building
block level [22, 62]. The biggest variations are reflected in the predicted
typologies. Borzi et al. [9], Geiß et al. [22] and Lugari [36] use their own
definitions of building typologies, while [62] predict typologies according
to the World Housing Encyclopedia (WHE) and European Macroseismic
Scale (EMS), and [50] predict different HAZUS-MH4 classes.

2.5.2 Related work

Borzi et al. [9] estimate vulnerability functions of industrial structures such
as tanks, pipes and chimneys using aerial and satellite imagery. However,
their approach includes many assumptions and is tailored to their specific
typologies and therefore largely unfeasible for residential buildings.

In the works of Borfecchia et al. [8] and Lugari [36] the vulnerability of the
building stock of Avellino, Italy is estimated. In a similar approach to ours,
they extract detailed geometric parameters (area, perimeter, volume, type
and complexity of roof, total height) of buildings by combining an ALS
point cloud with building footprints. They classify roofs into 5 different
classes (flat simple, flat multi-level, pitched, complex). Unfortunately they

3 In this section spectral refers to the electromagnetic spectrum.
4 https://www.fema.gov/hazus
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do not further specify this procedure. In addition to the geometric features
they add another 31 features as the mean and standard deviation of hy-
perspectral bands from aerial and satellite imagery. This can be done in a
similar way to extracting geometric features, by spatially relating the images
to the building footprint. Lastly they also approximate the building year by
a multitemporal analysis of the satellite images. With this feature combina-
tion they train an ANN with 60 in situ training samples to predict either
masonry or reinforced concrete buildings. They state that the footprint area
was identified as the most important feature by the classification software.
Based on 170 test samples they achieve a classification accuracy of 85%. In
a last step they link the building types to a predominantly conducted vul-
nerability study based on post-event data. This significantly hampers the
transparency and transferability of their approach.

Wieland et al. [62] developed and partially implemented a methodology
to assess seismic vulnerability of building stock on different scales. First
they segment satellite images of the city of Bishkek, Kyrgyzstan to identify
homogeneous urban structures. In a next step they classify the segments
according to the age and landuse/landcover (LULC) of the built-up areas
using a SVM. This step is based on the idea that neighboring buildings share
vulnerability proxies such as age, typology or materials of construction [62].
The used classes are masonry, concrete, industrial/commercial, mixed built-
up or not built-up areas. For the LULC classification, training samples are
generated by visual inspection of the satellite images by local experts. The
feature vector is composed of spectral values (referring to the electromag-
netic spectrum) extracted from the satellite images. Training samples for
the identification of the age stem from multitemporal satellite images. The
classification accuracy for this step is stated to be around 80% based on 10

test samples per class. In a follow up paper, Pittore and Wieland [44] clas-
sify structures on building level into classes according to the World Housing
Encyclopedia (WHE). For this classification they only rely on the height of
buildings extracted from terrestrial images and the previously predicted
block type (LULC and age) containing the building. The terrestrial images
were gathered on stratified samples per LULC class. They do not give any
performance measure for this part of the implementation, acknowledging
that the building classification still needs further research. In a last step
Pittore and Wieland [44] also infer vulnerability of the buildings according
to European Macroseismic Scale (EMS). However, this step only relies on
statistics compiled from WHE data. We think, based on their current imple-
mentation, that the building typology prediction is far from being precise
and subsequent vulnerability estimation is only based on vague inference
from already available vulnerability models. The terrestrial images, how-
ever, potentially allow to extract more information on building level, which
enables the possibility of a more precise estimation of typology and vulner-
ability. Additionally, the LULC classification can be useful to give a coarse
overview of the city, provide a basis for the collection of training samples,
or for extrapolating results from building, to block or even city scale.

In a pioneering work, Sarabandi [50] use decision trees and high resolution
satellite images to estimate SBSTs defined by the HAZUS-MH earthquake
model. Training samples are gained by the use detailed tax assessor data,
which they translate into SBST classes defined by the HAZUS-MH earth-
quake model. More than 40 classification models with different feature
and training sets are calculated. They are able to identify specific HAZUS-
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MH classes (14 different types of concrete, steel, masonry and wood struc-
tures) using features such as height, footprint area, year of construction,
roof type, configuration in plan view and occupancy type (commercial, in-
dustrial, mixed, residential), with classification accuracies up to 85%, mea-
sured with 10-fold CV on almost 2000 training/test samples. Similar to our
approach they develop shape descriptors to represent geometric and topo-
logical properties. The building configuration in plan view is described by
three different shape descriptors (slenderness, convexity, irregularity index)
using the footprint polygon as input. Additionally, they describe the roof
type of a building with the values flat, low slope, steep slope extracted from
3D reconstructions of stereo image pairs. Unfortunately they do not make a
clear judgement about the influence of these parameters on the classification
result.

In their latest work, Geiß et al. [22] use detailed building information gath-
ered by post-event inspections in Pandang, Indonesia to supervise RF and
SVM classification models. Next to geometric and spatial features on build-
ing level, they also use spatial features, as well as semantic features on build-
ing blocks. Additionally, attributes from multispectral satellite images, such
as brightness, contrast or colour of the building roofs are taken into account.
Ending up with almost 120 features per building, they also describe differ-
ent feature selection techniques to identify the most relevant features. The
results show that the ratio between the footprint area and perimeter is the
most important feature in their classification process. Other important fea-
tures that they derive in an earlier publication are [23]: the structure type on
block level describing the urban morphology (slums, suburbs, low income
areas, medium income areas and high income areas), grey level difference
vector for some of the spectral bands, floor space.

Geiß et al. [22] also address one of the biggest problems when using a super-
vised learning approach: the quality and lack of complete training samples.
In situ SBST ground truth is time consuming and costly to obtain and at
the same time afflicted with uncertainties induced by a challenging assign-
ment process [22]. For this reason they first deploy a one-class SVM to
eliminate training samples for which the object label cannot be regarded as
reliable. In a next step, they generate synthetic training samples, by over-
sampling existing ground truth data. They thereby ensure to have at least 60

training samples for each of the seven classes confined masonry, reinforced
concrete high, reinforced concrete low, steel frame, timber frame residential,
timber frame non-residential and unreinforced masonry. Using all of their
extracted features leads to a classification accuracy over 90% using a SVM
measured with 10-fold cross validation. However, they acknowledge that
the accuracy estimates are very optimistic by being at least partially based
on the synthetically generated training samples.

2.5.3 Summary and conclusion

In this thesis, we follow the idea of a supervised classification by using in
situ building inspections as training samples. However, we propose the
use of significantly different input and target variables for this approach.
Several of the aforementioned studies mention the importance of geometric
features as relevant proxies to determine the SBSTs. Thus, we make use of
Shape DNA to describe the building geometry in a complete way, beyond
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footprint characteristic or discrete roof types. This can enable the machine
learning algorithm to detect geometric and topological patterns inside a
SBST class, at any position of the building. Furthermore, we chose to predict
the SBST described by the GEM building taxonomy. The taxonomy was
developed to classify buildings in a uniform manner and enable large scale
seismic risk assessment. It is modular and designed to be applicable on a
global level and can therefore be adopted to several use cases.

However, we also acknowledge some of the shortcomings of our method.
Several of the aforementioned studies use visual information, e.g. extracted
from satellite, aerial or terrestrial images. While we cannot say with cer-
tainty that this information is important, we believe that it is worth to in-
vestigate into its use, especially considering the vast amount of sources for
this type of data. Furthermore, in our approach we only use information on
building level for the classification. Generally, the building geometry allows
characterising individual buildings, whereas information on building block
level characterises the geographic setting in which the respective buildings
are embedded in [22]. This can be valuable information in many stages
of the process. In the classification process it can help to prevent misclas-
sifications due to unlikely geometries of single structures. It can provide
information on different spatial scales, also with regard to data collection.
This should be address in future implementations. Furthermore, some of
the presented works deliberately try to restrict their approach to globally
available dataset, such as satellite imagery. These methods are well justified
by the lack of data availability in many countries. In this thesis we investi-
gate into the potential gain in detail of the estimated typologies if detailed
(geometric) data is available. We also acknowledge that our approach gains
from (is enabled by) the favourable situation of openly available geo-data
which may not be the case in other countries.





3 METHODOLOGY

This chapter describes the general methodology that was used in this thesis
to classify SBSTs as summarised in figure 3.1. The terms used in figure 3.1
are consistent with the (sub-)section names in this chapter. Furthermore, in
section 3.2 we describe the generation of synthetic building models that are
mainly used for investigations into shape analysis of buildings.

Figure 3.1: Summary of the method of our approach. The terms used in this dia-
gram are consistent with the (sub-)section names in this chapter.

3.1 preprocess input data

3.1.1 3D building modeling

In this section we report on the generation of 3D building models. Using
the ALS point cloud of the area (figure 3.3a) and the building footprint
polygons we reconstruct the boundary surface of every building and repre-
sent this surface with a polygon mesh. The full process is depicted in the

37
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flowchart in figure 3.2. The polygon mesh, as well as intermediate results
of the modeling process are used for the shape analysis of the buildings
(section 3.3.1).

Figure 3.2: Flowchart of 3D building modeling

In a first step we create a buffer around the line segments of each build-
ing footprint polygon (figure 3.3a). We identify the points of the area point
cloud that lie inside the buffered footprint polygons and subsequently asso-
ciate these points with the corresponding footprint. This results in a ”small”
point cloud of every building, which we will call the building point cloud
in the following (figure 3.6d). The buffer around the footprint is used to
make sure that the building point cloud only consists of points that lie on
the roof of the building. This is important for the meshing algorithm (see
section 3.2.3). However, in many cases not all the points on vertical walls
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can be removed in this way. In figure 3.6d an example of such points can be
seen on the left and front wall of the building. Furthermore, the building
point cloud may still include points of trees, or other objects that lie inside
the building polygon and occlude the roof (figure 3.3a). To remove such
points and remaining points on the wall we have to further clean the build-
ing point clouds. This will be done by applying a region growing algorithm
to each building point cloud.

(a)

(b) (c)

Figure 3.3: The steps of processing an ALS point cloud to polygon meshes of build-
ings: (a) input point cloud (visualised in CloudCompare); (b) polygon
footprint of an example building; (b) building footprint with associated
points of point cloud; (c) region growing algorithm applied to building
point cloud; (d) polygonal mesh of building

3.1.1.1 Region growing algorithm

The region growing algorithm can identify planar regions in the building
point clouds. These planar regions are very likely to reflect the roof structure
(as separate roof segments) of the building. Subsequently, we can remove
points of the building point cloud that are not a part of a planar region, and
thus, not likely to be a part of the roof. A flowchart of the region growing
algorithm is depicted in figure 3.4.
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Figure 3.4: Region growing algorithm

In a first step it is necessary to define a neighbourhood for every point in
the building point cloud. This can be done either with a k-nearest neigh-
bour1algorithm 3.1 or fixed distance neighbourhood (FDN) algorithm 3.3
algorithm.

The first approach is independent of the resolution of the local density of
the point cloud and always gives k-neighbours. The second approach, how-
ever, requires an understanding of the distribution of the points inside the
point cloud. The range-parameter has to be big enough to always return at
least two neighbours for every point in order to avoid complications in the
following steps. For highly irregular point clouds a dynamic estimation of
the range could be a possibility. In a covariance matrix as a dispersion in-
dicator for every neighbourhood is calculated. for each point A as Point3D
in the point cloud calculate centroid C as Point 3D from neighborhood of
point A for each neighbor k as Point3D N end

This returns a 3× 3 symmetric matrix for each point in the building point
cloud. A principal component analyses (PCA) of this matrix gives an idea of
the data distribution inside the neighbourhood. The first eigenvector of the
covariance matrix is the direction in which the points in this neighborhood
vary the most. The second eigenvector indicates the direction with the most
variation orthogonal to the thirst one. Therefor the third eigenvector is a

1 This algorithm is in principle the same as the k-NN algorithm in pattern recognition (sec-
tion 2.2.3.2), but will be used slightly different here, and is thus treated separately.
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Algorithm 3.1: K-nearest neighbour algorithm

1 K-nearest neighbour algorithm (P, k) :

Input:
an array P of points point3d
in integer k as the number of neighbours

Output:
an array N with arrays of k point3d neighbours for each point

2 N ← initialise array N with |P|;
3 for p1 in P do
4 D ← initialise 2d array D with |P|;
5 for p2 in P do
6 d← Euclidean distance between p1 and p2;
7 D[1, i].append(d);
8 D[2, i].append(p2);

9 sort D by increasing value of D[1] n← array of second to k + 1
entries of D[2, :];

// first entry of D[1] is zero as it is the distance of

p1 to itself

10 N.append(n);

11 return N

Algorithm 3.2: Fixed distance neighbourhood algorithm

1 Fixed distance neighbourhood algorithm (P, d) :

Input:
an array P of points point3d
a float d as the maximum distance between to points

Output:
an array N with arrays of point3d neighbours for each point

2 N ← initialise array N with |P|;
3 for p1 in P do
4 n← initialise list n;
5 for p2 in P do
6 s← Euclidean distance between p1 and p2;
7 if s <= d then
8 n.append(p2);

9 N.append(n);

10 return N
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Algorithm 3.3: Calculation of covariance matrix

1 covariance matrix (N) :

Input:
an array N with points p and their neighbours n

Output:
an array C with covariance matrices for each point

2 N ← initialise array N with |P|;
3 C ← initialise array for covariance matrices ;
4 for p in N do
5 M← initialise matrix M;
6 for np in n do
7 x, z, z← X, Y and Z distance of np and p;
8 M.append([X,Y,Z])

9 C.append(c);

10 return C

good estimation for a normal vector of this set of points. The eigenvalues of
the covariance matrix are calculated with a trigonometric solution of the co-
variance matrix? characteristic equation [53]. This is an efficient way to get
the eigenvalues of a 3× 3 symmetric matrix in descending order. The third
eigenvector can then be calculated by using the Cayley-Hamilton theorem.
Additionally, the third eigenvalue normalised by the sum of eigenvalues
gives a good indication of the curvature in each point.

(a) (b)

(c)

Figure 3.5: Region growing algorithm: (a) estimated normal vectors, (b) estimated
curvature, (c)
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Based on curvature and normal vectors for every point in the building point
cloud we now apply the region growing algorithm algorithm 3.4.

Algorithm 3.4: Region growing algorithm

1

This returns an integer indicating the region a point belongs to. By setting a
threshold to the region size we do not assign points to a region that consists
of less than 15 points. Doing this we identify the ”main” segments as the
roof segments of the building point cloud figure 3.5c. Besides cleaning the
building point cloud the region growing algorithm is used to extract local
shape features of the building (section 3.3.1).

3.1.1.2 Generate polygon mesh of building

In this section we report on the generation of a polygon mesh for every
building that will serve as an input for the shape analysis (section 3.3.1). To
apply the finite element model (FEM) descretisation of the LBO presented
in section 4.4.1.3 we need a 2-manifold triangle mesh. So far, we have the
cleaned building point cloud consisting only of points on the roof of the
building. To include information about the bottom part of the building, we
now make use of the footprint again. The building footprint is a planar
polygon. We can describe the inside of this polygon with a surface and
approximate the surface with a mesh (figure 3.6).
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(a) (b)

(c) (d)

Figure 3.6: Footprint meshing: (a) surface trimmed with footprint curve; (b) foot-
print approximated with mesh; (c) naked vertices of footprint mesh
(green) and cleaned building point cloud projected to XY plane (red).

We mesh the surface with the same density as the building point cloud.
Now we extract only the naked (outer) vertices of the footprint mesh. Fur-
thermore we project the cleaned building point cloud on the global XY plane
in which also the footprint mesh lies. In this 2D space, the Delaunay trian-
gulation (DT) provides a fast and good triangulation of a number of points
N. We apply a DT to the points, but only edges that are inside the foot-
print polygon. Figure 3.7 shows the resulting mesh in 3D. As a result of
our process the mesh has a much higher density on the roof and ground
of the building than on the walls. This may be unwanted for the extrac-
tion of Shape DNA section 4.4.1.3. For this reason we apply a topological
smoothing to the building mesh with the goal to even out mesh density
(figure 3.7).

(a) (b)

Figure 3.7: Different building meshes: (a) raw mesh after Delaunay; (b) smoothed
mesh.
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3.1.2 Classification of building dataset

In this process existing information about the building stock is used to la-
bel around 20.000 buildings of the Groningen building stock. The result of
this process will be used as the label training set for the automatic building
classification developed in this thesis. The building dataset stems from dif-
ferent sources, including detailed inspections of building plans and in situ
buildings. Furthermore, a dataset containing every agricultural building
in the area is included. Within the context of the Groningen Earthquakes
Structural Upgrading project, Arup Amsterdam developed a methodology
to process this information to gain i.a. the six attributes (see section 2.1.3)
defined by the GEM taxonomy for each inspected building. A conceptual
overview of this process is depicted in figure 3.8. The details of the labeling
process are out of the scope of this thesis. However, in the following we
mention some of the characteristics that were relevant for the design of the
experiments conducted in section 4.4.2.

Figure 3.8: Classification of building dataset

• For several reasons it is not always possible to identify each of the six
attributes for every building in the labeling process. In this thesis we
consider the distinct combinations of the attributes as one class label
and therefore only use buildings for the training set that are fully la-
belled with all six attributes. Otherwise there would be classes such
as unknown LH unknown LH FW EWN. A way to circumvent this prob-
lem and increase the labeled training set could be to predict each of
the six GEM attributes separately. Although this is possible in a so-
called multi-label classification, we decided to not use this technique
in this thesis. The reason for this is that patterns formed by classes
represented with the combination of several attributes may be easier
to detected than those from classes grouped by single GEM attributes.
As an example, a building with a FW can still occur in many different
shapes, while the combination with other GEM attributes describes
the building more precisly.

• The distinct combination of the attributes results in more than 30 dif-
ferent classes that are present in our dataset. However, most of these
classes are only comprised of around 10 to 100 buildings. In this the-
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sis we only include SBST classes with more than 100 samples in our
training set, to get a more reliable measure of the classification accu-
racy of these SBSTs. There are eight SBST classes with more than 100

inspected buildings in our dataset.

• Stemming from the dataset including only agricultural buildings, an
educated guess is made towards the SBST of these buildings. All build-
ings in this dataset are labelled with the GEM combination
MUR LH MUR LH FW EWN. This guess is not always correct and may there-
fore also influence the measured classification accuracy.

• The remaining seven SBST classes are only comprised of residential
buildings. For this reason we do not include the main use of the
building as a feature as it would immediately identify agricultural
buildings.

• In a previous classification all buildings that are directly adjacent to a
similar building were identified. These are terraced houses which are
assigned to have no lateral load resisting system (LN) in the second
direction. For this reason we do not include an adjacency feature in
the classification as it would immediately identify six out of the eight
SBST classes as terraced houses.

3.1.3 Summary

In this section we have shown how to generate a 3D building model from
the ALS point cloud and building footprints. The building model, and in-
termediate results of the modeling process are used for the shape analysis
of the buildings in section 4.4.1. The need for a shape analysis is based on
the assumption that the shape of a building is (partially) determined by its
SBST. Furthermore, we have shown how the building dataset is classified
into groups of similar SBSTs described by the GEM taxonomy. This pro-
cess is often based on assumptions and therefore the resulting training set
can not always be considered as ground truth. In this thesis we are also
interested in the shape analysis of the buildings by using different shape
descriptors, such as Shape DNA. To design and conduct experiments with-
out the influence of the assumptions in the building classification process
(section 3.1.2) we generate a synthetic training set of building models with
different shapes.

3.2 synthetic 3D building models

3.2.1 Building typologies

In this section we report on the generation of synthetic 3D building models.
We aim to create building models similar to the ones shown in the previous
section. However, we focus on building models with a distinct geometric
shape. More precisely, we model buildings with a flat, shed and gabled
roof type. Furthermore, we also add extensions with different sizes to the
building models.
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3.2.2 Procedural modeling

In a first step we choose a point in 3D space O. Next we construct a bound-
ary rectangle spanned by two vectors width −→w =

−−→
OW and length

−→
l =

−→
OL.

Then we extrude this rectangle in the third dimension by a vector height
−→
h =

−→
OH. For the flat roof type the resulting geometry is now simply

closed with boundary surfaces. The two other roof types are modelled us-
ing simple trigonometric functions.

ℎ

𝑙

𝛼 𝛼′

Figure 3.9: Roof types of synthetic building models

For the shed roof type we model two more surfaces. The first one, repre-
senting the roof of the building, is inclined by angle α and the second one

inclined by 90
◦, to extent the side wall with height |

−→
l |

tan α . The span length

of the roof is determined by |
−→
l |

cosα and the width by the building width |−→w |.
For the gabled roof type we also model one surface inclined by α with span

length |
−→
l |

2·cos α and mirror this surface for the second half of the roof. Again
the width of the roof is determined by the building width |−→w |. The char-
acteristics of the different types are summarised in table 3.1. We now vary
building length, width, height and roof angle to get a dataset with around
300 buildings per class with different sizes.
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Table 3.1: Roof types of synthetic building models (without extension)

Roof	type	 Flat	 Shed	 Gabled	

Number	of	roof	segments	 1	 1	 2	

Angle	of	roof	segments	 α	=	0°	 α	>	0°	 α	>	0°	

Footprint	area	 	 "	×	$	 	

Footprint	perimeter	 	2 "	 + 	2 $ 	

Gutter	height	 ℎ	 	
	

For three more datasets we add extensions to the building models. This is
simply done by modeling an additional, smaller building with a flat roof
adjacent to the existing building. We control the size of the extension with
a varying parameter s = {1, 2, 3}, being the length, width and height of the
extension. Figure 3.10a and 3.10b show the resulting models.

(a)

(b)
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(c)

Figure 3.10: Synthetic building models with their boundary represented with sur-
faces (a,b) and meshes (c)

3.2.3 Meshing

In the last step we convert the boundary representations from (poly-)surfaces
to meshes, to allow the extraction of Shape DNA from the synthetic building
models section 3.3.1.1. In contrast to the mesh generation of the real build-
ing models () in this case we have full control over the density of the mesh,
as it is based on the constructed surfaces. Thus, in theory we can make an
arbitrary dense mesh. However, creating a mesh with edge length of 0.1cm
for a building with |w| = |l| = |h| = 5, already leads to more than 30000

vertices. Even with a fast implementation , extracting the Shape DNA of this
mesh takes around takes around 5 seconds. For 250.000 building models it
would take more than 800 days. Thus, such a density is not feasible. To get a
further understanding of the mesh density and quality we apply 6 different
meshings on one building model of each roof type. Figure 4.7 shows a close
up of the different meshings. We will extract the Shaphe DNA of each of
these meshes and compare the results.

(a) (b)



50 methodology

(c) (d)

(e) (f)

Figure 3.11: Synthetic building models with different meshing applied: (a) mesh
with 0.1cm edge length - 34000 vertices; (b) same as (a), but mesh
smoothing applied; (c) mesh with 0.2cm edge length - 8000 vertices;
(d) mesh with 0.5cm edge length - 1300 vertices; (e) same as (d) but no
vertices on the walls of the building to resemble meshing of real build-
ing models - 540 vertices; (e) same as (d) but mesh smoothing applied
to achieve better mesh quality on the walls - 8000 vertices.

3.3 feature based building representation

3.3.1 Shape analysis and feature extraction

In this section we will report on the feature extraction with the goal to rep-
resent a building with a feature vector that can be used for the supervised
learning approach (section 3.4.1). We mainly extract shape features from
geometric representations of the building and the year of construction from
ancillary cadastral data. All features are summarised in table 3.2.
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Table 3.2: Features representing a building

Abbreviation	 Description	 Input	
representation	

fparea	 Area	of	the	footprint	 Footprint	polygon	

perimeter	 Perimeter	of	the	footprint	 Footprint	polygon	

gutter_height	 Gutter	height	of	the	building	 Building	point	cloud	

rcount	 Number	of	roof	segments,	based	on	region	
growing	algorithm	 Building	point	cloud	

rangle	 Average	angle	of	roof	segments,	based	on	region	
growing	algorithm	 Building	point	cloud	

sarea	 Surface	area	of	the	building	 Building	mesh	

ev	 Shape	DNA,	based	on	eigenvalues	of	the	Laplace-
Beltrami	operator	 Building	mesh	

yoc	 Year	of	construction	of	the	building	 -	

	

3.3.1.1 Extract Shape DNA

According to the theory and the equations given at the end of section 2.4.2
we extract the first 50 eigenvalues of the LBO of the building mesh using the
FEM discretisation [48]. To this end, we developed an algorithm that takes
the building meshes as input and returns the eigenvalues of the discrete
LBO of the meshes (see algorithm 3.5). We first build the stiffness matrix
A and mass matrix B according to equation 2.8 and 2.9. Both matrices are
symmetric, and of size |V| × |V|, where |V| corresponds to the number of
vertices of the mesh. The building meshes we generate in section 3.2.3 typi-
cally have around 500 to 2500 vertices, depending on the size of the building.
Using the matrices we build the generalised symmetric eigenvalue problem
given in equation 2.10. Due to the size of the matrices it is computationally
to expensive to solve this problem with a full eigendecomposition. In this
thesis, we use the implicitly restarted Arnoldi method to iteratively solve
the generalised eigenvalue problem. Because iterative methods work best
on large eigenvalues, the problem is first inverted into Bf = 1

λ Af, which
is called the shift-invert method [47]. A shift-invert Arnoldi method is im-
plement in the linear algebra package ARPACK [34]. Solving equation 2.10
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this way leads to a n-dimensional array describing the global shape of each
building.

Algorithm 3.5: Extract Shape DNA

1 function ShapeDNA (M, n) :

Input:
a 2-manifold triangular mesh M with vertices V,
edges E and faces F
an integer n < |V| as the desired number of eigenvalues

Output:
λs as an array of n eigenvalues λ

2 A← initialise stiffness matrix A with |V| rows and |V| columns;
3 B← initialise mass matrix B with |V| rows and |V| columns;

4 for E in M do
5 (i, j)← get indices of V incident to E;

6 cot = 0;
7 for angle← opposite of E do
8 cot+ = cotangent(angle);

9 A(i, j) = A(j, i) = 0.5 · cot;

10 ar = 0 ;
11 for F incident to E do
12 ar+ = area(F)

13 B(i, j) = B(j, i) = ar/12;

14 A = −A + rowsum(A);
15 B = B + rowsum(B);

16 for iter ← 0 to n do
17 iteratively solve A f = −λB f ;
18 λs.append(λ);

19 return λs

3.3.1.2 Extract other geometric features

Next to Shape DNA we extract more geometric features, with the goal to
gain more insight into the suitability of different descriptors for SBST classi-
fication.

Area of the footprint polygon

The area of a polygon can simply be calculated with Gauss’ area formula.
In our case this area is already explicitly included as an attribute of every
building footprint polygon in the cadastral dataset. This attribute can of-
ten give a good impression of the size of a building, or at least of its 2D
extent.

Perimeter of the footprint polygon

We also extract the perimeter of the footprint polygon. As several previous
methods suggest [8, 36, 22] (see also section 2.5), this may be a representa-
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tive features for SBST classification. Combined with the footprint area, the
perimeter can help to describe the shape of the footprint polygons.

Gutter height

To also incorporate 3D information when comparing Shape DNA to the
traditional geometric features we extract the height of the buildings from
the point cloud. Different possibilities to extract the height of a building
roof point cloud can be seen in figure 3.12.

Figure 3.12: Different approaches to extract building height from point cloud [33].

In this thesis we chose to take the mode of the Z-coordinates (see sec-
tion 2.3.2) of all the points of the cleaned building point cloud (see sec-
tion 3.1.1). We mainly use this approach because it is fairly simple to imple-
ment. We call this feature gutter height, although, it may not represent the
actual gutter height of a building. The actual gutter height of a building is
not trivial to extract, especially if a building has several roof segments with
different heights. To extract a more precise gutter height, one could use the
buffered building polygon (see section 3.1.1) and only use the height infor-
mation (such as the maximum Z-coordinates) of the points of which the 2D
projection lies inside the buffered footprint polygon. Figure 3.13 shows an
example for such an approach.
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(a)

(b)

Figure 3.13: Extract gutter height of buildings: (a) 2D projection of points intersect-
ing with buffered footprint polygon (b) Multiple buildings point cloud
intersecting with buffered footprint polygon

Roof segment count and average roof angle

First, as a byproduct of the region growing algorithm (section 3.1.1.1), we
can extract the number of planar roof segments, as the roof segment count
(rcount). Furthermore, by fitting a plane to the segments, we can also get
the zenith angle α of these segments, using the normal vector −→n of the fitted
plane (see figure 3.14). The zenith angle is defined as

cos α =
−→n · −→z
|n| · |z| , (3.1)

with −→z = [0 0 1]T . To use this measurement as a feature, we average the
zenith angles of every roof segment, as roof angle (rangle). However, this
can result in situation in which a building with two roof segments with
zenith angles of 5

◦ and 25
◦ has the same feature value as a building with

one roof segment of 15
◦. Especially in situation where one of the roof seg-

ments is much smaller than another one this may be unwanted. A way
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to circumvent this problem would be to weight the zenith angles with the
number of points a roof segment consists of.

(a)

𝛼

𝑧

𝛼

𝑛

(b)

Figure 3.14: Roof angle extraction (notice that α represents the same angle as the
inclination angle defined on the synthetic building models)
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Surface area

For this feature we simply extract the surface area of the building mesh
created in section 3.2.3. This is simply the sum of the area of each mesh
face, which is a good approximation of the real surface area of the building.
The feature thereby delivers a good description of the global size of the
building.

3.3.1.3 Extract non-geometric features

The only non-geometric feature we use is the building year of construction.
In our case the year of construction is included as an attribute of every
building in the cadastral dataset. Further attributes included in this dataset
are not used because they may introduce a bias in the SBST classification of
our dataset (see section 3.1.2).

3.3.2 Feature scaling

All the features extracted in section 3.3.1 are standardised (section 2.2.2).
This means we also standardise the Shape DNA as the spread of the higher
order eigenvalues is often bigger than the spread of the lower order ones.
However, the higher order eigenvalues are not regarded to be more impor-
tant (section 4.4.1.3). It is important to include the feature scaling process
inside the inner loop of a CV [13]. This means we make sure that the feature
scaling is done on each train and test set individually. Otherwise informa-
tion about the test set would be included in the tuning of the hyperparame-
ters and evaluation process which is unwanted for a good generalisation of
the model.

3.4 automatic classification

3.4.1 Supervised learning

For the SBST classification we use a linear (SVM) and several non-linear
(k-NN, kernel SVM, RF, ANN) classifiers (section 2.2.3). The hyperparam-
eters of the classifiers are tuned with a 5-fold cross validated grid search
evaluating the best classification accuracy on the respective test sets.

Furthermore we use different feature (sub-)sets to gain a better insight into
the importance of feature types, such as local or global shape descriptors
applied on 2D or 3D representations, or the year of construction.

3.4.2 Evaluation

We evaluate different classification models based on their classification accu-
racy with the best performing hyperparameters. The classification accuracy
is the mean value of the performance on each of the 5 test sets in the cross
validation. We also generate a mean confusion matrix within this process
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to get an insight into the prediction of the separate classes. When compar-
ing the performance of different models (classifiers and feature subsets) we
make sure that it is based on the same input samples.





4 IMPLEMENTAT ION AND
EXPER IMENTS

4.1 input data

4.1.1 Remote sensing data

We make use of the Actueel Hoogtebestand Nederland (AHN)1, a digital
surface model in the form of a point cloud. The point cloud is obtained by
ALS, and in total contains more than 600 billion elevation points covering
the whole Netherlands. The AHN dataset is available for download free
of charge at the Dutch national geoportal Publieke Dienstverlening Op de
Kaart (PDOK) in a .las fire format (see [2] for a documentation of the dataset
and downloading instructions). The point cloud is preprocessed, such that
the points are the centre points of a regular grid with 0.5m × 0.5m grid
cells. Different versions (AHN1, AHN2 and AHN3) of this dataset exist
for different regions of the country (figure 4.1). At the time of writing this
thesis only AHN2, measured from 2011 through 2012, was available for
the Groningen region. In contrast to AHN3, the points of the AHN2 point
cloud are not classified according to classes, such as ground level, buildings
or vegetation (figure 4.1). This means the extraction of buildings from the
point cloud requires an additional processing step and the building roofs
may be occluded by trees (section 3.1.1).

(a)

1 http://www.ahn.nl/index.html
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(b)

(c)

Figure 4.1: Different versions of AHN: (a) AHN2; (b) AHN3 with classified ground
(purple), vegetation (blue) and buildings (green); (c) only buildings in
AHN3.

4.1.2 Cadastral data

The cadastral dataset used in this project stems from the Basisregistraties
Adressen en Gebouwen (BAG), which is also available on the Dutch geopor-
tal PDOK. The dataset includes two features that are used in this project,
namely the year of construction and the footprint polygon of the build-
ings. In general, the footprint polygon represents the outline of the building
touching the ground. However, if the roof- or substructure (e.g. basement)
of the building deviates more than 1m from this outline, the respective out-
line of the roof- or substructure is represented [60].
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4.1.3 Building dataset

The building dataset comprises information of about 20.000 buildings of
the Groningen building stock. In a classification process (section 3.1.2) this
information is used to predict the SBST class membership of each building
according to the GEM taxonomy. The distinct combination of the GEM
attributes results in more than 60 different SBST classes that are present in
the dataset. For the experiments conducted in this thesis we use 800 sample
buildings equally distributed over the eight most common SBST classes in
the dataset. This sample is summarised in table 4.1. Additionally, exemplary
buildings of each class are shown in figure 4.2.

Table 4.1: Groningen training samples

 

M
aterial of lateral load resisting 

system
 in direction X 

Lateral load resisting system
 in 

direction X 

M
aterial of lateral load resisting 

system
 in direction Y 

Lateral load resisting system
 in 

direction Y 

Floor type 

Exterior W
all – Presence of outer 

leaf 

MU LWAL MU LWAL FW EWN Masonry 
unreinf. Wall Masonry 

unreinf. Wall Wood No 

MU LWAL MU LN FM EW Masonry 
unreinf. Wall Masonry 

unreinf. 
No 

system Masonry Yes 

MU LWAL MU LN FW EW Masonry 
unreinf. Wall Masonry 

unreinf. 
No 

system Wood Yes 

MU LWAL MU LN FC EW Masonry 
unreinf. Wall Masonry 

unreinf. 
No 

system Concrete Yes 

MU LH MU LH FW EWN Masonry 
unreinf. Hybrid Masonry 

unreinf. Hybrid Wood No 

CR LWAL CR LN FC EW Concrete Wall Concrete No 
system Concrete Yes 

CR LWAL CR LN FC EWN Concrete Wall Concrete No 
system Concrete No 

CR LWAL CR LN FO EW Concrete Wall Concrete No 
system Other Yes 
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Figure 4.2: Examples of the building stock with their GEM label

4.1.4 Synthetic building models

For the shape analysis we mainly use the synthetic building models created
in this thesis (section 3.2). In total we modeled 12 different classes (Table 4.2)
with around 300 buildings in each class.

Table 4.2: Synthetic training samples

Abbreviation	 Description	

fl_wo	 Flat	roof	type	without	extension	

fl_e1	 Flat	roof	type	with	extension	of	s	=	1	

fl_e2	 Flat	roof	type	with	extension	of	s	=	2	

fl_e3	 Flat	roof	type	with	extension	of	s	=	3	

ga_wo	 Gabled	roof	type	without	extension	

ga_e1	 Gabled	roof	type	with	extension	of	s	=	1	

ga_e2	 Gabled	roof	type	with	extension	of	s	=	2	

ga_e3	 Gabled	roof	type	with	extension	of	s	=	3	

sh_wo	 Shed	roof	type	without	extension	

sh_e1	 Shed	roof	type	with	extension	of	s	=	1	

sh_e2	 Shed	roof	type	with	extension	of	s	=	2	

sh_e3	 Shed	roof	type	with	extension	of	s	=	3	
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The building vary in their length, width and height from 3m to 10m, in their
roof angle from around 30

◦ to 70
◦, and in their extension from 1m to 3m

(width, length and height). Figure 4.3 shows an overview of the variation
for one of the classes. For most of the experiments we use a random subset
of 100 buildings of a class.

Figure 4.3: Synthetic building dataset

4.2 software

4.2.1 FME

FME2 is a GIS software that allows the creation of custom workflows. Com-
ponents with common GIS functions can be used in a visual programming
approach. FME is useful for handling large datasets such as the ALS point
clouds and applying simple spatial operations. In this thesis it is used to im-
plement the point-in-polygon test for the AHN point cloud and the building
footprints.

4.2.2 Postgres DB

Postgres DB3 is a database management system based on the the SQL stan-
dard. It allows fast data handling for large datasets. All the data that is
used in this thesis is stored in several tables of a Postgres DB.

4.2.3 Rhinoceros and Grasshopper

Rhinoceros4 is a 3D computer graphics and computer-aided design appli-
cation software. Grasshopper is a visual scripting language add-on for

2 https://www.safe.com/

3 https://www.postgresql.org/

4 https://www.rhino3d.com/

https://www.safe.com/
https://www.postgresql.org/
https://www.rhino3d.com/
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Rhinoceros. The add-on also allows to integrate the programming lan-
guage C# as individual scripting components. In this thesis Rhinoceros and
Grasshopper are used for a large part of the geometric processing.

4.2.4 C#

C# is a general-purpose, object-oriented programming language. In this
thesis it is used for data processing within the Grasshopper add-on of
Rhinoceros.

4.2.5 Python and libraries

Python is an interpreted high-level programming language for general-purpose
programming. Besides Python’s large standard library, additional libraries
are used for data handling (analysing, storing, exporting, visualisation) and
for the machine learning algorithms.

SciPy

SciPy is a library for scientific computing. We use SciPy for solving the
generalised eigenvalues problem in algorithm 3.5.

Pandas

Pandas is an open source library providing high-performance, easy-to-use
data structures and data analysis tools. In this thesis it is mainly used for
storing and exporting results of the classification process.

Psycopg

Psycopg is the most popular PostgreSQL adapter for the Python program-
ming language. At its core it fully implements the Python DB API 2.0 speci-
fications. Several extensions allow access to many of the features offered by
PostgreSQL.

Imbalance-learn

The imbalanced-learn package is a Python package implementing re-sampling
techniques for datasets showing strong between-class imbalance. We use
imbalanced-learn to undersample the majority classes in our training datasets
for the machine learning algorithms.

Scikit-learn

Scikit-learn [43] is the machine learning library used in this thesis. It fea-
tures various classification algorithms including SVM, RF or k-NN and is
designed to interoperate with SciPy.

Matplotlib

Matplotlib is a Python 2D plotting library which can produce high quality
figures. In this thesis it is used for visualising data, such as results of the
machine learning processes.

Seaborn

Seaborn extends the functionality of Matplotlib with a focus on statistical
data visualisation.
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4.2.6 shapeDNA-tria

’shapeDNA-tria’5 is a software developed by Reuter et al. [48] implementing
different discretisations of the LBO on polygon meshes and there spectral
decompositions. The software, thus, allows to extract Shape DNA from a
polygon mesh. We use this software to compare results and performance to
our own implementation for extracting Shape DNA.

4.3 implementation

4.3.1 Shape analysis

In a first step the BAG and AHN data is loaded into the software FME.
The PointAreaOnOverlayer transformer is used to implement the point in-
polygon-test (figure 3.2). The points that lie inside a footprint polygon are
exported to a database table, where each point is assigned to a specific
building determined by a building ID.

Figure 4.4: FME workbench

Subsequently the points and polygons are loaded into a Grasshopper script
where the mesh generation is implemented. As a first step, the region
growing algorithm is applied on the point cloud. The region growing al-
gorithm is implemented with C# scripting components as described in algo-
rithm 3.4.

5 http://reuter.mit.edu/software/shapedna
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Figure 4.5: Implementation of region growing algorithm in Grasshopper

Figure 4.5 shows an overview of the implementation. The rest of the mesh-
ing is implemented with a combination of standard Grasshopper compo-
nents. Geometric features, such as the footprint area and perimeter, roof
count and angle, surface area etc., are exported to a database table of a Post-
gres database (table 4.3). The mesh of each building is saved as a Wavefront
.obj file.

Table 4.3: Database table with shape features of a building

Building-ID	 LLRS_x	 M_x	 LLRS_y	 M_y	 Floor	 EW	

xxx	 	 	 	 	 	 	

	
	
	
	
	

Building-ID	 fparea	 perim.	 sarea	 rcount	 rangle	 gutter	

xxx	 	 	 	 	 	 	

	
	
	
	
	
	

Building-ID	 ev1	 ev2	 ev3	 ev4	 ev5	 …	

xxx	 	 	 	 	 	 	

	

Subsequently, a Python script was created that reads the .obj file and im-
plements algorithm 3.5. This part of the implementation can be found on
Github6. The eigenvalues are saved in another database table (table 4.4).

Table 4.4: Database table with Shape DNA of a building

Building-ID	 LLRS_x	 M_x	 LLRS_y	 M_y	 Floor	 EW	

xxx	 	 	 	 	 	 	

	
	
	
	
	

Building-ID	 fparea	 perim.	 sarea	 rcount	 rangle	 gutter	

xxx	 	 	 	 	 	 	

	
	
	
	
	
	

Building-ID	 ev1	 ev2	 ev3	 ev4	 ev5	 …	

xxx	 	 	 	 	 	 	

	

4.3.2 Supervised learning

In a first step the label training set is prepared. A database table with
separate columns for each GEM attribute is created. A row of this table, thus,

6 https://github.com/muha321/ShapeDNA
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contains one building identified by a building ID and its corresponding
GEM attributes (table 4.5). Subsequently, Table 4.3, 4.4 and 4.5 are joined by
the building ID.

Table 4.5: Database table with GEM attributes of a building

Building-ID	 LLRS_x	 M_x	 LLRS_y	 M_y	 Floor	 EW	

xxx	 	 	 	 	 	 	

	
	
	
	
	

Building-ID	 fparea	 perim.	 sarea	 rcount	 rangle	 gutter	

xxx	 	 	 	 	 	 	

	
	
	
	
	
	

Building-ID	 ev1	 ev2	 ev3	 ev4	 ev5	 …	

xxx	 	 	 	 	 	 	

	

A python script implements an Importer class that allows to import an arbi-
trary combination of GEM attributes and features per building. A possible
usage of the class can be seen below. The synthetically generated dataset
can be treated in the same manner. Possible label types for this dataset are
roof and extension.

# initialise importer class instance

im = Importer ( )

# define labels as lateral load resisting system in x and y

direction and ancillary material

l a = [ ’llrs_x’ , ’m_x’ , ’llrs_y’ , ’m_y’ ]

# define type that should not be imported (optional)

ex = [ ( ’llrs_x’ , ’LWAL’ ) ]

# define minimum amount of samples per class (optional)

lim = 100

# create the database table

im . c r e a t e ( l a b e l s = la , exclude = ex , l i m i t = lim )

# load data

im . load ( b u i l d i n g i d = True , fparea = True , yoc = True )

# return data as numpy array

bid = im . b u i l d i n g i d # returns list of building ID’s used

data = im . f e a t u r e s # returns label

l a b e l = im . l a b e l # returns feature

The data and label arrays can then be used in any common Scikit-learn
function [43]. For the usage of these functions the reader is referred to the
Scikit-learn documentation7.

4.4 experiments

In the following section we conduct multiple experiments to gain insight
into the usability of the methodology developed in this thesis. Table 4.6

7 http://scikit-learn.org/stable/documentation.html
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shows an overview of the conducted experiments. In section 4.4.1 we inves-
tigate into the use of different shape descriptors for classifying the synthetic
building dataset. The focus of these experiments lies on the usability of
Shape DNA as a global descriptor of a building shape. In section 4.4.2 we
apply the results of the preceding experiments on the Groningen building
dataset and predict the SBST with different feature combinations and train-
ing set sizes.

Table 4.6: Experiments conducted in this thesis

Section Experiment Question 
Sh

ap
e 

an
al

ys
is 

1.1 Does our algorithm to extract Shape DNA from a mesh return 
valid results? 

1.2 How do density and quality of a building mesh influence Shape 
DNA? 

1.3 How does Shape DNA perform at predicting the roof type of a 
building? 

1.4 How does Shape DNA perform at predicting the roof type of a 
building with an extension? 

1.5 How do other shape descriptors perform at predicting the roof 
type of a building with an extension? 

SB
ST

 p
re

di
ct

io
n 2.1 How do the features extracted in section 3.3.1 perform at 

predicting the LLRS? 

2.2 How do the features extracted in section 3.3.1 perform at 
predicting the SBST? 

2.3 How does the number of training samples influence SBST 
prediction? 

	

4.4.1 Shape analysis

4.4.1.1 Does our algorithm to extract Shape DNA from a mesh return valid
results?

Shape DNA is the beginning sequence of the eigenvalues of the LBO defined
on a manifold mesh and thus the solution to equation 2.10. Equation 2.10 is
the discretised version of the so-called Helmholtz equation, given in equa-
tion 2.7. Analytic solutions of equation 2.7 are only known for a limited
number of shapes, such as the sphere, the cylinder or the solid ball. The
eigenvalues for the unit 2-sphere for example are

λi = i(i + 1), i ∈N0, (4.1)

with multiplicity 2i + 1 [49].

By comparing the solution of equation 4.1 for some i, to the solution of al-
gorithm 3.5, with a meshed sphere as input, we can validate if algorithm 3.5
returns the correct results. To this end, we calculate the analytic solution
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for a unit sphere with a simple Matlab script. Furthermore, we constructed
the meshed sphere with the constraint of a maximum edge length of 0.1m
which lead to an approximation of the sphere with around 2000 vertices (see
figure 4.6a). The sphere is meshed and the first 50 eigenvalues are extracted
with the implementation of algorithm 3.5 and with the software ’shapeDNA-
tria’ (section 4.2.6). A plot of the results can be seen in figure 4.6b. The
different implementations of Shape DNA are not shown, as they led to the
same result.

(a)

0 10 20 30 40 50
n

0

20

40

60

6
n

Analytic
Discrete

(b)

Figure 4.6: (a) polygon mesh of a sphere; (b) first 50 eigenvalues of the LBO eigen-
values of a sphere: analytic solution calculated with equation 4.1 and
discrete solution calculated with algorithm 3.5

We may now define the two vectors constructed from the eigenvalues of
the analytic and discrete solution as feature vectors of the corresponding
spheres. The euclidean distance between the two vectors can be calculated
with

dSphere =

√√√√ 50

∑
n=1

(λ
Analytic
n − λDiscrete

n )
2
= 3.016 (4.2)

Since both feature vectors represent the shape of a unit-sphere we desire
dSphere to be 0. However, the meshed sphere is only a discrete approximation
of the continuous unit sphere. If we increase the number of vertices N of
the meshed sphere we can create a better approximation of the real unit-
sphere, and thus dSphere will decrease (section 4.4.1.3). However, based on
figure 4.6b, and the fact that our implementation returns the same result
as the ’shapeDNA-tria’ software we conclude that algorithm 3.5 works as
expected.

4.4.1.2 How do density and quality of a building mesh influence Shape DNA?

For shapes such as buildings, no analytic solution is known for equation 2.7.
Therefore, we can only rely on the result of our previous experiment. How-
ever, a building mesh with 0.1m edge length mesh has around 30.000 ver-
tices. Extracting the Shape DNA of a whole building stock with such models
is not feasible (section 3.2.3). To get an understanding, how a different mesh-
ing changes the precision of Shape DNA, we apply 6 different meshings on
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a building model of each roof type. Figure 4.7 shows a close up of the differ-
ent models. In this experiment we will extract the first 50 eigenvalues of the
LBO of the meshes, as Shaphe DNA of each of thes meshes and compare
the results. A smaller number of eigenvalues does not significantly change
the results.

(a)
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(b) (c)

(d) (e)

(f) (g)

Figure 4.7: Synthetic building models with different meshing applied: (a) flat,
gabled and shed roofed building model; (b) mesh with 0.1cm edge length
- 34000 vertices; (c) same as (b), but mesh smoothing applied; (d) mesh
with 0.2cm edge length - 8000 vertices; (e) mesh with 0.5cm edge length -
1300 vertices; (f) same as (e) but no vertices on the walls of the building
to resemble meshing of real building models - 540 vertices; (g) same as
(f) but mesh smoothing applied to achieve better mesh quality on the
walls - 8000 vertices

We use the extracted Shape DNA as feature vectors of the building mod-
els and plot the results with the help of MDS (section 2.2.2). Figure 4.8b
shows the different meshings. The points in magenta represent the building
models that were meshed with 0.1m edge length. A geometric smoothing
was applied to ”round” the corners and edges (roof-wall, wall-floor intersec-
tion) of the model. A topologic smoothing was applied to produce equally
sized triangles on the mesh. These meshes are considered to represent the
underlying manifold most accurately. The points in cyan represent build-
ing models that were meshed to resemble the meshing of the real building
models (section 3.2.3). We can see that the Shape DNA extracted from these
models is far from the red points and therefore considered to be imprecise.
When applying a topologic mesh smoothing to the ”magenta”-models, we
can increase the precision of the Shape DNA greatly (”yellow”-models). In
figure 4.8c we see that the meshes with 0.1 (with and without smoothing)
and the meshes with 0.2m produce very similar results. The later models
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consist of around 8000 vertices and are therefore still feasible to use for
shape analysis of the whole building stock. Thus, we will continue using
models with this meshing applied.

100 75 50 25 0 25 50

20

0

20

40

60

80 flat
gabled
shed

(a)

However, what we can already see by looking at figure 4.8a is that build-
ings with different roof types may have similar feature vectors, and are,
thus, close in feature space. This is not desirable if we want to classify the
buildings according to their roof type.
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Figure 4.8: MDS of Shape DNA of synthetic building models with different meshing
applied: (a) models coloured according to flat, gabled and shed roof type;
(b,c) models coloured according to meshing: Red: 0.1cm edge length
and 34000 vertices; Magenta: same as red, but mesh smoothing applied;
Green: mesh with 0.2cm edge length and 8000 vertices; Blue: mesh with
0.5cm edge length and 1300 vertices; Magenta: same as blue but no ver-
tices on the walls of the building to resemble meshing of real building
models - 540 vertices; Yellow: same as magenta but smoothing applied
to achieve better mesh quality on the walls - 8000 vertices.

4.4.1.3 How does Shape DNA perform at predicting the roof type of a build-
ing?

In this experiment we extract Shape DNA of synthetic building models with
three different roof types and without an extension. We normalise the Shape
DNA by multiplying it with the first eigenvalue (), however, using another
normalisation method lead to the same results. We use 100 building mod-
els of each roof type for this experiment. We select the building models
randomly from the pool of 300 buildings per roof type (section 4.1.4). The
models are meshed with 0.2m edge length. We represent the buildings with
their feature vector comprised of Shape DNA with 50 eigenvalues. This
leads to the best classification result. However, changing this parameter in
the range of 15 to 50 eigenvalues only has a marginal impact on the clas-
sification of around 1-2%. Figure 4.9 shows a MDS plot of the buildings
in the Shape DNA feature space. In this scaled down space, the buildings
do not seem to be separable. However, this is not necessarily an accurate
representation of the data in the 50-dimensional ”Shape DNA space”.
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Figure 4.9: MDS of Shape DNA feature space with synthetic building models of
different roof types.

Thus, we try to classify this dataset according to the roof type. Using a SVM
with radial basis function (RBF) kernel leads to the best results. We deter-
mine the hyperparameters with a 5-fold CV. Figure 4.10 shows the average
confusion matrix over the 5-folds of the best hyperparameters.
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Figure 4.10: Confusion matrix of roof type classification

The classification accuracy is 93% as an average of all classes. This can be
seen as a very good result. However, in reality buildings often have one
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or more extensions and do not only vary in their size and roof type (see
figure 2.2). Thus, in a next experiment we add noise to the building models
in the form of differently sized extensions.

4.4.1.4 How does Shape DNA perform at predicting the roof type of a building
with an extension?

In this experiment we extract Shape DNA of synthetic building models with
three different roof types and extensions of three different sizes. First, we
use 100 building models of each roof type with an extension of s = 1. Again,
we select the building models randomly from the pool of 300 buildings per
roof+extension type (section 4.1.4). This results in a dataset with the exact
same building models as in the previous experiment, only that the build-
ings have a 1m × 1m × 1m extension this time. The results of classifying
this dataset with a kernel SVM can be seen in the confusion matrix in fig-
ure 4.11.
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Figure 4.11: Confusion matrix of roof type classification with extension of s = 1
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Figure 4.12: Confusion matrix of roof type classification with extension of s = 1

The classification accuracy is 92%. By comparing this to the result of the
previous experiment we conclude that the extension did not have a signif-
icant impact on the detection of the roof type. We now repeat the same
experiment with extensions of s = 2 and s = 3. The classification accuracies
of all the roof type predictions, with and without an extension can be seen
in figure 4.12. We can see that the classification accuracy goes down to 75%
with an extension of s = 3.

(a) (b)

Figure 4.13: Synthetic building models with and without extension

Figure 4.13 shows some exemplary buildings with extensions of s = 3 and
the same buildings without an extension. We can see a relevant change in
the shape of the buildings, especially for buildings with smaller dimensions.
This is the reason why Shape DNA, being a global shape descriptor, cannot
accurately detect the local similarity (same roof) in the buildings anymore.
We can further see this effect by drawing a random sample of 100 buildings
per roof type with all possible extension sizes including buildings without
an extension. Classifying this dataset only results in a 70% classification
accuracy. However, we have now theoretically reduced the training size
for each type (roof+extension) to 1/4 of the previous experiments, as we
still only draw 100 buildings per roof type including all 4 extension types.



4.4 experiments 77

If we increase the sample size to 400 buildings in total, the classification
accuracy rises to 85%, which is a promising result. Figure 4.14 shows how
the classification accuracy increases with an increasing number of training
samples. In the next experiment we will see how other shape descriptors
applied on the same dataset perform in a classification.
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Figure 4.14: Accuracy of roof type classification based on SVM classifier using
Shape DNA and a varying number of training samples.

4.4.1.5 How do other shape descriptors perform at predicting the roof type of
a building?

In this experiment we extract the footprint area and perimeter, gutter height,
surface area, roof count and roof angle from the synthetic building models.
By looking at the roof count and roof angle we can already classify the three
roof types with simple rules (table 4.7).

Table 4.7: Roof count and angle of synthetic building models

Roof	type	 Flat	 Shed	 Gabled	

Number	of	roof	segments	 1	 1	 2	

Angle	of	roof	segments	 α	=	0°	 α	>	0°	 α	>	0°	

	

This does not change, when adding an extension to the models, as the num-
ber of roof segments increases for each type by one. Since the extensions
are flat, the roof angle will stay the same for flat buildings and decrease for
shed and gabled building types (section 3.3.1.2). Thus, including roof count
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and roof angle features leads to classification accuracies of 100%. Footprint
area, perimeter and gutter height do not include any information about the
roof type of the building as they stem from the same distribution of width,
length and height values. However, if we add the surface area to that fea-
ture set, the combination of these features can allow to induce the roof type.
We try to classify the model with 100 buildings per roof type and a random
presence of extensions. We, again, use a kernel SVM for the classification.
Figure 4.15 shows a confusion matrix of this classification.
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Figure 4.15: Confusion matrix of roof type classification with extensions

The building models with a flat roof can be predicted with 100% accuracy.
This is a result of the way we generated the synthetic building set. Building
models with equal length, width and height always have a greater surface
if they are of type gabled or shed. Remarkably, this already allows the
detection of buildings with flat roofs. The probability of correctly classifying
a building of one of the remaining classes shed and gabled, is thus 50%.
With 43% and 53% accuracy respectively, the classification of these types
can be seen close to random.

4.4.1.6 Summary and conclusion

With the experiments conducted in the previous sections we have shown
that we need a regular mesh to extract precise Shape DNA. The density of
the mesh used in the experiments was 0.2m. We do not expect a marginal
influence for building classification if we increase or decrease this number
slightly. However, the meshes with highly irregular meshing created in sec-
tion 3.2.3 may not be adequate for extracting Shape DNA, due to their irreg-
ular density. By applying a topologic smoothing to the mesh the precision
of the Shape DNA can be increased. Regarding the classification of build-
ing models with Shape DNA the results are mixed. When trying to classify
building models that only change in their roof type, Shape DNA delivers
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good results. Provided that we cannot extract the relevant local feature di-
rectly section 2.4.1, Shape DNA can be a useful global shape descriptor for
building classification. However, the classification accuracy drops signifi-
cantly when extensions are added to the building, and, thus, the influence
of the roof type on the global shape of the building is reduced. This may
be problematic for SBST classification, as high intra-class variabilities of the
global shape are likely section 2.2.2. Furthermore, the local shape features
allowed to detect the flat roof types with high accuracy, as a result of the
consistently smaller surface area of this type. While this is of course not
the case in reality, similar shape patterns may be possible. However, Shape
DNA could not capture this pattern as good as the relation of surface area
and local shape features could.

4.4.2 SBST prediction

In the following experiment we use all the extracted features from the build-
ing models and try to predict the SBST in different levels of detail using
different feature combinations. We first construct a subset from the avail-
able training set representing all the available typologies with at least 100

samples. We then undersample to the minority class which leaves us with
800 samples evenly divided into 8 classes (see table 4.1). However, this
sample represents less than 1% of the building stock of the Groningen re-
gion. The main reason we choose to undersample the data is the runtime
of the classification. With 100 samples per class a 5-fold cross validation for
tuning the classifiers hyperparameters and simultaneous evaluation of the
classification results can be conducted within a few minutes. This allows
to conduct multiple classifications with different settings, while still using
a reasonable amount of buildings for a reliable measure of the classification
performance.

We only show the classification results either using a SVM or a RF classifier
as they resulted in the best classification performance. A k-NN classifier
often performs slightly worse than the RF and an ANN usually performs
worse than the other classifiers on this dataset.

4.4.2.1 How do the features extracted in section 3.3.1 perform at predicting the
LLRS?

Looking at the building models and the preliminary experiments in sec-
tion 2.2.2 we conclude that the LLRS is the most influential parameter on
the geometry of the building. First, we extract the Shape DNA of the build-
ing models. Figure 4.16 shows the exemplary building of figure 2.2 in a
feature space spanned by the first 15 eigenvalues of the LBO.
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Figure 4.16: MDS plot of buildings in unnormalised ”Shape DNA-space”
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Figure 4.17: MDS plot of buildings in normalised ”Shape DNA-space”
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We try to classify the LLRS using the Shape DNA features and the year of
construction of the sample including 800 buildings. We thereby try to an-
swer the question if Shape DNA is useful for the classification of the LLRS.
Similar to the inspection of figure 4.16 and figure 4.17 the classification us-
ing the unnormalised and normalised spectrum does not allow a clear con-
clusion whether to prefer one over the other (2% better performance with
6% standard deviation). Nevertheless, both classification results can be re-
garded as good. By reducing the number of eigenvalues from 50 to 15 we
can even achieve slightly (not marginally) better results, mostly in the detec-
tion of terraced houses. Figure 4.18 shows the confusion matrix of the LLRS
classification using the first 15 unnormalised eigenvalues and the year of
construction of the buildings.
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Figure 4.18: Confusion matrix of LLRS prediction with Shape DNA and year of
construction

In a next experiment we compare the result to different feature sets to fur-
ther rank the performance of the previous experiment. First we deploy a
RF using the features year of construction, footprint area, gutter height, roof
count and roof angle. To judge the influence of the 3D information extracted
from the point cloud we plot the feature importance of the random forest in
figure 4.19.
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Figure 4.19: Feature importance in LLRS prediction according to RF

This shows that the year of construction and the footprint area are the most
important features. We deploy a SVM only using these two features and get
a classification accuracy as a mean over all classes of 87%, which is matching
the results of the previous classification using Shape DNA. The classification
accuracy per class can be seen in figure 4.20).
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Figure 4.20: Confusion matrix of LLRS prediction only using footprint area and year
of construction

4.4.2.2 How do the features extracted in section 3.3.1 perform at predicting the
SBST?

We first deploy a RF again to inspect the feature importance for the classi-
fication (figure 4.21). The year of construction and footprint area are still
the most important features, but 3D information gains importance in this
classification compared to the prediction of the LLRS.
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Figure 4.21: Feature importance according to RF. See table 3.2 for a description of
the features.

2D	 3D	 semantic	 Classification	
accuracy	and	
(standard	

deviation)	in	%	fparea	 peri-
meter	

gutter_	
height	 rcount	 rangle	 sarea	 Shape	

DNA	 yoc	

•	 •	 	 	 	 	 	 	 60	-	(2)	
•	 •	 	 	 	 	 	 •	 75	-	(2)	
•	 •	 	 	 	 •	 	 •	 78	-	(3)	
•	 •	 •	 •	 •	 •	 	 •	 79	-	(4)	
•	 •	 	 	 	 	 •	 •	 75	-	(3)		

	
Table 4.8: Overview of SBST classification results. See table 3.2 for a description of

the features.

This time the RF also significantly performs better than a SVM with a clas-
sification accuracy of 79% (4% std. dev.) vs. 71% (2% std. dev.). Fig-
ure 4.22 shows the confusion matrix of the best performing GEM classifica-
tion.
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Figure 4.22: Confusion matrix GEM classification

Similar to the classification of the LLRS, Shape DNA cannot improve the
classification and performs slightly worse the local shape features with an
accuracy of 75% (3% std. dev.).

4.4.2.3 How does the number of training samples influence SBST prediction?

In this experiment we want to see how the size of the training set influences
the SBST prediction. This is important, considering that training data with
label SBSTs is expensive and difficult to gather. Thus, it is desirable to
achieve adequate prediction accuracies, even with a small training set. For
this experiment we use the third model of table 4.8 (footprint area, perimeter,
gutter height, surface area) with a RF classifier. Then we randomly draw 80,
60, 40 and 20 samples from the initial 100 training samples, always equally
distributed over the classes. We repeat this experiment 5 times. In every
run the classification accuracy is measured with a 5-fold CV. This, however,
means that the test set, e.g. for the run with 20 samples is as little as 4

building samples. The results can be seen in figure 4.23.
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Figure 4.23: Accuracy of GEM classification based on RF classifier using footprint
area, perimeter, gutter height, surface area and a varying number of
training samples.

4.4.2.4 Summary and conclusion

The experiments in this section show that the prediction of SBSTs in our
dataset is already possible by using the footprint area and year of construc-
tion of the building resulting in accuracies better than 70%. For the LLRS
prediction we cannot prove that 3D geoinformation can help to predict the
LLRS in this dataset. By only using the footprint area and the year of con-
struction we can already achieve accuracies better than 85%. The classifica-
tion of the LLRS its materials, the floor and exterior walls of a building for
the eight most common building types in the region of Groningen lead to
an average accuracy of 78%. Here 3D shape features slightly improveme the
classification result. From these 3D the gutter height has the biggest influ-
ence in this classification. This influence can, however, not be justified from
an engineering point of view. It is therefore possible that this is an effect
of patterns from building practice and regulations in the building stock, or
our tested dataset. Shape DNA could not improve the classification of the
LLRS and resulted in a decrease in classification accuracy when applied in
the SBST prediction.



5 CONCLUS ION , D ISCUSS ION AND
RECOMMENDAT IONS

5.1 summary and conclusion

In this thesis we have investigated into the use of remote sensing and cadas-
tral data to assist large scale seismic vulnerability assessment. Our main
goal was to develop and implement a methodology to predict the SBST for
buildings in the Groningen region. To that end, we generate 3D building
models, apply local and global shape descriptors to extract geometric fea-
tures from the building model and combine these features with the year
of construction to represent a building by a feature vector. We use this
representation to predict the SBST of a building in a supervised machine
learning approach. We describe the SBST of the Groningen buildings by six
GEM attributes, namely the LLRS in two distinct directions, the material of
the LLRS in both directions, the floor of a building and a description of its
exterior walls. This information can allow empirical assessment of the seis-
mic vulnerability of a building. A RF classifier delivers the best results and
allows to predict the SBST with accuracies between 53% and 93%, depend-
ing on the SBST. Furthermore, we show the importance of different features
for the classification process. The year of construction proved to be the most
important feature for the presented SBST prediction, followed by the foot-
print area. Both features are directly available from the BAG dataset, which
makes the preprocessing steps, such as the 3D model generation, basically
unnecessary. In general, we show that the prediction of SBSTs for seismic
vulnerability assessment on a large scale is possible. We have, thus, also
validated the results of previous case studies in related work for a sample
of SBSTs from the Groningen building stock.

5.1.1 Limitations

We have only conducted our experiments on a small sample consisting of
less than 1% of the Groningen building stock, mainly to reduce the run-
time of the experiments. Furthermore, only the eight most common SBSTs
are predicted in our workflow. This is due to the fact that we only have a
small number of training samples available for the remaining types. The full
building stock of Groningen includes at least 30 different SBSTs. The super-
vised learning approach requires a reasonable number of training samples
for each SBST and the collection of further training samples is still a non triv-
ial process. To facilitate this process we show the influence of the sample
size on the predictive performance. This experiment hints that even with
as little as 40 training samples per class, SBST prediction can still deliver
adequate results.
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5.1.2 Answer to research question

Which shape descriptors are relevant for the prediction of seismic building
structural types and how can they be applied on a building representation?

Local shape descriptors that describe the building on specific points and
their local surroundings can be seen as the most relevant for SBST predic-
tion (section 2.4.1). In our test dataset of the Groningen building stock,
the footprint area was the most important shape feature, followed by the
footprint perimeter. The extraction of these features does not require the
reconstruction of the building geometry and not even the use of 3D data.
The use of further local shape descriptors, such as the gutter height or roof
angle, and the surface area as a global shape descriptor, only improve the
classification slightly. Approximations of these features can be extracted
directly from the roof point cloud of a building, or a polygon mesh. The
use of Shape DNA resulted in a decline of classification accuracy for the
prediction of the SBST described by six GEM attributes. The reconstruction
of a structured semantically enriched 3D building model can be helpful to
extract further local shape features, such as the number and size of exten-
sions. First steps towards the creation of such a model are implemented in
this thesis, e.g. with the identification of planar roof segments.

To which extent is it possible to describe geometric similarities of
buildings using Shape DNA?

Shape DNA can measure geometric similarities of buildings by describing
the global shape of a building with a one-dimensional vector. This vec-
tor can then be used for shape analysis, such as comparison or classifica-
tion. In this thesis we have used between 15 and 50 eigenvalues of the FEM
discretisation of the LBO to form the Shape DNA. Varying the number of
eigenvalues did not have a signification influence on shape classification. A
requirement for extracting precise eigenvalues is a dense and regular poly-
gon mesh of the building geometry. On the real world dataset from the
Groningen region, we have gained a good approximation of such a mesh,
only using a point cloud of building roofs and building footprints. Further
improvements of the mesh quality require the geometric reconstruction of
the building first. It is still unclear to which extent the mesh quality and
therefore the precision of the eigenvalues also has an effect on shape classi-
fication.

To gain further insight, independent of the mesh quality and use case of
SBST classification, we also generate synthetic building models that allow
to gain a dense and regular polygon mesh of a building. As an example
for shape based building classification, we succeed to predict the roof type
(flat, gabled, shed) of buildings using Shape DNA in combination with a
SVM. We have also shown that an extension of 2m× 2m× 2m on a building
already limits the predictive accuracy significantly. In this case the roof has
a smaller impact on the global shape of the building. Local features, only
describing the shape of the roof have a clear advantage in such a situation.
Shape DNA may be useful in situations where local features, such as the
roof angle or number of extensions of a buildings, are unknown or difficult
to extract. However, any non-isometric change of the building shape also
changes the Shape DNA. This means, if buildings differ at many local points,
the ability of Shape DNA to only represent relevant local features for a



5.2 discussion and recommendations 89

specific classification task is limited. A sufficiently large number of training
samples with different types of geometric noise may allow to overcome this
limitation. However, to what extent a real building stock can be classified
is still unclear, as occuring buildings may include many different shape
patterns.

Future work in the area of shape analysis for SBST classification and Shape
DNA as a shape descriptor for buildings is necessary.

5.2 discussion and recommendations

5.2.1 Shape analysis of buildings

Considering SBST classification beyond the dataset used in this thesis and
shape based building classification in general, investigation into shape anal-
ysis of buildings is still necessary. As a first step, we suggest to improve
the input, namely the building model, for the shape analysis. By making
use of the segmented building point cloud generated in this thesis an LOD2
model could be created, with little to no manual modeling effort. Such a
model can also facilitate to extract further semantic information. From a
scientific point of view, a reconstructed building model is desirable to com-
pare different methods independent of representation and quality of the
input data. For further use of Shape DNA, meshes such as the ones used
for the synthetic building models allow to exclude influence of the meshing.
Besides Shape DNA, investigations into the following methods may be of
interest.

5.2.1.1 Deep learning

In general, deep learning methods combine the steps of feature extraction
and classification, and thus allow to extract only relevant features for a spe-
cific problem (section 2.4.2). Thereby, they may, however, require a larger
number of training samples. This can be problematic for SBST prediction, as
the number of training samples is often very sparse. Here, low dimensional
local shape descriptor can have a signification advantage. However, with a
sufficiently large number of training samples available, deep learning archi-
tectures may be appropriate to use for building or SBST classification.

5.2.1.2 Simple shape features

The most important shape features for the SBST classification in this thesis
are the footprint area and perimeter. Related work in the area often comes
to the same conclusion. The combination of these features can detect simple
patterns in a building stock mostly related to the size of a building. For sim-
ilar LLRS (and their materials) but different exterior walls and floor types,
the influence of the building size can often not be justified from an engineer-
ing point of view. It is more likely that patterns regarding these types are
a result of building practices during specific times and regulations in the
region. However, it is questionable if such patterns are present beyond the
size of a building. Thus, simple local shape features may often be enough to
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classify buildings according to their SBST. Using such features also allows a
more transparent classification process. This can also be justified if we think
about, how humans would classify buildings. Beyond the size and roof type
there are often no attributes solely describing the shape of a building, espe-
cially on a scale that can be captured with aerial or satellite remote sensing
data. Further classification may be based on spatial relations, such as ad-
jacency, or visual information, e.g. describing the materials of a building
(section 5.2.2.2).

5.2.2 Automatic SBST prediction

Future work is necessary in order to investigate into the suitability of the de-
veloped methodology for the remaining building stock of Groningen or for
different regions. The following sections describe some of the possibilities
to improve and extent the current workflow.

5.2.2.1 Preprocess training samples

Training samples for SBST prediction are not always reliable. They may stem
from different sources (such as in our case), that are not always consistent
and correct, due to a challenging assignment process of SBST labels. To
improve the prediction of unseen data an outlier detection applied on the
training set is necessary. This could be done with a one-class SVM in the
same way Geiß et al. [22] describe this process (see section 2.5).

5.2.2.2 Potential of different datasets and features

Our implementation only considers data from two different sources (BAG
and AHN), and two different types of features (geometric and semantic).
In view of extending the workflow to more SBST classes, additional data
sources may be necessary.

Geographic features

Similar to the assumption that geometric features reveal patterns from build-
ing practice and regulations, such patterns may also be identified in geo-
graphic information. Buildings in the same region or area of a city are often
more likely to have the same SBST as buildings that are far apart. Thus,
encoding the location of a building in relation to the city and its neighbours
may provide valuable information for the classification.

Image features

Images may provide valuable information for SBST prediction. Similar to
a human interpretation of building classification, building patterns may be
visible in image data, such as the use and arrangement of different materials
on the outer wall and roof of the building. Tutzauer and Haala [59] have
shown that it is possible to predict building use from terrestrial images with
a CNN. We believe if such a pipeline is supervised with SBSTs ground
truth it could be a good alternative, or extension of the approach taken in
this thesis.
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Alternative training samples

BIM or CAD models may be useful training samples, even for the prediction
of real buildings. The geometry as well as the SBST in such models is often
known, and thus could be treated in the same way as inspected buildings
combined models gained from remote sensing data.

Contextual information

Contextual information such as known building codes or common building
practice may be useful information for SBST classification. This could lead
to a workflow where knowledge about the building stock is integrated into
a probabilistic model.

5.2.2.3 Suitability in different region

In theory, our method can also work in different regions outside of Gronin-
gen and the Netherlands. However, several parameters may need to be
adapted. First, the GEM attributes used in this thesis may need to be ad-
justed to reflect the most influential parameters on the vulnerability of the
building stock in question (see section 2.1.2). This process is strongly con-
nected to building inspections and subsequent generation of the training
set, which is a necessary step in our approach. Furthermore, input datasets
such as the point cloud may not be available. However, we proved in this
thesis that information from the building footprint and the building year
of construction can already lead to good classification results. These two
features are available in many regions all over the world [6].

5.2.2.4 Direct large scale seismic building vulnerability assessment

Instead of predicting a SBST it may be possible to conduct large scale seis-
mic vulnerability assessment in a more direct way. Analytic vulnerability
assessment with a building model automatically reconstructed from remote
sensing data can be a next step for large scale seismic vulnerability assess-
ment. However, traditional approaches for computer aided vulnerability
assessment may still be too time consuming without grouping a building
stock first. To circumvent this problem it may be possible to directly predict
vulnerability parameters instead of SBST labels in a supervised learning
approach.

5.2.2.5 Usefulness in other hazardous situations

Knowledge about the structural building type, such as the structural system
and materials of (many) buildings may also be of importance in other haz-
ardous situation, such as fires or floods. Besides seismic load, fires or floods
can also affect the structural behaviour of a building and thus result in eco-
nomic loss or life safety. To mitigate impact of such hazardous situations it
is important to have fast access to a detailed structural model of a building.
Region wide digital city models enriched with structural information about
the buildings is thus of great importance.
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5.3 reflection

The originality of this thesis is the combination and integration of the three
main parts, geomatics, pattern recognition and seismic engineering. The
main contribution is a literature study summarising relevant aspects in these
parts, and a prototype to classify SBSTs. Initial tests show that the ideas de-
veloped in this thesis have potential. The research also lead to the realisation
of the relevance for a structurally aware building model created from remote
sensing data and ancillary (geo-)information, potentially gained by using
machine learning techniques. Besides a geometric reconstruction with suffi-
cient accuracy such a model should include information about the structural
system and structurally relevant materials of the building. Such models -
available for large building stocks of cities, regions and countries - could be
of great value for pre-, peri- and post-event analysis and decision making in
hazardous situations (e.g. fire, flood, earthquake). Currently available stan-
dards for building models, such as CityGML, are focusing on visualisation
or navigation purposes and analysis where mostly the geometry is impor-
tant, but not the structural system and materials of the building. The data
model of the GEM taxonomy is compatible with BIMs which could serve as
a basis. Insight and understanding, and some of the developed tools of this
thesis can be used towards the creation of such models.
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