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Chapter 1  

                                                                              

Introduction 
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The French physicist Alexandre-Edmond Becquerel discovered the photovoltaic effect in an 

electrolytic cell in 1839. Since then, it took a comparatively long time before solar energy was 

effectively used to generate electricity. In 1905, Albert Einstein provided the basis for 

fundamental understanding of the photoelectric effect.
1
 In 1918, the Polish chemist Jan 

Czochralski invented his groundbreaking growing method of high-quality crystalline silicon. 

Silicon-based solar cells first showed a significant development with cells with an efficiency of 

about 6% manufactured at Bell Laboratories in 1954
2
. Solar cells were first used to power 

satellites orbiting the earth, and then gained great interest for terrestrial applications in the 1970s 

because of the steep rise in oil prices. Since 2000, photovoltaic (PV) technology started to 

exhibit a fast development. The worldwide cumulative installed PV power has continuously 

increased exponentially between 2007 and 2018. Currently the largest share is installed in 

Europe, followed by the Asia Pacific Region, where most of the PV power is installed in Japan 

and China. Even though solar electricity still covers only a small fraction of the worldwide 

electricity supply (about 2% in 2016), solar electricity has a great potential to grow much faster 

than other technologies such as hydroelectricity, nuclear electricity, and wind electricity, both 

on the basis of its science and technology perspectives and since solar energy is by far the 

largest available form of renewable energy on earth. Besides, PV systems can be installed 

decentralized on individual roof, unlike hydro- and nuclear power plants that require large 

public or private investments.  

This thesis focuses on two types of solar cell materials, namely semiconductor quantum dots 

(QDs) and ZnO:Al/CdS/Cu(In1-xGax)Se2 (CIGS) layered systems, that are of importance for the 

further development of QD and CIGS thin film solar cells. For the first system, we applied 

positron techniques to probe the surface composition and electronic structure of ligand-capped 

PbSe and CdSe semiconductor QDs embedded in thin films. For CIGS solar cells, we examined 

the stability and degradation mechanism of ZnO:Al window layer under 85%/85 
o
C damp heat 

conditions and investigated the layered structure of CIGS with an (In,Ga) compositional 

gradient using positron techniques. 

1.1. Quantum dot solar cells 

Colloidal quantum dots (QDs) are approximately spherically shaped semiconductor nanocrystals 

with a diameter in the range of typically 2 to 20 nm, corresponding to hundreds to hundred 

thousands of atoms. A QD consists of a semiconductor crystalline core which is capped by a 

layer of organic molecules with an anchoring endgroup that is attached to the nanocrystal (NC) 

surface and a hydrocarbon tail directed away from it (figure 1.1). When the size of the QD is 

comparable to the Bohr radius of the electron and the hole, the conduction band and valence 

band become discrete and the band gap increases with a decrease in size. This quantum 

confinement effect makes the properties of QDs highly distinguishable to bulk crystals, as the 

QDs possess strongly size-dependent optical and optoelectronic properties. The unique property 

of size-tunability in the electronic and optical properties has spurred much of the interest in view 
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of potential applications in optoelectronic technology including solar cells, light-emitting diodes 

(LEDs), photodetectors and field-effect transistors (FETs).  

 

 

 

              

Figure 1.1. Schematic of NCs with hydrocarbon surface ligands 

During the last decade, QD photovoltaic (PV) cells have attained a large increase in the power 

conversion efficiency (PCE), that increased from less than 1% in 2005 to 9.9% in 2016
3
. 

However, such an efficiency is still too low for large scale application like maturely 

commercialized Si-based solar cells (with a record efficiency of 25.6% for lab-based solar cells) 

and thin-film PV systems such as CdTe and CuInGaSe2 (CIGS) (with record efficiencies of 21.5% 

and 22.6%, respectively).
4
 Although QDs have two advantages over Si, namely a high 

absorption coefficient due to their direct band gap and the availability of inexpensive deposition 

techniques, the two key parameters of carrier mobility and carrier recombination rate limit the 

performance of QD solar cells. In order to improve the efficiency of QD solar cells significantly, 

it is required to develop effective transport of charge carriers between QDs, enhancing the 

charge carrier mobility and significantly reducing the concentrations of trap states at the 

surfaces of the QDs.  

Atoms on a solid surface may exhibit dangling bonds, since they have less neighbouring atoms 

than interior atoms. In order to stay stable, a solid has a strong tendency to lower its surface 

energy by moving surface atoms away from lattice sites, by shifting inwardly or laterally in the 

process of surface reconstruction.
5,6

 Relative to the bulk solid, QDs possess very high surface-

to-volume ratios, which magnify significantly the contributions of the surface structure, 

composition and local electronic structure to the properties of the material. Under-coordinated 

surface atoms with dangling bonds often lead to electronic states with energies lying between 

the highest occupied and lowest unoccupied energy band of QDs, the so-called mid-gap states or 

surface states. These localized states behave as traps for electrons or holes, largely enhancing 

non-radiative surface recombination that limits the power conversion efficiency (PCE) of QD 

solar cells.
7
 Shallow traps slow down charge transport through the solid, whereas deep traps 

capture both types of carriers, aiding their recombination. In order to improve the performance 

of QD solar cells, the concentration of mid-gap states should therefore be reduced substantially. 

Surface ligands attached to a QD are used to passivate the dangling bonds. Besides, they also 

play a vital role in the QD nucleation and growth, aiding to produce monodisperse size 

distributions and to induce chemical and colloidal stability of the QDs. The bonding between a 

QD surface atom and ligand molecules was described using Covalent Bond Classification 

scheme
8
 in which the bonding types are classified according to the number of electrons provided 
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by ligands to form bonds with the surface atom. Figure 1.2 (a) illustrates the three ligand types. 

L-type ligands can donate two electrons and interact with surface sites, while X-type ligands can 

just donate one electron to form ligand-surface bond. Z-type ligands can accept two electrons 

and interact with electron-donating surface atoms.
8-11

 In the case of CdSe QDs and PbSe QDs, 

phosphine oxides (R3PO) and amines (RNH2) (L-type ligands) are two-electron donors and can 

attach to the surface atoms (Cd and Pb) with dative covalent bonds, while carboxylate (RCOO-) 

and thiolate (RS-) (X-type ligand) are one-electron donors and can bind the cationic surface sites 

(Cd and Pb) with covalent bonds as presented in figure 1.2(b). 

 

Figure 1.2. (a). Three Nanocrystal-ligand binding modes (L-type, X-type, and Z-type bonding); (b). The 

schematic of ligating atoms in various ligands (RNH2, R3PO, RCOO−, and RS−) attached to the Pb 

atoms at the surface of PbSe nanocrystals. Figure (a) is reproduced and adapted from ref. 9 

In order to gain a deeper understanding of the electronic structure of QDs and how it is affected 

by size, surface composition and type of capping ligand, a suite of experimental and 

computational techniques have been used previously. The effect of the size of QDs and ligands 

on opto-electronic properties is usually examined from the position of the band-edge absorption 

in the absorption spectra
12

 and the photoluminescence peak in the photoluminescence spectra
12

. 

The quantum confinement of electrons in QDs as a function of particle size can also be observed 

experimentally using positron annihilation spectroscopy (PAS)
13

 and X-ray absorption 

spectroscopy (XRAS)
14

. In XRAS, it can observe that the s states at the bottom of the 

conduction band shift to higher energies with a shift of Ec ~ R
-0.6

 due to quantum confinement as 

the radius R of the CdSe QDs decreases. The mid-gap states created by the reconstructed surface 

structure, including the surface distortions, surface off-stoichiometry and the effect of surface 

ligands, were studied by both experimental and computational methods. The structural distortion 

of PbSe QDs was studied by X-ray diffraction (XRD) in comparison with computational 

analysis of the QD structure at the surface based on ab-initio total energy minimization methods. 

X 

X 

L 

     = PbSe, PbS, CdSe, CdS 
M = Cd, Pb, etc. 
 E = Se, S 
 X = RCOO-, RS-, etc.  
 L = RNH

2
, R

3
PO, etc. 

 R = hydrocarbon chain M 
E 

(a) 

(b) 

MX2 

Z-type  

X-type  L-type  
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Besides, the surface structure and electronic structure of CdSe and PbSe NCs with a bare 

surface
15,16

, with weakly bound ligands, and with covalently bound ligands
17

 were studied by 

ab-initio calculations. The bond length and bond angles are distorted when the size of NCs 

decreases, but the distorted surface structure does not create mid-gap states for stoichiometric 

NCs in the absence of passivated ligands.
16

 A decrease in NC size was found to lead to an 

increase in the surface off-stoichiometry
18

, which can also induce mid-gap states. Nevertheless, 

it was found from the ab initio calculations based on DFT that the mid-gap trap states can be 

removed through passivation of QD by an optimal number of attached ligands.
19

 Passivating 

ligands can have various effects on the electronic structure. Some ligands such as hybrid 

ligands
20

 can remove mid-gap states, while some other ligands like carboxylic acid ligands
17

 can 

even introduce new mid-gap states.  

Despite such insights, the relationship between passivation of NC surface sites and its electronic 

structure remains unclear due to several experimental reasons. First, there is no technique 

available that can directly reveal the reconstruction of the NC surface at an atomic-level. This 

means that only indirect methods can be used to study the surface structure. Secondly, the effect 

of passivated ligands on the electronic structure can be quite complicated. Surface passivation 

upon ligand binding is common, but not universally observed: some ligands introduce new mid-

gap electronic states and increase the rate of non-radiative recombination.
10

  

In this thesis, we use positron annihilation techniques to study the surface composition and 

electronic structure of ligand-capped semiconductor QDs embedded in thin films. Previous 

studies have indicated that positron-annihilation spectroscopy is a highly sensitive probe of the 

surface composition and electronic structure of semiconductor QDs.
21,22

 Up to now, the cause of 

the high surface sensitivity, and a firm theoretical understanding of the underlying positron state 

was still lacking. In this thesis, it is demonstrated that the comparison of positron annihilation 

lifetime spectroscopy (PALS) studies of CdSe QDs with first-principles calculations within the 

WDA scheme developed and performed by Vincent Callewaert at the University of Antwerpen 

resolves the longstanding question regarding the nature of the positron state in semiconductor 

QDs, revealing the presence of a positron surface state for CdSe QDs, as described in Chapter 3. 

Eijt et al.
21,22

 used the positron two-dimensional angular correlation of annihilation radiation 

(2D-ACAR) method to study CdSe QDs of various sizes and revealed the presence of selenium-

rich surfaces due to the outward relaxation of Se atoms and inward relaxation of the Cd atoms. 

For PbSe QDs, Chai et al.
22

 observed that positrons annihilate mostly with Se electrons in the 

surface layer and with electrons of O atoms from the oleate ligands bound to Pb ad-atoms at the 

NC surfaces. It was furthermore found that the positron can sensitively probe partial removal of 

oleate ligands together with the attached Pb ad-atoms from the surface. Here, we use 2D-ACAR 

to study the modifications of the surface composition and electronic structure of CdSe QDs (see 

Chapter 4) and PbSe QDs (see Chapter 5), caused by various ligands. For CdSe QDs, the 

observed change in the electron-positron momentum distributions caused by the ligands is much 

smaller than that for PbSe QDs. For PbSe QDs, the surface oxidation upon long-term exposure 

to air is also monitored by the positron method. (see Chapter 5)    
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1.2. CIGS solar cells 

 

Figure 1.3. Schematic cross-section of a CIGS-based thin-film solar cell. The typical materials for the 

individual parts of the cell are given for each layer  

CuGaSe2 (CGS), CuInSe2 (CIS), and their alloys Cu(In1−xGax)Se2 (CIGS) have been intensively 

investigated for use as absorber layers in solar cells because of their high optical absorption 

coefficient, high chemical stability, and excellent radiation tolerance. CIGS has a chalcopyrite 

crystal structure and its band gap can be continuously tuned between 1.0 eV and 2.4 eV by 

varying the In/Ga and Se/S ratios. The low–band gap compositions so far systematically give 

the best performance. The CIGS-based solar cell is one of the most efficient technologies for 

thin film photovoltaics, with a record efficiency of 22.6%.
23

 A typical CIGS-based solar cell 

consists of a ZnO:Al transparent conducting oxide (TCO) layer, an intrinsic ZnO buffer layer, a 

CdS buffer layer, the CIGS absorber layer, a Mo thin film metal electrode, and a soda lime glass 

substrate.(figure 1.3)  

1.2.1. The ZnO doped with Al Transparent Conductive Oxide (TCO) layer  

ZnO doped with Al (ZnO:Al) is one of the most promising transparent conducting oxides 

(TCOs) for electrode applications. It is highly transparent in the active wavelength range 

between 380 nm and 750 nm due to its wide band gap of 3.4 eV
24

 and exhibits high conductivity 

of more than 10
3
 (Ω∙cm)

-125
, which are important characteristics for application in optoelectronic 

devices. Besides, the cost of zinc is much lower than the rare indium in indium tin oxide (ITO), 

which is considered as the best TCO electric front contact for solar cells, making ZnO 

economically competitive. Besides ZnO:Al, other TCO materials such as ZnO:B and SnO2:F are 

currently also widely investigated. In photovoltaic devices, the ZnO:Al layer serves three 

different purposes, namely passing the solar illumination from the cell surface to the absorber 

layer, enabling transport of charge carriers as front electrode, and inducing the formation of a 

heterojunction with the absorber layer.
26
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ZnO films for CIGS-based modules can be prepared by using chemical vapour deposition (CVD) 

and magnetron sputtering (radio frequency (RF)
27

, either using a direct current (DC)
28

, or mid-

frequency (MF) deposition mode 
29

). The three deposition methods can yield good film 

properties. The processing temperature is limited to 200℃ - 250℃ in order to be compatible 

with the remainder of the cell structure, since the ZnO film is the final layer to be deposited in 

CIGS-based module.  

Despite the mentioned attractive features, there are two problems to consider for ZnO as TCO 

for solar applications. The first issue is the efficiency of doping of ZnO, related to the formation 

of point defects. Intrinsic point defects are deviations from the ideal structure caused by 

displacement or removal of lattice atoms. In ZnO, possible intrinsic defects are vacancies such 

as VZn and VO, interstitials such as Zni and Oi, and antisite defects such as ZnO and OZn. Oi, ZnO, 

and OZn have a high formation energy, which means that they are difficult to form in large 

concentrations under normal conditions.
30

 In order to obtain the desirable n type or p type 

doping, which is affected by the unwanted compensation of native defects, and to achieve a 

better control over the electrical conductivity, it is important to understand the nature of native 

defects in ZnO. Positron annihilation techniques are commonly used to investigate the 

properties of vacancy defects in ZnO that are either negatively charged or neutral, such as the 

Zn vacancy (VZn). Selim
31

 and Weber
32

 identified the relatively deep donor nature of oxygen 

vacancy (VO) with an energy of 0.7 eV below conduction band under Zn-rich annealing by 

using positron annihilation spectroscopy (PAS)
31

 associated with optical transmission 

measurements. Selim
31

 also shows that for stoichiometric ZnO, the oxygen vacancy VO is 

difficult to create, leading to difficulties in p-type doping with N, P, As.  

Another issue is the stability of ZnO:Al thin films. Outdoor testing of chalcopyrite-based 

modules has generally demonstrated degradation rates of up to 4% per year.
33,34

 In CIGS solar 

cells, chalcopyrites do not suffer from any form of light-induced degradation because of their 

extraordinary radiation hardness and their capability to passivate defects at comparably low 

temperatures.
35

 However, the degradation of ZnO:Al properties can significantly affect the 

performance of CIGS solar cells, since ZnO plays an important role in these solar cells as a 

window layer, top electrode, and by forming part of the heterojunction.  

Accelerated lifetime testing reveals that the increase of series resistance of CIGS solar cells 

during the degradation process constitutes an important factor in the decrease of the fill factor of 

the solar cells and, consequently, in the decrease of their efficiency. Exposing non-encapsulated 

films and devices to the conditions of 85 ℃/85% RH according to IEC/EN 61646
34

 can mimic 

about 25-years of field exposure in Miami.
34

 Many studies
36

 revealed an important role played 

by the grain boundaries in the degradation process of ZnO:Al based CIGS solar cells. Theelen et 

al. 
37

 revealed that the change in optical and electrical properties during degradation could be 

explained by the following physical and chemical mechanisms. Atmospheric species like CO2 

and H2O diffuse into the TCO top layer via the grain boundaries (in figure 1.4) and react with 

the ZnO to form Zn(OH)2 complexes and Zn-based carbonates. This leads to significant increase 
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in the potential barriers at the grain boundaries and increased scattering of charge carriers at 

ionized impurities in the grain
37

. 

Figure 1.4. Schematic of the in-diffusion process of H2O and CO2 molecules into the ZnO:Al TCO layer 

via the grain boundaries. 

In this thesis, a pronounced growth of vacancy clusters at the grain boundaries and mono-

vacancies in the grains during the accelerated degradation of ZnO:Al based CIGS solar cells was 

revealed by Positron Annihilation Lifetime Spectroscopy (PALS) and Doppler Broadening 

Positron Annihilation Spectroscopy (DB-PAS) depth profiling. Such open-volume defects are 

created by reaction of in-diffusion molecules such as H2O and CO2 at the grain boundaries of 

ZnO:Al layer that locally removes Zn and O atoms. The increased open space at the grain 

boundaries imposes additional transport barriers, reducing the charge carrier mobility and 

increasing the series resistance of the ZnO:Al capped CIGS solar cells, leading to a further 

deterioration of their efficiency. (see Chapter 6) 

1.2.2. The Cu(In1−xGax)Se2 (CIGS) absorber layer 

Many electrical characteristics of Cu(In,Ga)Se2-based solar cells, including their current–

voltage characteristics, are affected by specific properties of defects in the absorber layer. The 

doping in chalcopyrites is believed to be caused by native shallow defects, such as vacancies 

and antisites. These defects can have both donor and acceptor characters, and they can 

compensate each other, although the net result is usually a p-type CIGS absorber. The doping 

affects the band bending, determines the built-in voltage, and finally, limits the open circuit 

voltage and the efficiency of photovoltaic conversion. There are 12 intrinsic defects in CuInSe2. 

The doping level can be controlled through the composition ratios applied during the synthesis 

process
38

. However, native defects can also act as recombination centres, which are detrimental 

to the efficiency.
39

 In order to obtain highly efficient CIGS-based solar cells, it is important to 
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investigate the properties of the point defects, their correlation with the process conditions and 

how they affect the efficiency of CIGS-based solar cells. The Se flux was found to be a key 

parameter to control the crystal orientation for the three-stage evaporation methods.
40

 By 

varying the Se flux used for CIGS thin film growth, the cell efficiency is suppressed at low Se 

flux values, correlating with an increase in vacancy-related defects.
41

 By using a solution-based 

deposition approach, under insufficient Se supply level, a defective chalcopyrite layer with a 

high density of (In, Ga)Cu defects forms near the CIGS surface, leading to partial saturation of 

the device forward current and crossing of the J – V curves measured under dark and 

illuminated conditions.
42

 Ga atoms are used to substitute In atoms in CIGS to adjust the bandgap. 

The efficiency reaches the highest values of more than 20% when the Ga/(Ga + In) ratio lies 

between 0.30 and 0.33.
43

 Further gains in efficiency are hampered by the increased importance 

of defect mediated recombination of charge carriers (electrons and holes) with increasing Ga 

content.
44

 It was found that the density of the mid-gap defects at 0.8 eV above the top of the 

valence band, which could either be the VSe–VCu divacancy or the (In,Ga)Cu antisite defect, 

increases with increasing Ga/In ratio, reducing the open circuit voltage Voc and the efficiency of 

the solar cell.
45,46

 Further, the Cu contents is a key factor to form a strong p-type character of the 

as-grown CIGS absorber.
47,48

 

In this thesis, we use Doppler Broadening Positron Annihilation Spectroscopy (DB-PAS) to 

study the depth dependence of the composition and vacancy-type defects in CIGS thin films 

grown when adjusting the synthesis parameters, i.e., the ramp temperature, selenization 

temperature, and substrate temperature during the selenization process. The positron can 

distinguish the layered structure in the CIGS film resulting from a gradient in Ga concentration 

applied during growth, but hardly sees any variation in vacancies for CIGS thin films produced 

when varying the parameters during the selenization process. (see Chapter 7)  

1.3. Outline of thesis 

This thesis contains 7 chapters, including the introduction and the theoretical aspects related to 

the theory of positrons and characterization techniques. The major topics of this thesis consist of 

two parts: (1) the investigation of surface structure, composition and ligand attachment of CdSe 

and PbSe quantum dot (QD) thin films probed using positron techniques in chapter 3, chapter 4 

and chapter 5, and (2) the investigation of the degradation of and the presence of compositional 

gradients in ZnO:Al/CIGS solar cells by positron annihilation methods in chapter 6 and chapter 

7. 

In Chapter 3, the nature of the positron state in quantum dots is determined by using the positron 

annihilation lifetime technique combined with first-principles calculations. Our positron-

annihilation lifetime spectroscopy (PALS) studies of CdSe QDs reveal the presence of a strong 

lifetime component with a lifetime in the narrow range of 358-371 ps, indicating abundant 

trapping and annihilation of positrons at the surfaces of the QDs. The ab-initio calculations of 

the positron wave function and lifetime employing a recent formulation of the Weighted Density 
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Approximation (WDA) developed and performed by Vincent Callewaert at the University of 

Antwerpen provide theoretical support for the existence of a positron surface state. Our study 

thus resolves the longstanding debate regarding the nature of the positron state in semiconductor 

QDs. This opens a new pathway to extract quantitative information on surface composition and 

ligand-surface interactions of colloidal QDs via positron techniques. 

In Chapter 4, the modifications in electronic structure and composition at the surfaces of PbSe 

quantum dots (QDs) with various ligands are investigated by using the positron 2D-ACAR 

method. The positron can probe effectively the variation of the surface composition caused by 

various ligands. Also, for PbSe QDs, it is observed that the electron-positron momentum 

distributions are strongly affected by electronic coupling of valence electrons of neighbouring 

QDs when small ethyl diamine (EDA) molecules are applied as the ligands. Besides, the local 

oxidation process at the surfaces of colloidal nanocrystals resulting from long term exposure to 

air is monitored by the highly surface sensitive positron method.  

In Chapter 5, the variation in the surface and electronic structure at the surfaces of CdSe 

quantum dots (QDs) caused by various ligands, i.e., stearic acid (SA), oleic acid (OA), 

oleylamine (OLA), and trioctylphosphine oxide (TOPO), is revealed by using positron two-

Dimensional Angular Correlation of Annihilation Radiation (2D-ACAR) and Positron 

Annihilation Lifetime Spectroscopy (PALS). The positron can distinguish the variation in 

surface composition caused by various ligands that attach either via oxygen or nitrogen to the 

QD surface. However, for the case of CdSe QDs, the observed variation in the momentum 

distributions is much smaller than for the case of PbSe QDs presented in Chapter 5.  

In Chapter 6, the mechanism of the degradation of ZnO:Al window layer for Cu(In,Ga)Se2 

(CIGS) solar cells was examined by using Positron Annihilation Lifetime Spectroscopy (PALS) 

and Doppler Broadening Positron Annihilation Spectroscopy (DB-PAS). The growth of vacancy 

clusters at the grain boundaries and mono-vacancies inside the grains is revealed by PALS and 

DB-PAS. Such open-volume defects are generated by reaction of in-diffusion molecules such as 

H2O and CO2 with ZnO:Al at the grain boundaries. The open volume imposes additional 

transport barriers at the grain boundaries, reducing the charge carrier mobility and further 

deteriorating the efficiency of the ZnO:Al capped CIGS solar cells as the resistance of the 

ZnO:Al layer increases. Notably, the evolution of the positron Doppler depth-profiles with the 

degradation time can be accurately described by a planar in-diffusion model, from which a 

diffusion coefficient of 35nm
2
/hour for the in-diffusion of molecules such as CO2 and H2O is 

extracted, in line with earlier studies based on determination of hydrogen (deuterium) depth 

profiles.   

In Chapter 7, the vacancies and composition of Cu(In,Ga)Se2 (CIGS) thin films is studied by 

using depth-resolved Doppler Broadening Positron Annihilation Spectroscopy (DB-PAS) and 

X-Ray Diffraction (XRD). the DB-PAS depth profiles using VEPFIT and S-W analysis reveal 

the presence of two layers, which is due to different concentrations of vacancy defects. The 

gradient in vacancy concentration is most probably caused by the inhomogeneous composition 
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with depth in the CIGS absorber layer. XRD spectra show that each sample has a non-uniform 

distribution of Ga and In, and consists of at least three phases with different In1-xGax 

composition. 
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Theory and Experimental techniques 
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2.1. Positron-solid interactions  

2.1.1. Positron implantation and positron diffusion 

The interaction process of a positron beam with a material can be described as schematically 

presented in figure 2.1. When energetic positrons enter the material, they will lose their kinetical 

energy mainly through fast inelastic collisions with core and valence electrons. Through such 

interactions the kinetical energy of the positrons is reduced to a few tens of eV in about 1 ps. 

The stopping profile of the monoenergetic positrons in the material can be expressed by the 

Makhovian distribution
1
:  

                                                (   )  
     

  
    [ (    )

 ]                                             (2.1) 

where z0=1.13zave with the average positron implantation depth zave=αp/ρ 
n
, ρ  s the dens t  of 

the medium, and E is the positron implantation energy. In the analysis, the parameters m=2, 

n=1 62, and α =3.6 μ cm
-2

keV
-1.62

 were used
2,3

.  

After thermalization, positrons diffuse randomly in the material, and the motion of positrons in 

the lattice can be described by using the Boltzmann equation
4
. This equation describes the 

motion of the positrons in the same way as the diffusion of other free carriers, but one needs to 

include the possible effect caused by positron trapping and annihilation in the bulk solid or 

defects. The positron diffusion coefficient    and positron diffusion length    can be calculated 

through the equations 2.2 and 2.3,                                                                  

                                                                      
   

  
                                                            (2.2) 

                                                                     (
  

    
)                                                          (2.3) 

in which                                                        
 

  
  ( )                                                      (2.4)   

is the effective positron annihilation rate, taking the positron trapping rate in defects  ( ) into 

account.    is positron lifetime in the delocalised bulk state, and    is the relaxation time for the 

dominant scattering mechanism (longitude acoustic phonon or optical phonon)
5
.    is the 

effective mass of the positron.    can be determined in a defect-free reference sample.     is 

usually measured with slow positrons diffusing back to the surface after their implantation
6
 and 

can be directly obtained in the VEPFIT program, the principle of which can be found in 

reference
3
. In defect-free semiconductors at the room temperature the positron diffusion 

coefficient is typically 1-2 cm
2
/Vs, and the diffusion length is typically 100-200 nm.

7
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Figure 2.1. Interaction processes of positrons in a ZnO:Al thin film 

2.1.2. Depth profiling of layers and defects 

The profile as a function of depth of the annihilation parameters, such as S and W parameters in 

Doppler Broadening measurements or lifetime    and corresponding intensity    in positron 

annihilation lifetime measurements can be modelled as the layered structure or defect profile 

convoluted by the implantation profile P(z, E) and is influenced by the positron diffusion.
6
 

Among the annihilation parameters, the S and W parameters measured by using the Doppler 

Broadening techniques can be fitted by VEPFIT program
3
, which is based on the solution of the 

time-independent one-dimensional diffusion equation and takes into account the energy 

dependent positron implantation profiles P(z). One example of a Doppler depth profile, 

expressed as the S parameter as a function of positron energy and its fitted curve by VEPFIT 

program, is shown in figure 2.2(a). In applying the VEPFIT program, the fraction of positrons 

diffusing back to the surface (  ) and annihilating in each layer (   (       )) can be also 

calculated as shown in figure 2.2(b).   
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Diffuse  

Thermalize  
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               (a) 

 

                (b) 

 

Figure 2.2.(a) S parameter as a function of positron implantation energy for the as-deposited 

ZnO:Al/CIGS solar cell. The layer structure used as model in the VEPFIT program is inserted in the 

figure. The curve through the data points was obtained by VEPFIT program. (b) Fraction of positrons 

that annihilate in each layer of an as-deposited ZnO:Al/CIGS solar cell as a function of positron 

implantation energy, extracted from the VEPFIT program; fs – surface, f1 – ZnO:Al/i-ZnO, f2 – CdS, f3 – 

CIGS. 
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2.2. Positron states 

2.2.1. Positron states at vacancy-type defects 

After implantation and thermalization, the positron is initially in a Bloch-like state in a perfect 

lattice. The positron wave function is focused in the interstitial region between the atoms of the 

crystal lattice, caused by the combined effects of the Coulomb repulsion from the ion cores and 

the electron-positron correlation. When the positron is trapped, at neutral or negatively charged 

open-volume defects such as atomic vacancies in the lattice, the positron wave function is 

localised at the defect, since the Coulomb repulsion is decreased caused by the missing ion core, 

and this contributes to lowering the potential sensed by the positron creating a local potential 

well. (figure 2.3) The positron annihilation rate and the positron-electron momentum 

distribution for the positron in the trapped state can be used to characterize the vacancies. In a 

vacancy defect, the positron lifetime is generally longer than the defect-free lattice, since the 

electron density is locally reduced. (see 2.3.2 equation 2.9) Besides, when the positron is 

trapped at the vacancy, the overlap of the wavefunction of positrons and core electrons is 

strongly reduced while wavefunction of valence electrons extends farther into the open space, 

which leads to increased annihilation probability with valence electrons and a corresponding 

sharper momentum distribution.   

                                 

Figure 2.3. Potential well for a positron in a perfect lattice and vacancy defect in a lattice1 

2.2.2. Positron states on nanocrystal surface 

When positrons enter in the nanocrystal thin film, the majority of positrons is stopped by 

nanocrystal cores while a small fraction of positrons is stopped by capping ligands attached at 

the surface of nanocrystals, owing to the higher mass fraction of the QD cores.
8
 After 

thermalization, the majority of positrons tends to be trapped in the image potential well
1
 (figure 

2.4) at the surface of the nanocrystals. The positron potential outside the surface is lower than 



20 
 

inside the QD, leading to a high possibility of trapping positrons in the surface potential well. 

 es des, nanoc  sta s’ d mens ons a e t p ca    of s m  a  s ze o  sma  e  than the the ma  

wavelength    
  

 

√      
   (

    

 
)

 

 
         (at room temperature) and the scattering 

length of the positron
9
, thus the positron cannot effectively diffuse in a QD after thermalization. 

This kind of surface trapping has already been suggested based on experiments in the positron 

studies of CdSe QDs
9,10

 and PbSe QDs
8
, for which positron annihilation spectroscopy was used 

to study properties and surface structure of nanocrystals. The positron lifetime for both PbSe 

QDs
8
 and CdSe QDs show the values between 350 ps and 370 ps, characteristic of open space 

with a size comparable to trivacancies, with high intensity of 80% - 98%, suggesting that the 

majority of positrons is trapped at open space available at the surface.  

The positron state can be calculated by using first-principle two-component density-functional 

theory (DFT), which is developed from the density-functional theory for calculating electronic 

structure in solids from first principles. The ground-state electron and positron densities can be 

calculated by solving of the one-particle Schrödinger equations for the electrons and the 

positron.
5
 The potential sensed by the positron is the sum of the Coulomb potential  ( ) caused 

by the electrons in the solid which is obtained from electronic structure calculation and the 

electron-positron correlation potential       as follows:  

                                                                 ( )                                                             (2.5) 

 The electron-positron correlation potential can be calculated by using the local-density 

approximation (LDA).
11

 When the positron is inside the solid, LDA can describe the positron 

correlation potential reasonably, since the screening cloud of electrons at the positron is quite 

isotropic. However, in the region close to the surface, the screening cloud is anisotropic with 

respect to the in-plane and out-of-plane directions, since the electron density decreases rapidly 

from the surface into the vacuum region. Since the LDA does not lead to the correct behaviour 

for the positron potential far away from the surface, an image potential well with the correct 

asymptotic behaviour of          (    ) is often used in the vacuum region. The positron 

potential in a solid is thus connected to the image potential at a certain position in the vacuum, 

introducing an empirical element into the calculations. Another theory based on weighted 

density approximation (WDA)
12

 does not suffer from this flaw, since WDA leads to the correct 

behaviour far away from the surface.
12

 More details on the calculations of the positron state can 

be found in references
5,7,12

. 
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Figure 2.4. Schematic of positron state for a positron are trapped at the surface of the PbSe QDs capped 

with oleic acid ligands. Note that the schematic below denotes oleic acid ligands attatched Pb according 

to an X–type bonding.  

2.2.3. Positronium 

Positronium (Ps) is a bound state of a positron and an electron. Ps can not only be formed at the 

surface of metals or semiconductors, it can also be formed in polymers or long chain organic 

molecules in a solid where sufficiently large open space is present. The Ps work function at the 

surface can be written as follows: 

                                                                  
 

 
                                                       (2.6) 

The binding energy of Ps in vacuum  
 

 
          ,    and    are electron and positron work 

function, respectively.  

In vacuum, Ps can exist in two states, which are para-positronium (p-Ps) and ortho-positronium 

(o-Ps) with their lifetimes of 125 ps and 142 ns, respectively. p-Ps ann h  ates b  em tt n  two γ-

rays with an energy of 511 keV each, while o-Ps ann h  ates w th em ss on of th ee γ-rays with a  

total energy of 1022 keV. When o-Ps is formed at the surface of the solid or inside an open 

volume of a material, the three-γ ann h  at on p obab   t   s  ed ced by pick-off annihilation, 

that is, the positron of the o-Ps may annihilate with an electron from the surrounding materials 

 n a s n  et state, w th em ss on of two γ-rays instead of three. This causes a reduction of the 
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positronium lifetime, that can be used to estimate the size of the open space by using Tao-

Eldrup model
13

. 

The presence of Ps can be identified by an analysis of the two-dimensional ACAR spectra and 

PALS spectra. The 2D- C R spect a  s sens t ve to the 2γ  a s f om p-Ps trapped in the open 

volumes (e.g. nanocavities or open spaces in polymers) or at the surface of the solid, but is not 

sensitive to the 3y o-Ps annihilations.
1
 p-Ps annihilation leads to a relatively narrow peak in the 

2D-ACAR spectra due to the low momentum of the thermalized e
-
-e

+
 pair. The peak is 

asymmetric for Ps at the outside surface of materials, due to the fact that the p-Ps can be emitted 

from the surface. Besides, PALS can also be used to probe the Ps at the surface of materials and 

in open space in polymers or long chain organic materials. Lifetimes and intensities of p-Ps 

(with a lifetime of 125 ps in vacuum) and pick-off annihilation of o-Ps (with an effective 

lifetime of typically 1 ns or larger) can be resolved from the PALS spectra. The size and 

concentration of the open space can be estimated according to the lifetime and intensity of o-Ps 

that annihilates via pick-off by using Tao-Eldrup model
13

. 

2.3. Positron annihilation parameters 

When a positron annihilates with an electron, the annihilation characteristics which include the 

momentum distribution of the annihilating electron-positron pairs and their annihilation rate can 

be calculated from first principles, characterizing the local electronic structure in a solid as seen 

by the positron. These calculated annihilation parameters can be compared directly with 2D-

ACAR or CDBAR experiments and PALS experiments.   

2.3.1. Momentum distribution of annihilating electron-positron pairs 

In a non-interacting system, the momentum distribution of annihilating electron-positron pairs 

 ( ) can be written as follows: 

                                              ( )     
  ∑ |∫           

  
( )|

 
                                          (2.7) 

Where P is the total momentum of the annihilating pair, the summation is over all occupied 

electron states j,   
  ( ) is two-particle wave function when the electron and positron are at the 

same position r, and can be approximated as 

                                                   
  ( )    ( )  ( )√  ( )                                                (2.8) 

  ( ) and   ( ) are the positron and electron wave functions obtained when positron-electron 

correlation effects are not included. The state-dependent enhancement factor   ( ) is introduced 

to take into account the electron-positron correlation effects, which describes the distortion of 

the positron wave function from    ( ) and the enhancement of the electron density at the 

positron for the electron state j.  
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In practice, the calculation of momentum distribution can be simplified through various  

approximations. The simplest approximation is the independent-particle model (IPM) in which 

the positron and electron are independent particles and the short-range e
-
-e

+
 correlation effect is 

neglected with   ( )   . That is justified because the momentum dependence of these 

correlation effects is weak. However, this approximation largely underestimates the annihilation 

rates due to the neglect of correlation effects. Also, approximation methods, e.g. Local Density 

Approach (LDA) and the Generalised Gradient Approximation (GGA) for the density functional 

are used in calculations of the electron-positron the momentum distribution.  

2.3.2. Positron annihilation rate and lifetime 

When the electron and positron densities as a function of position in the unit cell are known, the 

pos t on ann h  at on  ate λ and mean   fet me τ can be ca c  ated b   

                                           
 

 
    

  ∫     ( )  ( ) (    [     ])                          (2.9) 

   is the classical radius of the electron,   the position vector, and   the speed of light. 

 (    [     ] is the enhancement factor, describing the increase in electron density due to the 

Coulomb attraction between a positron and an electron.   ( )  ∑ |  ( )|
 

  and   ( )  

|   ( )|
  are electron and positron densities, respectively. 

2.4. Positron annihilation spectroscopy  

Three positron annihilation techniques are used in this thesis, as shown in figure 2.5, namely 2-

dimensional Angular Correlation of Annihilation Radiation (2D-ACAR), Doppler Broadening 

of Annihilation Radiation (DBAR), and Positron Annihilation Lifetime Spectroscopy (PALS). 

2D-ACAR experiments measure the deviation of the annihilating photons from 180° by a small 

angle Θ            , whe e        s the t ansve se moment m component. Doppler 

broadening experiments detect the Doppler energy shift          of the annihilation photons, 

related to the momentum component of the annihilating photon-electron pair in the propagation 

direction of photons. Positron lifetime experiments measure the time difference between the 

moment a positron enters the material and its annihilation with an electron. All of the three 

positron techniques can be used to probe defects in materials. 2D-ACAR is very sensitive to the 

chemical environment of the annihilation site and the local electronic structure. DBAR can 

investigate the type and sometimes also the concentration of defects in materials while 

coincidence Doppler Broadening of Annihilation Radiation (CDBAR) is also very sensitive to 

the chemical information close to the annihilation site and can be used to identify the chemical 

environment of the defects. In CDBAR, coincidence measurements of the two annihilation 

photons are performed to reduce the background due to Compton scattering by adding a second 

detector in DBAR setup. The advantage of PALS is that it can distinguish different vacancy 

defect states simultaneously and estimate the size of the vacancy clusters in a quantitative 
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manner. Also, vacancy concentrations can be extracted in certain cases. On the other hand, 

PALS is rather insensitive to the chemical environment of the vacancy defects. 

 

 

 

 

 

 

 

 

 

 

Figure 2.5. Schematic overview of positron annihilation and the three positron techniques used in this 

thesis 

2.4.1. Two-dimensional Angular Correlation of Annihilation Radiation (2D-ACAR) 

The 2D-ACAR technique is used to study the momentum distribution of annihilating electron-

positron pairs in solids. This technique measures the angular deviation between the two 

co nc dent ann h  at on photons f om 180˚   he moment m of pos t on-electron pair is 

conserved during the annihilation process. In the center-of-mass frame the total momentum of 

the electron-positron pair is zero and the annihilation photons are emitted in the opposite 

direction with an energy of    
            for each photon. In the lab frame, the 

momentum of the positron-electron pair in general will be non-zero, resulting in a small angle 

between the emitted coincident annihilating photons. The small deviation from collinearity 

generated in the px and py directions, as is shown in figure 2.6(a), can be written (for       ) 

as: 
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Figure 2.6. (a) A schematic of the setup (POSH-ACAR); (b) the 2-dimensional momentum distribution 

of electron-positron annihilation pairs; (c) Examples of the anisotropic part of the momentum 

distribution (d) 1D momentum distribution obtained by projection of the 2-dimensional momentum 

distribution after extracting the anisotropic part. 

The annihilation photons are detected in the two position-sensitive detectors, and the position 

 nfo mat on (θ, φ) of γ  a s  n each ann h  at on event  s sto ed  n an  nc ementa     pdated 2D 

discrete array. The data  (   ) collected here represents a two-dimensional projection of the 

three-dimensional momentum distribution  ( ) convoluted with the resolution function of the 

instrument  (     ).  

                                    (   )   (     )  (∫  
  ( )   )   (     )                          (2.12) 

2.4.2. Doppler Broadening of Annihilation Radiation (DBAR) 

The momentum component pz  n the p opa at on d  ect on z of the γ-rays results in a Doppler 

sh ft ∆  of the ann h  at on ene    of     
           , which amounts approximately to 

        . 

                                                   (  )  ∬ 
  ( )                                                       (2.13) 
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The peak-to-background ratio of the Doppler broadening measurement can be significantly 

improved by using two collinear detectors for coincident detection of the two annihilation 

photons, since the Doppler spectrum  (    )  with                     does not 

contain a Compton contribution to the background.  Furthermore, the energy resolution is better 

by a factor √ .  

Two parameters S and W are used to characterize the momentum distribution obtained from a 

single detector DBAR measurement (figure 2.7), defined as the ratio of the counts in the central 

region of  ( ) to the total number of the counts in the line, and the ratio of the counts in the 

wing regions of  ( ) to the total number of the counts in the line, respectively. The S parameter 

mainly represents valence electrons characterized by their low electron momenta, while W also 

contains information on core electrons with higher momentum values. Therefore, they can be 

used to characterize the information of vacancies (size and concentration) and local chemical 

identity of atoms close to the annihilation site of positron, respectively. The coincidence 

Doppler data can also be used to identify the type of vacancy defects and information of local 

chemical compositions from the shape of  ( ) directly, by a comparison to the momentum 

distribution of either a reference sample or deduced from ab-initio calculations.  

 

Figure 2.7. (a) A schematic overview of a DBAR experimental setup; (b)  S, W parameter area of an 

electron-positron momentum distribution  ( ). 

2.4.3. Positron Annihilation Lifetime Spectroscopy (PALS)  

The PALS technique is used to measure time difference between the moment the positron enters 

a material and its annihilation with an electron of the material. In a conventional positron 

lifetime setup, the positron source based on a positron-emitting isotope (e.g. 
22

Na, 
64

Cu, 
58

Co) 

simultaneously provides a high-ene    γ  a  as a sta t s  na  when p od c n  the pos t on   he 

lifetime can be determined by detecting the time difference between the start signal generated by 

the high-ene     amma photon f om β
+
 decay and the annihilation gamma of 511 keV. Such 

radioactive isotopes emit positrons with a broad range of energies up to the MeV range, leading 

to implantation of positrons up to the sub-millimeter range, excluding thin film studies. This 

problem can be overcome by using an intense variable mono-energetic low energy positron 

beam such as the NEPOMUC (Garching) or POSH beam (Delft). The PLEPS spectrometer 
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employs a pulsed low energy positron beam such that positrons arrive at samples at regular 

intervals of typically 40 ns, providing the start signal for determination of the positron 

lifetime.
14

 The lifetime spectrum could be affected by the background noise, the width of the 

pulsed beam and the time resolution. The relative contribution by background noise can be 

decreased by increasing the intensity of the beam and the measurement time. The width of 

pulsed beam (< 200 ps) is controlled by a chopper and buncher and will affect the lifetime 

spectra. The time resolution arising from the size of the scintillators and the setting on the 

photomultiplier tubes cannot be neglected either. Thus, the experimental lifetime spectrum 

needs to be deconvoluted by the time instrument resolution function when decomposing the 

lifetime spectrum.  

The experimental lifetime spectrum can be decomposed into a sum of decaying exponentials:                     

                                                 ( )   ( )∑      (     )
 
                                               (2.14) 

where  

∑    

 

 

 

so that  

                                               
  

  
   ( )∑          (     )

 
                                            (2.15) 

In which   is the number of different annihilation states,    is the lifetime of positron in state  , 

and    in the intensity of that state. 

 

Figure 2.8. Experimental lifetime spectrum of a ZnO single crystal collected at a positron implantation 

energy of 16 keV, decomposed into three components by using the LT program15 
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Nature of the Positron State in CdSe Quantum Dots 
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Abstract 

Previous studies have shown that positron-annihilation spectroscopy is a highly sensitive probe 

of the electronic structure and surface composition of ligand-capped semiconductor Quantum 

Dots (QDs) embedded in thin films. Nature of the associated positron state, however, whether 

the positron is confined inside the QDs or localized at their surfaces, has so far remained 

unresolved. Our positron-annihilation lifetime spectroscopy (PALS) studies of CdSe QDs reveal 

the presence of a strong lifetime component in the narrow range of 358-371 ps, indicating 

abundant trapping and annihilation of positrons at the surfaces of the QDs. Furthermore, our ab-

initio calculations of the positron wave function and lifetime employing a recent formulation of 

the Weighted Density Approximation (WDA) demonstrate the presence of a positron surface 

state and predict positron lifetimes close to experimental values. Our study thus resolves the 

longstanding question regarding the nature of the positron state in semiconductor QDs, and 

opens the way to extract quantitative information on surface composition and ligand-surface 

interactions of colloidal semiconductor QDs through highly sensitive positron-annihilation 

techniques. 
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3.1. Introduction 

Colloidal semiconductor Quantum Dots (QDs) are drawing intense interest as potential 

functional building blocks for next-generation photovoltaic (PV) devices due to their special 

size-tunable opto-electronic properties. Solar cells based on PbS QDs recently reached 

promising efficiencies above 10%
1
. Relative to the bulk solid, QDs possess a very high surface-

to-volume ratio, which greatly magnifies contributions of the surface structure, composition and 

electronic structure to their properties
2-4

. In order to prevent defect states in the band gap from 

dangling bonds of under-coordinated surface atoms, it is important to passivate such surface 

states via suitable ligand molecules, since imperfect passivation can severely limit the efficiency 

of QD solar cells
5
. For boosting the performance of QD-based PV devices, a deeper 

understanding of the electronic and surface structure of QDs capped with surface ligands is 

necessary. In this connection, recent years have witnessed innovative applications of X-ray 

absorption and positron-annihilation techniques 
6-11

 and the development of a wide range of 

computational modeling methods 
12-15

. 

Studies have shown that positron techniques are effective probes of surface composition and 

electronic structure of semiconductor QDs
9,10,16,17

. However, the cause of the high surface 

sensitivity, and a firm theoretical understanding of the underlying positron state is still lacking. 

The first experimental positron studies of colloidal CdSe QDs by Weber et al. 
9
 demonstrated 

that positron Coincidence Doppler Broadening can sensitively probe the electronic structure of 

semiconductor QDs via their positron-electron momentum distributions (PEMDs), attributed to 

positron annihilation from a positron state confined inside of the QD, that has characteristics of 

a conf ned ‘b  k’-like state. Later, Eijt et al.
10

 revealed that the positron is mainly located at the 

surfaces of CdSe QDs, facilitated by the comparison of the PEMDs of CdSe QDs and bulk CdSe 

observed by positron 2D-ACAR (two-dimensional Angular-Correlation-of-Annihilation-

Radiation) with the PEMD of bulk CdSe obtained from ab-initio calculations. The positron 

wave f nct on was on   schemat ca    desc  bed as a ‘she  ’-like state at the surface of the QD. 

Notably, recent Positron Annihilation Lifetime Spectroscopy (PALS) measurements indicated 

the presence of a positron surface state for PbSe QDs as well
16

. 

In order to provide evidence of the positron surface state in CdSe QDs indicated by positron 

experiments, ab-initio calculations of the positron-surface interaction potential and the resulting 

positron wave function are essential. The positron wave function is subsequently used to 

calculate the annihilation probabilities, enabling direct comparison with PALS experiments. 

Positron states at solid surfaces were extensively studied in the past years
18-20

. However, unlike 

the case of a positron in a bulk solid, the screening cloud of electrons at the surface is strongly 

anisotropic and the positron correlation potential cannot be accurately described by the local-

density approximation (LDA), which has proven to be reliable for the description of the bulk 

positron wave function in solids
21

. This has prevented a satisfactory theoretical treatment of the 

positron wave function at the surfaces of QDs, even in studies employing a combined LDA plus 
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corrugated mirror model (CMM) approach, where the erroneous behavior of the LDA in the 

vacuum region is empirically corrected. 

In this Chapter, we demonstrate the existence of a positron surface state in CdSe QDs through 

quantitative and systematic comparison of PALS spectra with corresponding first-principles 

calculations. Two methods, namely, the LDA+CMM
22,23

 and the recently developed 

implementation of the WDA
24, 25

, are used to model the electron-positron correlation potential. 

In contrast to the standard implementation of the LDA+CMM, our calculations within the WDA 

show that the positron wave function is characterized consistently by the presence of a clear 

peak located at the surface of CdSe QDs, with calculated lifetimes close to the experimental 

values.  

3.2. Experimental 

CdSe QDs with a mean diameter of 6.5 nm were produced using the synthesis methods 

described in Ref. [26], which produces QDs nominally capped with both stearic acid (SA) and 

trioctylphosphine oxide (TOPO) ligands. In Ref. [26], we showed that the type of ligand present 

on the surface of the QD can be controlled during post-processing, so that only SA is left on the 

surface.  Ligand exchange was then performed with three ligand types: oleylamine (OLA), oleic 

acid (OA), and TOPO. In this way, five unique samples were obtained: CdSe coated with 

SA/TOPO, SA, TOPO, OLA, and OA. CdSe QD layers with thicknesses in the range of several 

μm we e p od ced b  d op-casting of the solutions on 1×1 cm
2
 ITO-coated glass substrates. 

These thin-film samples were examined by PALS
27,28,19

 using the pulsed low-energy positron 

lifetime spectrometer (PLEPS) instrument
29

 of the neutron induced positron source (NEPOMUC) 

facility
30

 at the Heinz Maier–Leibnitz Zentrum (MLZ) research reactor in Garching. 

Measurements were performed at selected positron energies between 1 and 18 keV. Around 

4·10
6
 counts were collected for each lifetime spectrum. The lifetime spectra were fitted by using 

the LT program
31

. 

3.3. Results and Discussion 

3.3.1. Surface state and positronium lifetimes 

Representative PALS spectra are shown in Figure 3.1(a) for 6.5-nm CdSe QDs. The spectra are 

remarkably similar in the short time region, showing only differences upon variation of the 

binding ligand in mainly the intensity of the long-lifetime component characteristic for ortho-

positronium (o-Ps) formation. Satisfactory lifetime fits could be obtained using a three 

component decomposition, as is exemplified in Figure 3.1(b). The three components correspond 

to (1) para-positronium (p-Ps), (2) a positron lifetime of 370 ps, which is in the range of values 

indicating positron surface annihilation
16,32

, and (3) ortho-positronium. In the fit, the 

instrumental resolution function is described by a sum of two Gaussian functions, obtained by 

measurement of the PALS spectra of p-doped SiC sample for each investigated positron 
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implantation energy, assuming a bulk p-SiC lifetime of 145 ps and surface lifetime of 385 ps
33

. 

In the analysis of the PALS spectra, a constraint of Io-Ps = 3Ip-Ps due to the spin multiplicity of 

the positronium states
34

 was applied. Table 3.1 lists the obtained fitted parameters, that did not 

show any significant dependence on the positron implantation energy beyond 2 keV, indicating 

the homogeneity of the QD layers.  

 

 

Figure 3.1. (a) Positron lifetime spectra of CdSe QDs capped with OLA, OA, TOPO, SA/TOPO, and SA 

ligands, collected at the positron implantation energy of 6 keV. (b) Data with TOPO ligands in (a) (solid 

circles) along with the corresponding fit (red full curve) and decomposition of the spectrum into three 

lifetime components (green, magenta, and blue lines) using the LT software. 
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Table 3.1. Positron lifetimes and intensities for CdSe QDs capped with five different ligands averaged 

over values obtained for five positron implantation energies in the range of 2-16 keV.  Errors are 

standard deviations in the average values. Last column gives the range of fit variances. 

CdSe QD 

capping ligand 
I1 (%) I2 (%) I3 (%) τ1 (ps) τ2 (ps) τ3 (ns) 

Fit variance 

range 

OLA 5.7±0.2 77±1 17.0±0.5 101±2 371±1 2.93±0.05 1.16 – 1.27 

OA 5.4±0.8 78±3 16.2±2.5 101±13 363±1 3.29±0.15 1.33 – 1.55 

TOPO 4.4±0.6 82±2 13.3±1.7 110±5 369±3 2.83±0.04 1.19 – 1.30 

SA/TOPO 3.6±0.8 86±3 10.7±2.4 92±6 358±2 2.85±0.04 1.49 – 1.86 

SA 3.9±0.9 84±4 11.7±2.7 100±22 364±2 2.84±0.04 1.38 – 1.69 

 

The PALS study reveals the presence of a dominant (77%-86%) second lifetime component 

with lifetimes in the narrow range of 358-370 ps, i.e. significantly higher than the experimental 

positron lifetime of defect-free CdSe (275 ps 
9
) and at most weakly depending on the type of 

ligand present. The longest lifetime component is in the range of 2.8-3.3 ns with an intensity of 

10-17%, corresponding to o-Ps that forms in the open spaces between the carbon chains of 

surface ligands or at the surface of the QDs and annihilates via pick-off annihilation
16

. The o-Ps 

lifetimes indicate an open space size of about 0.7-0.8 nm
35,36

. The relative intensities of the 

second lifetime component and Ps are comparable to the estimated fractions of positrons 

stopped in the CdSe core and ligand shells, 88% and 12%, respectively, extracted from the 

mass-density-weighted volume fractions for the CdSe cores and ligand shells
16

. This provides 

further indication that Ps is formed in the ligands, while it strongly suggests that the intense 

second lifetime component arises mainly from the majority of positrons that are stopped and 

thermalize in the QD cores. In view of the small size of the QDs, the wave function of these 

positrons will have considerable overlap with the surfaces of the QDs and these positrons may 

thus easily trap in a surface state.  he t ans t on f om a ‘b  k’-like state confined in the QD to a 

surface state in the last processes of thermalization may occur for example via an Auger 

process
20

. 

Clearly, a satisfactory and robust decomposition of the PALS spectra into three components was 

obtained for all samples, with the shortest and longest lifetime component corresponding to p-Ps 

and o-Ps (pick-off) annihilation, respectively, and a dominant intermediate lifetime associated 

with positron surface state annihilation. In the analysis, the constraint of Io-Ps = 3Ip-Ps leads to p-

Ps lifetimes of about 90-110 ps, i.e. close to the intrinsic (vacuum) lifetime of 125 ps. It should 

be noted that the time resolution (ranging from 260 ps to 280 ps) was not optimal and could be a 

factor of uncertainty in the quantitative determination of the (short) p-Ps lifetime. We checked 



 

35 
 

the reliability and robustness of the PALS analysis by comparison to another fitting scheme in 

which the lifetime of p-Ps is fixed at its vacuum value of 125 ps. In that case, satisfactory fits 

can also be obtained, but this leads to unphysically large deviations from the expected 1:3 ratio 

in p-Ps to o-Ps intensities in absence of strong magnetic fields. Importantly, however, the 

lifetimes and intensities of the second lifetime component remain nearly the same as in Table 

3.1, demonstrating the robustness of the lifetime parameters characterizing the positron surface 

state. 

3.3.2. First-principles calculations  

In order to provide firm support for the positron surface state at the surfaces of QDs inferred 

from the PALS experiments, we have performed first-principles calculations of the positron 

ground state wave function and the corresponding positron annihilation lifetimes, employing the 

zero-positron-density limit of the two-component density functional theory
19, 37

. The first-

principles electronic structure calculations of CdSe were performed using the PAW method
38

 as 

implemented in VASP
39-41

. The plane wave cutoff energy was set to 357 eV in all calculations. 

Brillouin zone integration was performed using an 11×11×7 Γ-centered k-grid for the hexagonal 

bulk cell, and two-dimensional grids of a comparable density were used for the slab calculations. 

Electron-electron exchange and correlation was described with the Perdew-Burke-Ernzerhof 

functional
42

. Surfaces were modeled in a slab geometry with a vacuum region of at least 1.5 nm. 

The lattice parameters and atomic positions were optimized for the bulk unit cell prior to the 

construction of the slab models in which ionic positions were optimized but lattice parameters 

were kept fixed. We only considered non-polar surfaces of CdSe. 

For the positron ground state calculations, we considered two models to describe the electron-

positron correlation potential, namely, LDA+CMM, and WDA. In CMM
22

, the erroneous LDA 

potential
43

 in the vacuum regions of the simulation cell is empirically corrected to give the 

correct asymptotic ∼1/(z-z0) behavior. For positron lifetime calculations, we set the 

enhancement facto  γ
44

 to unity wherever the image potential was imposed, instead of using the 

LDA enhancement. Indeed, since the LDA enhancement factor implicitly assumes that the 

screening electron cloud is attached to the positron, its use is inconsistent with the use of the 

image potential since the screening cloud resides at the surface of the material
23

. In contrast, the 

WDA has the correct asymptotic behavior far away from the surface, and hence it does not 

require an empirical correction of the potential and the enhancement factor 
21

, but corrections 

are necessary in order to reproduce the experimental bulk lifetimes
24,45,46

. Here we apply the 

shell partitioning method, treating the Cd(5s), Cd(4d), S(4s) and Se(4p) electrons as valence 

electrons, and a modified screening charge Q
24

, assumed to be equal to the charge of a single 

electron in earlier work
45,46

. In this way, an adequate description of the screening can be 

obtained, which in turn can be expected to yield a good description of the electron-positron 

interaction potential at the surface. The details of our implementation of both models can be 

found in Refs. [24,47].  
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Turning first to LDA+CMM results, the procedure of Ref. [47], we obtained an image potential 

reference plane at 0 1.8 0.1 a.u.z    (1 a.u. = 0.0529nm) from the topmost atom at the surface for 

both the (10 10) and (1120) surfaces. Neither of the calculated positron lifetimes of respectively 

251 ps and 257 ps are, however, near the range of the experimental values 358 371 ps   . In 

fact, these values are close to the LDA bulk value 246 ps, which is to be expected since the 

resulting positron state is seen to reside mostly inside the quantum dot (Figure 3.2(a)).  

 

Figure 3.2. Results of the positron calculations at the CdSe (10 10) surface with (a) the LDA+CMM 

model, and (b) the WDA approach. Full curves show the positron densities (normalized to the highest 

density in the plotted region) with z0=1.837 a.u. and Q=1.35 determined from the background edge and 

the bulk lifetime, respectively. Dashed lines show the effect of variation of the parameters. Total 

potentials (Coulomb and correlation) are given by dotted lines. All curves give averages over the planes 

parallel to the surface.  

In the WDA calculations, we find that a modified screening charge of Q=1.35  reproduces the 

experimental bulk lifetime of 275 ps in CdSe 
9
. Using this Q value, we find a positron surface 

state at both considered surfaces, in a sharp contrast to the LDA+CMM results, even though the 

tails of the states penetrate several layers into the material as seen in Figure 3.2(b). The 
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computed energy difference of 0.18 eV between the shown state and the first bulk state for the 

CdSe (10 10)  slab confirms that these results indeed correspond to true surface states rather than 

surface resonances. The energy difference further shows that thermal excitation from the surface 

to the bulk state is negligible. The WDA-based lifetimes are much closer to the experimental 

values than the LDA+CMM, with values of 328 ps and 333 ps for the (10 10) and (1120)

surfaces, respectively, demonstrating that these computations provide a good description of the 

positron state at the surfaces of CdSe. It is highly satisfying that the Q value fitted for the bulk 

provides a good description of the surface state and its positron lifetime value as well.  

Moreover, the WDA provides a fundamental conceptual advance over the LDA+CMM scheme 

for the following reasons. (1) Unlike LDA+CMM, the asymptotic behavior of the potential in 

WDA away from the surface is not imposed by hand in an ad hoc manner, but it arises naturally 

through a proper description of the underlying electron-positron correlation cloud. (2) The 

WDA enhancement factor varies continuously from the bulk into the vacuum as it is obtained by 

the computed screening cloud, while in LDA+CMM it is abruptly replaced by unity when 

crossing the z0 boundary into the vacuum region. And, (3) the Q parameter in WDA involves a 

relatively simple bulk computation, while the z0 parameter in LDA+CMM not only depends on 

the surface exposed but it is also difficult to generalize for surface geometries beyond a flat 

surface. 

We finally investigate the sensitivity of the lifetimes and positron states to variation of z0 and Q. 

Our purpose is to determine which parameter values reproduce exactly the measured lifetimes 

and examine the corresponding surface state. Figure 3.3(a) shows that in the LDA+CMM, in 

order to achieve consistency between the calculated and measured lifetimes, we need to shift the 

calculated z0 to z0≈2 4 a     F    e 3 2(a) shows that th s  eads to st on   oca  zat on of the 

positron state at the surface, overlapping significantly only with the topmost few Cd-Se layers. 

This demonstrates that also within the LDA+CMM the measured lifetimes indicate the presence 

of a surface state. Within the WDA, we can obtain exact agreement with the measured lifetime 

by a slight change of Q=1.35, which fits the bulk lifetime, to Q=1.28-1.30 (Fig. 3.3(b)). The 

slightly reduced Q value at the surface likely reflects a decreased overlap of the positron with 

Cd(4d)-electrons, consistent with the experimental results of Ref. [10]. Note that the WDA 

predicts a significant penetration of the positron surface state into the bulk of the dots both for 

Q=1.35 and Q=1.28-1.30, as shown in Figure 3.2, indicating a qualitative difference with the 

LDA+CMM predictions at z0≈2 4 a    

Our analysis shows that LDA and LDA+CMM as well as the WDA are able to reproduce both 

bulk and surface lifetimes with a single adjustable parameter. However,  LDA+CMM is unable 

to predict a surface state without having as input the corresponding experimental lifetime, while 

this is not the case for WDA, demonstrating its more advanced predictive capabilities. Finally, 

we note that the WDA has the potential to be quantitatively superior in applications that probe 

finer details of the positron-electron correlation and positron wavefunction. 
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Figure 3.3. Computed positron lifetimes using (a) the LDA+CMM and (b) WDA for different values of 

the image potential reference plane z0 and screening charge Q. Filled symbols indicate lifetimes 

calculated with z0=1.837 a.u. determined from the background edge and Q=1.35 that fits the bulk lifetime, 

respectively. The gray area indicates the range of experimentally measured positron lifetimes at the 

surface. 

3.4. Conclusions 

Our in-depth PALS measurements of CdSe QDs demonstrate abundant trapping and 

annihilation of positrons at the surfaces of the QDs. Our parallel first-principles calculations 

within our WDA scheme confirm the existence of a positron surface state with calculated 

lifetimes that are close to the experimental values. Our work thus resolves the longstanding 

controversy concerning the nature of the positron state in QDs. We also demonstrate predictive 

capabilities of the WDA, and its conceptual superiority over conventional schemes such as the 

LDA+CMM, opening a new pathway for unraveling the complex behavior of positrons at the 

surface of QDs, which would allow us to obtain quantitative information on PEMDs of colloidal 



 

39 
 

QDs. Our study thus provides a robust basis for the application of positron annihilation 

spectroscopy as a highly surface-sensitive tool for probing surface compositions and ligand-

surface interactions of colloidal semiconductor QDs.  
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Ligand-Surface Interactions and Surface Oxidation 

of Colloidal PbSe Quantum Dots Revealed by Thin-

film Positron Annihilation Methods 
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Abstract 

Positron Two Dimensional Angular Correlation of Annihilation Radiation (2D-ACAR) 

measurements reveal modifications of the electronic structure and composition at the surfaces of 

PbSe quantum dots (QDs), deposited as thin films, produced by various ligands containing 

either oxygen or nitrogen atoms. In particular, the 2D-ACAR measurements on thin films of 

colloidal PbSe QDs capped with oleic acid ligands yield an increased intensity in the electron 

momentum density (EMD) at high momenta compared to PbSe quantum dots capped with 

oleylamine. Moreover, the EMD of PbSe QDs is strongly affected by the small ethylediamine 

ligands, since these molecules lead to small distances between QDs and favor neck formation 

between near neighbor QDs, inducing electronic coupling between neighboring QDs. The high 

sensitivity to the presence of oxygen atoms at the surface can be also exploited to monitor the 

surface oxidation of PbSe QDs upon exposure to air. Our study clearly demonstrates positron 

annihilation spectroscopy applied to thin films can exquisitely probe surface transformations of 

colloidal semiconductor QDs embedded in functional layers.  
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4.1. Introduction 

Semiconductor quantum dots (QDs) present remarkable advantages as photovoltaic materials 

due to their tunable electronic structure. Physical properties of QDs such as photoluminescence 

(PL), charge carrier mobility, and multiple-exciton generation are greatly influenced by ligands 

used in the passivation of surfaces. The local environment of atoms on QD surfaces is 

intrinsically different from that of the core of QDs and varies with the type of ligand. The 

structural and electronic modifications due to surface ligands have been investigated via ab-

initio modelling studies.
1-4

 Experimental techniques such as X-ray absorption spectroscopy 

(XAS)
5
 have been used to explore changes in electronic properties due to the nature of ligands. 

This is important since key properties such as photoconductivity and charge carrier mobility 

depend strongly on the type of ligand attached to the surface of the PbSe QDs.
6
 Treating PbSe 

QD films with short ligand molecules such as ethylenediamine (EDA) leads to strong electronic 

coupling between the PbSe cores and results in high carrier mobility and photoconductivity.
6
 A 

key issue in the development of solar cells based on PbSe QD absorber layers
7,8

 is that these 

cells often show a strong, time-dependent degradation under ambient conditions.
9-11

 Optical 

Absorption Spectroscopy (OAS) and X-ray Photoemission Spectroscopy (XPS) studies of PbSe 

QD films indicate that the dominant degradation process involves oxidation of the QDs through 

exposure to atmospheric oxygen. Strategies based on surface engineering, e.g involving the 

reaction of molecular chlorine with Se to form a protective thin PbClx shell, are being developed 

to arrive at air-stable PbSe QD solids for applications as solar cells and field effect 

transistors.
12,13

 Clearly, the development of methods to investigate and monitor surfaces of PbSe 

QDs embedded in a sub-surface layer in such devices is of crucial importance. In this regard, 

positron annihilation spectroscopy (PAS) offers unique advantages over XAS, OAS and XPS, 

since it combines a high sensitivity to selectively probe surfaces of nanoparticles
14-16

 with an 

established capacity for depth-profilin  of f  ms  n the  an e of ~10 nm to a few μm 
17-19

 These 

unique merits are highly important in studies of photovoltaic devices, where charge carrier 

separation requires the formation of a p-n junction,
8
 and PAS can probe the involved light 

absorbing and charge separation layers independently. 

4.2. Experimental 

PbSe QDs with average sizes ranging between 5 nm and 6 nm were synthesized by using 

oleylamine-based synthesis.
26

 PbSe QDs with OA ligands and PbSe QDs treated with EDA 

were made by exchanging oleylamine with the other ligands.  Hexane was used as a solvent for 

drop casting PbSe QDs with OA ligands and OLA ligands onto indium-tinoxide coated glass 

substrates. The deposition of the PbSe QDs treated with EDA was performed by dip coating. 

The PbSe QD films were examined by 2D-ACAR using the thin-film POSH-ACAR setup at the 

Reactor Institute Delft.
14-16

 For comparison, a PbSe single crystal was studied by 2D-ACAR 

using a 
22

Na positron source. The 2D-ACAR distributions were obtained with positron 

implantation energies of 1 keV for PbSe QDs with EDA and 3.4 keV for PbSe QDs with OLA 

and OA ligands. These energies correspond to average implantation depths of ~7 nm and ~50 
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nm, respectively, coinciding to the middle of the deposited films as determined by positron 

Doppler broadening depth profiling.
22

 The 2D-ACAR spectra consisting of  10
7
 counts were 

analysed using the ACAR2D program.
27

 The distributions were isotropic due to the 

polycrystalline random orientation of the nanocrystals. Therefore, 1D-ACAR spectra were 

obtained by integrating the isotropic part of the 2D-ACAR spectra over one momentum 

direction. 

4.3. Results and Discussion 

Here, we use the positron 2D-ACAR technique
14

 to probe the electronic and compositional 

changes at the surfaces of PbSe QDs deposited as thin films. Previous positron lifetime 

experiments have shown that more than 90% of positrons implanted in a layer of PbSe QDs 

capped with Oleic Acid (OA) ligands trap at the surface of PbSe QDs,
16

 where the positron is 

bound in a potential well behaving like an image potential at large distances (Figure 4.1).
 20,21

  

Positrons implanted in the PbSe QD layer primarily lose their high initial kinetic energy in the 

PbSe cores of the QDs where they thermalize. Subsequently, they have a high probability of 

trapping in a surface state (Figure 4.1).
20,21

 Therefore, the gamma rays produced by the 

annihilation of positrons trapped in surface states yields a way to probe the surface of PbSe QDs 

using 2D-ACAR, as the angular correlation of this annihilation radiation carries detailed 

information on the electron momentum density (EMD) sampled by the positron trapped in the 

surface state.
14

  

 

Figure 4.1. Schematic density 
2| |   of the positron surface state of the quantum dot, and schematic 

illustration of a Pb2+(OA-)2 complex at the surface.  
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Films with PbSe QDs using three different ligands, namely, Oleylamine (OLA), OA and EDA,
22

 

were studied in order to investigate the variation in electron-positron momentum density with 

the type of ligand end group (amine or carboxyl) and chain length (long or short). The two 

ligands OA and OLA are equally long, but differ in their attachment to the PbSe QDs. OA 

ligands attach to the surfaces of PbSe QDs by the formation of Pb
2+

(OA
-
)2 complexes involving 

electrostatic interactions between lead and oxygen ions,
23,4,9

 while the amine group of OLA only 

binds weakly to the surface of PbSe QDs, involving weak covalent interactions. Further, part of 

the QD surfaces might be passivated by chloride ions present in the synthesis.
24,25

 EDA ligands 

are much shorter, and also interact only weakly to the surface of PbSe QDs. EDA treatment of 

PbSe QD films with OLA ligands mostly induces removal of the original ligands,
6
 as was 

observed for films of PbSe QDs with OA ligands, while very little EDA was found on the 

surface after the treatment.
23 

Our ACAR measurements on PbSe QD films with OA ligands 

reveal a stronger electron momentum density at high momenta compared to PbSe QDs with 

OLA ligands or treated with EDA. This effect is caused by oxygen atoms at the surface of QDs 

with OA ligands. This high sensitivity to oxygen atoms was further exploited to monitor the 

oxidation process of a layer of PbSe QDs with EDA ligands upon exposure to air. 

Figure 4.2 presents the measured 1D-ACAR momentum distributions of PbSe QDs with OLA 

and OA ligands, and after EDA treatment of PbSe QDs with OLA ligands, in the form of ratio 

curves relative to bulk crystalline PbSe.  The ratio curves show a peak at ~1 a.u. caused mostly 

by quantum confinement of the Se(4p) valence electron orbitals,
16

 positron confinement
28,29

 and 

other small contributions of atoms at the surface connected with the ligands.
16

 The confinement 

of valence electrons and positrons for PbSe QDs capped with OA and OLA ligands leads to a 

small difference in the 1 a.u. peak area,
16,30

 since the QDs have comparable sizes and the ligands 

have the same large chain length. In the case of EDA treated films, however, the confinement 

peak is significantly smaller. This pronounced difference can be attributed to the small QD-QD 

distances, which leads to electronic coupling of neighbouring QDs
6
, resulting in a corresponding 

reduction of the Se(4p) valence electron confinement.
15

 Furthermore, in ligand-exchange studies, 

it was demonstrated that short-chain diamines effectively strip lead oleate from (100) surfaces of 

the PbSe QDs.
23,31

 The ligand replacement remains incomplete, particularly for the PbSe {100}-

facets, which remain partially bare.
23

 This leads to neck formation and epitaxially connection 

between PbSe QDs,
23

 inducing electronic coupling between QDs. Partial depletion of QD 

surfaces and neck formation between QDs also occurs for EDA treatment of PbSe QDs capped 

with OLA ligands.
6
 The electronic coupling induced by short QD-QD distances and neck 

formation results in more delocalized electron states with lower kinetic energy and momentum. 

This effect explains the narrowing of the EMD in momentum space, and a lower intensity of the 

confinement peak (Figure 4.2).  

Independently, the high momentum region between 2 and 2.5 a.u. can be considered since the 

intensity here is primarily determined by the contributions of Pb atoms [Pb(5d) semi-core 

electrons]
16

 and contributions of ligand ad-atoms present at the surface. This region may also be 

influenced by positron annihilation with Se(3d) semi-core electrons.
16

 The differences in the 
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ratio curves in this momentum range reflect the various surface compositions probed by the 

trapped positrons. Previous calculations showed that the contribution of O(1s) electrons 

gradually becomes the most important factor in the observed electron-positron momentum 

density in the region p>2 a.u. for PbSe QDs with OA ligands.
16

 Figure 4.2 shows that PbSe QDs 

with OA ligands exhibit a higher intensity in this momentum range than PbSe QDs with OLA 

ligands or PbSe QDs treated with EDA. OA and OLA share the same large C17H33 tail, and 

differ only in the –(C=O)O– and –(CH2)HN– end groups attached strongly and weakly, 

respectively, to the surface of the PbSe QDs. The EMD of PbSe QDs observed by positron 

annihilation is thus clearly affected by the surface composition (involving the presence of 

oxygen versus nitrogen, and possibly chlorine), as is visible in the high momentum range. 

Indeed, calculations indicate that oxygen and chloride ions form attractive sites for positrons, as 

O
-
 and Cl

-
 form bound states with a positron, in contrast to the case of nitrogen.

32-34
 One should 

note that, for a positron localized at the surface of the QD, the dominant Coulomb attraction 

comes mostly from an individual ion and the contribution from all other ions can be neglected as 

a first approximation as in the Boev-Arefiev model considered in Ref. [35].  

 

Figure 4.2. The ratio curve of 1D-ACAR momentum distributions for PbSe QDs with various surface 

compositions: oleic acid (blue); oleylamine (red); and, EDA (magenta). All curves are normalized to the 

directionally averaged 1D-ACAR distribution of bulk PbSe. (a.u. = atomic units).  

Compared to the case of OLA ligands, PbSe QDs treated with EDA show a further reduced 

intensity in the high-momentum range, which could be attributed to annihilation at partially bare 

PbSe facets created during treatment with EDA.
23

 Indeed, our previous study on PbSe QDs 

capped with OA ligands revealed a similar reduction in intensity for PbSe QDs with 

incompletely covered surfaces.
16

 Confinement of valence electron orbitals with/without 

coupling between neighbouring QDs mainly influences the EMD at low momenta (Figure 4.2). 

This sensitivity demonstrates that thin film positron methods is a suitable characterization 

method to examine the surface composition and electronic structure of PbSe QD layers, which 

are key to understanding the resulting (opto-)electronic properties. Moreover, access to the 

depth range of up to ~1.5 µm below the outer surface of a PbSe QD layer in positron beam 
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experiments enables one to perform full depth-profiling studies of innovative photovoltaic 

devices based on PbSe QD layers
13

 as the involved layer thicknesses typically range from 

several hundred nanometers to micrometers.  

In the second set of experiments, the sensitivity to detect oxygen present at the surface of PbSe 

QDs is further exploited. The local oxidation of the surfaces of PbSe QDs treated with EDA 

ligands can therefore be investigated. A rather thin PbSe QD film of about 2-3 monolayers 

deposited on a ~100 nm ITO layer on a glass substrate was used,
22

 in order to prevent any depth 

dependence of the oxidation process as all PbSe QDs are uniformly exposed to oxygen of 

ambient air. Figure 4.3a shows that the first absorbance peak in the OAS spectra shifts towards 

shorter wavelength over a period of 3 months of oxidation under ambient conditions. The 

observed large blue shift of the absorption features points to a reduction in the effective PbSe 

core diameter from an initial value of 6.1 nm to 5.0 nm
11

 caused by the formation of a thin 

oxidized shell. Figure 4.3b explicitly shows the gradual reduction of the effective PbSe core 

radius of the QDs as a function of exposure time in air, extracted from the wavelength of the 

first absorption peak.
36

 The decrease of the effective radius of PbSe QD cores by 0.3 to 0.5 nm 

over a period of 1 to 2 months as revealed by the OAS spectra is close to what was observed in 

previous studies on ~6 nm diameter PbSe QDs stored in solution under ambient conditions and 

application of vigorous stirring.
11

 

 

Figure 4.3. a) Evolution of absorption spectra of a PbSe QD film treated with EDA upon exposure to air 

at room temperature; b) Evolution of the effective PbSe core size of the QDs. Solid line serves as a 

guide-to-the-eye. 
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Figure 4.4a shows the corresponding evolution of 1D-ACAR ratio curves of PbSe QDs treated 

with EDA, for different periods of air exposure. The oxidation of PbSe QDs after 24 days leads 

to an increase of the confinement peak near 1 a.u. due to the decrease in effective size of the 

core PbSe QDs by the oxidation, which enhances the confinement of the Se(4p) valence 

electrons and also reduces the electronic coupling between QDs. Interestingly, the increased 

fraction of oxygen atoms present at the surfaces of PbSe QDs by surface oxidation yields a 

pronounced increase in intensity for p > 2 a.u. due to the contribution of O(1s) electrons to the 

momentum density. Notably, the strongest increase in the momentum density in the range of 2-

2.5 a.u. is seen already after the first period of exposure in air of 24 days (Figure 4.4), while the 

oxide shell continues to grow afterwards, as revealed by the continued shift towards shorter 

wavelengths of the OAS spectra (Figure 4.3). The normalised intensity in the momentum range 

of 2-2.5 a.u.  (Figure 4.4b), in contrast, indicates a saturation in the high momentum intensity 

for the longer air exposure times of 61 and 90 days. This can be understood since the positron 

mostly probes the outermost atomic layers of the QD, i.e. the outer surface region of the 

oxidized shell, likely consisting of PbO, SeO2 and PbSeO3 formed at the surface of the QD.
10

 

Small differences in intensity at high momenta over 24-90 days can be caused by a variation in 

binding energy and distance of the positron from the surface, since the image potential will 

reduce in strength due to the more insulating character of the surface with the growth of an 

oxide layer.
37

 The transformation of the surface by the oxidation process thus seems to saturate 

sooner than the continued growth of the oxidized shell below the surface, as monitored by the 

first absorption peak in the OAS which provides a sensitive measure of the size of the non-

oxidized PbSe cores of the QDs. Decrease in the effective PbSe core size revealed by the OAS 

is consistent with the observed (small) increase in the confinement peak in the 1D-ACAR ratio 

curves, while the intensity of the ratio curves for p > 2 a.u. provides complementary information 

on the local oxygen fraction formed at the outer surface of the PbSe QDs during the oxidation 

process. These results demonstrate that positron methods can be sensitively applied to probe the 

oxidation at the surfaces of colloidal QDs, and indicate more generally that surface chemical 

transformations can be monitored. A more quantitative determination of the surface chemical 

composition requires details of shape of the positron wave function at the surface of the QD and 

its overlap with the (local) electronic orbitals, and the development of appropriate ab-initio 

methods for this purpose is needed.   
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Figure 4.4. a) Evolution of 1D-ACAR momentum distribution for PbSe QDs treated with EDA with 

exposure time in air, presented as ratio curves relative to the directionally averaged 1D-ACAR 

distribution of bulk PbSe; b) Normalized intensity ratio to bulk PbSe at the momentum region between 2 

a.u. and 2.5 a.u.  Solid line is a guide-to-the-eye.  

4.4. Conclusions 

In summary, our study demonstrates that positrons are effective in probing the composition of 

the surfaces of reduced dimensional systems such as the PbSe QDs. By enabling this 

advanced characterization of the attachment of ligand molecules, our method can now facilitate 

the optimization of efficient charge carrier transport in novel optoelectronic devices by 

introducing descriptors based on positron annihilation characteristics. Our study further 

demonstrates that positron methods
38

 can be used to sensitively monitor oxidation processes at 

the surfaces of colloidal nanocrystals. Thin film positron methods thus hold promise as a surface 

characterization technique for colloidal semiconductor QDs in functional layers used to develop 

(opto-)electronic devices including thin film solar cells, light-emitting diodes and field effect 

transistors. Positron techniques will provide key insights into chemical transformations at the 

surfaces of QDs and aid their development by surface chemical engineering strategies of 

innovative core-shell structures required for stabilization against oxidation under ambient 
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conditions. Finally, our study shows that the electron momentum density of PbSe QDs is 

strongly affected by electronic coupling between the neighbouring QDs induced by the use of 

small EDA molecules, related to short interparticle distances and induced neck formation 

between neighboring QDs. Such a coupling is very important to achieve favorable charge carrier 

mobility and enhanced photoconductivity of PbSe QD layers for prospective application in next 

generation photovoltaic devices. The depth-profiling capability of the applied positron method 

can provide a means to probe (potentially in-situ) the light absorbing and charge separation 

layers as well as the p-n junction interface region independently, which play a key role for 

radical improvement in solar cell efficiencies. 
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4.5 Supplemental Material 

XRD and OAS spectra of PbSe QD films 

        

In Figure S4.5.1, XRD spectra and OAS spectra are presented, which were used to estimate the 

average sizes of PbSe QDs, as listed in Table S4.5.1. The average as-deposited crystal size of 

Figure S4.5.1. (a) XRD spectra of PbSe QDs with oleylamine ligands and oleic acid 

ligands, (b) OAS spectra of PbSe QDs with oleic acid ligands and EDA ligands. 

sample 

 

 Average size(nm) 

XRD OAS 

PbSe-oleic acid ligands 6.4 5.6 

PbSe-oleylamine ligands 6.1 - 

PbSe-EDA ligands - 6.1 

 

Table S4.5.1. sizes of PbSe QDs extracted from XRD and OAS 

  

(a) 

(b) 
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the oleic acid-capped and oleylamine-capped PbSe QDs estimated from the peak broadening of 

XRD spectra is 6.4 nm and 6.1 nm, respectively. From the first exciton absorption peak, the 

extracted sizes of the PbSe QDs with oleic acid ligands and EDA ligands are 5.6 nm and 6.1 nm. 

The XRD patterns show that the PbSe QDs are in the rock salt phase. 

Doppler depth profiles of PbSe QD film with EDA ligands used in the oxidation study 

A thickness of the PbSe QD film with EDA ligands of about 15 nm (2-3 monolayers of PbSe 

QDs) was extracted from VEPFIT analysis of the positron Doppler broadening depth profiles 

shown in Figure S4.5.2. The fitted parameters are listed in Table S4.5.2 and S4.5.3. 

 

 

(a) 

(b) 

Figure S4.5.2. Positron Doppler broadening S-parameter (W-parameter) depth profiles of PbSe 

QD layer on an ITO-coated glass substrate before (black squares) and after oxidation (red circles). 
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Table S4.5.1. VEPFIT analysis results for EDA-capped PbSe QD film 

layer Density (g/cm3) 
Diffusion length 

(nm) 

Layer width 

(nm) 

S 

parameter 

W 

 parameter 

PbSe 

layer 
5.67* 5 15 0.5558 (0.0005) 0.039 (0.001) 

ITO 7.1* 16* 109 0.4902 (0.0003) 0.073 (0.001) 

glass 2.53* 29* - 0.5149 (0.0003) 0.064 (0.001) 

 

Table S4.5.2. VEPFIT analysis results for oxidized  EDA-capped PbSe QD film 

layer Density (g/cm3) Diffusion length (nm) Layer width (nm) 

S 

parameter 

W  

parameter 

PbSe 

layer 
5.67* 1 12 0.5443 (0.0004) 

0.045 

(0.001) 

ITO 7.1* 16* 93 0.4871 (0.0004) 
0.074 

(0.001) 

glass 2.53* 29* - 0.5149 (0.0003) 
0.064 

(0.001) 

* fixed  
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Ligand capping molecules  

 

 

 

 

 

 

 

 

 

(a) Oleic acid (OA)  (b) Oleylamine (OLA)  (c) Ethylenediamine (EDA) 
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Oxidation process 

 

 

* All the figures are made by origin 8.5.1 program. 
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                                                                           Chapter 5 

                                                                                                                                           

Study of ligand-surface interactions of CdSe 

Quantum Dots using thin-film positron annihilation 

methods 
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Abstract 

Positron studies have shown that positron annihilation techniques are surface-sensitive probes of 

the electronic structure of CdSe QDs and PbSe QDs and their surface composition. The 

variation of the electronic structure and surface composition induced by various ligands attached 

to the QDs is in general still unclear. In this study, Doppler Broadening of Positron Annihilation 

Radiation (DBAR) and two-dimensional Angular Correlation of Annihilation radiation (2D-

ACAR) were used to probe thin films of CdSe QDs with stearic acid (SA) ligands and 

trioctylphosphine oxide (TOPO), oleylamine (OLA), and oleic acid (OA) ligands obtained from 

the ligand exchange with SA ligands. The majority of positrons are strongly trapped at the 

surface of CdSe QDs and can distinguish O and N atoms of ligands bound to Cd atoms at the 

surface. However, the positron shows a smaller discriminative power in probing the surface 

composition of CdSe QDs than for the case of PbSe QDs. This could be attributed to the 

different surface structure of CdSe QDs and PbSe QDs. CdSe QDs are terminated by a shell of 

Se atoms due to surface relaxation of puckering-out Se and pulled-in Cd atoms, while PbSe QDs 

tend to be enclosed by a layer of excess Pb atoms. Besides, a difference in the positron surface 

state for CdSe and PbSe QDs could also contribute to the observed difference.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

63 
 

5.1. Introduction 

Semiconductor colloidal quantum dots (QDs) present remarkable advantages as photovoltaic 

materials due to their tunable optoelectronic and optical properties. QD-based thin film solar 

cells have gained a large progress in the past few years by developing more efficient synthesis 

techniques, optimizing device structures,
1
 and improving charge transport. Currently, the 

efficiency record has exceeded 10% for PbS QD-based solar cells.
2,3

 With the smaller size, the 

surface plays an increasingly dominant role in controlling physical properties such as charge 

carrier mobility and multiple-exciton generation which are important for development of QD 

solar cells. On the other hand, the effect of the defect states in the band gap introduced by 

dangling bonds of under-coordinated surface atoms is also magnified due to the larger surface-

to-volume ratio, and can deteriorate greatly the efficiency of solar cells. Surface ligand 

molecules play an important role in passivating such surface states. In some cases, these ligands 

require to be exchanged by other surface-binding species in order to improve their end 

functionality, e.g., in order to promote the electrical conductivity of QD layers. The passivation 

of the surface sites of QDs, which is normally determined by the ligand density, can effectively 

remove the mid-gap states in the electronic structure.
4
  

Experimental studies have shown that the positron is a highly surface-sensitive probe of the 

electronic structure of colloidal CdSe QDs and PbSe QDs, and of the chemical composition at 

their surfaces.
5-7

 Besides, our recent positron lifetime experiments parallel to first-principles 

calculations within the WDA scheme
8
 provided evidence for the existence of a positron surface 

state in CdSe QDs.
9
 Positron studies on CdSe QDs

5
 and PbSe QDs

6
 with various sizes were 

performed previously. For the case of CdSe QDs, these studies revealed the presence of a 

selenium-rich surface due to the outward surface relaxation of Se atoms 
5
, while for PbSe QDs a 

total different surface structure occurs with excess Pb atoms that are positioned on top of the 

PbSe surface, and the positrons sensitively probe the local O atoms of oleate ligands attached to 

Pb ad-atoms at the surface
6
. Further positron studies

7
 on the PbSe QDs tethered with various 

ligands were performed, showing that the positron can effectively distinguish the N atoms of 

oleylamine (OLA) ligands and O atoms of oleic acid (OA) ligands attached at the surface. 

Furthermore, positron annihilation can effectively monitor the oxidation process when exposing 

PbSe QDs to air.
7
 However, the modification of the surface composition and the electronic 

structure of CdSe QDs caused by the surface interaction with different ligands has not yet been 

studied. Besides, differences in the sensitivity of positron annihilation to the presence of atoms 

involved in the ligand binding at the surface for CdSe QDs and PbSe QDs needs to be examined.  

In this Chapter, we show the sensitivity of the two-dimensional Angular Correlation of 

Annihilation radiation (2D-ACAR) method in probing the variation of the surface composition 

induced by various ligands (TOPO, OA, OLA, and SA) obtained through the ligand exchange. 

The majority of positrons are strongly trapped at the surface of CdSe QDs and can distinguish O 

atoms and N atoms of ligands binding at the surface of CdSe QDs. When comparing with PbSe 
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QDs, the positron shows a smaller discriminative power in probing the surface composition of 

CdSe QDs. 

5.2. Experimental 

CdSe QDs with a mean diameter of 4 nm and 6.5 nm were produced at the Laboratory for 

Surface Science and Technology of the University of Maine using the synthesis methods 

described in Ref. 
10

, which produces QDs nominally capped with both stearic acid (SA) and 

trioctylphosphine oxide (TOPO) ligands. In Ref. 
10

, it was shown that the type of ligand present 

on the surface of the QD can be controlled during post-processing, so that only SA is left on the 

surface. Using such washed CdSe QDs capped with SA, ligand exchange was then performed 

with three ligand types: oleylamine (OLA), oleic acid (OA), and TOPO.  In this way, eight 

unique samples were obtained: CdSe QDs of sizes 4 and 6.5 nm, respectively, and coated with 

S ,  OPO, O  , and O   CdSe QD  a e s w th th cknesses  n the  an e of seve a  μm we e 

produced by drop-casting of the five different solutions on 1.5×1.5 cm
2
 FTO-coated glass 

substrates. 

Doppler Broadening of Positron Annihilation Radiation (DBAR) measurements were performed 

at room temperature using the variable mono-energetic positron beam VEP setup at the Reactor 

Institute Delft. Samples were mounted onto the sample holder by two thin metal strings. 

Measurements were performed using positron energies varying from 0 keV to 25 keV. The 

intensity of the low-energy positron beam at sample position is around 10
4
 e

+
/s, and the FWHM 

size of the beam is 8 mm in diameter. A high purity Ge solid-state detector with an energy 

resolution of 1.8 keV was used to dete m ne the ene    of the em tted ann h  at on γ-rays. S and 

W pa amete s we e ext acted f om the meas  ed Dopp e  b oadened ann h  at on γ-ray photo-

peak, defined as the fraction of counts in the central region and in the wing regions of the 511 

keV annihilation photo-peak, respectively.   

The drop-cast nanocrystal films were further examined using two-dimensional Angular 

Correlation of Annihilation Radiation (2D-ACAR) on the thin-film POSH-ACAR setup at the 

Reactor Institute Delft. For comparison, a CdSe single crystal was studied by 2D-ACAR using a 
22

Na positron source. The thickness of the QD-film and positron implantation energy applied in 

2D-ACAR measurement were examined by depth profile measurement at the POSH setup using 

a Ge detector before each 2D-ACAR measurement. The 2D-ACAR distributions were obtained 

at a positron implantation energy of 6.2 keV for the CdSe QD films. The momentum resolution 

was 1.4×1.4 (10
-3

m0c)
2
,  where m0 is the electron rest mass and c the velocity of light. The 2D-

ACAR spectra consisting of about 10
7
 annihilation events were analyzed using the ACAR-2D 

program.
6
 1D-ACAR spectra were obtained by integrating the 2D-ACAR spectra over one 

momentum direction. 
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5.3. Results and discussion 

Figure 5.1 shows the S parameter as a function of the positron implantation energy for 4-nm 

CdSe QDs capped with OA, OLA, TOPO, and SA ligands examined by DBAR experiments. In 

the whole range of the S-E curves, the S parameter for all the films is well above the S value 

from the FTO coated substrate (SFTO = 0.4761 for the FTO film and Sglass = 0.5409 for the glass, 

as determined using a bare FTO-coated glass substrate), which means that the positron can 

hardly reach the substrate for all the applied positron implantation energies up to 25 keV, 

 nd cat n  a  a e  th ckness of the CdSe QD f  ms be ond 2 μm. The small variation of the S 

parameter for the whole range of the positron implantation energies reveals that all the films are 

quite uniform, except that two distinctive layers for the case of OLA ligands are shown to be 

present. The solid lines through the data points was fitted by the VEPFIT program
11

 with three 

layers: 2 layers for CdSe QDs, and further the FTO coated glass substrate. As shown in figure 

5.1, CdSe QDs with OA, TOPO, and SA ligands show the similar S parameters, while CdSe 

QDs with OLA show a slightly higher S parameter below 12 keV. The difference in S 

parameters for CdSe QDs capped with OLA ligands and the rest is within ~1%, which is small 

when compared to the reduction (4.2%) in S parameter of CdSe QDs with size decreasing from 

4.4 nm to 2.5 nm
5
. This small difference is probably attributable to the slightly larger fraction of 

pick-off ortho-positronium (o-Ps) and p-Ps formed in the open space available at the QD surface 

and between the carbon chains of the OLA ligands capped at the surface of CdSe QDs, as is 

revealed in PALS studies
9
. 

 

Figure 5.1. S parameter as a function of the positron implantation energy for 4 nm CdSe QDs with OLA, 

OA, TOPO, and SA ligands 
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Figure 5.2 presents the measured 1D-ACAR positron-electron momentum distributions (PEMD) 

of 4 nm and 6.5 nm CdSe QDs with OA, OLA, TOPO, and SA ligands collected at a positron 

implantation energy of 6.2 keV, in the form of ratio curves relative to bulk crystalline CdSe. The 

ratio curves for both 4 nm and 6.5 nm CdSe QDs show a peak at about 1 atomic momentum 

units (a.u.), which agrees well with results in reference
12

 and is often observed for positron 

probing in nanocrystals, characteristic for the quantum confinement of Se(4p) and Cd(5s) 

valence electrons.
5,6,13

 4-nm CdSe QDs show a higher peak than 6.5 nm CdSe mainly due to 

stronger quantum confinement of the Se(4p) valence electrons. This can qualitatively be 

explained by the uncertainty principle, in which the smaller size of the QDs leads to more 

spatial confinement of the valence electrons, and thus, more broadening of the momentum 

distribution. CdSe QDs with all of the ligands show the similar intensity at 0 a.u., except for 

CdSe QDs with OLA ligands, which shows much higher intensity at momentum region of 

around 0 a.u.. The intensity decreases in the momentum region between 0 a.u. and 0.5 a.u.. 

CdSe QDs with both sizes (4 nm and 6.5 nm) shows similar features. The high intensity of the 

ratio curve in the low momentum region for CdSe QDs capped with OLA ligands is in 

agreement with the higher S parameter in figure 5.1. This is consistent with a larger fraction of 

pick-off o-Ps and p-Ps, which is probably due to the relatively low density of OLA ligands 

bound at the surface of CdSe QDs.  

In the higher momentum region between 2.0 a.u. and 2.5 a.u., the intensity varies with the type 

of ligand capping the CdSe QDs. The high momentum region for CdSe mainly comes from 

annihilation with inner atomic shell electrons (Cd(4d)
5
), which allows one to understand the 

chemical composition which is at surface of CdSe QDs. CdSe QDs with OA ligands and SA 

ligands show the similar intensity, which can be explained since OA and SA ligands possess the 

same anchor group –(C=O)O– and a large C17H33 or C17H35 tail, with the same O atoms attached 

at surface. This leads to a similar binding strength between the attached atoms of ligands and Cd 

atoms at surface and also a very similar local surface structure of CdSe QDs. In comparison, 

CdSe QDs capped with TOPO show the highest intensity, while CdSe QDs with OLA shows the 

lowest intensity in the high momentum range. TOPO and OLA have different anchor groups 

consisting of –(CH2)3P=O and –(CH2)H2N, respectively, with quite different attachment of the 

O and N atoms to Cd atoms at the surface of CdSe QDs. The observed order of the intensities 

for different ligands is similar to the case for PbSe QDs
7
, in which the local atomic environment 

involving N atoms of the OLA ligands give a lower intensity than for the case of O atoms of the 

OA ligands. This could be due to the fact that oxygen and chloride ions (O
-
 and Cl

-
) are more 

attractive sites for positrons than nitrogen when they form bound states with positrons.
7
 This 

variation of the intensities in the high moment m  e  on  evea s the pos t on’s sens t v t  of 

probing the surface composition of CdSe QDs. 
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 (a) 

                           

 (b) 

 

Figure 5.2. (a) and (b) The ratio curves of 1D-ACAR momentum distributions for CdSe QDs with 

various ligands. All curves are normalized to the directionally averaged 1D-ACAR distribution of bulk 

CdSe. (a.u. = atomic units). 

In order to explore the different behaviour of CdSe QDs and PbSe QDs as seen by positron 

annihilation, we compared ratio curves of the PEMDs of CdSe QDs and PbSe QDs. Compared 

with the ratio curves of the PEMDs of PbSe QDs with a size between 5 nm and 6 nm, we can 
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observe that the intensity of the quantum confinement peak of the ratio curve (1.2-1.3) for CdSe 

QDs (6.5 nm) is significantly smaller than that for the PbSe QDs (1.5-1.8)
7
 at around 1 a.u.. This 

indicates that electrons in the valence band in a 6.5-nm CdSe QD experience a weaker 

confinement than the valence electrons in a PbSe QD of similar size. This indicates that the 

wave functions of the Se(4p) valence electrons in PbSe QDs are more confined than in CdSe 

QDs. Also, it is a conceivable that the positron wave function for PbSe QDs is more confined, 

leading to additional broadening of the PEMDs of PbSe QDs. 

Another notable observation is that the variation in PEMD intensities in the high momentum 

region from 2.0 a.u. to 2.5 a.u., as caused by the TOPO, OA, SA, and OLA ligands, is smaller 

for CdSe QDs than for PbSe QDs. First, the intensity for CdSe QDs in the momentum range 

from 2.0 a.u. to 2.5 a.u. is smaller than that for the bulk CdSe. The reduced intensity relative to 

that of the bulk by 30% - 40% reveals an increased probability of positron trapping near Se 

atoms and an increased annihilation probability with atoms of ligands at the surface of CdSe 

QDs. The corresponding reduction in intensity at high momentum is much less for the case of 

PbSe QDs (10% - 20%) 
7
. This is probably due to a higher positron trapping probability at Se 

atoms at the QD surface for CdSe QDs than that for PbSe QDs, where annihilation takes place 

with both valence electrons of the excess Pb atoms and of the atoms of ligands connected at the 

surface sites. Indeed, previous studies showed that CdSe QDs are terminated by a shell of Se 

atoms
14

 due to surface relaxation of the Se and Cd atoms, while PbSe QDs tend to be enclosed 

by a layer of excess Pb atoms
15

. The effects of the ligands on the intensity of the ratio curves at 

high momentum for CdSe QDs are therefore smaller than for PbSe QDs. For PbSe QDs, the 

intensity of the ratio curve at higher momentum region (2.0 a.u.–2.5 a.u.) increases from 0.8 to 

0.9 when changing the capping ligands from OLA to OA, while for CdSe, the variation of the 

intensity in the ratio curve is twice smaller. Possibly, this can further be attributed to a 

difference in the positron surface state in CdSe and PbSe QDs. PbSe has Pb-Se bonds with a 

strong ionic character, while CdSe shows mainly covalent Cd-Se bonds. When capped with 

ligands with an anchor group of –(C=O)O–, the binding mode between oxygen atoms and the 

Pb and Cd metal atoms at the QD surface will thus be ionic and covalent, respectively. This 

could lead to that a significantly larger overlap of the positron wavefunction with O atoms than 

with Pb atoms for PbSe QDs, while for CdSe QDs the positron wave function tends to overlap 

with Cd, Se, and O atoms more equally. Thus, the positron is less sensitive to probe the presence 

of O atoms at the surface  of CdSe QDs.  

5.4. Conclusions 

The 2D-ACAR method shows the sensitivity of positron annihilation in probing the 

modification of the surface composition of CdSe QDs induced by the variation in ligand 

capping (TOPO, OA, OLA, and SA) obtained through ligand exchange. The majority of the 

positrons are strongly trapped at the surface of CdSe QDs, annihilating with Cd atoms and Se 

atoms at the surface and the atoms (O or N) of ligands binding with the CdSe QDs. CdSe QDs 

with OA and SA ligands have similar intensity at the higher momentum region, since they 
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possess the same anchor group –(C=O)O– and a large C17H33 or C17H35 tail. CdSe QDs with 

TOPO, OA, and SA ligands show a higher intensity at the high momentum region than OLA 

ligands, because O(1s) core electrons of oxygen contribute to high momentum intensity. 

However, when comparing with PbSe QDs, the positron is less sensitive in probing the surface 

composition of CdSe QDs, as the observed change in the intensity of the momentum distribution 

of CdSe QDs at the high momentum region caused by the ligands is much smaller than that of 

PbSe QDs. This is attributed to the covalent nature of the bonds between O (or N) atoms and Cd 

atoms, leading to a similar probability of annihilation with electrons of O (or N) atoms and Se 

atoms, unlike the case of PbSe QDs, where the positron predominantly annihilates with 

electrons of O (or N) atoms that are attached to the excess Pb atoms forming a shell on PbSe 

QDs.  
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Evolution and Role of Vacancy Clusters at Grain 

Boundaries of ZnO:Al during accelerated 

Degradation of Cu(In,Ga)Se2 Solar Cells revealed 

by Positron Annihilation 
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Abstract  

Positron Annihilation Lifetime Spectroscopy (PALS) and Doppler Broadening Positron 

Annihilation Spectroscopy  (DB-PAS) depth profiling demonstrate pronounced growth of 

vacancy clusters at the grain boundaries of as-deposited Al-doped ZnO films deposited as 

Transparent Conductive Oxide (TCO) on Cu(In,Ga)Se2 (CIGS) solar cells upon accelerated 

degradation at 85 
o
C/85% relative humidity (RH). Quantitative fractions of positrons trapped 

either in the vacancy clusters at the grain boundaries or in Zn mono-vacancies inside the grains 

of ZnO:Al were obtained by detailed analysis of the PALS data using a positron trapping model. 

The time- and depth-dependence of the positron Doppler depth-profiles can be accurately 

described using a planar diffusion model, with an extracted diffusion coefficient of 35 nm
2
/hour 

characteristic for in-diffusion of molecules such as H2O and CO2 into ZnO:Al TCO films via the 

grain boundaries, where they react with the ZnO:Al. This leads to increased open volume at the 

grain boundaries that imposes additional transport barriers and may lead to charge carrier 

trapping and non-radiative recombination. Simultaneously, a pronounced increase in series 

resistance and a strong reduction in efficiency of the ZnO:Al capped CIGS solar cells is 

observed on a remarkably similar timescale. This strongly indicates that these atomic scale 

processes of molecular in-diffusion and creation of open volume at the grain boundaries play a 

key role in the degradation of the solar cells. 
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6.1. Introduction 

Thin-film Cu(In,Ga)Se2 (CIGS) solar cells are promising in view of their high efficiency and 

low cost. Research-cell efficiencies have reached 22.6% for a CIGS cell,
1
 currently the highest 

efficiency for thin-film solar cells employing a single absorber layer, besides (expensive) III-V 

based solar cells. Recently reported progress in high-efficiency CIGS cells using e.g. alkali post-

deposition treatment
2
 or alternative buffer layers

3
 (Zn(O,S)) leads to high expectations for 

expanding the commercial application of CIGS solar cells. Nevertheless, stability issues are still 

drawing considerable attention, since larger-scale commercial introduction of CIGS 

photovoltaic (PV) technology requires cheap and highly efficient modules with long and 

predictable lifetimes.  Unfortunately, knowledge about the lifetime of CIGS modules is still 

limited, which is reflected in the results of field studies: degradation rates varying from nearly 0 

to approximately 4 percent per year were observed.
4-7

 Therefore, considerable costs are made 

for reliable package materials, which are especially high for flexible modules. These costs can 

be reduced by more intrinsically stable solar cells. Clearly, environmental degradation of CIGS 

solar cells needs to be prevented, making the identification of the degradation mechanisms of 

CIGS solar cells a crucial aspect in their development.  

A key component of CIGS solar cells is the transparent conducting oxide (TCO) electrode. Al-

doped ZnO (ZnO:Al) is a very promising TCO for photovoltaic cells because of its good 

optoelectronic properties, which include both high transparency and high electrical conductivity 

simultaneously. Furthermore, ZnO:Al consists of elements with a high abundancy and is a cheap 

material. However, ZnO:Al as the TCO window material of CIGS solar cells is notably sensitive 

to moisture.
7
 When exposed to accelerated damp-heat (DH) testing, the optical properties of 

ZnO:Al exhibit only minor changes, mainly in the infrared region by degradation-induced 

changes in the charge carrier densities. However, its electrical properties deteriorate 

significantly.
8
 This can be attributed to the decreased charge carrier concentrations

9
 and reduced 

mobility of minority charge carriers,
8,9

 caused by an increase in the concentration of scattering 

centres and changes in the potential barriers at the grain boundaries of the ZnO:Al layer.
8,9

 

Insights into the electronic and atomic-scale structure of grain boundaries of Cu(In,Ga)Se2 thin 

film absorber layers is crucial for the development of CIGS solar cells as well, in order to reveal 

the nature of the influence of the grain boundaries in CIGS on charge carrier transport.
10,11

 

These grain boundaries also play an important role in understanding the in-diffusion of Na
+
 (and 

K
+
) into the Cu(In,Ga)Se2 and CdS layers of CIGS solar cells, a key process in the formation of 

optimized CIGS/CdS heterojunctions required to achieve very high solar cell efficiencies.
12

 

Although quite some studies have been performed to monitor the degradation of ZnO:Al TCO 

films, few characterization techniques can detect the impact of degradation on the nanoscale 

properties of ZnO:Al film directly. For example, UV-VIS optical reflection-transmission 

spectroscopy hardly detects any change in the optical spectra in the UV and visible range after 

degradation. A recent X-Ray Diffraction (XRD) study reveals a pronounced increase in the 

compressive in-plane stress, which can be attributed to the in-diffusion of molecules and stress 
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build-up due to the subsequent chemical reactions in the grain boundaries.
13

 Nevertheless, it 

provides an indirect view on the possible mechanism of degradation.  

In this study, we apply positron annihilation as a proven depth-sensitive technique
14

 in order to 

examine the depth-resolved changes resulting from damp-heat degradation of unpackaged 

ZnO:Al/i-ZnO/CdS/CIGS/Mo solar cells deposited on soda lime glass at 85
 o

C/85% RH. 

Positron annihilation spectroscopy is an effective way to probe point defects, and is in particular 

sensitive to the presence of neutral and negatively charged vacancies.
15

 Positron annihilation 

lifetime spectroscopy (PALS) has a proven sensitivity to determine vacancy concentrations in 

the range of about 10
-6

 – 10
-4

, depending on the type of material.
15,16

 Point defects are known to 

have an important effect on the electronic and opto-electronic properties of ZnO. For example, 

Zn-vacancies act as the dominant type of compensating acceptor in Al-doped ZnO.
17,18

 Also, 

hydrogen may bind to oxygen and form shallow donor complexes in ZnO.
19

 Positron 

annihilation has been used extensively to clarify the nature of vacancy-related defects and 

hydrogen-vacancy interactions in ZnO and their relationship with the micro-electronic and opto-

electronic properties of ZnO and ZnO-based devices.
20-24

 

Clearly, in order to gain a better understanding of the degradation mechanism of CIGS cells, it is 

important to identify and quantify the presence and evolution of such point defects in the 

ZnO:Al layer. Depending on their kinetic energy, positrons can reach the various individual 

layers in a CIGS solar cell and provide detailed insights into the defect properties of each 

individual layers separately, including the ZnO:Al TCO and CIGS absorber layer. In this study, 

we show that positrons trap and annihilate inside grains as well as at grain boundaries of the 

ZnO:Al layer. The corresponding positron lifetimes and Doppler broadening momentum 

distributions provide key information on the growth of open volume defects in the grains and at 

the grain boundaries, resulting from the accelerated degradation by exposure to moisture and 

heat. In particular, the type and concentration of vacancy-related defects and their evolution in 

the ZnO:Al layer during the degradation process were determined by the Positron Annihilation 

Lifetime Spectroscopy (PALS) and Doppler Broadening Positron Annihilation Spectroscopy 

(DB-PAS) methods, providing important insights into the mechanisms of the degradation in 

opto-electronic properties of CIGS solar cells using Al-doped ZnO:Al as TCO by DH 

accelerated degradation.  

6.2. Experimental 

The unpackaged CIGS solar cells consisted of a multilayer of aluminium-doped zinc oxide 

(ZnO:Al)/ intrinsic zinc oxide (i-ZnO)/cadmium sulphide (CdS)/Cu(In,Ga)Se2 

(CIGS)/molybdenum (Mo) on Soda Lime Glass (SLG), with an additional Ag front contact and 

an additional Ag back contact on the Mo film for the devices used in the photocurrent-voltage 

(I-V) solar cell characterization. The CIGS absorber layer (with an avera e th ckness of 2 6 μm) 

was produced by 3-stage coevaporation at a maximum deposition temperature of 580 
o
C, using a 

synthesis procedure very similar to the one described in Ref. 25. The CdS layer  (with a 
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thickness of 50 nm) was synthesized using Chemical Bath Deposition (CBD). The ZnO:Al and 

i-ZnO layers (with a thickness of 220 nm and 50 nm, respectively) were produced by RF-

sputtering, using 2 wt% Al2O3 for the synthesis of the ZnO:Al layer. The thickness of the Mo 

coating of the SLG glass was 650 nm. A schematic of the ZnO:Al/i-ZnO/CdS/CIGS/Mo/SLG 

layer composition of the investigated solar cells is presented (without Ag contacts) in Figure 6.1. 

Nine samples with a size of about 1.25 cm × 1.5 cm, sawn from a single 2.5 cm × 7.5 cm CIGS 

solar cell slide produced in Nantes, were degraded simultaneously by exposure to 85
o
C/85% RH 

heat-moisture conditions in a damp-heat chamber during various time intervals, with a 

maximum total degradation time of 1218 hours. According to International Electrotechnical 

Commission (IEC) standard 61646, 1000 hours of exposure to these conditions should mimic 25 

years of field exposure in Miami (it should be noted here that the exact correspondence between 

accelerated degradation and field testing is topic of debate). Each sample was used to produce a 

9x9 mm
2
 sample for the positron annihilation measurements and 3x3 mm

2
 samples, with a 

surface area of 8 mm
2
 effectively available for optical illumination after the Ag contact was 

established, for the solar cell device characterization. The differences in the solar cell 

parameters (VOC, JSC, FF, η), obtained under standard AM1.5 illumination conditions, among 9 

samples degraded at the same conditions were not statistically significant (see Table 6.1 for the 

averaged values). This verifies that the samples sawn from the single large solar cell slide were 

rather uniform, and their degradation behaviour at different time intervals can be directly 

compared. As described in Ref. 26, I-V measurements were performed by a Keithley 2440 5A 

source meter, with the data collection system positioned outside the damp-heat chamber. The 

series and shunt resistance of the solar cell were determined by the definition of the slope of the 

I-V curves. After each degradation step at Solliance/TNO Eindhoven, the samples without Ag 

electrodes were sealed and sent to Delft University of Technology for the positron annihilation 

measurements.  The samples were stored in an Ar-filled glovebox when they were not measured. 

Doppler Broadening Positron Annihilation Spectroscopy (DB-PAS) measurements were 

performed at room temperature using the mono-energetic positron beam VEP. The implantation 

energy of positrons was varied from 0.1 keV to 25 keV. The intensity of the low-energy 

positron beam at sample position is around 10
4
 e

+
/s, and the FWHM size of the beam is 7 mm in 

diameter.
27

 A liquid-nitrogen-cooled high-purity Ge (HPGe) detector with an energy resolution 

of 1.3 keV was  sed to dete m ne the ene    of the em tted ann h  at on γ-rays. The Doppler 

broadening of the photopeak is determined by the electron momentum distributions N
2γ

(p) as 

seen by the annihilating positrons. S and W parameters were extracted from the measured 

Dopp e  b oadened ann h  at on γ-ray photo-peak, defined as the fraction of counts in the central 

region and in the wing regions of the 511 keV annihilation photo-peak (N
2γ

(p)), respectively. 

The momentum windows used to deduce the S parameter and W parameter are pL < 0.41 a.u. (1 

a.u. = 7.2974·10
-3

 moc) and 1.12 a.u. < pL < 3.21 a.u., respectively, with longitudinal momentum 

pL=2∆E/c and ∆E the Doppler shift in energy of the detected ann h  at on γ-ray. The S parameter 

is a measure of positron annihilation with valence electrons, which provides sensitivity to the 

electronic structure and the presence of open volume defects such as vacancies or vacancy 
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clusters.
16,28,29

 The increase in concentration or size of vacancies or vacancy clusters in an 

otherwise identical material generally leads to an increase of the S parameter. The W parameter 

is a measure of annihilation with (semi-)core electrons which provides chemical sensitivity to 

the positron trapping site.
16,28,29

 The S-parameter depth profiles were analyzed using the 

VEPFIT program, which solves the full positron implantation-diffusion problem for a system of 

layers and calculated S(E) curves are fitted to the experimental data, with the S-parameter of the 

respective layer, its thickness and positron diffusion length for each layer with a given mass 

density as fit parameters. Makhovian implantation profiles were assumed with an average 

implantation depth (in nm) according to zave = αpE
n
/ρ, with the positron implantation energy E in 

keV, the empirical value for the exponent set at n=1.62, αp = 4 0 μ cm
-2

keV
-1.62

 and the density 

ρ in g/cm
3
.
28

 

Coincident Doppler Broadening (CDB) was used to determine the electron-positron momentum 

distributions N
2γ

(p) at higher momentum resolution and significantly reduced background. The 

CDB measurements were performed using the intense reactor-based low-energy positron beam 

POSH. The intensity of the POSH beam is around 1·10
8
 e

+
/s, and the positron implantation 

energy can be varied between 0.1 keV and 13.5 keV.
30

 Two collinear HPGe detectors were used 

to increase the peak-to-background ratio in the electron-positron momentum distributions 

collected at an energy resolution of 0.9 keV in the CDB experiments. At each selected positron 

implantation energy, 10
7
 counts of positron annihilation events were collected. The 1D electron-

positron momentum distributions obtained from the CDB measurements were normalized to the 

reference 1D electron-positron momentum distribution obtained for a hydrothermal (HT) grown 

ZnO single crystal (Mateck GmbH) at a positron implantation energy of 12 keV.  

The CIGS solar cells were further examined in positron annihilation lifetime spectroscopy 

(PALS) studies using the pulsed low-energy positron lifetime spectrometer (PLEPS) 

instrument
31

 of the neutron induced positron source (NEPOMUC) facility
32

 at the Heinz Maier–

Leibnitz Zentrum (MLZ) research reactor in Garching. Measurements on the CIGS solar cells 

we e pe fo med at se ected pos t on ene   es between 1 to 18 keV    o nd 4·10
6
 counts were 

collected for each lifetime spectrum. The lifetime spectra were fitted by using the LT program.
33

  

The morphology and grain size of as-deposited and degraded (1056 h) ZnO:Al films was 

determined by the scanning electron microscopy using a Nova NanoSEM 650 (FEI) microscope 

at TNO-Rijswijk.  
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Figure 6.1.  Schematic representation of the ZnO:Al/i-ZnO/CdS/CIGS/Mo/SLG layer composition of the 

CIGS solar cells merged with a representative SEM image. 

 

6.3. Results and Discussion 

6.3.1. Time dependence of accelerated degradation of CIGS solar cells 

Figure 6.2(a) shows the evolution of the current-density-voltage (J-V) curves, determined under 

AM1.5 illumination, of unpackaged CIGS solar cell devices as a function of accelerated 

degradation time of up to 683 hours of exposure to temperature-moisture conditions of 85
o
C/85% 

RH. The corresponding time-dependence of the solar cell parameters, as extracted from the J-V 

curves and normalized to those of the as-deposited CIGS solar cells, is shown in Figures 6.2(b) 

and 6.2(c), including the solar cell efficiency (η), Fill Factor (FF), open circuit voltage (VOC), 

short circuit current (JSC), series resistance (RS), and shunt resistance (Rsh). The efficiency of the 

CIGS solar cells decreases substantially from 14.0% in the as-prepared state to 5.3% after a 

degradation time of 683 h, demonstrating that substantial degradation takes place on this time 

scale. Clearly, a major drop in Fill Factor occurs, in parallel to a large increase in series 

resistance (RS) and a fast decrease in shunt resistance (Rsh). On the other hand, the open circuit 

voltage VOC and open circuit current JSC show more moderate decreases of 11% and 20%, 

respectively. Thus, the Fill Factor FF is the dominant factor in the decrease in solar cell 

efficiency, and is in its turn largely affected by both RS and Rsh. The series resistance relates to 

the transport of current through the semiconductor layers and interfaces of the ZnO:Al/i-

ZnO/CdS/CIGS multilayer device, and through the contacts with the Mo film and Ag electrodes. 

In particular, it is known that the series resistance is very sensitive to changes in the ZnO:Al 

TCO layer, making it a key factor in the degradation of CIGS solar cells employing Al-doped 

ZnO as TCO. In order to determine key aspects of the nanoscale mechanism of degradation, 

detailed insights into the layer-resolved defect evolution in the ZnO:Al/i-ZnO/CdS/CIGS thin 

film solar cells is gained by employing depth-sensitive positron annihilation methods, as 

described in the next Sections. 
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                                  (a) 

                                 (b) 

         (c) 

 

Figure 6.2.  (a) Current-density-Voltage (J-V) curves at AM1.5 illumination of CIGS solar cells 

degraded from 0 h to 683 h at 85oC/85% RH. (b) CIGS solar cell parameters as a function of damp-heat 

degradation time, normalized to the parameters for the as-deposited state; open circuit voltage, VOC (blue 

solid diamonds), short circuit current, JSC (magenta solid circles), Fill Factor, FF (orange open circles), 

efficiency, η (green open diamonds). (c) Shunt resistance, Rsh (magenta open circles), and inverse of the 

series resistance, 1/Rs (green solid circles) as a function of damp-heat degradation time, normalized to the 

parameters for the as-deposited state. 
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Table 6.1.  Current-density-Voltage (J-V) parameters for as-prepared CIGS solar cells under AM1.5 

illumination (error bars correspond to 1 standard deviation derived from measured values for 9 samples) 

CIGS solar 

cells 
η (%) FF (%) 

VOC 

(mV) 

JSC  

(mA/cm2) 

Rs  

(Ohm cm2) 

Rsh  

(Ohm cm2) 

as-deposited 

 

14.0±0.3 

 

72.1±0.3 

 

604±5 

 

 

 32.3±0.5 

 

 

2.2±0.1 

 

 

840±20 

 

683-hour 

degradation 
5.3±0.3 38±2   537±4 26±2 12±2 88±20 

 

6.3.2. Doppler Broadening depth profiles of as-deposited and degraded CIGS solar 

cells with a ZnO:Al TCO top layer 

In order to examine which parts of the CIGS solar cell are degraded during the damp-heat 

treatment, we first used positron Doppler broadening depth-profiling to monitor the ZnO:Al/i-

ZnO/CdS/CIGS/Mo samples as a function of degradation time at 85°C and 85% RH (Figure 6.3). 

The S parameter of the as-deposited sample shows a rapid decrease as a function of positron 

implantation energy in the low energy range up to about 1.5 keV (Figure 6.2(a)) due to (1) 

annihilation of epithermal (i.e. non-thermalized) positrons,
28

 and (2) the decrease in fraction of 

positrons (with increased implantation energy) that, after implantation and thermalization in the 

sub-surface region, are able to diffuse back and annihilate at surface.
28

 Correspondingly, a rather 

short effective positron diffusion length of L+ = 2±1 nm was extracted by VEPFIT analysis
28

 of 

the S(E) and W(E) depth profiles. Subsequently, a plateau is reached where positrons probe the 

Al-doped ZnO TCO layer, after which the S-parameter increases gradually up to the highest 

positron implantation energy of 25 keV where positrons primarily are stopped and annihilate in 

the CIGS absorber layer, corresponding to an average positron implantation depth of about 1.1 

μm. The Mo metal electrode layer underneath the CIGS absorber layer was situated at too large 

depth below the surface of the solar cell and could thus not be detected. The dependence of the 

W parameter on positron implantation energy shows a similar, mirrored pattern (Figure 6.3(b)).  

The depth profiles of the as-deposited sample could be fitted using VEPFIT analysis with three 

layers, ZnO:Al, CdS and CIGS (Table 6.2 and Figure 6.4). The presence of the thin intermediate 

CdS buffer layer was hidden and was not revealed in the positron depth profiles, since its 

characteristic S and W parameter are in-between those of ZnO:Al and CIGS, as determined for 

other samples where the ZnO:Al TCO was not deposited and the CdS layer formed the top layer. 

The presence of the CdS buffer layer was experimentally verified by Raman spectroscopy using 

an Ar ion laser at 514.5 nm, since the Raman spectra were dominated by the characteristic 

wurtzite CdS LO peaks at 302 cm
-1

 and 605 cm
-1

. The parameters for the CdS layer are given in 

Table 6.2 and were kept constant in the VEPFIT analysis. In the VEPFIT model, the ~50 nm i-

ZnO layer was included as a part of the bottom ZnO:Al layer, assuming the same S and W 

parameters as the bottom ZnO:Al layer both in the as-prepared state and during the degradation 

process. Table 6.2 provides an overview of the best-fit parameters for the three layers. The 
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fractions of positrons annihilating in each layer of the as-deposited CIGS solar cell, extracted 

using VEPFIT analysis, are shown in Figure 6.4 as a function of positron implantation energy.  

(a)                                                                         (b) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.3.  (a) Doppler S parameter as a function of positron implantation energy for CIGS solar cells at 

various degradation times at 85oC/85% RH. Symbols are experimental data and solid lines are fit curves 

obtained by VEPFIT analysis employing a 4-layer model (3-layers for the as-deposited state). (b) 

Doppler W parameter as a function of positron implantation energy for CIGS solar cells at various 

degradation times at 85oC/85% RH.  

 

Figure 6.3 shows that the degradation leads to pronounced changes in the S and W parameter at 

low positron implantation energies. The S parameter shows a strong increase already for 

relatively short degradation times of 25 and 73 h in the low energy range up to 4 keV. The rise 

in S parameter continues for longer degradation times up to 683 h, extending towards 

increasingly higher positron implantation energies of up to at least 8 keV. This indicates that the 

nanostructural changes of the ZnO:Al layer occur at increasingly large depths below the surface 

with prolonged degradation time,  consistent with an in-diffusion mechanism in which in-

diffusion of atmospheric molecules such as H2O and CO2 plays a key role.
8,26

 A saturation of the 

S and W of the ZnO:Al layer seems to set in for longer degradation times beyond 683 h. As 

shown in Figure 6.3, there is no visible change in the CIGS absorber layer, while the accelerated 

degradation affects the ZnO:Al layer substantially. This result is consistent with previous 

research,
8,26

 which indicated that the CIGS solar cell degradation mechanism induced by damp-

heat exposure can be mainly attributed to the degradation of ZnO:Al TCO and the Mo metal 

back-contact. The increase in S and decrease in W suggest that the degradation of the ZnO layer 

involves the formation of open volume, such as mono-vacancies or small vacancy clusters. 

Namely, trapping of positrons in neutral or negatively charged vacancies leads to less overlap 
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with core electrons, while valence electron orbitals of the surrounding atoms extend farther into 

the open space where the positron resides. The resulting higher fraction of annihilation with 

valence electrons leads to the detected increase in the S parameter. Also, the S parameter of the 

surface is seen to increase, which is expected in view of the large changes that start at the 

surface and in time affect a substantial part of the ZnO:Al layer. 

Table 6.2. VEPFIT analysis best-fit parameters for as-deposited CIGS solar cell using a 3-layer model  

layer Density (g/cm3) L+ (nm) Layer width (nm) S parameter W parameter 

ZnO:Al 5.606 2 257 0.482±0.0002 0.078±0.001 

CdS 4.83 2 18 0.554±0.0003 0.041±0.001 

CIGS 5.7 2 ∞ 0.550±0.0003 0.046±0.001 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.4.  Fraction of positrons that annihilate in each layer of the as-deposited ZnO:Al/CIGS solar 

cell as a function of positron implantation energy, extracted from the VEPFIT program; fs – surface, f1 – 

ZnO:Al/i-ZnO,  f2 – CdS, f3 –CIGS. 

In order to gain a better insight into the nature of the observed changes in the Doppler depth 

profiles and the evolution of the involved defect structures during the degradation process, we 

first employed a conventional approach to the analysis of the depth profiles, assuming a layered 

model within VEPFIT. Once degradation had started, a satisfactory analysis of the depth-

profiles of the degraded samples could only be obtained using four layers instead of three layers, 

as was immediately visible by eye judged from the comparison of experimental and fit curves, 

conf  med b  the st on  d ffe ence  n χ
2
–parameter obtained from the VEPFIT analysis using 

either three or four layers in the model. Now, two layers (a top layer and a bottom layer) were 

required to fit the Al-doped ZnO TCO layer satisfactorily, and further a thin CdS buffer layer 

and the CIGS layer were included. Figure 6.5 presents the extracted evolution of S and W 

parameters in the top ZnO:Al layer with a thickness of 20±3 nm and in the bottom layer of 

ZnO:Al (260±15 nm) as a function of degradation time. At the start of the degradation process, 
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the S parameter of the top layer increases rapidly while the S parameter of the bottom layer still 

stays constant and starts to increase only after a delay of about 50-100 h. This delay points to a 

direct connection to the diffusion process which has been proposed as primary cause for the 

solar cell degradation, involving molecules such as H2O and CO2 from the atmospheric 

environment in the DH chamber that penetrate and diffuse into the layer, starting from the 

surface.
8
 Furthermore, Figure 6.5 shows that the S and W parameter in both the top and bottom 

layers level off for degradation times beyond about 400 hours, indicating that the nanostructural 

changes of the ZnO:Al TCO layer occur on a time scale similar to the decay of the solar 

parameters such as solar cell efficiency and series resistance (Figure 6.1). This suggests a direct 

relationship between the in-diffusion of environmental gas molecules leading to solar cell 

degradation and the formation of additional open volume defects such as vacancies or vacancy 

clusters in the ZnO:Al top and bottom layers as a result of the damp-heat accelerated 

degradation treatment. In the next Section, we therefore present a new way to analyze the depth- 

and time-dependence of the positron Doppler depth profiles based on a direct connection to the 

in-diffusion process. 

For completeness, in order to examine whether the observed changes could alternatively be 

primarily due to changes at the surface of the sample, we analysed the S parameter depth 

profiles using two alternative models.
34

 The analysis shows that both of these models can be 

disregarded, however, either (1) because of failure to provide satisfactory fits to the Doppler 

depth profiles (model S1), or (2) the model leads to parameters inconsistent with the evolution 

of defects in the ZnO:Al (model S2). Noteworthy, model S2 shows that surface annihilation 

contributes to at most a (very) minor fraction in the range of positron implantation energies of 2-

8 keV.
34

 Figure 6.4 shows that at 1 keV surface annihilation contributes only ~10% to the 

positron annihilation, and consequently the variation in surface annihilation cannot explain the 

large changes observed in the range from ~1 keV and beyond. 

(a)                                                                                 (b) 

 
 

Figure 6.5.  (a) S and (b) W parameters as a function of the damp-heat degradation time for the 20±3 nm 

ZnO:Al top layer and 260±15 nm ZnO:Al bottom layer, respectively, obtained from VEPFIT analysis of 

Doppler S and W depth profiles.  
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6.3.3. Diffusion model analysis of the degradation-induced changes in the Doppler-

broadening depth-profiles 

In order to examine whether the evolution of the Doppler depth profiles is consistent with an in-

diffusion mechanism as suggested by the evolution of the S and W parameters with degradation 

time, we apply in this Section, an in-diffusion model to fit the depth- and time-dependence of 

the changes in the S(E) and W(E) profiles caused by accelerated degradation of the CIGS solar 

cells. When exposed to 85 
o
C/85% RH conditions, atmospheric species such as H2O and CO2 

diffuse into the ZnO:Al layer covering the remainder of the CIGS solar cell. The in-diffusion 

may occur through the grain boundaries of the ZnO:Al film, and also, possibly generated H
+
 

might diffuse into the bulk of the grains. The in-diffused molecules will chemically react with 

the ZnO:Al at the grain boundaries, leading to the local removal of atoms and to the creation of 

new phases such as Zn(OH)2 and Zn-based carbonates which may exert a stress on the local 

environment.
8,13

 These processes may therefore induce the formation of additional open volume 

at the grain boundaries as well as increase the size and/or concentration of vacancies inside the 

grains, respectively, as indicated from the Doppler broadening experiments by the increase in S 

parameter.  

 o the a tho ’s knowledge, a model that takes into account the effect of a diffusion-related 

depth distribution of open volume defects on positron Doppler broadening depth profiles has not 

been reported in literature, and we describe the model in more detail in Appendix A (section 

6.5). Briefly, in the diffusion model, it is assumed that the concentration of in-diffused 

atmospheric species is described by planar one-dimensional diffusion in a semi-infinite medium 

at a diffusion coefficient D that we assume to be constant over time and depth below the surface. 

The solution of the corresponding diffusion equation with concentration C(0) at the surface can 

be expressed by an error function:
35

  

         ( , ) (0)(1 ( )),
2

z
C z t C erf

Dt
                                                     (6.1) 

where ( , )C z t  is the concentration as a function of depth z below the surface and t is the 

degradation time. In the model, we assume that the formation of additional open volume is 

proportional to the concentration of in-diffused molecules, and that the created open volume 

defects in turn lead to a proportional increase S  and decrease | |W W   . In order to derive 

the dependence on positron implantation energy of ( )S E and | ( ) |W E , Makhovian 

distributions of order m=2 for the positron implantation profiles were used, given by: 

                                                 
2

0( / )

2

0

( , )
2

,
z z

P z E
z

e
z


                                                               (6.2) 

where z0=1.13zave with the mean depth zave=αpE
n
/ρ,  ρ is the density of the ZnO:Al, and E is the 

positron implantation energy. In the analysis, the parameters αp=4 0 μ cm
-2

keV
-1.62

 and n=1.62 

were used.
28,36

  Diffusion of thermalized positrons is not taking into account in the model, which 
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limits the validity of the model to the case where the positron diffusion length 0L z  ,
28,37

 i.e. 

for films with moderate to high defect concentrations, or to sufficiently high positron 

implantation energies. In practice, back diffusion of thermalized positrons to the surface of the 

ZnO:Al TCO layer as well as epithermal positron annihilation is only appreciable for positron 

implantation energies   1.5 keV, indicating that the model can conveniently be applied at 

energies starting from ~1.5 keV as is included in our analysis implicitly, as explained further on.  

One can thus derive that the dependence on positron implantation energy of the changes in the S 

and W parameter due to the degradation of the ZnO:Al TCO, 
:

( , )
ZnO Al

S E t and 
:

( , )
ZnO Al

W E t , is 

described by (Appendix A (section 6.5)) 

              
2 2

0 0( / ) ( / )
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z z
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  
      

 
           (6.3) 

and  

2 2
0 0( / ) ( / )

: 0 20
0

2
| ( , ) | 1 ( )    ( ),

2

d
d z z z

ZnO Al

z z
W E t W e erf e dz W

zDt

  
        

 
               (6.4) 

with d the thickness of the ZnO:Al TCO layer. 
0

(0)
S

S I C


   and 
0

(0)
W

W I C


    are the 

change in S and W for annihilation of thermalized positrons inside the ZnO:Al just below the 

surface, with SI  and WI  intensity proportionality pre-factors connecting 
0

S  and 
0

W  with 

the concentration of molecules at the surface (0)C . The cut-off at z d takes into account that at 

high positron implantation energies more and more positrons annihilate in the CdS and CIGS 

layers,
28,37

 that apparently are not affected by the in-diffusion of molecules. These positrons 

obviously do not probe the degradation-induced changes in the ZnO:Al layer.  

 

The in-diffusion model was used in numerical simulations for the analysis of the observed 

changes 
exp

( )S E and 
exp

( )W E  in the Doppler depth profiles. Figure 6.6(a) presents the 

experimental curves for the change in S parameter 
exp

( , ) ( ) ( )s sS E t S t f E    as a function of 

positron implantation energy, where
exp

( , )S E t  is defined as the difference in the depth profile 

measured after degradation time t and that of the as-deposited state. Clearly, the S-parameter of 

surface annihilation increases with degradation time ( ( ) 0)sS t  due to the strong impact of the 

environmental exposure on the local composition and structure of the ZnO:Al outer surface 

(Figure 6.3). The factor ( ) ( )s sS t f E  accounts for the change in surface annihilation contribution 

at low positron implantation energies, in which the surface annihilation fraction ( )sf E  for the 

as-deposited sample determined by the VEPFIT analysis was used (Figure 6.4). The 

contribution of surface annihilation was subtracted from 
exp

( , )S E t  to show separately the 

degradation-induced changes that occur in the ZnO:Al layer separately. The change in the S  
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(a)                                                                                 (b)                                                                   

 

 (c) 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.6.  Depth-dependence of the change in Doppler depth profiles at various degradation times.                                                         

(a) 
:

( )(1 ( ))
ZnO Al sS E f E  , (b)

:
( )(1 ( ))

ZnO Al sW E f E  , (c) Time-dependence of  0S and 0W for the 

ZnO:Al layer, extracted using the in-diffusion model best-fit analysis (solid lines in diagrams (a) and (b)) 

described in the text and in Appendix A (section 6.5). 

 

parameter for surface annihilation ( )sS t  was derived from the experimental values at the 

lowest positron implantation energies. The full curves in Figure 6.6(a) represent best-fits of the 

experimental data to numerically generated depth profiles 
:

( , )(1 ( ))
ZnO Al sS E t f E   of the in-

diffusion model, where the factor (1 ( ))sf E  used in the simulations takes into account the 

fraction of positrons that annihilate at the surface due to back diffusion of thermalized positrons 

and due to epithermal positrons, which starts to dominate in the low-energy sub-surface range 

for energies below ~1.5 keV. The corresponding experimental and numerically generated depth 

profiles for 
:

( )(1 ( ))
ZnO Al sW E f E   are given in Figure 6.6(b).  The same apparent diffusion 

coefficient D is used in the best-fit analysis of both S and W for all degradation times. Finally, 

Figure 6.6(c) presents the degradation-time-dependence of 
0
( ) ( ) (0)

S
S t I t C


   and 

0
( ) ( ) (0)

W
W t I t C


    obtained from the analysis based on Eqs. (6.3) and (6.4). 
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Clearly, the in-diffusion model describes the experimental depth-profiles satisfactorily, using 

only two independent parameters, the (apparent) diffusion coefficient D  and 
0

S  (or 
0

W ) for 

all degradation times in the range of 0-683 h. A good agreement with the experimental data as a 

function of degradation time could be obtained with a diffusion coefficient of 
2

35 /D nm h . 

This reveals that the diffusion model provides a good description of the evolution of the S and 

W depth profiles with the degradation time. Furthermore, Figure 6.6(c) shows that 
0

S  and 
0

W  

depend in a very similar way on degradation time, providing further support to the validity of 

the model. Nevertheless, 
0

S  and 
0

W  are not constant in the initial phase up to ~200 h of 

degradation, in contrast to what would be expected if the change in S and W at depth z is 

directly proportional to the concentration of in-diffused molecules. This can be understood, 

since S and W not only depend on the concentration of in-diffused molecules, but also on the 

type of vacancy-related defects, in particular their size. The initial increase in 
0

S  and 
0

W  thus 

seems to reflect the growth in size of the vacancy clusters. This is indeed observed in the PALS 

experiment described in Section 6.3.5 and is furthermore inferred from the evolution of the 

coincidence Dopper broadening momentum distributions described in Section 6.3.4 for 

degradation times up to 150 h. The initial increase in 
0

S  and 
0

W  thus reflects the fact that the 

S and W parameters are a measure for the open volume created by the in-diffusion of molecules 

and release of local stress induced by chemical reactions, rather than a direct measure for the 

concentration of in-diffused molecules.        

We note that, for long degradation times, the model curves in Figures 6.6(a,b) deviate slightly 

from the experiment data at low positron energy. This points to more severe changes in the near-

surface region that occur upon prolonged degradation and are not accounted for in the model. 

This may also affect the fraction of positrons that can diffuse back and annihilate at the surface, 

changing the surface annihilation fraction ( )sf E , which is assumed here to remain the same for 

all degradation times, identical to that for the as-deposited sample as derived from VEPFIT 

analysis.  

The diffusion coefficient of 
2

35 /D nm h  extracted from the analysis should be considered as 

an apparent diffusion coefficient, since the model assumes that the open volume generated is 

proportional to the number of in-diffused molecules, while the actual relationship can be more 

complex. Nevertheless, within this assumption, the apparent diffusion coefficient can be used to 

estimate the characteristic time scale of in-diffusion of molecules into the ZnO:Al layer with a 

thickness of  280d nm . Using 2 *d Dt , we obtain 
2

* ~ 560 / 4t hd D  , which is the time 

scale on which the changes in the positron Doppler depth profiling experiments are seen to 

saturate. Noteworthy, it is remarkably similar to the time scale on which important solar cell 

parameters such as the series resistance and solar cell efficiency are seen to decay, 

demonstrating that the process behind the changes in the Doppler depth-profiles, i.e. creation of 
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open volume by in-diffusion of molecules, is one of the key processes leading to degradation of 

the solar cells.  

 

In order to determine the type and concentration of the open volume defects involved, we 

analyzed the S and W parameters of the ZnO:Al films by comparison to two hydrothermally 

grown ZnO single crystals, and performed Coincidence Doppler Broadening (CDB) and 

Positron Annihilation Lifetime Spectroscopy (PALS) experiments described in the next Sections 

6.3.4 and 6.3.5. 

6.3.4. Doppler broadening identification of the vacancies generated in the ZnO:Al 

layer 

6.3.4.1. Evolution of the S-W points of the top and bottom ZnO:Al layer with degradation time 

In order to examine which types of open volume defects correspond to the observed changes in 

Doppler parameters with degradation time, the S-W points obtained from the conventional 

layer-model VEPFIT analysis (Section 6.3.2) for the ZnO:Al top and bottom layer, respectively, 

are presented in the S-W diagram of Figure 6.7. The S-W points were normalized with respect 

to that of the first ZnO single crystal (c-ZnO #1).
34

 The S-W point of the second ZnO single 

crystal (c-ZnO #2) shows a small difference compared to the first ZnO single crystal, which 

does not affect the main conclusions deduced from the S-W analysis. The solid line indicates the 

direction of change in S-W parameters going from positron annihilation in defect-free c-ZnO to 

the characteristic S-W point for positron annihilation in the Zn mono-vacancy in ZnO 

(S(VZn)/SZnO 1.055, W(VZn)/WZnO 0.81), where the average of the values reported in Ref. 38 

and Ref. 39 was used. In the interpretation of the (normalized) S-W diagram it should be taking 

into account that our positron annihilation lifetime and Doppler broadening studies indicated 

that the HT grown ZnO crystals contain a significant concentration of positron trapping point 

defects.
34

 As reported in previous studies on HT grown c-ZnO, these might correspond to 

negatively charged substitutional Li on Zn positions (    
 )

42,61
 and/or zinc monovacancies 

decorated with a hydrogen atom (VZn:H).
40

 Saturation trapping at such types of defects is 

expected to lead to a shift in S-parameter of the order of +1% to +2% for the c-ZnO crystals 

compared to defect-free ZnO.
40, 42,

 
61

 Therefore, the ‘t  e’  efe ence po nt fo  defect-free ZnO is 

expected to be located somewhat further away into the top-left direction of Figure 6.7, and the 

S-parameter for saturation trapping in a Zn monovacancies is expectedly to be located roughly 

around S(VZn)/Sc-ZnO~1.03-1.04 in this S-W diagram. Also, it should be noted that even 

normalized values of S and W are affected by the energy resolution of the HPGe detector and 

the energy windows for S and W.
60

 The detector resolution and energy windows employed in 

this study are close to the corresponding settings of Ref. [38] and [42], resulting in a systematic 

difference in normalized S of at most -0.3%. 
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Figure 6.7. Evolution of the S-W parameters for the top layer (blue solid diamonds) and bottom layer 

(red solid circles) of the ZnO:Al with degradation time, presented as ratio to the S-W parameters of the 

single crystal c-ZnO #1. The orange open circles are the reference S-W points for c-ZnO (#1 and #2). 

The solid line indicates the characteristic direction of change in S-W from defect-free ZnO to the Zn 

mono-vacancy in ZnO.38,39,41 

Nevertheless, it is clear that the S-W points for the top and bottom layer of the as-deposited 

sample are positioned on a line that is very close to the shift direction between the S-W points of 

ZnO and the Zn mono-vacancy in ZnO. This indicates that most positrons trap and annihilate in 

Zn mono-vacancies in the ZnO:Al film, while some positrons may even annihilate in larger 

vacancy clusters already for the as-deposited films. Upon degradation, a strong shift towards 

higher S and lower W is observed, resulting from increased positron trapping in open volume 

defects with a size larger than a monovacancy,
41

 consistent with our quantitative results obtained 

using positron annihilation lifetime spectroscopy (PALS) as described in Section 6.3.5. The top 

layer contains more or larger positron trapping vacancy clusters
41

 both in the as-deposited state 

and after prolonged degradation as compared to the bottom ZnO layer, as will be quantitatively 

discussed in Section 6.3.5 based on our PALS results. Clearly, the quantitatively different 

behavior in the bottom layer, with less open volume generated compared to the top layer, is 

consistent with the diffusion model presented in the previous Section 6.3.3.  

6.3.4.2. Coincidence Doppler Broadening ratio curves 

Further support for presence of these types of vacancy-related defects in the ZnO:Al layer and 

their evolution upon degradation comes from coincidence Doppler broadening (CDB) spectra 

collected at a positron implantation energy of 1.4 keV and 5 keV. These energies correspond to 

mean positron implantation depths centered in the top and the bottom layer of the ZnO:Al TCO, 

respectively. Figure 6.8 shows the 1D electron-positron momentum distributions extracted from 

the CBD measurements, presented as the ratio to the momentum distribution for the ZnO single 

crystal #1.  
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The ratio curves presented in Figure 6.8(a) for the ZnO:Al top layer in the as-deposited state and 

after 25h of degradation show very similar features as that for the Zn mono-vacancy in ZnO 

reported in previous experimental and theoretical studies,
41

 indicating the presence of Zn mono-

vacancies already in the as-deposited films. Upon prolonged degradation for 150 to 683 hours, 

the shape of the ratio curves changes remarkably. The shoulder at 1.3 a.u. and valley around 2 

a.u. characteristic for annihilation in Zn mono-vacancies flatten out. Simultaneously, the 

intensity at high momenta reduces substantially, while the intensity at low momenta below 0.5 

a.u. is seen to increase further. This clearly indicates that positron annihilation at (larger) 

vacancy clusters starts to dominate after prolonged degradation on a time scale of 150-683 h, 

consistent with the evolution of the Doppler S and W parameters discussed in the previous sub-

Section 6.3.4.1 and the PALS spectra in Section 6.3.5. 

The features of the ratio curve for the ZnO:Al bottom layer in the as-deposited state presented in 

Figure 6.8(b) are also very similar to the ratio curve calculated for the Zn mono-vacancy. 

However, the features are somewhat flattened out towards the bulk reference. Thus, Zn mono-

vacancies are clearly also present in the bottom layer, albeit that the concentration of open 

volume defects seems smaller than in the top layer. Upon degradation, the ratio curve of the 

bottom layer increases below 0.5 a.u. and decreases in the full range beyond 0.5 a.u., quite 

similar to the ratio curves of the top layer. Nevertheless, the shoulder at 1.3 a.u. and the valley at 

2 a.u. remain here distinctly visible, revealing that Zn mono-vacancies stay more dominant, 

even though larger vacancy clusters start to contribute for degradation times of 150 h and longer. 

This is fully consistent with the evolution of the S-W point of the bottom layer and the inferred 

formation of (smaller) vacancy clusters with prolonged degradation, as discussed in the previous 

sub-Section 6.3.4.1, and consistent with the PALS results discussed in the next Section 6.3.5. 

 

(a)                                                                              (b) 

 

 

 

 

 

 

 

Figure 6.8. Ratio curves of the 1D electron-positron momentum distributions as a function of the 

degradation time, obtained from coincidence Doppler broadening (CDB) measurements at a positron 

implantation energy of (a) 1.4 keV, and (b) 5 keV, respectively. The data are presented as the ratio to the 

1D electron-positron momentum distribution of c-ZnO #1 collected at 12 keV. (a.u. = atomic units, 1 a.u. 

= 7.2974·10-3 moc) 



90 
 

6.3.5. Evolution of the size of vacancies and vacancy clusters as extracted from 

Positron Annihilation Lifetime studies 

Positron Annihilation Lifetime Spectroscopy (PALS) is a sensitive method to probe the size and 

concentration of vacancy-related defects. Therefore, positron lifetime spectra were collected at 

selected positron implantation energies for the ZnO:Al based CIGS solar cells at various stages 

of degradation, including 0 h, 73 h, 600 h, 1056 h and 1218 h of accelerated degradation. The 

positron lifetime spectra were fitted by using the LT program with four lifetime components. 

Figure 6.9 shows the lifetimes and intensity of the two major (short) lifetime components in the 

spectra for the top layer (corresponding to averaged values obtained from the two PALS spectra 

collected at 1 and 2 keV) and the bottom layer (collected at 5 keV) of ZnO:Al at the beginning 

of the degradation process (0 hour and 73 hours) and after long-time degradation (600 hours, 

1056 hours and 1218 hours). The third and fourth positron lifetimes are in the range of 1 to 5 ns, 

but show very low intensities between 0.2% and 3%, demonstrating that large voids and 

corresponding formation of ortho-positronium are nearly absent. For the top layer, a short 

  fet me τ1 for the as-deposited sample of 224±5 ps is obtained from the LT analysis, which is in 

the range of 220-240 ps reported for the Zn mono-vacancy.
42,43

  he second   fet me τ2 of 369±9 

ps is due to larger vacancy clusters (Figure 6.9(a)), and corresponds to a size of the order of a 

six-vacancy, since the lifetime is similar to that of a 3VZn-3VO vacancy cluster according to 

theo et ca  ca c  at ons p esented  n Ref  17  Upon p o on ed de  adat on fo  t=1218 h, τ1 and 

τ2 of the top layer increase to 256±5 ps and 438±7 ps, respectively, revealing an increase in the 

size of vacancies. In particular, these lifetimes indicate that multi-vacancies (possible tri-

vacancies or four-vacancies such as VZn-mVO, m=2, 3)
41

 and larger vacancy clusters with a 

typical size similar to 6 missing VZn-VO pairs, respectively, are formed in the top layer of 

ZnO:    In the bottom  a e  of ZnO:  , the t end  s s m  a  to the top  a e    oweve , τ1 stays 

more constant in the range of 224 ps to 242 ps during the accelerated degradation process, while 

the second   fet me τ2 of 321±8 ps at the beginning of the degradation process is smaller than 

that in the top layer (369±9 ps), and increases to a value of ~410 ps after prolonged degradation, 

indicating that the open volume defects in the bottom layer grow also, but they stay smaller than 

in the top layer. Most likely the lifetime of 242±5 ps still corresponds mainly to annihilation in 

Zn mono-vacancies with some divacancies present, while the longer lifetime of ~410 ps points 

to vacancy clusters with a size of the order of 4 missing VZn-VO pairs.  

As shown  n F    e 6 9(b), the  ntens t  of the sho t   fet me τ1 component of 64% for the top 

layer of as-depos ted ZnO:  ,  s abo t 1 8 t mes  a  e  than that fo  the  on    fet me τ2 

component (35%) at the beginning of the degradation process, showing that around two third of 

positrons trap and annihilate in Zn mono-vacancies, while around one third of positrons 

annihilate in the larger open spaces such as six-vacancies. Upon prolonged degradation, the 

intensity of the short lifetime component first remains rather constant up to a degradation time 

of 600 h, and decreases from 64% to 56% for the longest degradation times, while the fraction 

for the second lifetime component increases from 35% to 40%, which might indicate that the 

concentration of large vacancy cluster has increased, leading to increased trapping and 
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annihilation of more positrons in the larger vacancy clusters. However, since the vacancy 

clusters have grown, it should be noted that the trapping efficiency of the open volume defects 

may also have increased, which will lead to an increase in the intensity of the second lifetime 

component as well. For the bottom layer of as-deposited ZnO:Al, 74.5% of positrons trap and 

annihilate in the Zn mono-vacancies, while 25% annihilate in the large vacancy clusters at the 

start of the degradation process. Upon prolonged degradation beyond 600 h, the intensity of the 

short lifetime component decreases for the bottom layer also, while the intensity of the second 

lifetime component increases (Figure 6.9(b)), indicating preferred trapping in more abundant 

larger vacancy clusters for the bottom layer of the ZnO:Al as well. Thus, the bottom layer shows 

a similar behavior as the top layer, albeit that smaller open space is present and created. The 

smaller intensity of the second lifetime component compared to that for the top layer indicates 

that this also leads to less trapping at the vacancy clusters. 

(a)             (b) 

 

 

 

 

 

 

 

Figure 6.9.  (a) Positron lifetime τ1 and τ2 , and (b) intensity I1 and I2 for the top and bottom layer of the 

ZnO:Al TCO of a CIGS solar cell as a function of time of accelerated degradation. Full lines are guides-

to-the-eye. 

 

C ea   , the sho test   fet me τ1 corresponds to positron trapping in the Zn mono-vacancies, 

which could be located either in the bulk of a ZnO:Al grain or at the grain boundaries of ZnO:Al. 

Noteworthy, in n-type Al-doped ZnO the formation of Zn mono-vacancies is favorable,
44

 where 

they form the dominant charge compensating acceptor defects.
22,45

 Trapping in Zn mono-

vacancies, formed inside ZnO:Al grains during deposition, can thus be expected. However, it 

should be noted that some of the detected Zn mono-vacancies could correspond to similarly 

sized open space at the grain boundaries, since the formation energy of Zn vacancies at grain 

boundaries is also relatively low compared to the case of pure ZnO.
46

 The second lifetime 

component points to the presence of larger vacancy clusters which most likely are located at the 

grain boundaries, as was also proposed in some previous studies
43,47

 and is inferred from the 

diffusion model analysis presented in the previous Section 6.3.3. The picture thus emerges that 

the as-deposited ZnO:Al layers contain Zn mono-vacancies inside the grains and larger vacancy 

clusters at their grain boundaries. During accelerated degradation, the larger vacancy clusters at 
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the grain boundaries show a pronounced increase in size, while their concentrations possibly do 

not change significantly except for the longest degradation times of ~1000 h and beyond, as 

indicated by the positron lifetime intensities.  

In the next Section we provide evidence for the emerging picture of positron trapping in Zn 

mono-vacancies inside the ZnO:Al grains and in larger vacancy clusters at their grain 

boundaries. The evidence is obtained by analysis of the collected positron annihilation lifetimes 

and intensities in the framework of a detailed positron trapping model involving grain 

boundaries and vacancies inside the grains as trapping sites, as developed by Würschum et al..
48

 

6.3.6. Positron trapping model with intragranular vacancies and grain boundary 

trapping 

In the grain boundary positron trapping model presented by Würschum et al.,
48

 the positron 

annihilation lifetime spectrum is decomposed into components related to the fractions of 

positrons that trap and annihilate in vacancy-type point defects inside spherically shaped grains 

and in open-volume-type defects at the grain boundaries, respectively, and further into 

components assoc ated to b  k ‘f ee’ positron annihilation in the grains. The positron 

annihilation lifetime spectra can be written as a sum of exponential decay functions, each 

characterized by an intensity iI and lifetime i
48

 

                         
v v 0, 0,

1

( ) exp( / ) exp( / ) exp( ),
b b j j

j

n t I t I t I t  




                                    (6.5)                                           

where 
v

I  and 
v

  are the annihilation fraction and positron lifetime in the vacancy-type defects 

inside the grain, 
b

I  and b  are the corresponding positron annihilation parameters associated 

with the open-volume-type defects in the grain boundaries, and further a sequence of decay rates 

0, j
  with associated annihilation fractions 

0, j
I , corresponding to a modification of the 

convent ona  b  k ‘f ee’ pos t on ann h  at on  nd ced b  the diffusion-limited positron trapping 

in vacancies and at grain boundaries.  

We employed the positron trapping model to simulate the positron annihilation fractions in 

vacancies inside the grain and in the grain boundaries. In this model,
34

 7 empirical parameters 

are required, namely
0

r  the radius of the grains, D  and f , the positron diffusion coefficient 

and positron lifetime in the bulk of the grain, respectively, v , and v , the positron trapping 

coefficient and positron lifetime, and finally   and b , the t app n   ate at the grain boundaries 

and positron lifetime of the open-volume defects at the grain boundaries, respectively. The 

parameters deduced for the studied ZnO layers are listed in Table 6.3. Among these parameters, 

a grain radius 
0

62 2 r nm  for the ZnO:Al layer in the as-deposited CIGS sample and 

0
58 2 r nm  after degradation for 1056 h, indicating that the grain size had not changed, was 

derived from cross-sectional SEM measurements.
34

 A pos t on   fet me of 
V

224 5 
Zn

ps   fo  
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the monovacanc  
Zn

V   ns de the   a ns and a pos t on   fet me of 369 9 
b

ps   (top  a e ) and 

of  321 8 
b

ps   (bottom  a e ) fo  the vacanc  c  ste s at   a n bo nda  es we e obta ned 

f om the P  S spect a  epo ted  n the p ev o s Sect on   fte  de  adat on, the expe  menta    

ext acted pos t on   fet mes  nc ease s  n f cant     he efo e,  n the s m  at ons pe fo med fo  

the compa  son w th the 1056 h de  aded samp e, the co  espond n  expe  menta    fet mes 

we e  nc  ded (see  ab e 6 3)  

 

Table 6.3.  Parameters used in the positron trapping model
34,48

  

ZnO:Al Parameter name Symbols 

Parameter value 

As-deposited  1056-hour degradation 

Grain 

Positron lifetime 
Zn

V  VZn
  224 ps 

251 ps (top) 

231 ps (bottom) 

Trapping coefficient 
Zn

V  VZn
  1 7·103 ps-1 a,b 1 7·103 ps-1 a,b 

Positron diffusion coefficient D  520 nm2ps-1 b 520 nm2ps-1 b 

Free positron lifetime f  161 ps b 161 ps b 

Grain 

boundary 

Grain radius  
0

r  62 nm 58 nm 

Trapping rate at the grain 

boundary 
  

1.5 nm ps-1 (top) 

1 nm ps-1 (bottom) c 

1.5 nm ps-1 (top) 

1 nm ps-1 (bottom) c 

Positron lifetime  grain 

boundary  b  
369 ps (top) 

321 ps (bottom) 

428 ps (top) 

404 ps (bottom) 
aReference 16.  
bReference 49. 
cReference 50. 

 

Figure 6.10(a) presents the average lifetime in the top and bottom layers of the ZnO in the as-

deposited CIGS samples calculated using this model as a function of vC , the concentration of 

the vacancy-type defects inside the grain. For small vacancy concentrations (~10
-6

), most 

positrons diffuse to the grain boundaries and are trapped there, while a fraction of ~5% also 

ann h  ates as b  k ‘f ee’ pos t ons  ns de the   a ns  W th an  nc ease of vC , positrons 

increasingly trap and annihilate at point defects in the grain, leading to a reduction in the 

average positron lifetime. At large values of vC , this process becomes dominant and the average 

lifetime   approaches 
VZn

 . 

The experimentally observed average positron lifetime of 247±3 ps for the bottom layer can be 

used to derive the corresponding concentration of intragranular point defects 
Zn

V  of 
5

7 10
V

C


  , 

as indicated by the dashed lines in Figure 6.10(a). It is reasonable to assume that the 

concentration of vacancies for the top layer is about the same as for the bottom layer. Within the 

positron trapping model, consistency with the observed positron annihilation parameters, 
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including the average positron lifetime of 271±3 ps for the top layer, is maintained, requiring 

only a slight increase in the trapping rate of positrons at the grain-boundaries of 
1

1.5  nm ps


  

in the top layer. Such a higher trapping rate can be understood, since the size of the open volume 

defects at the grain boundaries is clearly larger in the top layer compared to the bottom layer, 

and therefore they can act as stronger positron trapping sites.   

Also, the positron annihilation fractions are consistently retrieved using the positron trapping 

model with parameters given in Table 6.3. Figure 6.10(c) shows the calculated positron 

annihilation fractions in vacancies inside the grains 
v

( )I  and at the grain boundaries ( )
b

I  upon 

variation of intragranular vacancy concentration 
V

C  for the ZnO:Al film in the as-deposited 

CIGS samples. Clearly, with increasing intra-granular vacancy concentration 
V

C , the 

annihilation fraction in the mono-vacancies 
v

I  increases while 
b

I  decreases for both the top and 

bottom layer of ZnO:Al layer. Using the extracted concentration of  
5

7 10
V

C


   (Figure 6.10(a)), 

the calculated fractions 
v

I  and 
b

I  are 63% and 35% for the top layer, respectively, while for the 

bottom layer calculated fractions of 
v

I  and 
b

I  of respectively 71% and 28% are obtained. These 

positron annihilation fractions in vacancies inside the grains and at the grain boundaries are in a 

good quantitative agreement with the intensities determined from the experimental PALS 

spectra of 
v

I = 64% and 
b

I = 35%, respectively, for the top layer, and 
v

I = 74.5% and 
b

I = 25%, 

respectively, for the bottom layer of the as-deposited sample. Notably, the model accurately 

reproduces the larger annihilation fraction at the grain boundaries for the top layer compared to 

the bottom layer, showing the consistency of the applied positron trapping model. 

A similar analysis was performed for the Al-doped ZnO layer for the 1056 h degraded sample. 

Figure 6.10(b) and (d) presents the corresponding average lifetime and positron annihilation 

fractions for the top layer and bottom layer as a function of intra-granular vacancy concentration

V
C . In the positron trapping model, only the (experimentally determined) values for the positron 

lifetimes of the vacancies in the grain and of the vacancy clusters at the grain boundaries were 

changed as input parameters in the calculations (see Table 6.3), which turned out to be sufficient 

to retrieve consistency with all experimental results from the positron lifetime study. Figure 

6.10(b) shows that an intra-granular vacancy concentration of about  
5

5 10
V

C


   for both the top 

and bottom layer of ZnO:Al is now deduced, using the average lifetime 327 3ps    for the top 

layer and 288 3ps    for the bottom layer as obtained from the PALS spectra, indicating that 

the concentration of vacancies inside the grains remains nearly constant. Figure 6.10(d) presents 

calculated fractions of 
v

I  and 
b

I , inferring annihilation fractions of
v

I = 52% and 
b

I = 45%, 

respectively, for top layer and
v

I = 61% and 
b

I = 37%, respectively, for bottom layer using 

5
5 10

V
C


  . This shows that the fraction of positrons that trap and annihilate at vacancies inside 

the grains 
v

( )I  decreases, while annihilation at the grain boundaries ( )
b

I  increases, consistent 
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with the observed experimental trends given in Figure 6.9(b) for prolonged degradation of 

~1000 h and more. 

 (a)                                                                                 (c) 

 

 

 

 

 

 

 

 

 

 

 

(b)                                                                                 (d)  

   
 

 

 

 

 

 

 

 

 

Figure 6.10. (Left) Average positron lifetime as a function of vacancy concentration vC  inside the 

grains for (a) as-deposited ZnO:Al and (b) 1056-h degraded ZnO:Al films, calculated using the positron-

trapping model of Ref. 48 using the parameters given in Table 6.3. Dashed horizontal lines correspond to 

the measured PALS results. (Right) Calculated positron annihilation fractions in vacancies inside the 

grains 
v

I  and at the grain boundaries
b

I as a function of vacancy concentration vC
 
for (c) as-deposited 

ZnO:Al and (d) 1056 h degraded ZnO:Al films. 

In conclusion, the positron trapping model consistently shows that most positrons (60%-70%) 

trap and annihilate in Zn mono-vacancies 
Zn

V  inside the grains, while 30%-40% of positrons 

trap and annihilate in vacancy clusters ( ) ( )
Zn m O nV V  at the grain boundaries, with a higher 

fraction of positrons annihilating in larger vacancy clusters in the top layer compared to the 

bottom layer. The model also demonstrates that the fraction of positrons annihilating from a 

bulk-  ke ‘f ee’ de oca  zed state is small for all studied samples, consistent with the absence of 

a short bulk-like lifetime component in the positron annihilation lifetime spectra. 
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6.3.7. Degradation mechanism 

An important factor in the decrease in efficiency of the CIGS solar cell is the deterioration of the 

ZnO:Al transparent conductive oxide window layer. In this study, a strong increase and 

corresponding decrease in respectively the S and W parameter of the ZnO:Al layer is observed 

in the positron annihilation depth profiling experiments, that evolve on a remarkably similar 

timescale as the decrease in solar cell efficiency. This marks the development of increased open 

volume defect densities and sizes of the vacancy clusters at the grain boundaries, and possibly 

also inside the grains, that bears a direct relationship to the degradation of the CIGS solar cells. 

In contrast, no visible change in S or W parameter of the CIGS layer emerged from the depth-

resolved experiments.  

 

In previous studies, the degradation of the ZnO:Al TCO was linked to the formation of Zn(OH)2 

and Zn-based carbonates including mixtures of these, i.e. Znx(OH)y(CO3)z), at the grain 

boundaries due to the reaction with ZnO of H2O and CO2 molecules after diffusion into the layer 

via the grain boundaries. The present study indicates that the creation of open volume in the 

ZnO:Al layer also plays an essential role in the degradation. A substantial fraction of positrons 

is observed to trap and annihilate at the grain boundaries in the ZnO:Al film with grain sizes of 

~60 nm. Clearly, a strong increase in the size of the open volume at the grain boundaries is 

revealed. In addition, part of the positrons trap in VZn mono-vacancies or in small VZn vacancy 

complexes, and a minor increase in their size with degradation is also observed. Two related 

processes could thus possibly be involved in the degradation of the ZnO:Al layer treated in the 

damp heat chamber (85 
o
C/85% RH). 

 

The first, most important process is related to the grain boundaries of the Al-doped ZnO layer. 

At the grain boundary, not-fully-passivated zinc, oxygen and aluminum ions will be present. 

Under the condition of 85 
o
C/85% RH, small molecules, like H2O and carbon dioxide from the 

environment that diffuse into the grain boundary and contribute to the formation of Zn(OH)2 

complexes and Zn-based carbonates from reaction of the ZnO:Al with the water and CO2 

molecules.
8
 This means that Zn and O atoms will be locally removed from the ZnO lattice, and 

vacancies and small vacancy clusters can be formed at the grain boundaries. 

 

Clearly, the time-scale of diffusion extracted from the formation concentration profile of 

vacancies and vacancy clusters, of the order of 
2

* ~ 560 
4

d
t h

D
 , is similar to that of the in-

diffusion of environmental molecules, extracted from SIMS profiles in previous studies by 

Theelen
50

 and by Hüpkes.
51

 Indeed, the diffusion coefficient of 
2

35 /D nm h  extracted from 

the positron depth-profiling studies is of same order of magnitude as the one extracted from 

SIMS profiles of in-diffused deuterium,  2
~ 100 /

D
D nm h ,

51
 which arguably is related to in-

diffusion via the grain boundaries. Thus, the present study provides further support for the 

conclusion that in-diffusion of molecular species via grain boundaries is a major cause for 



 

97 
 

degradation of the ZnO:Al layer. A similar mechanism was also reported for polycrystalline H-

doped In2O3 (IO:H).
52

 Here, pronounced formation of open volume defects at the grain 

boundaries is observed, directly connected to the occurrence of chemical reactions and 

formation of Zn(OH)2, Zn-based carbonates and mixtures of these (e.g. Znx(OH)y(CO3)z), 

inferred from previous studies. The formed Zn-based compounds together with the increase in 

open space at the grain boundaries will effectively disturb lateral charge carrier transport 

through the ZnO:Al TCO layer, by imposing increasingly large transport barriers and reducing 

charge carrier mobility due to enhanced scattering at the grain boundaries. Moreover, charge 

carriers could be more effectively trapped and/or suffer from non-radiative recombination at the 

open space formed at grain boundaries, reducing the charge carrier density. These factors will 

lead to a strong increase in series resistance (as observed), and correspondingly, a large 

reduction in Fill Factor and efficiency of the ZnO:Al/i-ZnO/CdS/CIGS/Mo solar cells. In actual 

modules, ZnO:Al TCO  a e s w th a  a  e  th ckness of t p ca    ~1 μm a e  sed,  ead n  to 

substantially slower, but otherwise similar, degradation of the solar cell Fill Factor. 

 

A second, minor degradation process might occur inside of the grains, related to formation of di-

vacancies out of Zn mono-vacancies present inside the grains of the as-deposited ZnO:Al. 

Namely, it was observed in Ref. 8 and Ref. 51 that H
+
 is formed in the films during damp-heat 

treatment for prolonged degradation times. Especially, H
+
 showed high concentrations in the top 

100 nm of ZnO:Al films.
8
 The formed H

+
 may easily enter the grain, where fast in-diffusion via 

interstitial sites is expected, in view of the very high diffusion coefficient in ZnO of
7 2

~ 10  /
iH

D nm h  (at 380 K).
53,54

 H
+
 may occupy body-centered interstitial sites in ZnO, where it 

leads to plastic deformation of the ZnO crystal lattice, and the formation of additional Zn mono-

vacancies and growth of larger vacancies such as VZn-VO inside the grain can therefore be 

expected.
55,56

 Indeed, in the positron lifetime experiment, the corresponding shortest lifetime 
1
  

of the top ZnO:Al increases to 256±5 ps during prolonged degradation, indicating that larger 

vacancies are created. These point defects may also contribute to increased scattering of charge 

carriers and the observed increase in series resistance of the CIGS solar cell. Nevertheless, this 

study shows that the in-diffusion of molecules via grain boundaries and the formation of open 

volume at the grain boundaries form the key (and rate-limiting) factor to the degradation of the 

ZnO:Al. This is underlined by the observed diffusion coefficient of 
2

35 /D nm h , 

demonstrating that this rate-limiting step is orders of magnitude slower than interstitial diffusion 

of H
+
 with a diffusion coefficient of 7 2

~ 10  /
iH

D nm h , while larger species such as O2, H2, H2O 

and CO2 will show negligible diffusion into the ZnO grains.
57

 

 

6.4. Conclusions 

The accelerated degradation of Al-doped ZnO TCO layers on top of CIGS solar cells was 

examined using various positron annihilation techniques. The PALS and Doppler broadening 

studies indicate that the formation and growth of vacancy clusters at grain boundaries is a key 
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component of the degradation mechanism of the ZnO:Al/i-ZnO/CdS/CIGS/Mo solar cells. 

Quantitative information on the sizes of the vacancy clusters and fractions of positrons trapping 

at the grain boundaries was obtained by detailed comparison of the positron annihilation lifetime 

results to a positron trapping model developed by Würschum et al..
48

 The evolution of open 

volume at the grain boundaries may contribute substantially to increase transport barriers upon 

degradation, reducing charge carrier mobility, and may further give rise to increased charge 

carrier trapping. The formation and growth of open volume at the grain boundaries in the 

ZnO:Al TCO layer thus forms a major factor to the observed large increase in series resistance 

and the reduction in solar cell Fill Factor, which is the main cause for the largely reduced solar 

cell efficiency upon prolonged moisture-heat degradation for solar cells without a costly water 

protective glass-based packaging.  

 

Positron Doppler depth profiling is shown to be a sensitive method to monitor the depth 

resolved vacancy generation as a function of degradation time. The positron study establishes a 

direct correlation between the depth-profiles of the generated vacancy clusters and the 

previously observed in-diffusion of molecules such as H2O and CO2 via the grain boundaries of 

the ZnO:Al TCO layer, with a convincing match in the characteristic time scale of diffusion and 

solar cell degradation, providing further evidence for a key role in the degradation. This infers 

that the reactions of these molecules at the grain boundaries leads to the creation of the observed 

additional open volume. The formation of H
+
 at the grain boundaries might also affect the 

degradation via a second process, in which H
+
 enters and rapidly diffuse into the ZnO:Al grains, 

where the H
+
 ions may cause plastic deformation of the ZnO lattice leading to an increase in 

size of Zn vacancies. The mechanisms of degradation suggest that synthesis methods should be 

explored which either lead to a reduced density of grain boundaries or the use an additional 

suitable barrier layer to prevent infiltration of environmental molecules. 

 

6.5. Appendix A: Diffusion induced changes in positron Doppler Broadening 

depth profiles 

In this Appendix a model is described in order to account for the effect of a diffusion-related 

depth d st  b t on on pos t on Dopp e  b oaden n  depth p of  es   o the a tho s’ know ed e, a 

similar model has not been reported in literature. The diffusion model assumes that the 

formation of additional open volume is proportional to the concentration of in-diffused 

molecules, and in turn the created open volume defects lead to a proportional increase S  and 

decrease W . Starting point is the solution for diffusion in a semi-infinite homogenous medium 

with a constant diffusion coefficient D, taking as the boundary condition a constant 

concentration C(0) at the surface, given by
35

  

                                               ( ) (0) ( ),
2

z
C z C erfc

Dt
                                                      (A6.5.1) 
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where ( )C z is the concentration as a function of depth z below the surface, ( ) 1 ( )erfc erfx x  is 

the complementary error function, and t is the degradation time. In order to derive the 

dependence on positron implantation energy of ( )S E and ( )W E , Makhovian distributions for 

the positron implantation profiles were used, given by 

                                           0( / )1

0 0

( , )
2

( ) ,
mz zm

P z E
z

e
z z


                                                   (A6.5.2) 

where z0 = 1.13zave with the average positron implantation depth zave = αpE
n
/ρ, ρ is the density of 

the medium, and E is the positron implantation energy. In the analysis, the parameters m = 2, n 

= 1.62, and αp = 4 0 μ cm
-2

keV
-1.62

 were used,
28,36

   

The depth dependence of the concentration of in-diffusion atmospheric species in the diffusion 

model and the positron stopping profile given by Eqs. (A6.5.1) and (A6.5.2) can be used to 

derive expressions for the change in S and W parameters as a function of positron implantation 

energy. If one assumes that the open volume generated is proportional to the concentration of in-

diffused atomic and molecular species, and leads to a proportional change in S and W, the 

change in S parameter, ( )S E , and in W parameter,  ( )W E , at a specific positron implantation 

energy is given by the integrated product of the concentration depth profile and the Makhovian 

implantation profile for positron implantation energy E 

                                    
0

( , ) ( ) ( , ) ,SS E t I C z P z E dz


                                                    (A6.5.3)                                                                                                   

       
0

( , ) ( ) ( , ) ,WW E t I C z P z E dz


                                                    (A6.5.4) 

where SI  and WI  are proportionality pre-factors. Diffusion of thermalized positrons is not 

taking into account in the model. This limits the validity of the model to the case where the 

positron diffusion length 0L z  ,
28,37

 i.e. for films with moderate to high defect concentrations 

leading to a short positron diffusion length, or to sufficiently high positron implantation energies. 

Using the expressions for the concentration depth profile Eq. (A6.5.1) and the Makhovian 

implantation profile Eq. (A6.5.2), the integral in Eqs. (A6.5.3) and (A6.5.4) can be rewritten as 

follows: 

 
2 2

0 0( / ) ( / )

2 20 0
0 0

2 2
( ) 1 ( )
2 2

z z z zz z z z
erfc e dz erf e dz

z zDt Dt

 
  

  
 

   

   
2 2

0 0( / ) ( / ) 0

2 2 20 0
0 0 0

2 2
( ) 1 ,
2 4

z z z z zz z z
e dz erf e dz

z zDt z Dt

 
 

   


                         (A6.5.5)                    

where we used the table of integrals reported by Ng and Geller in Ref. 58 to solve for the second 

integral. 
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This means that the positron-implantation energy dependent change in S and W can be described 

by 

  0
0

2

0

( ) 1
4

z
S E S

z Dt

 
     
  

   and    0
0

2

0

( ) 1 ,
4

z
W E W

z Dt

 
     
  

                        (A6.5.6)

   

valid for one-dimensional diffusion in a semi-infinite medium. This is also a good 

approximation for the case of a finite layer with thickness d , provided that the diffusion length 

L Dt d  , or, for  the case ~L Dt d , that the average positron implantation depth 

ave 01.13z z d  , i.e. for low positron implantation energies. For the case of ~L Dt d  or 

larger (i.e. for long degradation times), the solution of the diffusion problem of a finite slab 

instead of a semi-infinite planar medium for the concentration profile ( )C z  needs to be 

considered.
35

 Here, we neglect the corresponding (moderate) changes in the concentration 

profile ( )C z  that first primarily occur near the ZnO/CdS interface, since these expectedly will 

have a minor effect on the Doppler depth-profiles in this study, in view of the broad positron 

implantation profiles at the high positron energies required to probe the region of the ZnO/CdS 

interface ( 0 ~z d ). In the equations, 
0

(0)
S

S I C


   and 
0

(0)
W

W I C


    are the change in S and 

W for annihilation of thermalized positrons inside the ZnO:Al just below the surface, with SI  

and WI  intensity proportionality pre-factors connecting 
0

S  and 
0

W with the surface 

concentration (0)C . 

 

In general, an integral over a finite slab extending to maxz d  instead of an integration over a 

semi-infinite system needs to be performed, in order to properly include the behavior of ( )S E  

and ( )W E  at high positron implantation energies. The corresponding integral can be solved 

numerically, according to 

                    
2 2

0 0( / ) ( / )

: 0 20
0

2
( ) 1 ( )

2

d
d z z z

ZnO Al

z z
S E S e erf e dz

zDt

  
      

 
       (A6.5.7) 

 and  

                
2 2

0 0( / ) ( / )

: 0 20
0

2
( ) 1 ( ) .

2

d
d z z z

ZnO Al

z z
W E W e erf e dz

zDt

  
      

 
    (A6.5.8) 

The cut-off at z d takes into account that at high positron implantation energies more and 

more positrons annihilate in the CdS and CIGS layers underneath the ZnO:Al layer,
28,37

 and do 

not probe the degradation-induced changes in the ZnO layer. The model assumes that the CdS 

and CIGS layers are not affected significantly by the in-diffusion of molecules.  
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In order to provide the connection to the experimentally observed depth profiles, we start by 

noting that the depth profiles for the as-deposited sample ( )ADS E and ( )ADW E  can be written as 

                  : 1 2 2( ) ( 0) ( ) ( 0) ( ) ( 0) ( ),
AD s s ZnO AlS E S t f E S t f E S t f E                            ( 6 5 9) 

      : 1 2 2( ) ( 0) ( ) ( 0) ( ) ( 0) ( ),
AD s s ZnO AlW E W t f E W t f E W t f E                        ( 6 5 10) 

whe e sS , :ZnO AlS , and 2S  are the S parameter for the surface, the ZnO:Al layer and the 

CdS/CIGS layer, respectively, and ( )sf E , : ( )ZnO Alf E  and 2 ( )f E  are the positron implantation 

energy dependent fractions of positrons annihilating at the surface and in the two layers, 

respectively.  

 he d ffe ence  n S and  n W pa amete , ext acted f om the expe  menta    obse ved depth 

p of  es of the degraded ZnO:Al layer relative to that of the as-deposited solar cell, is defined by 

                               exp exp( , ) ( , ) ( ),ADS E t S E t S E                                              ( 6 5 11) 

                                  exp exp( , ) ( , ) ( ),ADW E t W E t W E                                              ( 6 5 12) 

and  s  n  ene a  ca sed b  both the depth-dependent chan es  n the ZnO  a e  and at the 

s  face   he  atte   s desc  bed b  de  adat on-t me-dependent s  face ann h  at on pa amete s 

( )sS t  and ( )sW t . In order to separate both contributions, we assume that the surface annihilation 

fraction ( )sf E  does not change upon degradation, i.e. back diffusion and surface trapping of 

positrons as well as annihilation of epithermal positrons remain unaffected by the degradation. 

In that case, one can subtract the factor ( )
s s

S f E  and ( )
s s

W f E  from Eqs. (A6.5.11) and 

(A6.5.12) to retrieve the net change in S and W related to positron annihilation in the ZnO:Al 

layer  . 

Subsequently, the experimental results can finally be compared to the in-diffusion model given 

by Eqs. (A6.5.7) and (A6.5.8), according to 

                    : exp( , )(1 ( )) ( , ) ( ) ( ),ZnO Al s s sS E t f E S E t S t f E                                (A6.5.13) 

                              : exp( , )(1 ( )) ( , ) ( ) ( ),ZnO Al s s sW E t f E W E t W t f E                               (A6.5.14) 

in which the factor 1 ( )sf E  accounts for the reduction in positron annihilation fraction in the 

ZnO:Al layer in the low-energy range, since upon implantation at shallow depths, surface 

annihilation becomes a dominant factor. Eqs. (A6.5.13) and (A6.5.14) are used to compare the 

experimental depth profiles with theoretical curves obtained from the diffusion model. 
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Figure A6.5.1. ( )(1 ( ))
s

S E f E  curves for 25 h and 347 h of degradation obtained using VEPFIT (full 

lines, model #1, see text) and 
0

0

2

0

( ) (1 )
4

S E S
z

z Dt
    


 (dashed lines) for a semi-infinite ZnO 

medium, with 
2

35 /D nm h . 

For completeness we demonstrate in Figure A6.5.1 that the diffusion analysis can also be 

incorporated into VEPFIT. Two simulations of the in-diffusion for degradation times of 25 h 

and 347 h, respectively, by VEPFIT are shown, using S parameter depth profiles 

0
( ) (1 ( ))

2

z
S z S erf

Dt
      as input to the model #1 option of VEPFIT,

28
 with a diffusion 

coefficient of 
2

35 /D nm h  as input parameter. The VEPFIT curves are based on a 22-point 

discrete ( )i iS z  depth profile for the ZnO layer and a short positron diffusion length of 2 nm to 

satisfy the assumption of 0L z  . In the Figure, also the curves obtained from the analytical 

case of an in-diffusion model with 0L z  for a semi-infinite medium, corresponding to 

0

0
2

0

( ) (1 )
4

z
S E S

z Dt
    


 given in Eq. (A6.5.6). For short in-diffusion times, a close 

agreement is obtained, while for a diffusion time of 347 h, the VEPFIT curve is slightly lower 

than the curve for this analytical model for a semi-infinite medium at high positron implantation 

energies, reflecting the finite thickness of the ZnO layer. The agreement supports the reliability 

of the in-diffusion model analysis based on Eqs. (A6.5.7) and (A6.5.8). Furthermore, it shows 

that in principle positron diffusion can also be included as a refinement of the analysis by 

subsequent VEPFIT analysis for cases where 0L z  is not satisfied.        
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6.6. Supplemental Material 

6.6.1. Positron annihilation characterization of two ZnO single crystals 

Figure S6.6.1 presents the measured Doppler broadening S parameter as a function of the 

positron energy for two hydrothermally (HT) grown ZnO single crystals, c-ZnO #1 and c-ZnO 

#2 (Mateck GmbH). At low energies, a large fraction of epithermal positrons diffuses back to 

the surface and is reemitted as epithermal positronium, which contributes to the high values of 

the S parameter. As the positron energy increases, the fraction of positron annihilation at the 

surface decreases continuously. The S(E) curve is fitted by VEPFIT program.
1
 A mean positron 

diffusion length of 131 nm is obtained for c-ZnO #1 from the VEPFIT analysis, which is shorter 

than the theoretically estimated value of 280 nm for defect-free crystalline ZnO,
2
 revealing that 

the c-ZnO contains positron-trapping defects. The second HT grown ZnO (c-ZnO #2) from 

Mateck GmbH was also examined by Doppler broadening depth profiling. The diffusion length 

extracted from VEPFIT analysis is 42 nm, which is comparable to the typical values of 40-60 

nm for ZnO single crystals measured by several research groups.
2-4

 The S parameter of  

0.4614±0.0002 of the second ZnO single crystal is lower than that of the first ZnO single crystal 

(S=0.4641±0.0002), indicating that the second c-ZnO single crystal contains less positron-

trapping defects. The long diffusion length in the first c-ZnO single crystal is therefore probably 

not attributable to a lower concentration of positron traps, but can be caused by the presence of 

an internal electric field of the polar ZnO, drifting positrons implanted relatively deep inside the 

c-ZnO back towards the surface.  

  (a)                                    (b)        

 

 

 

 

 

 

 

 

Figure S6.6.1. Dependence of S parameter (dark filled circles) and average positron lifetime (orange 

filled diamonds) on positron implantation energy for the HT grown ZnO single crystals (a) c-ZnO #1 

(MaTeck) and (b) c-ZnO #2 (MaTeck). The S parameter depth profile is fitted by VEPFIT program (blue 

curve).  

 

In order to further examine the quality of the first ZnO single crystals c-ZnO #1 and c-ZnO #2, 

we also collected positron annihilation lifetime spectra for the ZnO single crystals as a function 
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of positron implantation energy. The PALS spectra of c-ZnO #1 at 16 keV shown in Figure 

S6.6.2 was fitted with three lifetime components using the LT program, with the best-fit 

parameters listed in table 6.6.1. The average positron lifetime as a function of positron 

implantation energy is presented in Figure S6.6.1 by the orange solid squares. The average 

positron lifetime follows a very similar dependence on positron implantation energy as the 

Doppler broadening S parameter. The bulk lifetime of c-ZnO is determined as 188±3 ps with the 

intensity of 95.5% at a positron implantation energy of 16 keV. The second ZnO single crystal, 

c-ZnO #2, showed a similar bulk lifetime of 186±3 ps with the intensity of 99.6% at a positron 

implantation energy of 16 keV. These lifetimes are in the range of values of  183-189 ps for HT 

grown ZnO single crystals reported by Chen et al..
5,6

 This positron lifetime is longer than typical 

values reported for defect-free c-ZnO of 160-170 ps grown by other synthesis methods, and 

might be related to the presence of ZnLi  and/or :
Zn

V H point defects, that were reported as 

positron trapping defects in HT grown c-ZnO in previous studies.
2,7,8

 Single-Trapping Model 

(STM)
9
 analysis of the positron lifetime spectrum at 16 keV, involving single defect 

annihilation and defect-free bulk annihilation, showed that the reduced bulk lifetime is at most 

15 ps (i.e. too small to be resolved) with a contribution of less than 1%, confirming saturation 

trapping at point defects. At low energies, only annihilation at point defects and surface 

annihilation contributed to the positron lifetime spectra. 

 

The concentration of hydrogenated Zn mono-vacancy defects can be estimated from the Doppler 

depth profile using the Single Trapping Model (STM), following 

                                                         

2

,

2

1
( 1),

V

f

V f

C
L

L 





                                                   (S6.6.1) 

in which the positron trapping rate is 
15 1

1.7 10
V

s


   (a typical value for a doubly charged 

negative vacancy).
9
 For the defect-free sample, 154

f
ps   the lowest reported experimental 

(single component) bulk positron lifetime
10

 and theoretical 
,

280 
f

L nm


  as positron diffusion 

length is used.
2
 For the reduced positron diffusion length due to defect trapping 42 L nm 

observed for the second ZnO single crystal is taken. According to Eq. (S6.6.1), the 

corresponding :
Zn

V H  defect concentration is 
4

1.7 10
V

C


   (
19 3

1.4 10  cm


 ). A corresponding 

fraction of 98% of the positrons will annihilated in the :
Zn

V H  defects as estimated using the 

STM, following 

                                                 
, ,2 2(( ) 1) / ( ) ,

defect

f fL L
f

L L

 

 

                                             (S6.6.2) 

consistent with the absence of a short, defect-free bulk-like component.  

 

We use the value of (S,W) = (0.4641, 0.0889) determined for the first ZnO single crystal c-ZnO 

#1 by VEPFIT analysis as a reference in the Doppler broadening measurements.  
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Figure S6.6.2. Three-lifetime-component LT analysis of the positron lifetime spectrum of the ZnO 

single crystal c-ZnO #1 collected at a positron implantation energy of 16 keV. 

 

Table S6.6.1. Best-fit parameters obtained by LT analysis of the positron lifetime spectrum collected at a 

positron implantation energy of 16 keV for the ZnO single crystal c-ZnO #1. 

Component τ (ps) I (%) 

1 188±3 95.5 

2 389±5  4.3 

3 1.9×103  0.2 

 

6.6.2 Two alternative models for the positron depth-profiles 

In this section, we examined whether the changes observed in the Doppler S and W depth 

profiles can be attributed to primarily the changes at the surface of the sample under exposure of 

enhanced humidity and temperature conditions (85% relative humidity / 85 
o
C). We applied two 

alternative models that, in contrast to the two-layer model described in Sec. 6.3.2 and the in-

diffusion model described in Sec. 6.3.3, only take surface annihilation and positron annihilation 

in a homogeneous ZnO:Al layer into account. These alternative models fail to provide either (1) 

a satisfactory fit of the Doppler depth profiles, or (2) lead to an evolution in the fit parameters 

that cannot be reconciled with the evolution of defects in the ZnO:Al upon accelerated 

degradation. 

Model S1 

 

Model S1 assumes that the surface (and its S parameter) is affected by the accelerated 

degradation, and the positron diffusion length in the near-surface region, that describes the 

positron back-diffusion to the surface of the sample, can also be affected. Further, homogeneous 
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layers are assumed, including a single ZnO:Al layer that is described by the same S parameter as 

for the as-deposited sample. The layer thickness of the ZnO:Al is a further fit parameter. Figure 

S6.6.3 shows the curves obtained from a best-fit analysis using VEPFIT, in comparison with the 

experimental S(E) depth-profiles. In Table S6.6.2, the best-fit parameters are given. 

 

 

 

 

 

 

 

 

 

Figure S6.6.3. VEPFIT analysis of the S-parameter depth-profiles assuming that only the surface Ssurface 

parameter and the positron diffusion length in the near-surface region change upon accelerated 

degradation (  - as-deposited,  - 25 h, ▼-150 h, ♦ - 347 h, # -683 h of accelerated degradation). 

Figure S6.6.3 demonstrates that this model clearly fails to provide a good description of the 

experimental depth-profiles for degradation times of 150 h to 683 h.  

Table S6.6.2. VEPFIT analysis best-fit parameters for model S1 

Degradation time (h) Ssurface  SZnO:Al   L+ (nm) Layer width (nm) 

0 0.522 0.4800 (fixed) 2 257 

25 0.527 0.4800 (fixed) 6 256 

150 0.525 0.4800 (fixed) 18 266 

347 0.530 0.4800 (fixed) 19 260 

683 0.543 0.4800 (fixed) 24 259 

 

Model S2 

 

Model S2, similar to model S1, assumes that the surface and the positron diffusion length in the 

near-surface region, that describes the positron back-diffusion to the surface, is affected by the 

accelerated degradation. Furthermore, the ZnO:Al, that is assumed to be homogeneous, can be 

affected by the acceleration degradation, and the S parameter for the single ZnO:Al layer is used 

as fit variable. We kept the layer thickness of the ZnO:Al fixed to the values obtained in the 
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two-layer model described in Section 6.3.2. Figure S6.6.4 shows the curves obtained from a 

best-fit analysis using VEPFIT, in comparison with the experimental S(E) depth-profiles. In 

Table S6.6.3, the parameters for surface annihilation and annihilation in the ZnO:Al layer are 

given. 

 

 

 

 

 

 

 

 

 

 

Figure S6.6.4. VEPFIT analysis of the S-parameter depth-profiles assuming that the surface Ssurface 

parameter, the positron diffusion length in the near-surface region and the SZnO:Al of a homogeneous 

ZnO:Al layer change upon accelerated degradation (  - as-deposited,  - 25 h, ▼-150 h, ♦ - 347 h, # -

683 h of accelerated degradation). 

Clearly, model S2 describes the experimental data much better than model S1. Also, the fits are 

of a similar quality as for the two-model model (with top and bottom ZnO:Al layer) described in 

Sec. III.B. However, the positron diffusion length in the near-surface layer, that describes back-

diffusion of positrons to the surface of the sample, increases with degradation time. This is 

clearly against expectations for a material that degrades in time, i.e. in which the amount of 

open volume defects will increase in time. This increase would lead to enhanced positron 

trapping in defects, and would correspondingly give result in a shorter diffusion length for back-

diffusion of positrons to the surface of the sample. Furthermore, in this model, a homogeneous 

ZnO:Al layer accounts for the largest part of the change in S parameter in the range of 2-5 keV, 

rather than the changes at the surface of the sample. Namely, in this model, the variation in S-

parameter at the surface contributes at 5 keV by at most 1% for all degradation times, and at 

most 20% at 2 keV for degradation times in the range of 150 – 683 h (and much less at smaller 

degradation times). This confirms that the variation in S parameter in the range of 2-5 keV is 

determined by degradation of the ZnO:Al layer well below the surface. 
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Table S6.6.3. VEPFIT analysis best-fit parameters for model S2 

Degradation time (h) Ssurface  SZnO:Al  L+ (nm) Layer width (nm) 

0 0.522 0.4800±0.0003 2 257 (fixed) 

25 0.527 0.4798±0.0003 6 259 (fixed) 

150 0.525 0.4878±0.0003 9 280 (fixed) 

347 0.530 0.4895±0.0003 9 280 (fixed) 

683 0.543 0.4947±0.0003 10 323 (fixed) 

 

6.6.3. Positron trapping model with intra-granular vacancies and grain boundary 

trapping 

In the grain boundary positron trapping model presented by Würschum et al.,
11

 the positron 

lifetime spectrum is decomposed into components related to the fractions of positrons that trap 

and annihilate in vacancy-type point defects inside spherically shaped grains and in open-

volume-type defects at the grain boundaries, respectively, and further into components 

assoc ated to b  k ‘f ee’ pos t on ann h  at on  n the   a ns  Fo  comp eteness, we  ep od ce 

here the main parts of the specific model applied. The positron lifetime spectra can be written 

as
11

 

 

                         
v v 0, 0,

1

( ) exp( / ) exp( / ) exp( ),
b b j j

j

n t I t I t I t  




                              (S6.6.3)                                           

 

where v
I  and v

  are the annihilation fraction and positron lifetime in the vacancy-type defects 

inside the grain, b
I  and b  are the corresponding positron annihilation parameters associated 

with the open-volume-type defects in the grain boundaries, and further a sequence of decay rates 

0, j
  with associated annihilation fractions 

0, j
I , corresponding to a modification of the 

convent ona  b  k ‘f ee’ pos t on ann h  at on  nd ced b  the d ff s on-limited positron trapping 

in vacancies and at grain boundaries. For the case of spherical grains, the annihilation fractions 

in vacancies inside the grain v
I  and in the grain boundaries b

I  can be written as
11
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and the sum of bulk-like annihilation fractions naturally satisfies
0,

1

v1 .
j

j

bI I I




          

In these equations the parameters v and b are given by
11
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and ( )L z  is the Langevin function 
1

( ) coth( ) .L z z
z

          

  

Further, 
0

r  is the radius of the grains, and D  and f  are the positron diffusion coefficient and 

positron lifetime in the bulk of the grain, respectively; v , v  and vC  are the positron trapping 

coefficient, positron lifetime and concentration of the vacancy-type defects inside the grain; 

finally   and b  are the t app n   ate at the grain boundaries and positron lifetime of the open-

volume defects at the grain boundaries, respectively. 

 

The mean positron lifetime in this model is given by
11
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6.6.4 SEM analysis of as-deposited and degraded samples 

The morphology and average grain size of two ZnO:Al films was determined by SEM. In 

Figures S6.6.5 and S6.6.6, the top layer is the ZnO:Al TCO (and i-ZnO) film, below which the 

CdS and CIGS layers are visible. The SEM images show that the grains of the ZnO:Al film 

consist of very closely stacked pillars, extending throughout the film thickness. The average 

lateral sizes of the grains in the ZnO:Al film are 62±2 nm for the as-deposited CIGS sample and 

58±2 nm for the CIGS sample after 1056-h of DH degradation at 85
o
C/85% R . This indicates 

that the average grain size has not changed during degradation. The thicknesses of the ZnO:Al 

films are in the range of 260 nm to 280 nm (including the i-ZnO layer) for both the as-deposited 

and degraded samples, consistent with the thicknesses deduced from the positron Doppler depth 

profiles.   
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Figure S6.6.5. SEM images of cross-sections of the as-deposited ZnO:Al films on top of CdS/CIGS 

 

 

 

 

 

 

 

 

Figure S6.6.6. SEM images of cross-sections of the ZnO:Al films on top of CdS/CIGS after 1056 h of damp-heat 

degradation at 85oC/85% RH. 
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    Chapter 7   

                                                                                                                                                                                                                                                  

Gradients in vacancy and Ga concentrations in 

Cu(In,Ga)Se2 Solar Cells studied by Positron Annihilation 

Spectroscopy and X-ray Diffraction 
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Abstract  

The presence of vacancies and the composition of Cu(In1−xGax)Se2 (CIGS) films grown by a 

two-stage process were probed by Doppler Broadening Positron Annihilation Spectroscopy 

(DB-PAS) and X-ray Diffraction (XRD). DB-PAS reveals the presence of a two-layer structure 

in all films, which is attributed to different concentrations of vacancy defects. The gradient in 

vacancy concentration is most probably caused by the inhomogeneous composition with depth 

in the CIGS absorber layer. XRD spectra show that each sample has a non-uniform distribution 

of Ga and In, and consists of at least three phases with different In1-xGax composition.  
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7.1. Introduction 

Cu(In1−xGax)Se2 (CIGS) polycrystalline films have been intensively studied as absorber layers 

in solar cells because of their high optical absorption coefficients, high chemical stability, and 

excellent radiation tolerance. Currently, the efficiency of CIGS-based solar cell can reach 

22.6%
1
. Among several methods of preparing CIGS thin films, co-evaporation from elemental 

sources and selenization of metal precursors are widely used in large-scale fabrication.
2-4

 CIGS 

absorbers produced via these two deposition methods always reveal a Ga gradient.
2
 The Ga 

grading can improve the efficiency of the CIGS solar cells, by engineering the band-gap 

grading
5,6

 (increasing the short circuit current JSC) and reducing recombination at the back 

contact or the front contact
5,6

 (increasing the open circuit voltage VOC). Several characterization 

techniques such as laterally resolved Photoluminescence (PL), Energy-dispersive X-ray 

Spectroscopy (EDX), and Secondary Ion Mass Spectrometry (SIMS) are used to characterize 

such inhomogeneous properties in CIGS thin films.  

Positron annihilation is a powerful technique for evaluating the depth-dependent vacancy-type 

defects in thin film semiconductors. The defects in CIS, CGS, and CIGS thin films formed 

during the synthesis process (Cu-rich/Cu-poor and various Se fluxes) have been studied by 

several research groups using positron techniques
7-9

. VCu monovacancies and VCu-VSe 

divacancies were reported to exist in CuGaSe2
7,10

 and CuInSe2
10-12

 thin film synthesized with 

various Cu/(In+Ga) ratios. VSe-VCu complexes were reported to exist in CIGS thin films 

deposited by a three-stage evaporation process,  and these could be affected by the applied Se 

flux
8
 and Se beam equivalent pressure

9
. However, few studies

13,14
 report on the influence of Ga 

grading on the defects within the whole thickness in CIGS absorber layer, which is also 

important for the solar cell parameters.  

In this Chapter, we used depth-dependent positron techniques and X-ray Diffraction (XRD) to 

study the structure of vacancy defects and the composition in CIGS thin films grown by a two 

stage process. Samples were grown with different synthesis parameters by varying the 

selenization temperature and the substrate temperature during the selenization process. In the 

present study, it was found that the variation of these synthesis parameters only has a relatively 

small impact on the defect structures and compositions in the CIGS absorber layer. For all 

samples, the CIGS absorber layer consist of two layers, as obtained from the analysis of the 

positron depth profiles using the VEPFIT program.  The S parameter of the top layer is 

generally higher than that in the bottom layer of each film, which is attributed to a higher 

concentration of vacancy defects in the top layer, that in turn may be caused by an 

inhomogeneous composition with depth of the CIGS absorber layer. XRD spectra show that 

each CIGS film consists of at least three phases with variation in the In1-xGax composition. 

7.2. Experimental  

Polycrystalline CIGS films were provided by Dr. Mirjam Theelen, TNO Solliance, Eindhoven. 

CIGS f  ms w th a t p ca  th ckness of a o nd 2 μm we e   own on  o-coated soda-lime glass 
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(SLG) substrates through a two-stage process. This synthesis method consists of two steps, 

namely (1) the metal deposition of the metals, and (2) selenization (See Figure 7.1(a)). At a 

specific substrate temperature T(sub.), Cu, In, and Ga are evaporated on the Mo coated SLG 

substrate as stacked layers, and subsequently the selenization is done under Se vapor at a 

selenization temperature T(Se), presented  in table 7.1. For samples CIGS18500, CIGS24500, 

and CIGS252000, the precursors were prepared by depositing Se, Cu, Ga, and In layers on Mo-

coated SLG substrates, while for samples CIGS5, CIGS10, CIGS12, CIGS24, and CIGS25, Cu, 

Ga, and In layers are deposited as the precursors. The adjustable parameters were restricted to 

the selenization step and temperatures as indicated in Figure 7.1(b). The parameters used for 

each sample are listed in table 7.1.  

 

 

Figure 7.1.(a) Selenization process; (b) Schematic representation of the time evolution of the parameters 

of the selenization step15 

Table 7.1. Synthesis conditions of CIGS samples15 

Sample  

name 

Se layer 

thickness 

(nm)  

T(Se) 

Ramp (℃)  

 

T(sub.) 

soak (℃)  

 

T(Se) soak 

(℃)  

 

CdS layer 

(y/n)  

 

CIGS5 0 390 550 430 n 

CIGS10 0 390 590 390 n 

CIGS12 0 430 590 390 n 

CIGS24 0 390 590 430 y 

CIGS25 0 430 550 430 y 

CIGS18500 500 200 590 430 y 

CIGS24500 500 390 590 430 y 

CIGS252000 2000 430 550 430 y 
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Doppler Broadening Positron Annihilation Spectroscopy (DB-PAS) measurements were 

performed at room temperature using the mono-energetic positron beam VEP. The implantation 

energy of positrons was varied from 0.1 keV to 25 keV. The intensity of the low-energy 

positron beam at the sample position is around 10
4
 e

+
/s, and the FWHM size of the beam is 7 

mm in diameter. A liquid-nitrogen-cooled high-purity Ge (HPGe) detector with an energy 

 eso  t on of 1 2 keV (~4 7·10
-3

 m0c) was used to determine the energy of the emitted 

ann h  at on γ-rays. S and W parameters were extracted from the measured Doppler broadened 

ann h  at on γ-ray photo-peak, defined as the fraction of counts in the central region and in the 

wing regions of the 511 keV annihilation photo-peak, respectively. The momentum windows 

used to deduce the S parameter and W parameter are pL/moc < 3.0·10
-3

 moc and 8.2·10
-3

 moc < 

pL/moc < 23.4·10
-3

 moc, respectively, with longitudinal momentum pL=2∆ /c and ∆  the 

Dopp e  sh ft  n ene    of the detected ann h  at on γ-ray.  

The structure of the CIGS films was investigated by X-ray Diffraction (XRD) using a 

P Na  t ca  X’Pe t PRO d ff actomete  w th a C   α beam of 1 5406 Å at 40 mA and 45 kV. 

An X- a  d ff acto  am  s  eco ded w th step s ze of 0 008˚and step t me of 29 8 s   he data a e 

ana  sed b   s n  P of  e F tt n   n the    hSco e X’Pe t p o  am  

7.3. Results and discussion 

7.3.1 Doppler Broadening spectroscopy 

In figure 7.2(a) and 7.2(b), the S parameter of bare CIGS/Mo/SLG samples (CIGS5, CIGS10, 

and CIGS12), and of CIGS/Mo/SLG samples with a CdS layer deposited on top (CIGS24, 

CIGS24500, CIGS25, CIGS252000, and CIGS18500) are shown as a function of positron 

implantation energy. The S parameter at E = 0.1 keV is primarily due to positron annihilation at 

the CIGS surface (0.564) for samples CIGS5, CIGS10, and CIGS12 or at the surface of CdS  

(0.549) for the other samples. All the S and W depth profiles could be fitted satisfactorily using 

the VEPFIT program, that is based on the solution of the diffusion equation in each layer of a 

heterostructure, taking into account the energy-dependent positron implantation profiles.
16

 For 

CIGS24, CIGS24500, CIGS25, CIGS252000 and CIGS18500, the presence of the CdS layer 

can be distinguished with a fitted thickness of around 20 nm. For all the samples, the depth 

profiles indicate that the CIGS absorber layer is divided into two layers, most probably due to 

different chemical compositions or different concentrations of defects formed during the 

deposition. Figure 7.2(c) shows the layer structure of the samples deduced from the VEPFIT 

analysis for two representative samples. The mean depth of positrons can be calculated by the 

formula     (
 

 
)   ( ρ              is the mass density of CIGS and widely used 

empirical  values are:             , n=1.6). For the 8 samples, there are only small 

differences in the S parameter for the CIGS layers under different synthesis conditions. 
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(a)                                                                                  (b)                                                                                                                                                              

 (c)                                                                                 (d) 

                                                                  

Figure 7.2. S parameters as a function of the positron implantation energy for CIGS films without CdS 

layer on top (CIGS5, CIGS10, and CIGS12) (a) and with CdS layer on top (CIGS24, CIGS25, 

CIGS18500, CIGS24500, and CIGS252000) (b) under various synthesis conditions; (c) The layer 

structure of two representative samples (CIGS10 and CIGS18500) obtained from the VEPFIT analysis; 

(d) S parameter as a function of the positron implantation energy for Mo layer on top of the SLG 

substrate and for the bare SLG substrate, respectively. The solid lines are fits to the experimental data 

obtained by using VEPFIT program.  

In order to know the relative contributions of the CIGS layer, Mo layer, and SLG substrate to 

the S parameter at the high positron implantation energies, the CIGS layer was peeled off from 

one sample and the Mo layer is revealed on the top. Besides, the bare SLG substrate was probed 

using the positron beam from the back side of the sample. Figure 7.2(d) shows the 

corresponding S parameters as a function of the positron implantation energy for the bare Mo 

layer and the bare SLG substrate. At high positron energies, the majority of positrons reach the 

SLG substrate in both cases, with an extracted S parameter of 0.534, consistent with the value 

for the SLG substrate measured from the back side of the sample. The data was fitted by the 

VEPFIT program, and the presence of two layers for the Mo film with a thickness of 94 nm and 

203 nm, respectively, was deduced from the best-fit process. The top layer could correspond to 
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MoSe2 formed at the interface of the Mo and CIGS films during the deposition of CIGS 

layer.
17,18

 The observed decrease in S at high positron implantation energy region (25 keV) in 

figure 7.2(a) and 7.2(b) is due to an increasingly large fraction of positron annihilation in the Mo 

layer and the SLG substrate.  

7.3.2. S-W mapping  

An important property of S and W is their linearity. We can examine the presence of positron 

trap states in a material by replotting the S and W of a specific Doppler depth profile in a so-

called S-W graph. If vacancies (or different phases) exist in a material, the parameter W will 

depend linearly on the S parameter, going from the defect-free material to the case with 

increasingly large vacancy concentrations (or going from annihilation in one pure phase to the 

other phase for the case of two phases). Therefore, the S-W plot of each sample is presented in 

figure 7.3, drawn separately for clarity. The S-W plot graphs (a)-(c) reveal a similar trend for 

samples CIGS5, CIGS10, CIGS12. The arrow along the S-W trajectory shows the direction of 

increased positron implantation energy. The S-W plots show that there are most likely two types 

of vacancies or two different composition layers for the CIGS film in these three samples, 

consistent with the fitting results from VEPFIT program in figure 7.2(a). Besides, the low 

energy part of the curve shows a different trend because of positron annihilation at the surface. 

At high energies, the S-W points move in a direction towards the S-W point of the Mo/SLG 

substrate. For the samples CIGS 24, CIGS24500, CIGS25, CIGS252000 and CIGS18500, the S-

W plots show a different trend at low energies because of the presence of the CdS top layer. It is 

obvious that there are three layers in these samples, one CdS layer and two CIGS layers. The 

initial part of the plot again reflects positron annihilation at the surface.  
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Figure 7.3.  S-W graph for the CIGS samples. The arrow along the S-W trajectory shows the direction of 

increased positron implantation energy (increased average depth). The circles indicate the identified 

annihilation sites in the samples.  

7.3.3. X-ray Diffraction pattern 

Figure 7.4 shows X-ray Diffraction patterns of these 8 CIGS samples, consisting mainly of 

diffraction peaks of Cu(In1-xGax)Se2 and Mo with their Miller indices indicated in the figure. 

Diffraction peaks of the thin layer CdS were not observed in the spectra. The diffraction data are 

mode ed b  a p of  e f tt n  p oced  e  n X’pe t    hsco e p  s,  s n  pse do-Voigt functions 
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which are a linear combination of Gaussian and Lorentzian components to fit each diffraction 

peak independently. This method can be used to determine accurately peak positions and peak 

intensities in a complex diffraction pattern composed of several diffraction peaks. In the analysis, 

we did not take into consideration the effects of sample displacement and transparency of X-

rays on the peak position and peak intensity, respectively. Figure 7.5(a) shows one 

representative XRD pattern together with the fitted data, and the difference between measured 

and fitted data for sample CIGS25. The main (112) and (220)/(204) peaks that are characteristic 

for Cu(In1-xGax)Se2, show that the CIGS films consist in fact of (at least) three phases, extracted 

from the profile fitting procedure (figure 7.5(b) and (c)). The fit was performed assuming three 

phases, but leads to fairly broad maxima indicating a spread in lattice constants. The lattice 

parameters a and c for the tetragonal CIGS phase are calculated by the (112) and (220)/(204) 

peak position and listed in table 7.2(a). These parameters calculated from (112) and (220) peak 

position differ slightly from the calculation from (112) and (204) peak position shown in table 

7.2(b) with CIGS5 as an example, probably due to the effects of inaccuracy in the zero angle 

position, sample displacement, and/or lattice strain. Thus, we used their average value for a and 

c parameters with uncertainties as shown in table 7.2(b). The uncertainties also lead to 

uncertainty in the In1-xGax compos t on ca c  ated b   s n  Ve a d’s  aw be ow  One a so 

should notice that it is not trivial to assign (220) peak and (204) peak for each phase, since the 

(220) peak and (204) peak will overlap when c/a=2 or even reverse their order when c/a >2, 

which corresponds to a low content of Ga (x<0.2).
19

 The position of the (112) peak ② for the 

intermediate phase is prone to error, since it is very broad and partially overlaps with the (112) 

peak ① and (112) peak ③, as shown in figure 7.5(b). The lattice parameters calculated are 

listed in tab e 7 2   cco d n  to Ve a d’s  aw
19

,  

                                                                      (7.1) 

                                                                     (7.2) 

the In1-xGax composition can be estimated, also listed in table 7.2(a). 

As shown in table 7.2(a), each sample consists of (at least) three phases with variation in Ga 

content. The compositions in each phase are similar among the eight samples, indicating that the 

synthesis condition in our case does not significantly affect the compositions in CIGS. For each 

CIGS film, the intensity of In-rich phase is the highest, probably indicating that this In-rich 

phase is dominant or it is positioned at the surface since the penetration depths of the X-rays 

also has a significant effect on the peak intensity.     

7.3.4 Interpretation of the positron Doppler parameters  

An increase of Ga composition in Cu(In1-xGax)Se2 leads to smaller unit cell parameters. These 

could have different effects on the positron data. First, the volume contraction could be expected 

to contribute to a decrease of the S parameter, since the valence electron states will be more 

confined, leading to an increase in their (average) momentum, and corresponding broadening of 



124 
 

the electron momentum distribution N(p). Second, Ga 3d electrons are more tightly bound than 

In 4d electrons and the outer d electrons have smaller spatial extent, which leads to lower 

annihilation probability of the outer d electrons with positrons. While these Ga 3d electrons will 

contribute to a broader and more slowly descending contribution in momentum space than In 4d 

electrons
20

, the relatively increased annihilation probability with s-p valence electrons is 

expected to result in  a higher S and perhaps also in a lower W parameter. Thus, here it is hard 

to determine the contribution of Ga and In in the positron data of CIGS without further 

experiments or theoretical calculations as a reference. Third, volume contraction will lead to a 

decrease of the interstitial open volume for positrons
21

 in Cu(In1-xGax)Se2. The calculated 

positron annihilation lifetime in the delocalized state in defect-free (bulk) CGS (220 ps) is 

slightly smaller than in CIS (232 ps).
9
  

However, the combined variation of unit cell parameters and In1-xGax composition probably has 

a relatively small effect on the positron data, since the difference between the two lifetimes is 

small when varying Gax from 0 to 1. More importantly, Figure 7.6 shows the reference (S, W) 

data points for bulk CIS and CGS extracted from Ref. [10] marked with dark open circles. In 

this paper
10

, the authors indicated that their CIS bulk crystal is nearly defect-free from a positron 

annihilation point of view, exhibiting perfect crystal structure while they indicate that about 50% 

of the positrons trapped at the divacancies VCu-VSe in the CGS bulk crystal.
10

 However, the 

authors also extracted the (S, W) data point for a CGS sample grown under Cu excess, leading 

to very small concentrations of vacancies. This (S, W) point can be used as a reference for 

defect-free CGS, and is marked with a red open circle in Figure 7.6. The closeness of the values 

of the (S, W) data points extracted in this way for CIS and CGS further indicates that the In1-

xGax composition has only little effect on the positron Doppler data as well. In CIGS samples, 

the strong variation of the S and W parameter with the depth in the CIGS film could thus most 

probably be attributed to the vacancy defects that can be created due to the lattice distortion 

caused by the variation of the In1-xGax composition
13,19,22

. The (S, W) data points extracted from 

the 1
st
 layer and 2

nd
 layer of CIGS of the 8 samples are shown in figure 7.6. The shift in S-W 

from the top to the bottom layer is remarkably similar for all 8 samples. Comparison with the 

data of Ref. [10] indicates that the vacancy defects in the top layer of the current CIGS samples 

(1
st
 layer and 2

nd
 layer) could also be VCu-VSe complexes

10
, since the parameter         

        that presents the shift direction in the S-W plot upon an increase in positron trapping 

in the vacancy defects is quite comparable with the corresponding parameter R=2 for CGS and 

R=1.8 for CIS, respectively, characteristic for positron trapping in the VCu-VSe divacancy in 

CGS and CIS
10

. Please note that the data points are far away from the reference data of Ref. [10], 

which could be due to the differences in the energy resolution
23-25

 and energy window
25

 chosen 

to determine the S and W parameters. 
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(a) 

 

(b) 

 

Figure 7.4.  X-ray Diffraction patterns of the 8 CIGS samples; (a) without CdS top layer, and (b) with 

CdS top layer. 
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                      (a) 

 

(b)                                                                              (c) 

 

Figure 7.5. (a) XRD data for sample CIGS25 and fitted data by the profile fitting procedure described in 

the text; (b) and (c) Profile fitting of respectively the (112) and (220)/(204) peaks of sample CIGS25. 

(dot line: experimental diffraction data; blue line: fitted data by profile fitting; orange solid line: the peak 

positions; green, grey, and brown line: diffraction peaks plotted for each phase separately, as calculated 

by the profile fitting procedure) 
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Table 7.2.(a) Lattice parameters for each phase in the 8 investigated CIGS samples 

Sample Phase 
Lattice parameter 

Intensity(counts) 
a(Å) c(Å) 

CIGS5 

Cu(In0.86Ga0.14)Se2 5.75(0.02) 11.50(0.08) 26089 

Cu(In0.70Ga0.30)Se2 5.716(0.003) 11.37(0.01) 1878 

Cu(In0.13Ga0.87)Se2 5.673(0.009) 11.07(0.03) 3181 

CIGS10 

Cu(In0.89Ga0.11)Se2 5.76(0.01) 11.51(0.05) 22595 

Cu(In0.65Ga0.35)Se2 5.711(0.007) 11.32(0.03) 1596 

Cu(In0.22Ga0.78)Se2 5.63(0.02) 11.17(0.08) 3813 

CIGS12 

Cu(In0.88Ga0.12)Se2 5.76(0.02) 11.50(0.06) 18582 

Cu(In0.70Ga0.30)Se2 5.730(0.007) 11.32(0.03) 1065 

Cu(In0.20Ga0.80)Se2 5.636(0.001) 11.104(0.003) 13146 

CIGS24 

Cu(In0.89Ga0.11)Se2 5.76(0.02) 11.52(0.06) 13146 

Cu(In0.81Ga0.19)Se2 5.727 11.414 6893 

Cu(In0.27Ga0.73)Se2 5.68(0.02) 11.04(0.08) 1466 

CIGS24500 

Cu(In0.90Ga0.10)Se2 5.77(0.01) 11.51(0.05) 25522 

Cu(In0.69Ga0.31)Se2 5.735(0.009) 11.29(0.04) 434 

Cu(In0.11Ga0.89)Se2 5.620(0.004) 11.05(0.02) 2554 

CIGS25 

Cu(In0.87Ga0.13)Se2 5.76(0.01) 11.50(0.06) 24383 

Cu(In0.54Ga0.46)Se2 5.68(0.05) 11.3(0.2) 878 

Cu(In0.27Ga0.83)Se2 5.632(0.003) 11.08(0.01) 2972 

CIGS252000 

Cu(In0.86Ga0.14)Se2 5.73(0.04) 11.50(0.07) 22564 

Cu(In0.78Ga0.22)Se2 5.76(0.03) 11.3(0.1) 3204 

Cu(In0.13Ga0.87)Se2 5.625(0.003) 11.06(0.01) 2513 

CIGS18500 

Cu(In0.90Ga0.10)Se2 5.769(0.008) 11.50(0.03) 25249 

Cu(In0.79Ga0.21)Se2 5.723 11.383 647 

Cu(In0.17Ga0.83)Se2 5.637(0.003) 11.07(0.01) 2627 
 

Table 7.2.(b) Lattice parameters for each phase in CIGS samples 

CIGS5 
Lattice parameter 

Ve a d’s  aw 

a=5.774-

0.169x 

c=11.603-

0.636x 

a (Å) c (Å) Gax Gax 

(112)/(220) 

Phase ① 5.773 11.427 0.004 0.276 

Phase ② 5.713 11.378 0.123 0.353 

Phase ③ 5.630 11.042 0.855 0.882 

(112)/(204) 

Phase ① 5.735 11.577 0.226 0.041 

Phase ② 5.719 11.354 0.323 0.392 

Phase ③ 5.613 11.104 0.951 0.784 

Average 

value 

Phase ① 5.75(0.02) 11.50(0.08) 0.12(0.11) 0.16(0.12) 

Phase ② 5.716(0.003) 11.37(0.01) 0.22(0.10) 0.37(0.02) 

Phase ③ 5.673(0.009) 11.07(0.03) 0.90 (0.05) 0.83(0.05) 
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Figure 7.6. (S, W) data points extracted from Doppler Broadening spectra of CIGS. The data points for 

CIS, CGS and CGS with 50% positron trapping in VCu-VSe vacancy complex (open circles) extracted 

from the Ref. [10]. 

7.4. Conclusion 

We used Doppler Broadening Positron Annihilation Spectroscopy (DB-PAS) to study the defect 

structure and the layer structure of 8 CIGS samples grown by a two-stage process. Upon varying 

the synthesis conditions, including selenization temperature and substrate temperature during 

the selenization process, it was observed that the S (W) parameters show relatively little 

differences among these samples. Further, the CdS buffer layer could be distinguished for 

sample CIGS24, CIGS25, CIGS18500, CIGS24500, and CIGS252000 in the Doppler depth 

profiles. For all CIGS absorber layers, it was seen in the Doppler depth profiles that the CIGS 

film actually consists of two layers. The S parameter in the top region is generally higher than 

that in the bottom region of each film, which is probably due to the higher concentration of 

vacancy defects, that we attribute to the presence of VCu-VSe di-vacancies, based on previous 

positron studies. The defects might in turn be associated with the inhomogeneous composition 

(variation in Ga contents) along with the depth in the CIGS absorber layer. XRD spectra show 

that each sample consists of (at least) three phases with variation of the In1-xGax composition. In 

order to further identify the types of vacancy defects in CIGS films, good reference samples, 

like defect-free CuInSe2 or CuGaSe2 bulk crystals, are required and further positron experiments, 

such as coincidence Doppler Broadening of Positron Annihilation Spectroscopy (CDB) and 

Positron annihilation lifetime spectroscopy (PALS) are necessary in order to extract the local 

chemical environment of the defects and their size, respectively. In order to examine the 

possible correlation between the vacancy defects and the presence of a Ga gradient in CIGS 

films, the depth-dependent Ga contents could be quantified by Energy-dispersive X-ray 

Spectroscopy (EDX) or Secondary Ion Mass Spectrometry (SIMS). 
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Summary 

 

High efficiency, low cost, and long stability are three key factors for the wide application of 

photovoltaics (PV) which are currently intensively studied in order to meet the increasing global 

renewable energy demand. Currently, the PV market is mainly based on silicon. However, solar 

cells based on silicon may not be capable to meet the long-term global energy demand due to 

their relatively high costs and high energy required for the synthesis of silicon wafers, opening 

the door to conventional thin films (such as Cu(In1-xGax)Se2 (CIGS)) and innovative thin films 

(e.g. semiconductor quantum dots (QDs), based on PbS, PbSe, CdSe QDs). The advantages of 

QDs as solar cell materials are the low-temperature synthesis process, the tunable band gap via 

control of the composition and size, and the promise of physical mechanisms that may increase 

efficiency above the Shockley-Queisser limit, such as multiple exciton generation (MEG), in 

which more than one exciton is created from a single photon. However, the low efficiency, with 

a current laboratory record just above 10%, and the durability are still limitations on their 

widespread application in the PV market. It is very important to understand the surface structure 

and surface-ligand interactions in order to improve the efficiency and stability of QD solar cells. 

For  CIGS solar cells, research-cell efficiencies have reached 22.6%, which is just below the 

efficiencies of Si-based solar cells. Besides, various deposition approaches have been developed 

that can supply high-efficiency, low-cost and large-area solar cell devices. However, it is still a 

challenge to guarantee long-term stability of CIGS modules. CIGS solar cells can be well 

protected by sealing into glass plates, but this in turn increases the manufacturing cost. 

Therefore, understanding of the degradation mechanism is necessary. 

Positron techniques are powerful tools to study the surface composition of QDs and to 

determine the types of open space deficiencies in thin film materials. For QDs, previous studies 

provided indications that positrons can trap and annihilate at the surfaces of semiconductor QDs 

and can effectively probe the surface composition and electronic structure of colloidal 

semiconductor QDs. For CIGS, previous depth-sensitive positron experiments indicated the 

sensitivity of positrons to probe the types of vacancy-related defects in CIGS. 

This thesis presents positron studies on two types of solar cell materials, namely semiconductor 

quantum dots (CdSe QDs and PbSe QDs) and ZnO:Al/CdS/Cu(In1-xGax)Se2 (CIGS) layered 

systems, which are important for the further development of QD and CIGS thin film solar cells. 

The first objective of this thesis is to establish firm evidence that positrons are trapped at the 

surfaces of quantum dots, and provide a sound understanding of the nature of positron surface 

states (Chapter 3). Further, this property of the positron is used to study the surface 

composition and electronic structure of ligand-capped PbSe and CdSe semiconductor QDs 

embedded in thin films (Chapter 4 and 5). The second objective is to examine the stability and 
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degradation mechanism of ZnO:Al window layers for CIGS solar cells under damp heat 

conditions of 85% relative humidity (RH) and 85
o
C in close comparison with the observed 

degradation of the solar cell parameters (Chapter 6), and to investigate in a depth-resolved 

manner the presence of  vacancies and variations in Ga concentration in CIGS using positron 

techniques and X-ray diffraction, respectively (Chapter 7). Below we elaborate on the 

hightlights of these two main themes. 

Positron studies of surface compositions and surface-ligand interactions in CdSe and PbSe 

QDs thin films 

Previous positron two-dimensional Angular Correlation of Annihilation Radiation (2D-ACAR) 

studies on CdSe and PbSe QDs and Positron Annihilation Lifetime Spectroscopy (PALS) 

studies on PbSe QDs indicated that positrons can be trapped and annihilate at the surface of QDs 

and thus may effectively probe the surface compositions of QDs. In Chapter 3, we provide firm 

evidence of the existence of a positron surface state in quantum dots through a combined 

approach using PALS experiments at MLZ Garching and ab-initio calculations by Vincent 

Callewaert employing the recent formulation of the Weighted Density Approximation (WDA) 

developed at the University of Antwerpen. The PALS studies reveal a dominant fraction (77% - 

84%) of positrons annihilate with a lifetime in the narrow range of 358-371 ps, indicating that 

the majority of positrons are trapped and annihilate at the surfaces of the CdSe QDs. The ab-

initio calculations of the positron wave function and lifetime based on  WDA provide strong 

theoretical support for the existence of a positron surface state, leading to theoretical lifetimes 

that are close to the experimental values, and provide detailed insights into the wave function of 

the positron at the surfaces of CdSe QDs. Our study thus resolves the longstanding debate 

regarding the nature of the positron state in semiconductor QDs. This opens a new pathway to 

extract quantitative information on surface composition and ligand-surface interactions of 

colloidal QDs via positron techniques based on Coincidence Doppler Broadening (CDB) and 

2D-ACAR. 

With this solid foundation based on experimental and theoretical evidence of positron surface 

state in CdSe quantum dots, positron annihilation is further used in this thesis to probe the 

electronic structure and surface compositional structure of PbSe QDs and CdSe QDs embedded 

in thin films.  

In Chapter 4, the variation in electronic structure and composition at the surfaces of PbSe 

quantum dots (QDs) capped with various ligands are investigated by using the positron 2D-

ACAR method. The positron can probe effectively the variation of the surface composition 

caused by various ligands. Also, for PbSe QDs, it is observed that the electron-positron 

momentum distributions are strongly affected by electronic coupling of valence electrons of 

neighbouring QDs when small ethyldiamine (EDA) molecules are applied as the ligands. 

Besides, the local oxidation process at the surfaces of colloidal nanocrystals, resulting from long 

term exposure to air, is monitored by the highly surface sensitive positron method. 
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In Chapter 5, the 2D-ACAR method is used to investigate the sensitivity of positron annihilation 

in probing the modification of the surface composition of CdSe QDs induced by the variation in 

ligand capping, including trioctylphosphine oxide  (TOPO), oleic acid (OA), oleylamine (OLA), 

and stearic acid (SA) ligands, obtained through ligand exchange. The majority of the positrons 

are trapped at the surfaces of CdSe QDs, annihilating with Cd atoms and Se atoms at the surface 

and the atoms (oxygen (O) or nitrogen (N)) of ligands binding with the CdSe QDs. CdSe QDs 

with OA and SA ligands have similar intensity in the high momentum region, since they possess 

the same anchor group, –(C=O)O–, and a large C17H33 or C17H35 tail. CdSe QDs with TOPO, 

OA, and SA ligands show a higher intensity in the high momentum region than OLA ligands, 

because the O(1s) core electrons contribute strongly to the high momentum intensity. However, 

when comparing with PbSe QDs, the positron is less sensitive in probing the surface 

composition of CdSe QDs, as the observed variation in the intensity of the momentum 

distribution of CdSe QDs at the high momenta is much smaller than for the case of PbSe QDs. 

This is attributed to the more covalent nature of the bonds between O (or N) atoms and Cd 

atoms, leading to a similar probability of annihilation with electrons of O (or N) atoms and Se 

atoms, unlike the case of PbSe QDs, where the positron predominantly annihilates with 

electrons of O (or N) atoms that are attached via a more ionic bond to the excess Pb atoms 

forming a shell on PbSe QDs. 

Positron studies of defect structures in ZnO:Al/CdS/Cu(In1-xGax)Se2 (CIGS) solar cells 

Chapter 6 explores the mechanism of the degradation of the ZnO:Al transparaent conducting 

window layer for Cu(In,Ga)Se2 (CIGS) solar cells by using Doppler Broadening Positron 

Annihilation Spectroscopy (DB-PAS) and Positron Annihilation Lifetime Spectroscopy (PALS). 

PALS and DB-PAS reveal the growth of vacancy clusters at the grain boundaries and mono-

vacancies inside the grains induced by damp-heat exposure. The formation of open space at the 

grain boundaries may form an additional barrier against charge carrier transport through the 

transparent conductive oxide layer, contributing to the increase in series resistance. The direct 

comparison with the degradation of solar parameters such as efficiency and series resistance 

indicates that this can be one of the major reasons for the degradation of the cell efficiency. The 

depth-sensitive DB-PAS technique provided indications that open volume formation in the 

ZnO:Al layer in CIGS solar systems contributes to the deterioration of the cell efficiency under 

the accelerated damp heat condition. The increase in S- and decrease in W- parameters with 

accelerated degradation time suggests that the degradation of the ZnO:Al layer involves the 

formation of open volume, such as mono-vacancies or small vacancy clusters. Besides, the S 

parameter shows a great increase starting from the surface of the ZnO:Al layer and, over time, 

also in the deeper parts of the ZnO:Al layer, with a time dependence that matches with an in-

diffusion process in which H2O and CO2 diffuse at the grain boundaries, react with ZnO:Al. The 

positron studies show that this process also leads to the creation of open-volume defects. Using 

an in-diffusion model, it was found that the time- and depth-dependence of the Doppler depth-

profiles can be accurately described, with an extracted diffusion coefficient of 35 nm
2
/hour that 

is similar to typical values extracted from SIMS profiles of in-diffused deuterium in previous 
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studies. The PALS results reveal that most positrons (64%-74%) trap and annihilate in Zn 

mono-vacancies VZn inside the grains, while 25%-34% of positrons trap and annihilate in 

vacancy clusters (VZn)m(VO)n at the grain boundaries, with a higher fraction of positrons 

annihilating in larger vacancy clusters in the top layer compared to the bottom layer. With 

degradation time, the size of the vacancy clusters at the grain boundaries increases, and a higher 

trapping fraction of positrons at the grain boundaries is observed. 

In Chapter 7, the presence of vacancies and the composition of Cu(In1−xGax)Se2 (CIGS) films 

grown by a two-stage process were probed by Doppler Broadening Positron Annihilation 

Spectroscopy (DB-PAS) and X-ray Diffraction (XRD), respectively. DB-PAS reveals the 

presence of a two-layer structure in all CIGS films, which is attributed to different 

concentrations of vacancy defects, with a higher concentration in the top layer of the films. The 

gradient in vacancy concentration is most probably caused by an inhomogeneous composition 

that varies with depth in the CIGS absorber layer. The XRD diffractograms show that the CIGS 

film of each sample has a non-uniform distribution of Ga and In, and consists of at least three 

phases with different In1-xGax composition. 
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Samenvatting 

 

Hoge efficiëntie, lage kosten en langdurige stabiliteit zijn drie sleutelfactoren voor de brede 

toepassing van foto-voltaïsche cellen (PV), die momenteel intensief bestudeerd worden om 

tegemoet te komen aan de toenemende wereldwijde vraag naar duurzame energie. De huidige 

PV markt is hoofdzakelijk gebaseerd op silicium. Echter, zonnecellen gebaseerd op silicium zijn 

mogelijk niet in staat tegemoet te komen aan de wereldwijde energievraag op de lange termijn 

door hun relatief hoge kosten en de hoge energie, die nodig is voor de vervaardiging van 

silicium plakken, wat de weg vrij laat voor conventionele dunne lagen (zoals Cu(In1-xGax)Se2 

(CIGS)) en innovatieve dunne lagen (bijv. halfgeleider quantum dots (QDs), gebaseerd op PbS, 

PbSe of CdSe QDs). De voordelen van QDs als zonnecelmateriaal zijn de lage temperatuur van 

het vervaardigingsproces, de afstembare bandkloof door middel van samenstelling en grootte en 

het vooruitzicht van fysische mechanismen, die de efficiëntie kunnen verhogen tot boven de 

Shockley-Queisser limiet, zoals multiexciton generatie (MEG), waarbij meer dan één exciton 

wordt gemaakt met een enkel foton. Maar de efficiëntie, met een huidig record in het 

laboratorium van net boven de 10%, en de stabiliteit beperken nog hun brede toepassing in de 

PV markt. Het is zeer belangrijk om de oppervlaktestructuur en de wisselwerking tussen 

oppervlak en ligand te begrijpen om de efficiëntie en stabiliteit van QD zonnecellen te 

verbeteren. Voor  CIGS zonnecellen heeft de efficiëntie van onderzoekscellen de 22.6% bereikt, 

wat net beneden de efficiënties ligt van op Si gebaseerde zonnecellen. Bovendien zijn 

verschillende depositietechnieken ontwikkeld, die zonnecellen met hoge efficiëntie, lage kosten 

en een groot oppervlak kunnen opleveren. Het is echter nog steeds een uitdaging om langdurige 

stabiliteit van CIGS modules te garanderen. CIGS zonnecellen kunnen goed beschermd worden 

door opsluiting in glasplaten, maar dit verhoogt op zijn beurt de fabricagekosten. Daarom is het 

noodzakelijk het degradatiemechanisme te begrijpen. 

Positronentechnieken zijn krachtige hulpmiddelen om de oppervlaktesamenstelling van QDs  te 

bestuderen en de aard van lege-ruimte defecten in dunne-laag materialen te bepalen. Voor QDs, 

gaven eerdere studies aanwijzingen, dat positronen ingevangen kunnen worden en annihileren 

aan de oppervlakken van halfgeleider QDs en een effectieve sonde kunnen zijn voor de 

oppervlaktesamenstelling en de elektronenstructuur van colloïdale halfgeleider QDs. Voor CIGS 

wezen eerdere dieptegevoelige positronenexperimenten op de gevoeligheid van positronen voor 

de aard van aan vacatures gerelateerde defecten in CIGS. 

Dit proefschrift presenteert positronenstudies aan twee typen materialen voor zonnecellen, te 

weten halfgeleider quantum dots (CdSe QDs en PbSe QDs) en ZnO:Al/CdS/Cu(In1-xGax)Se2 

(CIGS) gelaagde systemen, die van belang zijn voor de verdere ontwikkeling van QD en CIGS 

dunne-laag zonnecellen. Het eerste streefdoel van dit proefschrift is met solide evidentie vast te 
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stellen, dat positronen ingevangen worden aan de oppervlakken van quantum dots, en een 

grondig begrip te verwerven van de aard van de oppervlaktetoestand van het positron 

(Hoofdstuk 3). Verder wordt deze eigenschap van het positron gebruikt om de 

oppervlaktesamenstelling  en elektronenstructuur te bestuderen van door ligand bedekte PbSe 

and CdSe halfgeleider QDs ingebed in dunne lagen (Hoofdstuk 4 en 5). Het tweede streefdoel is 

om de stabiliteit en het degradatiemechanisme van ZnO:Al vensterlagen voor CIGS zonnecellen 

onder omstandigheden van vochtige warmte van 85% relatieve vochtigheid (RH) en 85
o
C te 

bestuderen in nauwe samenhang met de waargenomen degradatie van de zonnecelparameters 

(Hoofdstuk 6) en met een methode met diepteresolutie de aanwezigheid van vacatures te 

onderzoeken en Ga concentraties in CIGS  met respectievelijk positronentechnieken en 

Röntgendiffractie te bestuderen (Hoofdstuk 7).  

Positronenstudies van oppervlaktesamenstelling en oppervlakte-ligand wisselwerking in 

CdSe en PbSe QDs dunne lagen 

Eerdere twee-dimensionale Angular Correlation of Annihilation Radiation (2D-ACAR) 

positronenstudies aan CdSe en PbSe QDs en Positron Annihilatie Levensduur Spectroscopie 

(PALS) studies aan PbSe QDs gaven aanwijzingen, dat positronen ingevangen kunnen worden 

en annihileren aan het oppervlak van QDs en zo effectief de oppervlaktesamenstelling van QDs 

kunnen detecteren. In Hoofdstuk 3 geven wij solide evidentie voor het bestaan van een 

positronenoppervlaktetoestand in quantum dots door een gecombineerde benadering met PALS 

experimenten bij MLZ Garching en ab-initio berekeningen door Vincent Callewaert met gebruik 

van de recente formulering van de Weighted Density Approximation (WDA) ontwikkeld bij de 

Universiteit van Antwerpen. De PALS studies onthullen, dat een dominante fractie (77% - 84%) 

van de positronen annihileert met een levensduur in het nauwe bereik van 358-371 ps, wat 

aangeeft dat de meerderheid van de positronen wordt ingevangen en annihileert bij de 

oppervlakken van de CdSe QDs. De ab-initio berekeningen van de positronengolffunctie en 

levensduur gebaseerd op de WDA geven sterke theoretische ondersteuning aan het bestaan van 

een oppervlaktetoestand van het positron, wat leidt tot theoretische levensduren, die dicht bij de 

experimentele waarden liggen, en geven gedetailleerd inzicht in de golffunctie van het positron 

bij de oppervlakken van CdSe QDs. Onze studie biedt zo de oplossing voor het langdurige 

meningsverschil aangaande de aard van de positrontoestand in halfgeleider QDs. Dit creëert een 

nieuwe route om kwantitatieve informatie over oppervlaktesamenstelling en ligand-oppervlak 

wisselwerking van colloïdale QDs af te leiden via positrontechnieken gebaseerd op Coincidence 

Doppler Broadening (CDB) en 2D-ACAR. 

Met deze solide fundering gebaseerd op experimentele en theoretische evidentie voor een 

oppervlaktetoestand voor positronen in CdSe quantum dots wordt positronannihilatie verder in 

dit proefschrift gebruikt als sonde voor de elektronenstructuur en 

oppervlaktesamenstellingsstructuur van PbSe QDs en CdSe QDs ingebed in dunne lagen.  

In Hoofdstuk 4 worden de variatie in elektronenstructuur en samenstelling bij de oppervlakken 

van PbSe quantum dots (QDs), als zij bedekt zijn met verschillende liganden, onderzocht met 
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gebruik van de positronen 2D-ACAR methode. Het positron kan effectief de variatie van de 

oppervlaktesamenstelling veroorzaakt door verschillende liganden detecteren. Ook wordt voor 

PbSe QDs waargenomen, dat de elektron-positron impulsverdelingen sterk beïnvloed worden 

door elektronenkoppeling van valentie-elektronen van naburige QDs, wanneer kleine 

ethyldiamine (EDA) moleculen als ligand worden toegepast. Daarnaast wordt het lokale 

oxidatieproces aan de oppervlakken van colloïdale nanokristallen, dat voortkomt uit langdurige 

blootstelling aan lucht, gevolgd met de sterk oppervlaktegevoelige positronenmethode. 

In Hoofdstuk 5 wordt de 2D-ACAR methode gebruikt om de gevoeligheid te onderzoeken van 

positronannihilatie voor het detecteren van de verandering van de oppervlaktesamenstelling van 

CdSe QDs geïnduceerd door de ligandbedekking te variëren, waarbij trioctylfosfine oxide 

(TOPO), oliezuur (OA), oleylamine (OLA) en stearinezuur (SA) als liganden gebruikt worden, 

verkregen door liganduitwisseling. De meerderheid van de positronen wordt ingevangen aan de 

oppervlakken van CdSe QDs, waar zij annihileren met Cd atomen en Se atomen aan het 

oppervlak en de atomen (zuurstof (O) of stikstof (N)) van liganden, die binden aan de CdSe 

QDs. CdSe QDs met OA en SA liganden hebben vergelijkbare intensiteit in het hoge-impuls 

regime, daar zij dezelfde ankergroep hebben, –(C=O)O–, en een lange C17H33 of C17H35 staart. 

CdSe QDs met TOPO, OA en SA liganden vertonen een hogere intensiteit in het hoge-impuls 

regime dan OLA liganden, omdat de O(1s) binnenschilelektronen sterk bijdragen aan hoge-

impuls intensiteit. Echter, in vergelijking met PbSe QDs is het positron minder gevoelig voor 

het detecteren van de oppervlaktesamenstelling van CdSe QDs, omdat de waargenomen variatie 

in de intensiteit van de impulsverdeling van CdSe QDs bij hoge impuls veel kleiner is dan in het 

geval van PbSe QDs. Dit wordt toegeschreven aan de meer covalente aard van de bindingen 

tussen O (of N) atomen en Cd atomen, wat leidt tot een eendere waarschijnlijkheid voor 

annihilatie met elektronen van O (of N) atomen en Se atomen, anders dan in het geval van PbSe 

QDs, waar het positron overwegend annihileert met elektronen van O (of N) atomen, die via een 

meer ionische binding gebonden zijn aan de extra Pb atomen, die een schil vormen om PbSe 

QDs. 

Positronenstudies aan defectstructuren in ZnO:Al/CdS/Cu(In1-xGax)Se2 (CIGS) 

zonnecellen 

Hoofdstuk 6 verkent het mechanisme van de degradatie van de ZnO:Al vensterlaag voor 

Cu(In,Ga)Se2 (CIGS) zonnecellen door gebruik te maken van Doppler Broadening Positron 

Annihilatie Spectroscopie (DB-PAS) en Positron Annihilatie Levensduur Spectroscopie (PALS). 

PALS en DB-PAS onthullen de groei van vacatureclusters aan de korrelgrenzen en mono-

vacatures binnenin de korrels geïnduceerd door blootstelling aan vocht en hitte. De vorming van 

lege ruimte aan korrelgrenzen zou een additionele barrière kunnen vormen voor transport van 

ladingsdragers door de transparante geleidende oxidelaag, waardoor het bijdraagt aan toename 

in serieweerstand. Directe vergelijking met de degradatie van zonnecelparameters zoals 

efficiëntie en serieweerstand geeft aan, dat dit één van de belangrijkste redenen kan zijn voor de 

degradatie van de efficiëntie van de cel. De diepte-gevoelige DB-PAS techniek gaf 
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aanwijzingen, dat vorming van lege ruimte in de ZnO:Al laag in CIGS zonnecelsystemen 

bijdraagt aan de verslechtering van de efficiëntie van de cel onder de versnelde vochtige-warmte 

conditie. De toename in S en afname in W met versnelde degradatietijd suggereert, dat de 

degradatie van de ZnO:Al laag de vorming van lege ruimte, zoals mono-vacatures of kleine 

vacatureclusters, met zich mee brengt. Daarnaast vertoont de S-parameter een grote toename 

uitgaand van het oppervlak van de ZnO:Al laag en mettertijd ook in de diepere delen van de 

ZnO:Al laag met een tijdafhankelijkheid, die overeenkomt met een in-diffusie proces, waarin 

H2O en CO2 diffunderen langs de korrelgrenzen en reageren met ZnO:Al. De positronenstudies 

tonen, dat dit proces ook leidt tot de creatie van lege-ruimte defecten. Gebruik makend van een 

in-diffusie model werd gevonden, dat de tijd- en diepte-afhankelijkheid van de Doppler 

diepteprofielen accuraat beschreven kunnen worden, met een daaruit afgeleide 

diffusiecoëfficiënt van 35 nm
2
/uur, die lijkt op typische waarden afgeleid uit SIMS profielen van 

in-gediffundeerd deuterium in eerdere studies. De PALS resultaten onthullen, dat de meeste 

positronen (64%-74%) worden ingevangen en annihileren in Zn mono-vacatures VZn binnen in 

de korrels, terwijl 25%-34% van de positronen ingevangen wordt en annihileert in 

vacatureclusters (VZn)m(VO)n bij de korrelgrenzen, waarbij een grotere fractie van de positronen 

annihileert in grotere vacatureclusters in de bovenste laag vergeleken met de onderste laag. Met 

de degradatietijd neemt de grootte van de vacatureclusters bij de korrelgrenzen toe en wordt een 

grotere vangstfractie voor positronen aan de korrelgrenzen waargenomen. 

In Hoofdstuk 7 werden de aanwezigheid van vacatures en de samenstelling van Cu(In1−xGax)Se2 

(CIGS) lagen, gegroeid met een twee-staps proces, gedetecteerd met Doppler Broadening 

Positron Annihilatie Spectroscopie (DB-PAS) en X-ray Diffractie (XRD), respectievelijk. DB-

PAS laat de aanwezigheid van een twee-lagen structuur zien in alle CIGS films, wat 

toegeschreven wordt aan verschillende concentraties aan vacaturedefecten, met een hogere 

concentratie in de bovenste laag van de films. De gradiënt in vacatureconcentratie wordt 

hoogstwaarschijnlijk veroorzaakt door een inhomogene samenstelling, die met de diepte varieert 

in de CIGS absorber-laag. De XRD diffractogrammen tonen, dat de CIGS film van elk proefstuk 

een non-uniforme verdeling van Ga en In heeft en bestaat uit tenminste drie fasen met 

verschillende In1-xGax samenstelling. 
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