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ABSTRACT

Quantum communication brings radically new capabilities that are

provably impossible to attain in any classical network. Here, we

take the first step from a physics experiment to a quantum internet

system. We propose a functional allocation of a quantum network

stack, and construct the first physical and link layer protocols that

turn ad-hoc physics experiments producing heralded entanglement

between quantum processors into a well-defined and robust service.

This lays the groundwork for designing and implementing scalable

control and application protocols in platform-independent software.

To design our protocol, we identify use cases, as well as fundamen-

tal and technological design considerations of quantum network

hardware, illustrated by considering the state-of-the-art quantum

processor platform available to us (Nitrogen-Vacancy (NV) centers

in diamond). Using a purpose built discrete-event simulator for

quantum networks, we examine the robustness and performance

of our protocol using extensive simulations on a supercomputing

cluster. We perform a full implementation of our protocol in our

simulator, where we successfully validate the physical simulation

model against data gathered from the NV hardware. We first ob-

serve that our protocol is robust even in a regime of exaggerated

losses of classical control messages with only little impact on the

performance of the system. We proceed to study the performance

of our protocols for 169 distinct simulation scenarios, including

trade-offs between traditional performancemetrics such as through-

put, and the quality of entanglement. Finally, we initiate the study

of quantum network scheduling strategies to optimize protocol

performance for different use cases.

CCS CONCEPTS

• Networks → Network protocol design; Link-layer proto-

cols; • Hardware → Quantum communication and cryptog-

raphy; • Computer systems organization → Quantum com-

puting;
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Figure 1: Entanglement enables long-distance quantum

communication: (a) once two qubits (purple/dark) are con-

firmed to be entangled (threaded links between qubits), a

data qubit (yellow/light) can be sent deterministically using

teleportation [11], consuming the entangled pair; (b) long-

distance entanglement can be built from shorter segments:

If node A is entangled with B (repeater), and B with C, then
B can perform entanglement swapping [96] to create long-

distance entanglement between the qubits at A and C.
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1 INTRODUCTION

Quantum communication enables the transmission of quantum

bits (qubits) in order to achieve novel capabilities that are provably

impossible using classical communication. As with any radically

new technology, it is hard to predict all uses of a future Quantum

Internet [54, 90], but several major applications have already been

identified depending on the stage of quantum network develop-

ment [90]. These range from cryptography [10, 37], sensing and

metrology [41, 55], distributed systems [9, 33], to secure quantum

cloud computing [19, 24].

Qubits are fundamentally different from classical bits, which

brings significant challenges both to the physical implementation

of quantum networks, as well as the design of quantum network

architectures. Qubits cannot be copied, ruling out signal amplifica-

tion or repetition to overcome transmission losses to bridge great

distances. Two qubits can share a special relation known as entan-
glement, even if these two qubits are stored at distant network nodes.
Such entanglement is central not only to enable novel applications,

but also provides a means to realize a quantum repeater, which

enables quantum communication over long-distances (Figure 1).

At present, short-lived entanglement has been produced proba-

bilistically over short distances (≈ 100 km) on the ground by sending

photons over standard telecom fiber (see e.g. [36, 49]), as well as

∗
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from space over 1203 km from a satellite [93]. Such systems can

allow the realization of applications in the prepare-and-measure

stage [90] of quantum networks on point-to-point links, i.e. the

stage in where end nodes can only prepare and measure single

qubits. However, they cannot by themselves be concatenated to

allow the transmission of qubits over longer distances. Using such

technology, secure communication links have been realized over

short distances on the ground, individually or in chains of trusted

nodes [90] - see e.g. [4, 38, 92]). In a chain of trusted nodes, a sepa-

rate key is produced between each pair of nodes along the chain,

and hence compromising any of those nodes leads to a break in

security. Importantly, trusted nodes do not enable the end-to-end

transmission of qubits.

In order to enable long-distance quantum communication and

the execution of complex quantum applications, we would like to

produce long-lived entanglement between two quantum nodes that

are capable of storing and manipulating qubits. To do so efficiently

(Section 3.1), we need to confirm entanglement generation by per-

forming heralded entanglement generation. This means that there

is a heralding signal that can be sent to the two nodes to indicate

that entanglement has been successfully generated. The genera-

tion of a specific entangled pair is not heralded by default, since

it requires the ability to generate such a signal without collapsing

the quantum state of the entangled qubits (see e.g. Section 4.4 for a

method that achieves this).

The current world distance record for producing heralded en-

tanglement is 1.3 km, which has been achieved using a solid state

platform known as Nitrogen-Vacancy (NV) centers in diamond [44].

Intuitively, this platform is a few qubit (as of now 8 [15]) quantum

computer capable of executing arbitrary quantum gates and mea-

surements, with an optical interface to connect to other nodes for

entanglement generation. Key capabilities of the NV platform have

already been demonstrated, including qubit lifetimes of 1.46 s [1],

entanglement production faster than it is lost [47], and sending

qubits over entanglement using deterministic quantum teleporta-

tion [68]. Other hardware platforms exist that are identical on an

abstract level (quantum computer with an optical interface), and

on which heralded long-lived entanglement generation has been

demonstrated (e.g. Ion Traps [61], and Neutral Atoms [45]). The-

oretical proposals and early stage demonstrations of individual

components also exists for other physical platforms (e.g. quantum

dots [32], rare earth ion-doped crystals [84], atomic gases [25, 50],

and superconducting qubits [65]), but their performance is not yet

good enough to generate entanglement faster than it is lost.

Up to now, the generation of long-lived entanglement has been

the domain of highly sophisticated, but arguably ad-hoc physics ex-

periments. We are now on the verge of seeing early stage quantum

networks becoming a reality, entering a new phase of development

which will require a joint effort across physics, computer science

and engineering to overcome the many challenges in scaling such

networks. In this paper, we take the first step from a physics exper-

iment to a fully-fledged quantum communication system.

Design considerations and use cases: We identify general

design considerations for quantum networks based on fundamental

properties of entanglement, and technological limitations of near-

term quantum hardware, illustrated with the example of our NV

Physical
Link

Network
Transport

Application

Attempt entanglement generation
Robust entanglement generation

Long distance entanglement
Qubit transmission

Figure 2: Functional allocation in a quantum network stack.

Entanglement forms an inherent connection already at the

physical layer, which contrasts with classical networking

where shared state is typically only established at much

higher layers.

platform. For the first time, we identify systematic use cases, and

employ them to guide the design of our stack and protocols.

Functional allocation quantumnetwork stack:We propose

a functional allocation of a quantum network stack, and define the

service desired from its link layer to satisfy use case requirements

and design considerations. In analogy to classical networking, the

quantum link layer is responsible for producing entanglement be-

tween two nodes that share a direct physical connection (e.g. optical

fiber).

First physical and link layer entanglement generationpro-

tocols: We proceed to construct the world’s first physical and

link layer protocols for a quantum network stack that turn ad-hoc

physics experiments producing heralded entanglement into a well

defined service. This lays the groundwork for designing and imple-

menting control and application protocols in platform-independent

software in order to build and scale quantum networks. At the

physical layer, we focus primarily on the quantum hardware avail-

able to us (NV platform), but the same protocol could be realized

directly using Ion Traps or Neutral Atoms, as well as—with minor

changes—other means of producing physical entanglement [76].

Our link layer protocol takes into account the intricacies of the NV

platform, but is in itself already platform independent.

Simulation validated against quantum hardware: Using a

purpose built discrete-event simulator for quantum networks, we

examine the robustness and performance of our protocol usingmore

than 169 scenarios totaling 94244 h wall time and 707 h simulated

time on a supercomputing cluster. To this end, we perform a com-

plete implementation of our protocols and let them use simulated

quantum hardware and communication links. To illustrate their

performance, we consider two concrete short and long-distance

scenarios based on the NV platform: (1) Lab where the nodesA and

B are 2m apart. Since this setup has already been realized, we can

use it to compare the performance of the entanglement generation

implemented on real quantum hardware against the simulation

to validate its physical model, and (2) a planned implementation

of QL2020 where A and B are in two Dutch cities separated by

≈25 km over telecom fiber. Next to investigating trade-offs between

traditional performance metrics (e.g. throughput or latency) and

genuinely quantum ones (fidelity, Section 4.2), we take a first step

in examining different quantum network scheduling strategies to

optimize performance for different use cases.

2 RELATEDWORK

At present there is no quantum network stack connected to quan-

tum hardware, no link layer protocols have been defined to produce
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long-lived entanglement, and no quantum networks capable of end-

to-end qubit transmission or entanglement production have been

realized (see [90] and references therein). Also, we are not aware of

any other systematic investigation on use cases informing require-

ments for such an architecture.

A functional allocation of a stack for quantum repeaters and pro-

tocols controlling entanglement distillation (a process of correcting

errors in entanglement) has been outlined in [5, 86, 88, 89], which

is complementary to this work. This is very useful to ultimately

realize entanglement distillation, even though no complete control

protocols or connection to a hardware system were yet given. We

remark that here we do not draw layers from specific protocols

like entanglement distillation, but focus on the service that these

layers should provide (a layer protocol may of course choose distil-

lation as a means to realize requirements). An outline of a quantum

network stack was also put forward in [69], including an appeal-

ing high level quantum information theory protocol transforming

multi-partite entanglement. However, this high level protocol does

not yet consider failure modes, hardware imperfections, nor the

requirements on entanglement generation protocols and the impact

of classical control. Plans to realize the physical layer of a quantum

network from a systems view were put forward in [58], however

development has taken a different route.

In the domain of single-use point-to-point links for quantum

key distribution (QKD), software has been developed for trusted

repeater networks [90] to make use of such key in e.g. VoIP [56].

However, these do not allow end-to-end transmission of qubits

or generation of entanglement, and rely on trust in the interme-

diary nodes who can eavesdrop on the communication. Control

using software defined networks (SDN) to assist trusted repeater

nodes has been proposed, e.g. [2, 94]. These QKD-centric protocols

however do not address control problems in true quantum net-

works aimed at end-to-end delivery of qubits, and the generation

of long-lived entanglement.

In contrast, classical networking knows a vast literature on de-

signing and analyzing network protocols. Some ideas can indeed

be borrowed from classical networking such as scheduling meth-

ods, but fundamental properties of quantum entanglement, as well

as technological considerations of quantum hardware capabilities

(Section 4.5) call for new protocols and methods of network control

and management. Naturally, there is a continuous flow of systems

papers proposing new networking architectures, e.g. for SDN [16],

data center networks [43], content delivery networks [22] or cloud

computing [95], to name a few. Yet, we are unaware of any system-

level papers proposing a quantum network stack including proto-

cols for concrete hardware implementations.

3 DESIGN CONSIDERATIONS FOR QUANTUM

NETWORK ARCHITECTURES

We first discuss design considerations of quantum networks them-

selves, followed by considerations specific to the quantum physical

and link layers (Section 4). These can be roughly subdivided into

three categories: (i) fundamental considerations due to quantum

entanglement, (ii) technological limitations of near-term quantum

hardware, and (iii) requirements of quantum protocols themselves.

3.1 Qubits and Entanglement

We focus on properties of entanglement as relevant for usage and

control (see Appendix, and [67, 87]). Teleportation [11] allows en-

tanglement to be used to send qubits (see Figure 1). We will hence

also call two entangled qubits an entangled link or entangled pair.
Teleportation consumes the entangled link, and requires two addi-

tional classical bits to be transmitted per qubit teleported. Already

at the level of qubit transmission we hence observe the need for a

close integration between quantum and classical communication.

Specifically, we will need to match quantum data stored in quantum

devices with classical control information that is sent over a sepa-

rate physical medium, akin to optical control plane architectures

for classical optical networks [81]. To create long-distance entan-

glement, we can first attempt to produce short-distance entangled

links, and then connect them to form longer distance ones [18, 62]

via an operation known as entanglement swapping (see Figure 1).

This procedure can be used iteratively to create entanglement along

long chains, where we remark that the swapping operations can in

principle be performed in parallel. From a resource perspective, we

note that to store entanglement, both nodes need to store one qubit

per entangled link. Proposals for enabling quantum communication

by forward communication using quantum error correction also ex-

ist, which avoid entanglement swapping [63]. However, these have

arguably much more stringent requirements in terms of hardware,

putting them in a technologically more distant future: they require

the ability to create entangled states consisting of a large number of

photons (only ten realized today [40]) and densely placed repeater

stations performing near perfect operations [64].

Producing heralded entanglement does however allow long-

distance quantum communication without the need to create entan-

glement consisting of many qubits. Here, the heralding signal (see

Figure 3) provides a confirmation that an entanglement generation

attempt has succeeded. Such heralding - i.e. confirmed entangle-

ment - allows techniques using entanglement swapping to enable

long-distance quantum communication without exponential over-

heads [18], and without the need for more complex resources [8, 20].

Creating long-distance links between two controllable nodes by

means of entanglement swapping (Section 3.2), and executing com-

plex applications requires both nodes to know the state of their

entangled links (which qubits belong to which entangled link, and

who holds the other qubit of the entangled pair). As illustrated in

Figure 1, remote nodes ("B" in the figure) can change the state of

such entangled links ("A" and "C" in the figure). Entanglement is

an inherently connected element already at the lowest physical

level, whereas classical communication typically proceeds by for-

ward communication that does not require information at both the

sender and receiver to be used.

3.2 Quantum Network Devices

We focus on a high level summary of devices in a quantum network

without delving into detailed physics (formore details, see [6, 76, 90]

and Section 4.4). Qubits can be sent optically through standard tele-

com fiber using a variety of possible encodings, such as polariza-

tion [10, 60], time-bin [17], or absence and presence of a photon [20].

Such qubits can be emitted from quantum nodes [12, 13, 75], but

in principle also transferred [52, 66, 75] from fiber into the node’s

local quantum memory. Present day quantum memories have very
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Figure 3: Heralded entanglement generation on the NV plat-

form. (a) NV centers are point defects in diamond with

an electronic spin as a communication qubit (purple) and

carbon-13 nuclear spins as memory qubits (yellow), real-

ized in custom chips (b). (c) A trigger produces entangle-

ment between the communication qubits of A and B (di-

amonds) and two qubits (photons) traveling over fiber to

the heralding station H . H measures the photons by observ-

ing clicks in the left or right detector giving the heralding
signal s: [failure] (none or both click), [success,

��Ψ+
〉
] (left

clicks), [success,
��Ψ−
〉
] (right clicks). Success confirms one of

two types of entangled pairs
��Ψ+
〉
or

��Ψ−
〉
(wiggly purple line).

H sends s to A and B (not pictured).

limited lifetimes, making it highly desirable to avoid the exchange

of additional control information before the entanglement can be

used.

We distinguish two classes of quantum nodes. One, whichwewill

call a controllable quantum node, offers the possibility to perform

controllable quantum operations as well as storing qubits. Specifi-

cally, these nodes enable decision making, e.g. which nodes to con-

nect by entanglement swapping. Such nodes can act as quantum

repeaters and decision making routers in the network (e.g. NV plat-

form or other quantum memories combined with auxiliary optics),

and—if they support the execution of gates and measurements—

function as end nodes [90] on which we run applications (e.g. NV

centers in diamond or Ion Traps). Others, which we call automated
quantum nodes, are typically only timing controlled, i.e. they per-

form the same pre-programmed action in each time step. Such nodes

can also support a limited set of quantum operations and measure-

ments, but only those necessary to perform their pre-programmed

tasks. Automated nodes are still very useful, for example, to estab-

lish entanglement along a chain of quantum repeaters performing

the entanglement swapping operations [18, 62] (see again Figure 1).

In Section 4.4 we give a concrete example of such a timing controlled

element.

3.3 Use Cases

We distinguish five use cases of the stack: one related to producing

long-distance entanglement, and four that come from application

demands. Since no quantum network has been realized to date, we

cannot gain insights from actual usage behavior. Instead we must

resort to properties of application protocols known today. Looking

into the future, we desire flexibility to serve all use cases, including

supporting multiple applications at the same time.

Measure Directly (MD) Use Case: The first application use case

comes from application protocols that produce many (≥ 10
4
) pairs

of entangled qubits sequentially, where both qubits are immediately

measured to produce classical correlations. As such, no quantum

memory is needed to store the entanglement and it is not neces-

sary to produce all entangled pairs at the same time. It follows that

applications making use of this use case may tolerate fluctuating

delays in entanglement generation. Additionally, it is not essential

to deliver error free correlations obtained from entanglement to the

application. Such applications will thus already anticipate error fluc-

tuation across the many pairs. This contrasts with classical network-

ing where errors are often corrected before the application layer. Ex-

amples of such applications are QKD [37], secure identification [31]

and other two-party cryptographic protocols [3, 21, 30, 72, 91] at the

prepare-and-measure network stage [90], and device-independent

protocols at the entanglement network stage [90].

Create and Keep (CK) Use Case: The second application use case

stems from protocols that require genuine entanglement, possibly

even multiple entangled pairs to exist simultaneously. Here, we may

wish to perform joint operations on multiple qubits, and perform

quantum gates that depend on back and forth communication be-

tween two nodes while keeping the qubits in local quantum storage.

While more applications can be realized with more qubits, this use

case differs substantially in that we want to create relatively few

(even just one) entangled pairs, but want to store this entanglement.

Since we typically want these pairs to be available at the same time,

and memory lifetimes are short, we want to avoid delay between

producing consecutive pairs, which is superficially similar to con-

straints in real time classical traffic. Also for CK, many applications

can perform well with noisy entangled links and the amount of

noise forms a performance metric (fidelity, Section 4.2). Examples

of such protocols lie in the domain of sensing [41], metrology [55],

and distributed systems [9, 33] which are in the quantum memory

network stage and above [90].

Remote State Preparation (RSP) Use Case: For certain application

protocols (for example, secure delegated quantum computation [19,

24]), an interpolation between the CK and MD use case can be

considered. Here, one of the two qubits is immediately measured

as in the MD use case, but the other is stored as in the CK use case.

Due to the similarity to the CK use case, we will only distinguish

the RSP case in the appendix.

Send Qubit (SQ) Use Case: While many application protocols

known to date consume entanglement itself, some—such as dis-

tributed quantum computing applications—ask for the transmission

of (unknown) qubits. This can be realized using teleportation over

any distance as long as entanglement is confirmed between the

sender and the receiver. For the quantum link layer, this again does

not differ from CK, where we want to produce one entangled pair

per qubit to be sent.

Network Layer (NL) Use Case: In analogy to the classical notion

of a link layer, we take the quantum link layer to refer to producing

entanglement between neighboring nodes (see Section 3.4). The net-

work layer will be responsible for producing entanglement between

more distant ones. While usage behavior of quantum networks is

unknown, it is expected (due to technological limitations) that rout-

ing decisions, i.e. how to form long-distance links from pairwise

links, will not be entirely dynamic. One potential approach would
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be to first determine a path, and reserve it for some amount of

time such that pairwise entanglement can be produced. Producing

pairwise entanglement concurrently enables simultaneous entan-

glement swapping along the entire path with minimal delay to

combat limited memory lifetimes. For this, the network layer needs

to be capable of prioritizing entanglement production between

neighboring nodes.

3.4 Network Stack

Based on these considerations, we propose an initial functional

allocation of a quantum network stack (see Figure 2). In analogy to

classical networking, we refer to the lowest element of the stack as

the physical layer. This layer is realized by the actual quantum hard-

ware devices and physical connections such as fibers. We take the

physical layer to contain no decision making elements and keep no

state about the production of entanglement (or the transmissions of

qubits). The hardware at the physical layer is responsible for timing

synchronization and other synchronization, such as laser phase

stabilization [47], required to make attempts to produce heralded

entanglement (Section 4.4). A typical realization of the physical

layer involves two controllable quantum nodes, linked by an (chain

of) automated quantum node that attempt entanglement production

in well-defined time slots.

The task of the quantum link layer is then to turn the physical

layer making entanglement attempts into a robust entanglement

generation service, that can produce entanglement between con-

trollable quantum nodes connected by an (chain of) automated

quantum node. Requests can be made by higher layers to the link

layer to produce entanglement, where robust means that the link

layer endows the physical system with additional guarantees: a

request for entanglement generation will (eventually) be fulfilled

or result in a time-out. This can be achieved by instructing the

physical layer to perform many attempts to produce entanglement

until success.

Built on top of the link layer rests the network layer, which

is responsible for producing long-distance entanglement between

nodes that are neither connected directly, nor connected by a chain

of automated quantum nodes at the physical layer. This may be

achieved by means of entanglement swapping, using the link layer

to generate entanglement between neighboring controllable nodes.

In addition, it contains an entanglement manager that keeps track

of entanglement in the network, and which may choose to pre-

generate entanglement to service later requests from higher layers.

It is possible that the network layer and entanglement manager

may eventually be separated.

To assist the SQ use case, a transport layer takes responsibility

for transmitting qubits deterministically (e.g. using teleportation).

One may question why this warrants a separate layer, rather than

a library. Use of a dedicated layer allows two nodes to pre-share

entanglement that is used as applications of the system demand it.

Here, entanglement is not assigned to one specific application (pur-

pose ID, Section 4.1.1). This potentially increases the throughput of

qubit transmission via teleportation, as teleportation requires no ad-

ditional connection negotiation, but only forward communication

from a sender to the receiver. Implementing such functionality in a

library would incur delays in application behavior as entanglement

would need to be generated on-demand rather than supplying it

from pre-allocated resources.

4 DESIGN CONSIDERATIONS FOR QUANTUM

LINK LAYER

4.1 Desired Service

The link layer offers a robust entanglement creation service between

a pair of controllable quantum nodes A and B that are connected

by a quantum link, which may include automated nodes along the

way. This service allows higher layers to operate independently of

the underlying hardware platform, depending only on high-level

parameters capturing the hardware capabilities.

4.1.1 Requesting entanglement. Our use cases bring specific re-

quirements for such a service. Entanglement creation can be initi-

ated at either A or B by a CREATE request from the higher layer

with parameters: (1) Remote node with whom entanglement gener-

ation is desired if the node is connected directly to multiple others.

(2) Type of request - create and keep (K), create and measure (M),

and remote state preparation (R). The first type of request (K) stores

entanglement, addressing the use cases CK and NL (see Section

3.3). The second (M) leads to immediate measurement, supporting

the use case MD. The reason for distinguishing these two scenar-

ios is twofold: first, we will show later (Section 4.4) that a higher

throughput can for some implementations be achieved for M than

for K on the same system. Second, simple photonic quantum hard-

ware without a quantum memory and sophisticated processing

capabilities [77] only supports the M mode of operation. In R, a

measurement is performed only at one node. Since it behaves like K,

wewill only expand upon R in the appendix. (3)Number of entangled
pairs to be created. Allowing the higher layer to request several pairs
at once can increase throughput by avoiding additional processing

delays due to increased inter-layer communication (as compared

to classical networks [57, Table 2]). It also helps the CK use case

where an application actually needs several pairs concurrently. (4)

Atomic is a flag that indicates that the request should be satisfied

as a whole without interruption by other requests. (5) Consecutive
is a flag indicating an OK is returned for each pair made for a re-

quest (typical for NL use case). Otherwise, an OK is sent only when

the entire request is completed (more common in application use

cases). (6)Waiting time, tmax (and time units) can be used to indi-

cate the maximum time that the higher layer is willing to wait for

completion of the request. This allows a general timeout to be set,

and enables the NL and CK use case to specify strict requirements

since the requested pairs may no longer be desirable if they are

delivered too late. (7) A purpose ID can be specified which allows

the higher layer to tag the entanglement for a specific purpose.

For an application use case, this purpose ID may be considered

analogous to a port number found in the TCP/IP stack. Including it

in the CREATE request allows both nodes to immediately provide

the entanglement to the right application and proceed processing

without incurring further communication delays. Reducing any

additional communication overhead is necessary due to the noisy

nature of quantum devices. A purpose ID is also useful to identify

entanglement created by the NL use case for a specific long-distance

path. We envision that an entanglement manager who may decide

to pre-generate entanglement would use a special tag to indicate

“ownership“ of the requested pairs. For the NL use case for example,
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if the entanglement request does not correspond to a pre-agreed

path, then the remote node may refuse to engage in entanglement

generation. Finally, because quantum resources are scarce, a pur-

pose ID enables rejection of requests from remote nodes based on

scheduling or security policies.(8) A priority that may be used by

a scheduler. Here we use only three priorities in our simulations

(use cases NL, MD and CK), but we remark that in the future more

fine grained priorities may find use. For now, were merely provi-

sion space for such information for traffic engineering purposes. (9)

Random basis choice to be used for measurements in MD requests.

May be used to specify measurements bases that are uniformly

sampled from by the local and remote nodes from a set of basis

commonly used in QKD (see Appendix). (10) Measurement basis for
the local and remote nodes should one desire all measurements be

performed in a fixed basis. Default is a measurement in the standard

basis. Other bases may be specified in terms of rotations around the

Bloch sphere axes of a qubit (see appendix). (11) Finally, we allow a

specification of a purely quantum parameter (see Appendix), the

desired minimum fidelity, Fmin, of the entanglement [67]. Here, it is

sufficient to note that the fidelity 0 ≤ F ≤ 1 measures the quality

of entanglement, where a higher value of F means higher entan-

glement quality. The ideal target state has F = 1, while F ≥ 1/2 is

often desirable [46]. Higher fidelity implies lower quantum bit error

rate (QBER), which captures the probability that measurements on

the entangled state deviate from the ideal outcomes (see Appendix).

The reason for allowing different Fmin instead of fixing one for each

hardware platform is that the same platform can be used to pro-

duce higher or lower fidelity pairs, where a higher fidelity pair costs

more time to prepare. An example of this is the use of entanglement

distillation [35, 53] where two lower quality pairs are combined

into one higher quality one. Another is the choice of bright state

population α (see Section 4.4), which can be chosen to trade-off

fidelity and throughput. In practice, the necessary minimum fidelity

required to execute either long distance entanglement generation

or application protocols may be obtained by the requirements for

the successful operation of said protocols, and differs significantly

across protocols. Such minimum fidelity requirements are typi-

cally concluded from an analytical or numerical analysis of such

protocols, and are not yet known for many proposed application

protocols.

4.1.2 Response to entanglement requests. If entanglement has been

produced successfully, an OK message should be returned. In ad-

dition, the use cases specified in Section 3.3 desire several other

pieces of information, which may also be tracked at higher layer: (1)

An entanglement identifier EntID unique in the network during the

lifetime of the entanglement. This allows both nodes to immediately

process the entanglement without requiring an additional round of

communication degrading the entanglement due to limited mem-

ory lifetimes. (2) A qubit ID for K-type (create and keep) requests

which identifies where the local qubit is in the quantum memory

device. (3) The “Goodness“ G, which for K requests is an estimate

(see Appendix) of the fidelity — whereG ≥ Fmin should hold — and

for M an estimate of the QBER (see Appendix). (4) The measure-

ment outcome for M type requests. (5) The time of entanglement

creation. (6) The time the goodness parameter was established. The

goodness may later be updated given fixed information about the

underlying hardware platform. Explicit OK messages from the link

layer are desired for several reasons which derive from the task

of the link layer to turn low probability generation at the physical

layer into a robust service: First, before an entanglement swapping

or other operation may be performed by the network layer we need

to know entanglement has been produced. Second, applications

demand knowledge of entanglement identifiers or measurement

outcomes to proceed successfully.

Evidently, there are many possibilities of failure resulting in the

return of error messages. This includes: (1) Timeout when a request

could not be fulfilled in a specific time frame (TIMEOUT). (2) An

immediate rejection of the request because the requested fidelity is

not achievable in the given time frame (UNSUPP). (3) The quantum

storage is permanently (MEMEXCEEDED) or temporarily (OUT-

OFMEM) too small to simultaneously store all pairs of an atomic

request. (4) Refusal by the remote node to participate (DENIED).

Finally, we allow an EXPIRE message to be sent, indicating that

the entanglement is no longer available. This in principle can be indi-

cated by a quantum memory manager (see Appendix, Section 5.2.2)

instead of the protocol, but we will show that this allows for recov-

ery from unlikely failures.

4.1.3 Fixed hardware parameters. Not included in these request

or response messages are parameters that are fixed for the specific

hardware platform, or change only very infrequently. As such,

these may be obtained by the higher-level software by querying the

low level system periodically, similarly to some classical network

architectures (e.g. [59]). Such parameters include: (1) The number

of available qubits. (2) The qubit memory lifetimes. (3) Possible

quantum operations. (4) Attainable fidelities and generation time.

(5) The class of states that are produced. The latter refers to the fact

that more information about that state than just the fidelity allows

optimization at layers above the link layer.

4.2 Performance Metrics

Before designing any protocols that adhere to these requirements,

we consider the performance metrics that such protocols may wish

to optimize. Standard metrics from networking also apply here,

such as throughput (entangled pairs/s), and the latency. We distin-

guish between: (1) Latency per request (time between submission

of a CREATE request and its successful completion at a requesting

node). (2) Latency per pair (time between CREATE and OK at re-

questing node). (3) Latency per request divided by the number of

requested pairs (which we denote as the scaled latency). Given that

requests may originate at both A and B, we also demand fairness,
i.e., the metrics should be roughly independent of the origin of

the request. Here, we also care about genuinely quantum quality

metrics, specifically the fidelity F (at least Fmin).

The non-quantum reader may wonder about the significance of

F , and why we do not simply maximize throughput (e.g. [16, 80]) or

minimize latency (e.g. [22, 34]). For instance, QKD (a MD use case

as listed in Section 3.3), requires a minimum quantum bit error rate

(QBER) between measurement outcomes at A and B (related to F ,
see Appendix). A lower F results in a larger QBER, allowing less key

to be produced per pair. We may thus achieve a higher throughput,

but a lower number of key bits per second, or key generation may

become impossible.
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4.3 Error Detection

Link layer protocols for classical communication typically aim to

correct or detect errors, e.g. using a CRC. In principle, there exists

an exact analogy at the quantum level: We could use a checksum

provided by a quantum error correcting code (QECC) [67, 83] to

detect errors. This is technologically challenging and experimental

implementations of QECC are in very early stages [26, 27, 74]: to

use a QECC for information traveling 5̃km, we would need to create

highly entangled quantum states of many qubits, combined with

quantum operations of extremely high precision [7]. Yet, apart from

technological limitations, future quantum link layer protocols may

not use quantum checksums due to different use case requirements.

We typically only demand some minimum fidelity Fmin with high

confidence that may also fluctuate slightly for pairs producedwithin

a time window. That is, the applications do not expect all errors to

be corrected for them.

As we thus allow imperfect pairs to be delivered to an appli-

cation, we instead use a different mechanism: we intersperse test

rounds during entanglement generation (for details, see Appendix)

to verify the quality of the link, by estimating the fidelity of the gen-

erated entanglement. Such test rounds are easy to produce without

the need for complex gates or extra qubits. Evidently, there exists an

exact analogy in the classical networking world, where we would

transmit test bits to measure the current quality of transmission,

e.g. a direct analogy to network profiling [59] to gain confidence

that the non-test bits are also likely to be transmitted with roughly

the same amount of error. Yet, there we typically care about cor-

rectness of a specific data item, rather than an enabling resource

like entanglement.

4.4 Physical Entanglement Generation

Let us now explain how heralded entanglement generation is ac-

tually performed between two controllable nodes A and B (see

Appendix for details). As an example, we focus on the hardware

platform available to us (NV in diamond, Figure 3), but analogous

implementations have been performed using remote Ion Traps [61]

and Neutral Atoms [45].

In all cases (NV, Ion Trap, Neutral Atom, and others), process-

ing nodes A and B are few-qubit quantum computers, capable of

storing and manipulating qubits. They are connected to an interme-

diate station called the heralding station H over optical fibers. This

station is a much simpler automated node, built only from linear

optical elements. Each node can have two types of qubits: mem-
ory qubits as a local memory, and communication qubits with an

optical interface, that can be entangled with a photon. To produce

entanglement, a time synchronized trigger is used at both A and B
to create entanglement between each communication qubit, and

a corresponding traveling qubit (photon). These photons are sent

fromA and B toH over fiber. When both arrive atH ,H performs an

automatic entanglement swapping operation which succeeds with

some probability. Since H has no quantum memory, both photons

must arrive at H at the same time to succeed. Success or failure is

then transmitted back from H to the nodes A and B over a standard

classical channel (e.g. 100Base-T). In the case of success, one of

several entangled states may be produced, which can however be

converted to one other using local quantum gates at A or B. The
heralding signal is used to indicate which state was produced. After

a generation attempt, the communication qubit may be moved to a

memory qubit, in order to free the communication qubit to produce

the next entangled pair. Many parameters influence the success and

quality of this process, such as the quality of the qubits themselves,

the probability of emission of a photon given a trigger signal, losses

in fiber, and quality of the optical elements such as detectors used

at H (Figure 3).

To understand this process in more detail, consider the NV plat-

form (Figure 3) (see e.g. [47] for details on this process, and [23] for

an overview of the NV platform in general). Two different schemes

for producing entanglement have been implemented, that differ

in how the qubits are encoded into photons (time-bin [8], or pres-

ence/absence of a photon [20]). While physically different, both of

these schemes fit into the framework of our physical and link layer

protocols.

To evaluate the performance of the protocol (Section 6) and pro-

vide intuition of timings, we compare to data from the setup [47]

which uses presence/absence of a photon as encoding. A microwave

pulse prepares the communication qubit depending on a parameter

α , followed by a laser pulse to trigger photon emission (total du-

ration 5.5µs). A pair (
��Ψ+
〉
or

��Ψ−
〉
) is successfully produced with

fidelity F ≈ 1 − α with probability psucc ≈ 2αp
det

, where p
det
≪ 1

is, given that a photon was emitted, the probability of heralding

success. The parameter α thus allows a trade-off between the rate

of generation (psucc), and the quality metric F . Other factors that
impact the fidelity are memory decoherence, detector dark-counts,

phase instabiliy, losses, imperfect operations and more (see Appen-

dix). For K type requests, we may store the pair in the communi-

cation qubit, or move to a memory qubit (gate duration 1040µs for
the qubit considered). The quality of this qubit degrades as we wait

for H to reply. For M type requests, we may choose to measure

immediately before receiving a reply (here readout takes 3.7µs).
Important is the time of an attempt tattempt (time preparing the com-

munication qubit until receiving a reply from H , and completion of

any post-processing such as moving to memory), and the maximum

attempt rate rattempt (maximum number of attempts that can be

performed per second not including waiting for a reply from H or

post-processing). The rate rattempt can be larger than 1/tattempt: (1)

for M the communication qubit is measured before receiving the

reply from H and thus allows for multiple attempts to overlap and

(2) for K, if the reply from H is failure, then no move to memory is

done.

For performance evaluation we consider two physical setups as

an example (see Appendix) with additional parameters hereafter re-

ferred to as the Lab scenario and the QL2020 scenario. The Lab sce-

nario already realized [47] with 1m distance to the station from both

A and B (communication delay to H negligible), psucc ≈ α · 10−3 (F
vs. α , Figure 8). ForM requests, we act the same for Lab and QL2020

and always measure immediately before parsing the response from

H to ease comparison (thus tattempt = 1/rattempt = 10.12 µs which
includes electron readout 3.7 µs, photon emission 5.5 µs and a 10
% extra delay to avoid race conditions). For K requests in Lab,

tattempt = 1045 µs but 1/rattempt ≈ 11 µs as memory qubits need

to be periodically initialized (330 µs every 3500 µs). The QL2020
scenario has not been realized and is based on a targeted implemen-

tation connecting two Dutch cities by the end of 2020 (≈ 10km from

A to H with a communication delay of 48.4µs in fiber, and ≈ 15km
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from B to H with a 72.6µs delay). Frequency conversion of 637nm

to 1588nm needs to be performed on the photons emitted in our

modeled NV center, where fiber losses at 1588nm are taken to be

0.5 dB/km (values for deployed QL2020 are 0.43-0.47 db/km). We as-

sume the use of optical cavities to enhance photon emission [14, 73]

giving a probability of success psucc ≈ α · 10−3. F is worse due to

increased communication times from H . For QL2020, tattempt = 145

µs for M (trigger, wait for reply fromH ) and tattempt = 1185 µs for K
(trigger, wait for reply from H , swap to carbon). Maximum attempt

rates are 1/rattempt = 10.120 µs (M) and 1/rattempt ≈ 165 µs (K).

4.5 Hardware Considerations

Quantum hardware imposes design considerations for any link

layer protocol based on top of such experiments for generating

entanglement.

Trigger generation: Entanglement can only be produced if both

photons arrive at the heralding station at the same time. This means

that the low level system requires tight timing control; such control

(ns scale) is also required to keep the local qubits stable. This im-

poses hard real time constraints at the lowest level, with dedicated

timing control (AWG) and software running on a dedicated micro-

controller (Adwin ProII). We expect that a physical layer protocol

built on heralded entanglement without the use of additional quan-

tum memories would operate over distances up to 100km. As such,

providing timing synchronization at the required level may be done

using existing techniques such as White Rabbit [78]. Timing con-

straints to perform entanglement swapping over larger distances

at higher layers, or using automated nodes with memories are less

stringent. When considering a functional allocation between the

physical and link layer in the quantum network stack, this moti-

vates taking all timing synchronization to happen at the physical

layer. At this layer, we may then also timestamp classical messages

traveling to and from H , to form an association between classical

control information and entangled pairs.

Scheduling and flow control: Consequently, we make the link

layer responsible for all higher level logic, including scheduling,

while keeping the physical layer as simple as possible. An example

of scheduling other than priorities, is flow control which controls

the speed of generation, depending on the availability of memory

on the remote node to store such entanglement.

Note that depending on the number of communication qubits,

and parallelism of quantum operations that the platforms allows, a

node also needs a global scheduler for the entire system and not

only the actions of the link layer.

Noise due to generation: One may wonder why one does not

continuously trigger entanglement generation locally whenever

the node wants a pair, or why one does not continuously produce

pairs and then this entanglement is either discarded or otherwise

made directly available. In the NV system, triggering entanglement

generation causes the memory qubits to degrade faster [51, 71]. As

such we would like to achieve agreement between nodes to avoid

triggering unless entanglement it is indeed desired.

This consideration also yields a security risk: if an attacker could

trick a node into triggering entanglement generation, without a

matching request on the other side, this would allow a rapid de-

struction of contents of the nodes’ local quantum memory. For this

reason, we want classical communication to be authenticated which

can be achieved using standard methods.

Memory allocation: Decisions on which qubits to use for what

purpose lies in the domain of higher level logic, where more in-

formation is available. We let such decisions be taken by a global

quantum memory manager (QMM), which can assist the link layer

to make a decision on which qubits to employ. It can also translate

logical qubit IDs into physical qubit IDs in case multiple qubits are

used to redundantly form one logical storage qubit.

5 PROTOCOLS

We now present our protocols satisfying the requirements and

considerations set forth in Sections 3 and 4. The entanglement

generation protocol (QEGP) at the link layer, uses the midpoint

heralding protocol (MHP) at the physical layer. Classical communi-

cation is authenticated, and made reliable using standard methods

(e.g. 802.1AE [48], authentication only).

5.1 Physical Layer MHP

Our MHP is a lightweight protocol built directly on top of phys-

ical implementations of the form of Section 4.4, supplementing

them with some additional control information. With minor mod-

ifications this MHP can be adapted to other forms of heralded

entanglement generation between controllable nodes, even using

multiple automated middle nodes [42].

The MHP is meant to be implemented directly at the lowest level

subject to tight timing constraints. Protocol execution is divided into

time slots, which are synchronized between the two neighboring

nodes (Section 4.4). In each time slot, the MHP polls the higher layer

(Figure 4, the link layer QEGP) to determine whether entanglement

generation is required in this slot. A batched operation is possible,

should the delay incurred by the polling exceed the minimum time

to make one entanglement generation attempt - the MHP cycle -
and hence dominate the throughput. MHP keeps no other state.

Upon polling, the higher layer may respond “no“ in which case

no attempt to produce entanglement will be made or with “yes“,

additionally providing parameters to use in the attempt. These

parameters include the type of request (M, measure) or (K, store)

passed on from the higher layer, for which the MHP takes the

following actions.

5.1.1 Protocol for Create and Keep (K). The parameters given to

the MHP with a “yes“ response contain the following: (1) An ID

for the attempt that is forwarded to H , (2) Generation parameters

(α , Section 4.4), (3) The device qubits for storing the entanglement,

(4) A sequence of operations to perform on the device memory
1
.

The higher layer may instruct the MHP to perform a gate on the

communication qubit depending on the heralding signal from H al-

lowing the conversion from the |Ψ−⟩ state to the |Ψ+⟩ state, before
returning completion to the higher layer. Entanglement generation

is then triggered at the start of the next time interval, using the

generation parameter α , and a GEN message is sent to H which

includes a timestamp, and the given ID. The motivation for includ-

ing the ID is to protect against errors in the classical control, for

example losses.

1
Less abstractly, by specifying microwave and laser pulse sequences controlling

the chip (see Appendix).
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QEGP A MHP A Station H

trigger?

y/n, info GEN

REPLYRESULT

Figure 4: Timeline of the MHP polling higher layers to see

if entanglement should be produced.

The station H uses the timestamp to link the message to a detec-

tion window in which the accompanying photons arrived. Should

messages from both nodes arrive, the midpoint verifies that the IDs

transmitted with the GEN messages match, and checks the detec-

tion counts (Figure 3) from the corresponding detection window.

The midpoint will then send a REPLY message indicating success or

failure, and in the case of success, which of the two states,
��Ψ+
〉
and

��Ψ−
〉
, was produced. The REPLY additionally contains a sequence

number uniquely identifying the generated pair of entangled qubits

chosen by H , which later enables the QEGP to assign unique en-

tanglement identifiers. This REPLY and the ID is forwarded to the

link layer for post-processing. Note that the REPLY may be re-

ceived many MHP cycles later, allowing the potential for emission

multiplexing (Section 5.2).

5.1.2 Protocol for Create and Measure (M). Handling M type re-

quests is very similar, differing only in two ways: Instead of per-

forming a gate on the communication qubit, the “yes“ message

requests the MHP to perform a measurement on the communica-

tion qubit in a specified basis once the photon has been emitted,

even before receiving the response from H . The outcome of the

measurement and the REPLY are passed back to the QEGP. In prac-

tice, the communication time from transmitting a GEN message

to receiving a REPLY may currently exceed the duration of such

a local measurement (3.7 µs vs. communication delay Lab 9.7 ns,

and QL2020 145 µs). The MHP may thus choose to perform the

measurement immediately (communication delay exceeds measure-

ment delay), or only after receiving the response (measurement

delay exceeds communication delay).

5.2 Link Layer QEGP

Here we present an implementation of a link layer protocol, dubbed

QEGP (quantum entanglement generation protocol), satisfying the

service requirements put forth in Section 4 (see Appendix for details

and message formats). We build up this protocol from different

components:

5.2.1 Distributed Queue. Both nodes that wish to establish en-

tangled link(s) must trigger their MHP devices in a coordinated

fashion (Section 4.4). To achieve such agreement, the QEGP em-

ploys a distributed queue comprised of synchronized local queues

at the controllable nodes. These local queues can be used to separate

requests based on priority, where here we employ 3 queues for the

different use cases (CK, NL, MD). Due to low errors in classical com-

munication (estimated < 4× 10−8 on QL2020, see Appendix), we let

one node hold the master copy of the queue, and use a simple two-

way handshake for enqueing items, and a windowing mechanism

to ensure fairness. Queue items include amin_time that specifies
the earliest possible time a request is deemed ready for processing

by both nodes (depending on their distance). Specifyingmin_time

prevents either node from beginning entanglement generation in

different timesteps. We note that while the distributed queue re-

quires timing synchronization for such functionality, the timing

constraints are looser than those found at the physical layer. Hence,

sufficient synchronization may be obtained by piggy-backing on

the mechanisms used at the physical layer, or by using PTP [79].

One may wonder why we employ a distributed queue to coordi-

nate entanglement rather than utilizing classical discussion after

entanglement has been generated. Recall from Section 4.5 that the

memory lifetimes of qubits are very short. By agreeing on coordina-

tion in advance, we reduce the amount of noise introduced into the

qubits before they are used by applications. An alternative design

choice worthwhile exploring would be to employ the heralding

midpoint as the master of the distributed queue. Such a construc-

tion may allow coordination of entanglement generation between

several endnodes connected to a common midpoint station.

5.2.2 Quantum Memory Management (QMM). The QEGP uses the

node’s QMM (Section 4.5) to determine which physical qubits to

use for generating or storing entanglement.

5.2.3 Fidelity Estimation Unit (FEU). In order to provide informa-

tion about the quality of entanglement, the QEGP employs a fidelity

estimation unit. This unit is given a desired quality parameter Fmin,

and returns generation parameters (such as α ) along with an es-

timated minimal completion time. Such a fidelity estimate can be

calculated based on known hardware capabilities such as the qual-

ity of the memory and operations. To further improve this base

estimate the QEGP intersperses test rounds.

5.2.4 Physical Translation Unit (PTU). The link layer protocol pro-

cesses CREATE requests in a hardware-independent manner. To

resolve physical gate instructions that must be provided to the

MHP and underlying platform, a physical translation unit that con-

verts hardware-independent instruction descriptions into hardware-

dependent instructions is used. For example, the PTU may convert

the Euler decomposition of a single-qubit gate or a pair of physical

qubit ids for a two-qubit gate (such as moving the state of one to the

other) into a sequence of physical instructions that should be issued

to the hardware below. This unit also converts entanglement gener-

ation parameters like α supplied by the FEU into the corresponding

physical instruction (here, a specific microwave pulse).

5.2.5 Scheduler. The QEGP scheduler decides which request in the

queue should be served next. In principle, any scheduling strategy

is suitable as long as it is deterministic, ensuring that both nodes

select the same request locally. This limits two-way communica-

tion, which adversely affects entanglement quality due to limited

memory lifetimes.

5.2.6 Protocol. Figure 5 presents an architecture diagram visual-

izing the operation. The protocol begins when a higher layer at a

controllable node issues a CREATE operation to the QEGP specify-

ing a desired number of entangled pairs along with Fmin and tmax
(Section 4.1.1). Upon receipt of a request the QEGP will query the

FEU to obtain hardware parameters (α ), and a minimum completion

time (depending on α ). If this time is larger than tmax, the QEGP

immediately rejects the request (UNSUPP). Should the request pass

this evaluation, the local node will compute a fitting min_time
specifying the earliest MHP polling cycle the request may begin

processing. The node then adds the request into the distributed
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Figure 5: Flow diagram of the MHP and QEGP operation.

The QEGP handles CREATE requests and schedules entan-

glement generation attempts are issued to the MHP. Replies

from the midpoint are parsed and forwarded to the QEGP

from request management.

queue shared by the nodes. This request may be rejected by the

peer should the remote node have queue rules that do not accept

the specified purpose ID. Then, the QEGP locally rejects the request

(DENIED).

The local scheduler selects the next request to be processed,

given that there exists a ready one (as indicated bymin_time). The
QMM is then used to allocate qubits needed to fulfill the specified

request type (create and keep K or create and measure M). The

QEGP will then again ask the FEU to obtain a current parameter α
due to possible fluctuations in hardware parameters during the time

spent in the queue. The scheduler then constructs a “yes” response

to the MHP containing α from the FEU, along with an ID containing

the unique queue ID of the request in the distributed queue, and

number of pairs already produced for the request. This response is

then forwarded to the local MHP upon its next poll to the QEGP. If

no request is ready for processing, a “no” response is returned to the

MHP . At this point the MHP behaves as described in the previous

section and an attempt at generating entanglement is made.

Whenever a REPLY and ID is received from the MHP, the QEGP

uses the ID to match the REPLY to an outstanding request, and eval-

uates the REPLY for correctness. Should the attempt be successful,

the number of outstanding pairs in the request is decremented, and

an OK message is propagated to higher layers containing the infor-

mation specified in Section 4.1.2, where the Goodness is obtained

from the FEU.

In the Appendix, we consider a number of examples to illustrate

decisions and possible pitfalls in the QEGP. One such example is the

possibility of emission multiplexing [85]: The QEGP can be polled

by the MHP before receiving a response from the MHP for the

previous cycle. This allows the choice to attempt entanglement

generation multiple times in succession before receiving a reply

from the midpoint, e.g., in order to increase the throughput for the

MD use case. Errors such as losses on the classical control link can

lead to an inconsistency of state (of the distributed queue) at A and

B from which we need to recover. Inconsistencies can also affect

the higher layer, e.g. with node A issuing an OK to higher layer,

but not node B. Since the probability of e.g. losses is extremely low,

we choose not to perform additional two-way discussion to further

curb all inconsistencies at the link layer. Instead, the QEGP can

issue an EXPIRE message for an OK already issued if inconsistency

is detected later, e.g. when the remote node never received an OK

for this pair.

6 EVALUATION

We investigate the performance of our link layer protocol using

a purpose built discrete event simulator for quantum networks

(NetSquid [70], Python/C++) based on DynAA [39] (see Appen-

dix for details and more simulation results). Both the MHP and

QEGP are implemented in full in Python, running on simulated

nodes that have simulated versions of the quantum hardware com-

ponents, fiber connections, etc. All simulations were performed on

the supercomputer Cartesius at SURFsara [82], in a total of 2578

separate runs using a total of 94244 core hours, and 707 hours time

in the simulation (∼250 billion MHP cycles). One simulated sec-

ond currently takes about two core minutes on average, since in

each entanglement generation attempt (every 10.12 µs for type MD)

multiple events are scheduled and handled and the 16 × 16-matrix

representing the state of the two photons and electrons is updated

based on multiple sources of noise and gate operations. The code

used for the simulation can be found at [28] and complete data

at [29].

We conduct the following simulation runs:

• Long runs: To study robustness of our protocol, we simulate

the 169 scenarios described below for an extended period

of time. Each scenario was simulated twice for 120 wall

time hours, simulating 502 − 13437 seconds. We present and

analyze the data from these runs in sections 6.1, 6.2 and the

Appendix.

• Short runs: We perform the following simulations for a

shorter period of time (24 wall time hours, reaching 67−2356

simulated seconds):

– Performance trade-offs: To study the trade-off between

latency, throughput and fidelity we sweep the incoming

request frequency and the requested minimum fidelity,

see Figure 6.

– Metric fluctuations: To be able to study the impact of dif-

ferent scheduling strategies on the performance metrics,

we run 4 scenarios, 102 times each. The outcomes of theses

simulation runs are discussed in section 6.3.

To explore the performance at both short and long distances, the

underlying hardware model is based on the Lab and QL2020 sce-

narios, where we validate the physical modeling of the simulation

against data collected from the quantum hardware system of the

Lab scenario already realized (Figure 8). For the quantum reader we

note that while our simulations can also be used to predict behavior

of physical implementations (such as QL2020), the focus here is on

the performance and behavior of the link layer protocol.

We structure the evaluation along the three different use cases

(NL, CK, MD), leading to a total of 169 different simulation scenarios.

First, we use different kinds of requests: (1) NL (K type request,

consecutive flag, priority 1 (highest), store qubit in memory qubit),

(2) CK, an application asking for one or more long-lived pairs (K

type request, immediate return flag, priority 2 (high), store qubit in

memory qubit) and (3) (MD) measuring directly (M type request,

consecutive flag, priority 3 (lowest)). For an application such as

QKD, one would not set the immediate return flag in practice for

efficiency, but we do so here to ease comparison to the other two
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scenarios. Measurements inMD are performed in randomly chosen

bases X , Z and Y (see Appendix).

In each MHP cycle, we randomly issue a new CREATE request

for a random number of pairs k (max kmax), and random use case

P ∈ {NL,CK,MD} with probability fP · psucc/(E · k ), where psucc
is the probability of one attempt succeeding (Section 4.4), fP is a

fraction determining the load in our system of kind P , and E is the

expected number of MHP cycles to make one attempt (E = 1 for

MD and E ≈ 1.1 for NL/CK in Lab due to memory re-initialization

and post-processing. E ≈ 16 for NL/CK in QL2020 due to classical

communication delays with H (145µs)). In the long runs, we first

study single kinds of requests (only one of MD/CK/NL), with fP =
0.7 (Low), 0.99 (High) or 1.5 (Ultra). For the long runs, we fix one

target fidelity Fmin = 0.64 to ease comparison. For each of the 3

kinds (MD/CK/NL), we examine (1) kmax = 1, (2) kmax = 3, and (3)

only for MD, kmax = 255. For Ultra the number of outstanding

requests intentionally grows until the queue is full (max 256), to

study an overload of our system. To study fairness, we take 3 cases

of CREATE origin for each single kind (MD/CK/NL) scenario: (1) all

from A (master of the distributed queue), (2) all from B, (3) A or B
are randomly chosen with equal probability. To examine scheduling,

we additionally consider long runs with mixed kinds of requests

(Appendix, e.g. Figure 7).

6.1 Robustness

To study robustness, we artificially increase the probability of losing

classical control messages (100 Base T on QL2020 fiber < 4 × 10−8

(see Appendix)), which can lead to an inconsistency of state of

the QEGP, but also higher layers (Section 5.2). We ramp up loss

probabilities up to 10
−4

(see Appendix) and observe our recovery

mechanisms work to ensure stable execution in all cases (35 runs,

281 - 3973 s simulated time), with only small impact to the perfor-

mance parameters (maximum relative differences
2
to the case of no

losses, fidelity (0.005), throughput (0.027), latency (0.629), number

of OKs (0.026) with no EXPIRE messages). We see a relatively large

difference for latency, which may however be due to latency not

reaching steady state during the simulation (70 × 70 core hours).

6.2 Performance Metrics

We first consider runs including only a single kind of request

(MD/CK/NL). In addition to the long runs, we conduct specific

short runs examining the trade-off between latency and through-

put for fixed target fidelity Fmin (Figure 6(a)), and the trade-off

between latency (throughput) and the target fidelity in Figure 6(b)

(Figure 6(c)). As described in section 4.4, the probability of success-

ful entanglement generation, and therefore throughput, is directly

proportional to one minus fidelity of the generated pair.

Below we present the metrics extracted from the long runs with

single kinds of requests:

Fidelity: As a benchmark, we began by recording the average

fidelity Favg in all 169 scenarios with fixed minimum fidelity. We

observe that Favg is independent of the other metrics but does

depend on the distance, and whether we store or measure: 0.745 <

Favg < 0.757 (NL/CK Lab), 0.626 < Favg < 0.653 (NL/CK QL2020),

0.709 < Favg < 0.779 (MD Lab), 0.723 < Favg < 0.767 (MD QL2020)

2
Relative difference betweenm1 andm2 is |m1 −m2 |/max( |m1 |, |m2 |)

Figure 6: Performance trade-offs. (a) Scaled latency vs. fP de-

termining fraction of throughput (b) Scaled latency vs. fi-

delity Fmin . Demanding a higher Fmin lowers the probabil-

ity of success (Section 4.4), meaning (c) throughput directly

scaleswith Fmin (each point averaged over 40 short runs each

24 h, 93 − 2355 s simulated time, QL2020, kmax = 3, for (b,c)

fP = 0.99). Higher Fmin not possible for NL in (b).

(Fidelity MD extracted from QBER measurements, see Appendix).

This is to be expected since (1) we fix one Fmin and (2) we consider

an NV platform with only 1 available memory qubit so no change

in quality is observed by using different memory qubits (Lab).

Throughput: All scenarios High and Ultra in Lab reach an

average throughput thavg (1/s) of 6.05 < thavg < 6.47 NL/CK and

6.51 < thavg < 7.09 for MD. It is expected that MD has higher

throughput, since no memory qubit needs to be initialized. The

time to move to memory (1040µs) is less significant since many

MHP cycles are needed to produce one pair, but we only move

once. As expected for Low the throughput is slightly lower in all

cases, 4.44 < thavg < 4.72 NL/CK, and 4.86 < thavg < 5.22MD. For
QL2020, the throughput for NL/CK is about 14 times lower, since

we need to wait (145µs) for a reply from H before MHP can make a

new attempt.

Latency: The scaled latency highly depends on the incoming re-

quest frequency as the longer queue causes higher latency. However,

from running the same scenarios many (102) times for a shorter

period (24 wall time hours) (see Section 6.3), we see that the average

scaled latency fluctuates a lot, with a standard deviation of up to 6.6

s in some cases. For QL2020 with NL requests specifying 1-3 pairs

from both nodes, we observe an average scaled latency of 10.97

s Low, 142.9 s High and 521.5 s Ultra. For MD requests, 0.544 s

Low, 3.318 s High and 32.34 s Ultra. The longer scaled latency

for NL is largely due to longer time needed to create a pair, and not

that the queues are longer (average queue length for NL: 3.83 Low,

56.3 High, 214 Ultra), and for MD: 3.23 Low, 22.4 High and 219

Ultra).

Fairness: For 103 scenarios of the long runs (single kinds of re-
quests (MD/CK/NL) randomly from A and B), we see only slight

differences in fidelity, throughput or latency between requests from

A and B. Maximum relative differences do not exceed: fidelity 0.033,

throughput 0.100, latency 0.073, number of OKs 0.100 (for Ultra).

6.3 Scheduling

We take a first step studying the effect of scheduling strategies

on the performance when using mixed kinds of requests. Part of

simulating the performance of a scheduling strategies can certainly
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Figure 7: Request latency vs. time for two scheduling sce-

narios (long runs simulated 120 h wall time). As expected

the max. latency for NL is decreased due to strict prior-

ity. In this scenario, there are more incoming NL requests

(fNL = 0.99 · 4/5 , fCK = 0.99 · 1/5 and fMD = 0.99 · 1/5).
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Figure 8: Validation against data fromNVhardware (Lab sce-

nario). Fidelity (a) and probability an attempt succeeds (b)

in terms of α (Section 4.4) shows good agreement between

hardware and simulation points (each at least 300 pairs av-

eraged, 5s−117s simulated time, 500k−10.000k attempts, 122

hours wall time). Theoretical model [47] as visual guide

(solid line).

be done without implementing all details of the physical entan-

glement generation. However, since we do simulate these details

we can first confirm that different scheduling strategies below do

not affect the average fidelity in these scenarios. Here, we examine

two simple scheduling strategies: (1) first-come-first-serve (FCFS)

and (2) a strategy where NL (priority 1) has a strict highest priority,

and use a weighted fair queue (WFQ) for CK (priority 2) and MD
(priority 3), where CK has 10 times the weight of MD. With these

scheduling strategies, we simulate two different request patterns

((i) uniform and (ii) no NL more MD), 102 times over 24 wall time

hours each and extract the performance metrics of throughput and

scaled request latency (Table 1).

As expected we see a drastic decrease of the average scaled

latency for NL when giving it strict priority: 10.3 s with FCFS and

3.5 s with WFQ. For CK there is similarly a decrease in average

scaled latency, however smaller than for NL, of 10.1 s (FCFS) and 6.5

Table 1: Throughput (T) and scaled latency (SL) using sched-

uling strategies FCFS and WFQ for two request patterns: (i)

with fNL = fCK = fMD = 0.99 · 1/3, i.e. a uniform load of the

different priorities and (ii) with fNL = 0, fCK = 0.99 · 1/5 and

fMD = 0.99 · 4/5, i.e. no NL and more MD. The physical setup:

QL2020 and number of pairs per request: 2 (NL), 2 (CK), and

10 (MD). Each value average over 102 short runs each 24 h,

with standard error in parentheses.

T (1/s) NL CK MD
(i) FCFS 0.146 (0.003) 0.144 (0.003) 2.464 (0.056)

(i) WFQ 0.154 (0.003) 0.156 (0.003) 2.130 (0.063)

(ii) FCFS - 0.086 (0.003) 5.912 (0.033)

(ii) WFQ - 0.096 (0.003) 5.829 (0.049)

SL (s) NL CK MD
(i) FCFS 10.272 (0.654) 10.063 (0.631) 1.740 (0.120)

(i) WFQ 3.520 (0.085) 6.548 (0.361) 4.331 (0.336)

(ii) FCFS - 5.659 (0.313) 0.935 (0.062)

(ii) WFQ - 2.503 (0.100) 1.194 (0.093)

s (WFQ). For MD the average scaled latency goes up in both cases

when using WFQ instead of FCFS, by factors of 2.49 (uniform) and

1.28 (no NL more MD).
We observe that the throughput gets less affected by the sched-

uling strategy than the latency for these scenarios. The maximal

difference between the throughput for FCFS and WFQ is by a factor

of 1.16 (for MD in the scenario of no NL and more MD). Further-
more, we see that the total throughput for all requests goes down

from 2.75 (5.99) 1/s for FCFS to 2.44 (5.92) 1/s for WFQ in the case

of uniform (no NL more MD).

7 CONCLUSION

Our top down inventory of design requirements, combined with a

bottom up approach based on actual quantum hardware allowed us

to take quantum networks a step further on the long path towards

their large-scale realization. Our work readies QL2020, and paves

the way towards the next step, a robust network layer control pro-

tocol. The link layer may now be used as a robust service without

detailed knowledge of the physics of the devices. Due to the rela-

tively small size of initial quantum networks, close attention was

paid to application use cases even at the link layer. We expect that in

the future, the network layer will have a similar interface to higher

layers as the link layer itself, and nodes internal to the network

will not run applications themselves. Scheduling strategies catering

to different use cases may at this stage be applied primarily at the

network layer at the level of long-distance links, which are then

directly passed to applications running at the end nodes requesting

long-distance entanglement. We expect that at the network layer,

and when considering larger quantum memories, smart scheduling

strategies will be important not only to combat memory lifetimes

but also to coordinate actions of different nodes in time, calling for

significant effort in computer science and engineering.
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