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Preface

This work is submitted in partial fulfillment of the requirements for the degree of Master of Science at
the department of Precision and Microsystems Engineering of the Delft University of Technology. The
objective of this thesis is to enhance the performance of a freeform optical surface tracking system
through an improved control strategy.

The thesis is structured in two main parts. First the main results of the thesis are presented in a pa-
per format. This part, presents the implemented controller modifications, provides a justification for
their use and quantifies their impact. Following this research paper an extensive appendix is provided.
The appendix presents all the theoretical background and tools used to design and evaluate the im-
plemented controller modifications. The appendix will be referenced throughout the paper in case
additional information is of interest to the reader.

Rolf Bavelaar
Delft, July 2024
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Controller Design for a Freeform Optical Surface
Tracking System with a Non-linear Spring

Rolf Bavelaar 1

Abstract: This paper presents a controller design approach aimed at optimizing the tracking capability
of a freeform optical surface tracking system. It is shown that the second-order disturbance caused
by the non-linearity in the system’s spring and the changes in surface height is by far the biggest
contributor to the tracking error. To reduce this error the paper proposes a position dependent spring
force compensation, aiming to use the measurable non-linearity in the spring to effectively linearize
the system. Thereafter, it is shown that the tracking error is mainly caused by the change in surface
height and an unknown disturbance acting around the bandwidth. Since the change in surface height is
known, a feedforward control structure is used to suppress the effect of this disturbance. Following this
modification, the unknown disturbance becomes dominant. To suppress the effect of this disturbance
a so called ’Constant in Gain Lead in Phase’ controller is added that decreases the magnitude of the
sensitivity function in the active frequency range of the disturbance, without increasing the sensitivity’s
magnitude at other frequencies. The proposed controller modifications are all experimentally validated
on a freeform optical surface measurement machine through the evaluation of the tracking error during
a tilted flat measurement.

Keywords: Non-linear Control, Reset Control, CgLp, Feedforward Control, Mass-Spring-Damper

1. Introduction
As the high-tech sector continues to push its
boundaries, the demand for freeform optics is ever
increasing. Lasers, augmented reality, advanced
imaging and many other technologies, all require
optics with complex forms fabricated with a min-
imal shape uncertainty. It goes without saying,
that the more accurate a part can be measured,
the more accurate it can be fabricated. An in-
creased demand for high-end optics, therefore
goes hand in hand with an increased demand for
high-end measurement machines. Dutch United
Instruments (DUI) produces such measurement
machines. Simply put, their machine operates by
moving a distance sensor over an optical com-
ponent, thereby generating a height map of the
component’s surface. The highest measurement
accuracy is achieved when the distance between
the surface and the sensor remains fixed. Con-
sequently, to ensure accurate measurements, the
sensor has to move vertically when the surface
height changes. In section 2 it will be shown that
this vertical movement is generated by a track-
ing system that can be described as mass-spring-
damper with a non-linear spring.

The control problem for this system is essentially
a standard position tracking problem. Typically,
these types of control problems are solved through

linear feedback and/or feedforward control [1]. A
conventional approach is to first use feedforward
control to suppress the effect of known distur-
bances as much as possible and thereafter use
a linear feedback control strategy, usually PID
control, to increase the tracking capability of the
system further [2].

When using a linear control structure, Bode’s
phase-gain relation and the waterbed effect put in-
herent limitations on the performance of the con-
trol system [3], [4], see appendix C.8 for a more de-
tailed explanation. To overcome these limitations
and increase the tracking capability of a system
further, a non-linear control strategy will have to
be implemented. In this paper reset control is cho-
sen to further increase the tracking capability of the
system [3]. The benefit of using reset control com-
pared to other non-linear control techniques such
as sliding mode, fuzzy logic or model predictive
control is that, just as linear controllers, reset con-
trollers can be designed in the loop-shaping frame-
work [5]. Reset control in general works very sim-
ilar to linear control, many reset control elements
have a linear counterpart [6]. The difference with
linear control is the fact that a subset of the con-
troller states is reset when a pre-determined con-
dition is met [7]. This resetting action causes the
controller to be non-linear and capable of overcom-
ing the limits of linear control [6].

1Department of Precision and Microsystems Engineering, Delft University of Technology, Delft, The Netherlands
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This paper presents a systematic approach to im-
prove the tracking capability of a freeform optical
surface tracking system. The approach will largely
follow the conventional sequence of feedforward,
followed by linear feedback and then non-linear
feedback control. It will be shown that in this case
however, the non-linearity in the spring is of such
magnitude that an initial linearization step is re-
quired before this ’conventional approach’ can be
effectively implemented. Furthermore, the used
setup allows for a dual-sided measurement of the
mass. In this case both the extension of the spring
and the distance between the mass and the opti-
cal surface is known. This dual-sided setup will
be exploited to boost the tracking capability of the
system further. The remainder of this paper is
structured as follows: First a detailed description
of the system is given, explaining how the system
works and how it is currently controlled, section 2.
Thereafter, the results of a performance analysis
are presented, quantifying the initial performance
and generating insight into the root causes of track-
ing errors, section 3. Next, the implemented con-
troller modifications will be presented and evalu-
ated, section 4. The paper concludes with a brief
summary of the implemented modifications and a
recommendation for future work, section 5.

2. System Description
The used tracking system is presented in this sec-
tion. First the mechanical workings of the sys-
tem are outlined, see section 2.1. Thereafter, a
detailed description of the initial control system is
given, section 2.2.

2.1. Mechanical System Description
A section viewed drawing of the system is pre-
sented in figure 1a. The system consists of a so-
called ”Mover tube” that houses the moving dis-
tance sensor described in the introduction. This
mover tube is in turn connected to a coil placed
in a magnetic field, effectively creating a Lorentz
actuator that can be used to control the position of
the tube. Simplifying themover tube assembly to a
singlemass, the system can be represented by the
multi-body diagram presented in figure 1b. The
measurement of the moving sensor is denoted by
S1. This sensor measures the distance between
the moving mass and the optical surface. To mit-
igate the effects of thermal expansion and other
unwanted disturbances, the position of the assem-
bly is carefully monitored by a measurement loop.
The final surface height (SH) measurement is the
solution of equation 1. The S1 measurement is ob-
tained using a confocal sensor, this sensor has a

2σ uncertainty of 3.7 [nm] in case of perfect track-
ing. Here it should be noted that, due to its in-
ternal mechanics, the confocal sensor’s accuracy
decreases when its measurement deviates from
zero, hence the need for a tracking system, see
appendix B for a more detailed explanation. The
other measurements in the loop are done using a
series of interferometers, capable of achieving a
2σ uncertainty of 2 [nm] [8].

SH(t) = S3(t)− S1(t)− S2(t) (1)

(a) Annotated section viewed drawing of the surface tracking system.

(b) Schematic representation of the surface tracking system. Fg and
Fa represent the gravitational force and actuator force respectively.

Figure 1: Used optical surface tracking system.

2.2. Control System Description
As explained in the previous section, section 2.1,
the goal of the control system is to ensure the
S1 measurement remains constant. The initial
control system used to achieve this task is pre-
sented in figure 2. In the diagram, G represents
the plant, which denotes the ratio between the
input current and the output position. The con-
stant K denotes the spring constant and the pa-
rameters Di signify the disturbances acting on
the system. Del1 and Del2 represent the sensor
delay of S1 and S2 respectively. Following the
block diagram presented in figure 2, the S1 out-
put can be calculated using equation 2. The con-
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trol system essentially calculates an output force
based of the tracking error, which is equivalent
to the S1 measurement. Initially this calculation
was done using a standard PID control algorithm,
with an extra addition, the spring force compen-
sation (SFC) term, to compensate for the spring
force. The SFC term is calculated based on the
S2 measurement and intended to mimic the spring
force acting on the system as closely as possi-
ble. When the SFC term equals the spring force,
the spring compensated plant, Gc, equals a mass-
damper system. A mass-damper system has a
much higher gain at low-frequencies compared
to a mass-spring-damper system. This gain in-
crease will cause the sensitivity function, defined
as Sens(z) = 1

1+PID(z)Gc(z)Del1(z)
, to be smaller.

Since the tracking error is proportional to the sensi-
tivity function, see equation 2, this error will reduce
as well.

S1(z) =
Gc(z)Del1(z)D1(z) +Del1(z)D2(z) +D3(z)

1 + PID(z)Gc(z)Del1(z)
(2)

Figure 2: Block diagram representation of the initial control
system.

3. Performance Analysis
The goal of this research is to increase the tracking
capability a mass-spring-damper system measur-
ing an optical surface. To benchmark this tracking
capability, the tracking error during the measure-
ment of a tilted flat surface will be evaluated, see
figure 3. When measuring a tilted flat, the system
goes through its full range of motion and encoun-
ters a tilted surface. These propertiesmake a tilted
flat measurement a good indicator of the system’s
performance on an arbitrary surface.

Figure 3: Flat surface tilted ϕ degrees.

During a measurement the optical surface is ro-
tated around the Z-axis while the assembly moves
in the negative R-direction at a constant speed,
see figure 3. These two movements cause the
system to move over the surface in a spiral shape.
Figure 4a shows the output of S1, during a 7◦

tilted flat measurement. The figure shows the spi-
ral trace the sensor makes when scanning the
surface. X and Y represent the position of the
sensor on the surface and the Z-axis represents
the S1 measurement. To get an indication of the
frequency content of the sensor output, the cumu-
lative power spectrum (CPS) is used. Figure 4b
shows the corresponding CPS of the S1 output.
See appendix C.9 for a more in depth explanation
about the CPS.

(a) Initial S1 output during a 7◦ tilted flat measurement.

(b) Initial CPS of the S1 output during a 7◦ tilted flat measurement.

Figure 4: Visualization of the initial tracking error during a 7◦

tilted flat measurement.

When the system tracks the surface perfectly, the
sensor outputs a value of zero. In figure 4a it can
clearly by seen that is not the case. These devia-
tions from zero are the result of tracking errors. In
this section, the components causing these track-
ing errors will be outlined. The goal of this section
is to is to generate insights into the effects of these
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components on the tracking capability of the sys-
tem. These insights will be used in section 4 to
justify the changes and additions to the control sys-
tem. The modelled sensor outputs shown in this
section were generated using a Simulink model
structured following the block diagram presented
in figure 2. Further information regarding the sim-
ulation can be found in appendix F.

3.1. Changes in Surface Height
The plant essentially represents the ratio between
the input current and the displacement of the
spring measured by S1. When the surface height
changes, the position measured by the sensor
changes while the current remains the same. In
a transfer function this can be described using
equation 3. In the equation SC(t) represents the
change in surface height over time. Km, m, b and
K represent the motor constant, mass, damping
and spring constant respectively. Following the
block diagram presented in figure 2, the surface
change can be regarded as part of disturbanceD2

at the plant output.

G(s) =
Km

ms2 + bs+K
+ L{SC(t)} (3)

The deviations in the surface height of the used
flats are known to be below 2 [nm] root mean
square (RMS). During a tilted flat measurement
the system goes through its full range of motion,
±2.5 [mm]. Changes in the surface height caused
by the tilt of the flat are thus roughly a million times
larger than the changes in height caused by irreg-
ularities in the surface. Since the irregularities are
so small it is assumed the flat is perfectly flat when
modelling the surface change disturbance. Given
this assumption, the height of the tilted flat in the z-
direction follows equation 4, see appendix A for the
derivation. In the equation θ denotes the amount
the flat is rotated around theZ-axis, ϕ indicates the
tilt angle of the flat and R represents the distance
between the measuring point and the origin, in the
xy-plane.

z = −

√
R2

sin(θ)2 + (cos(θ)cos(ϕ))2
sin(ϕ)cos(θ)

(4)

Relevant Frequency Spectrum
R and θ, both change over time. The tilt angle ,ϕ,
remains constant. When the tilt angle is close to
zero, cos(ϕ) is close to 1. This means that the de-
nominator of the square root in equation 4 can be
rewritten as shown below.

sin(θ)2 + (cos(θ)cos(ϕ))2 ≈ sin(θ)2 + cos(θ)2

sin(θ)2 + cos(θ)2 = 1
(5)

This enables the disturbance to be expressed as:

z = −Rsin(ϕ)cos(θ) (6)
The smaller the tilt angle, the more the surface
change resembles a pure cosine wave oscillating
at the rotational frequency of the machine. When
the surface change is a pure cosine wave, the
CPS plot appears as a single step at the rotational
frequency. In figure 5, the normalized CPS of the
surface change disturbancemodel is presented for
various angles at a rotational frequency of 0.5 Hz.
The normalization is done by dividing each ele-
ment in the CPS vector by the vector’s maximum
value. From the figure it can be concluded that
as the tilt angle decreases, the correlations with
frequencies other then the rotational frequency,
becomes lower as well. The measured optics typ-
ically have a tilt angle, anywhere between 0◦ and
10◦. In figure 5 it can be seen that for a 10◦ tilt
angle, frequencies other then the rotational fre-
quency are negligible. Since 10◦ is the largest
angle used, it will be assumed that the surface
change can be approximated as a pure cosine
wave oscillating at the rotational frequency of the
machine.

Figure 5: Normalized CPS of the surface change disturbance,
for various tilt angles.

Disturbance Evaluation
The previous section showed the surface change
can be approximated as a pure cosine wave at
the plant output. Following the block diagram pre-
sented in figure 2, the contribution of a D2 distur-
bance to the S1 output can be written as:

S1(z) =
Del1(z)

1 + PID(z)Gc(z)Del1(z)
D2(z) (7)
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From equation 7 it can be concluded that the er-
rors through the change in surface height are pro-
portional to the sensitivity function multiplied by
Del1(z). In other words, when a cosine wave en-
ters the system a scaled and phase shifted cosine
wave is added to the sensor output. The frequency
of the wave remains the same. This causes the
surface change disturbance to appear as a jump
at the rotational frequency in a CPS plot.

To get an indication of the magnitude of this jump,
the surface change disturbance is applied in the
Simulink model at D2. The disturbances D1 and
D3 are set to zero. Using this set-up, the modelled
S1 output presented in figure 6 is obtained. When
evaluating the modelled output, as expected, a
clear jump can be seen at 0.5 [Hz]. When com-
paring the modelled and measured sensor outputs
however, a significant difference between the mag-
nitude of the jumps is present. Generally speaking,
this difference in magnitude can be caused by one
or a combination of the factors outlined below:

1. Inaccuracies in the modelled plant gain:
The contribution of D2 to the sensor output
is proportional to the magnitude of the sen-
sitivity function. When the magnitude of the
modelled plant differs from the magnitude of
the actual plant, the magnitude of the sen-
sitivity function will be different. This differ-
ence will in turn cause the magnitude of the
jump at the rotational frequency to be differ-
ent as well.

2. Presence of other 0.5 [Hz] disturbances:
The jump in the CPS plot reflects the power
of the 0.5 [Hz] frequency in the output. If
other disturbances act on the system at a
0.5 [Hz] frequency, then these disturbances
will contribute to the jump in the CPS as well.

3. Inaccuracies in the modelled surface
height: The tilted flat will never be placed
in the machine exactly as modelled. In prac-
tice the flat will always be placed slightly off-
center and never exactly at the specified ro-
tation angle. The modelled surface change
disturbance will therefore always differ from
the actual surface change disturbance.

In the next section, section 3.2, it will be shown that
the difference in magnitude of the jump at 0.5 [Hz]
is primarily caused by a combination of point 1 and
2.

Figure 6: Comparison between the modelled and measured
sensor output.

3.2. Non-linearity in the Spring Con-
stant

In the previous section, section 3.1, it is shown that
the magnitude of the disturbances at the rotational
frequency are much larger in practice compared
to the simulation. This difference is caused by the
fact that the model does not take the non-linearity
in the spring constant into account. The model cur-
rently assumes the spring constant remains the
same over time. In practice however, the spring
constant changes depending on the position of the
system. To include this non-linearity, the system’s
transfer function has to be rewritten from a stan-
dard mass-spring-damper system, to the form pre-
sented in equation 8. It should be noted, that the
presented equation is a combination between the
time and frequency domain, x changes over time.
This means that the equation can not be used ana-
lytically and is only valid in a numerical simulation.
Furthermore, the equation assumes all the other
parameters remain constant over time, which is
not the case in practice. It was found however, that
incorporating a position dependence in the spring
constant enables the model to sufficiently predict
the behaviour of the system.

G(s) =
Km

ms2 + bs+K(x)
(8)

Quantifying the Non-linearity in the Spring
Constant
The non-linearity in the spring constant can be de-
rived from the force balance in the x-direction. As-
suming the system is not accelerating, this force
balance can be written as:

∑
Fx = Fmotor + Fspring + Fgravity = 0 (9)
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When the system is positioned at a 90◦ angle, rela-
tive to the ground, gravity does not affect the exten-
sion of the spring. In this case, the spring constant
can be calculated, using equation 10.

K(x) =
Fspring

x
=

−Fmotor − Fgravity

x
(10)

K(x) at position x can therefore be derived by log-
ging the motor force required to place the sensor
at position x. In figure 7, the results of such tests
across the system’s full range of motion are pre-
sented. It should be noted that the irregularities
around zero are caused by the fact that equation
10 encounters a zero division at this point. The
small spikes at ± 2.5 [mm] are caused by accel-
erations in the system. When the system is ac-
celerating, equation 9 does not hold. Using MAT-
LAB’s polyfit function a continues approximation
of K(x) can be realized. This function essentially
determines the coefficients of equation 11 that pro-
vide the best fit of the input data. In the equation,
C(i) represents a fitted coefficient. The polyfit ap-
proximation is used asK(x) in the simulation to ac-
count for the non-linearity in the system. A fifth or-
der polynomial was found to generate a sufficient
fit. The MATLAB script used to find the polynomial
is shown in appendix G.4.

K(x) =

k∑
i=1

C(i)xk−i (11)

Figure 7: Measured spring constant, with a corresponding
polynomial fit.

The CPS of the model with a position dependent
spring constant (PDSC) is shown in figure 8. From
the figure it can be concluded that including a po-
sition dependence in the spring constant allows
the model to simulate reality much more accu-
rately. Comparing the modelled and measured
CPS, the difference between the curves is now
much smaller.

Figure 8: Impact of adding a position dependent spring
constant on the accuracy of the model.

The large increase in the modelled S1 output, can
be explained using equation 12. In equation 12,
the non-linearity, NL(x), is essentially reformu-
lated as a disturbance on the plant output, at D2.
The added disturbance is dependent on x and
therefore in turn, dependent on the disturbances
acting on the system. The non-linearity can be re-
garded as a second-order disturbance that arises
from other disturbances changing the x-position of
the system.

Gc(s) =
Km

ms2+bs+K(x)−K = Km

ms2+bs + L{NL(x)}

L {NL(x)} = Km

ms2+bs+K(x)−K − Km

ms2+bs

(12)
The modelled outputs presented in figure 8 show
the effect of the non-linearity in the spring constant,
assuming the surface change disturbance is the
only disturbance acting on the system. The sim-
ulation shows that the non-linearity in the spring
constant, increases the signal power from 0.00361
to 0.247 [µm2], therefore increasing the power by
a factor of 68. It should be noted that the model
assumes the positioning of the flat to be perfect
and the parameters used to model plant do not ex-
actly match the real parameters. These factors will
cause a difference in the exact increase in signal
power, it is however safe to assume that the errors
caused by the non-linearity in the spring and the
change in surface height, provide the biggest con-
tribution to the tracking error. Furthermore, with
a position dependent spring constant, the CPS of
both the model and themeasurement show a jump
at 1.5 [Hz]. This indicates the jump at 1.5 [Hz] is
caused by the non-linearity in the spring.

3.3. Position Dependent Errors
When further evaluating the measured CPS of the
S1 output in figure 8. An increase of the CPS
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(a) Modelled S1 output during a 7◦ tilted flat measurement. (b) Measured S1 output during a 7◦ tilted flat measurement.

Figure 9: Comparison between the measured and modelled tracking error during a 7◦ tilted flat measurement

can be observed in the region between 10 and
100 [Hz]. This increase is not present in the CPS
of the modelled output, indicating there are other
disturbances present that are currently not being
modelled. Evaluating the spiral trace of the S1

output, see figure 9, these additional disturbances
can be observed as ripples along the Y-axis.

These ripples always seem to occur at the same
X-position. Since the measured flat is tilted around
the Y-axis. The flat has the same height for all
Y-positions, given a certain X-position. For each
given X-position, the system is therefore at the
same height as well. It is likely, that factors such
as friction add an additional disturbance to the sys-
tem, whenever the sensor is at a certain height.
The exact disturbance added is unfortunately un-
known, following the block diagram presented in
figure 2 however, it is known that the magnitude of
this disturbance is proportional to the magnitude
of the sensitivity function. Furthermore, using the
CPS plot, the active frequency range of the dis-
turbance can be derived to be between 10 and
100 [Hz]. Therefore, to reduce the magnitude of
the position dependent disturbances, the magni-
tude of the sensitivity function will have to be re-
duced in the region between 10 and 100 [Hz].

3.4. Problem Statement
The objective of this research is to increase
the tracking capability of a mass-spring-damper-
system with a non-linear spring. In section 3.2, it is
shown that the second-order disturbance caused
by the non-linearity in the spring and the change
in surface height is by far the biggest contribu-
tor to the tracking error. The main focus of the
controller modifications presented in section 4 will
therefore be on decreasing the non-linearity in the

system and increasing the system’s ability to re-
ject the surface change disturbance. Additionally,
section 3.3 showed there is a small part of the
tracking error that is caused by position dependent
disturbances in the 10-100 [Hz] frequency range.
The effect of these disturbances is relatively small,
making them a lower priority for improving the sys-
tem’s performance. In section 4 however, it will be
shown that as the effect of the non-linearity and
surface change disturbance is reduced, the posi-
tion dependent disturbances become dominant. In
order to keep pushing the boundaries of the sys-
tem’s tracking capability, these disturbances will
therefore have to be addressed as well.

4. Controller Modifications
In this section the implemented controller modifica-
tions will be presented, a justification for the made
selection is provided and the impact of the modi-
fications on the tracking capability will be shown.
The implemented modifications are a selection of
the options presented in appendix D and E.

4.1. Position Dependent Spring Force
Compensation

In section 3.2, it is shown that the non-linearity in
the spring constant, significantly degrades the per-
formance of the system. To counter act this non-
linearity, a position dependent spring force com-
pensation (PDSFC) is proposed, see appendix
D.1 for a more detailed explanation. Following the
block diagram presented in figure 10, the constant
K is essentially swapped for the position depen-
dent variable K(x) fitted in section 3.2. Feeding
back a position dependent variable allows the SFC
term to mimic the actual spring force more closely
and effectively linearizes the system. This will in
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turn reduce the disturbances caused by the non-
linearity and increase the predictability of the sys-
tem, as linear evaluation techniques such as Bode
plots can now be used more effectively. The com-
bination of an improved tracking capability and an
increased predictability of additional modifications,
make PDSFC a highly suitable first modification.
The structured text implementation of this modifi-
cation is shown in appendix H.1.

Figure 10: Block diagram illustrating the implemented control
setup with PDSFC.

Result
The effect of the modification on a 7◦ tilted flat mea-
surement is visualized in figure 11. Using PDSFC
the signal power of the tracking error is reduced
from 0.25 to 0.017 [µm2]. Furthermore, the step at
1.5 [Hz] has now disappeared. In section 3.2 it is
shown that this step is caused by the non-linearity
in the spring. The fact that this step is now gone
is a clear indication that the non-linearity is largely
suppressed.

Figure 11: Measured CPS of the tracking error with constant
and position dependent spring force compensation.

4.2. Feedforward Control
Assessing themagnified view in figure 11, it can be
concluded that after the implementation of the po-
sition dependent spring force compensation, the
build up of tracking errors essentially consists of
two main parts: A jump at the rotational frequency,
at 0.5 [Hz], and an exponential increase between
10 and 100 [Hz]. In section 3.1, it is shown that the
jump at the rotational frequency is caused by the

change in surface height of the tilted flat. When a
disturbance is known, it is possible to reduce the
effect of this disturbance using feedforward control.
A feedforward controller can be described using
the block diagram presented in figure 12.

Figure 12: Block diagram illustrating the implemented control
setup with a feedforward controller. Gc(z) represents the

spring compensated plant.

Only considering the surface change disturbance,
D2(z) = SC(z), the S1 output can be calculated
using equation 13. The subscript m is used to
make a distinction between a modelled and real
variable.

S1(z) =
Gc(z)Del1(z)

1 + L(z)
FF (z) +

Del1(z)

1 + L(z)
SC(z)

(13)
Where,

FF (z) = −SCm(z)G−1
cm(z)

L(z) = PID(z)Gc(z)Del1(z)

When the plant model is perfect, equation 14
holds.

G−1
cm(z) ∗Gc(z) = 1 (14)

This means that equation 13 can be simplified to:

S1(z) =
−Del1(z)

1 + L(z)
SCm(z)+

Del1(z)

1 + L(z)
SC(z) (15)

When themodelled change in surface height is per-
fect as well, the two terms in equation 15 cancel
each other out and the the sensor output becomes
zero. In practice the usedmodels will never be per-
fect. It is therefore impossible to completely sup-
press the surface change disturbance. However,
when the model has a very close resemblance to
the actual system, as is shown to be the case in
section 3.2, a performance increase can still be
expected using feedforward control. Furthermore,
feedforward control does not affect the closed-
loop of the control system. This means that the
waterbed effect, described in section C.8, does not
apply. Using feedforward control the effects of a
known disturbance can be reduced without having
to sacrifice the performance of the control system
outside the frequency band of that disturbance.
The effect of a known disturbance is essentially
reduced, while the impact of other disturbances
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remains the same. Specifically targeting a signifi-
cant known disturbance, while keeping the effect
of other disturbances the same, makes feedfor-
ward control a logical next step in improving the
controller.

Feedforward Controller Design
In section 3.1, it is shown that the surface change
disturbance, is essentially a pure cosine wave os-
cillating at the rotational frequency of the machine.
This means that, in the case of a tilted flat, a feed-
forward controller only has to focus on a single
frequency. As explained in the previous section,
a feedforward controller essentially multiplies the
known disturbance with the inverse of the plant.
When only the rotational frequency is considered,
this comes down to multiplying the disturbance
and offsetting θ with the corresponding gain and
phase of the plant inverse at the rotational fre-
quency. The feedforward part of the controller can
be described using equation 16. In the equation,
Mip and θip refer to the gain and phase of the plant
inverse at the rotational frequency respectively.

FF (t) = R̂(t)sin(ϕ)cos(θ(t) + θip) ∗Mip (16)

Where,

R̂(t) = −

√
R(t)2

sin(θ(t)) + θip)2 + (cos(θ(t)) + θip)cos(ϕ))2

Evaluating figure 10 it can be observed that the
jump in the CPS at 1.5 [Hz] disappears when us-
ing PDSFC. In section 3.2 it is shown that this jump
at 1.5 [Hz] is caused by the non-linearity in the
spring. The fact that this jump no longer exists, is a
clear indication that the variable spring force com-
pensation has largely linearized the system. In the
feedforward controller it will therefore be assumed
that the system is linear and effectively acts as
a mass-damper system. The structured text im-
plementation of the controller can be found in ap-
pendix H.2.

Result
Figure 13 shows the CPS of a 7◦ tilted flat mea-
surement of a controller using PDSFC, with and
without feedforward control. In the figure a clear
decrease in the jump at the rotational frequency
can be observed, indicating the feedforward con-
troller is working as expected. Using the feedfor-
ward controller, the signal power of the tracking
error is further reduced, from 0.017 to 0.010 [µm2].

Figure 13: Measured CPS of the tracking error using PDSFC,
with and without feedforward (FF) control.

4.3. Reset Control
Evaluating figure 13, it can clearly be observed
that the largest contribution to the tracking error
is now the exponential increase between 10 and
100 [Hz]. As explained in section 3.3, these er-
rors are proportional to the magnitude of the sen-
sitivity function. Therefore, to reduce the effect
of these errors, the magnitude of the sensitivity
function needs to be reduced in the 10− 100 [Hz]
frequency range. Assessing figure 13, it can be
concluded that the steepest slope of the CPS oc-
curs around 40 [Hz], which is the bandwidth. The
magnitude around bandwidth is therefore most
critical when improving the tracking error. To de-
crease the magnitude of the sensitivity function
around the bandwidth, the phase margin of the
system needs to be increased. A higher phase
margin, results in a higher modulus margin. As
explained in section C.5, the inverse of the modu-
lus margin equals the peak in the sensitivity func-
tion. The peak in the sensitivity function is located
around the bandwidth. A higher modulus margin
will therefore result in a lower peak of the sensitiv-
ity function around the bandwidth.

When using linear control however, the waterbed
effect always has to be considered, see appendix
C.8. The waterbed effect essentially states that an
increase of the sensitivity function in one area will
always lead to a decrease of the sensitivity func-
tion in another. Re-tuning a linear controller for a
higher phase margin will therefore always lead to
a decrease of the sensitivity function at lower fre-
quencies. The only way to avoid this trade-off is
to implement a non-linear control strategy. As ex-
plained in the introduction, section 1, reset control
is chosen for this purpose. Within the field of reset
control, there many controllers available to choose
from see appendix E.4. In this case, the addition
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of a ’Constant in Gain Lead in Phase (CGLP) con-
troller is chosen, as it is specifically designed to
generate a broadband phase lead without altering
the gain of a system [7]. A block diagram of the
new control system is shown in figure 14.

Figure 14: Block diagram illustrating the used control setup
with a CGLP controller.

Reset Controller Design
A CGLP is essentially a series combination of
a FORE [9] and a lead filter, see appendix E.6.
These two components can be represented by
equation 17. In the equation, the diagonal arrow
indicates the state of the FORE is re-set to γ when
the reset condition is met. Designing a CGLP,
effectively comes down to choosing the parame-
ters γ, α, ωr and ωf to achieve the desired perfor-
mance.

FORE(s) =
1

����: γαs
ωr

+ 1
Lead(s) =

s
ωr

+ 1
s
ωf

+ 1
(17)

Since a reset controller is non-linear it is impossi-
ble to describe its behaviour with a linear transfer
function. To still get an indication of the systems
behaviour in the frequency domain, a describing
function (DF) approximation is used [10]. A DF
represents the transfer function between the in-
put and the first harmonic of the Fourier series
expansion of the output, see appendix for a more
detailed explanation E.2. The more dominant the
first harmonic is over the higher-order harmonics,
the better the DF approximation [6]. When tuning
the CGLP, the goal should therefore be to design
a controller that meets the set criteria, with the
lowest possible magnitude of the higher-order har-
monics. To achieve this goal, the tuning procedure
presented in [11] is used. See appendix E.6.1 for
a more detailed explanation.

When the magnitude of the higher-order harmon-
ics is increased, the DF approximation becomes
more inaccurate. The point where the approxi-
mation becomes unreliable and the performance
of the system starts to degrade is unknown. To
deal with this uncertainty, multiple CGLPs were
tested. Figure 15 shows the open-loops and
corresponding sensitivity functions of the imple-
mented CGLPs. To gradually build up the non-

linearity, five controllers were tested with an ad-
ditional phase at bandwidth between 0◦ and 25◦.
The σ-values, which can be regarded as a mea-
sure for the amount of non-linearity [11], associ-
ated to the implemented CGLPs are shown in ta-
ble 2.

CGLP05 CGLP10 CGLP15 CGLP20 CGLP25
σ 2.51e−06 8.36e−06 1.78e−05 3.35e−05 6.23e−05

Table 2: Corresponding σ-values of the implemented CGLPs.

(a) Open-loop transfer function.

(b) Sensitivity function.

Figure 15: Bode plot representation of the implemented
control structures with various CGLPs. The number added to
the CGLPs corresponds to the amount of additional phase at

bandwidth.

Stability
A common way to prove stability for reset control
systems is through the so-calledHβ-condition [12].
This condition however, can be complex to solve
and requires a state-space description of the plant,
making it dependent on a model of the system [13].
To avoid this dependence and simply the calcula-
tions, [14] shows that for the reset control system
presented in figure 14, the Hβ-condition can be
rewritten to prove stability through the evaluation
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of the Nyquist Stability Vector (NSV). Using the
NSV it is possible to determine the stability of the
tracking system using a frequency response func-
tion measurement of the plant. The NSV,

→
N(ω), is

defined by equation 18.
→

N(ω) = [Nx(ω) +Nx(ω)]
T

= [ℜ(M∗
1 (jω)M2(jω)) ℜ(M∗

1 (jω)M3(jω))]
T

(18)
Where,

M1(jω) = 1 + L(jω)(R(jω) + C3(jω)

M2(jω) = L(jω)Cs(jω)(R(jω)−Dr)

M3(jω) = (1 + L(jω)(C3(jω) +Dr))(R(jω)−Dr)

For the tracking system, the parameters are given
by:

L(jω) = C1(jω)C2(jω)G(jω)

R(jω) = FORE(jω)

C1(jω) = Lead(jω)

C2(jω) = PID(jω)

C3(jω) = 0

Cs(jω) = 1

The angle of the NSV is defined as θN (ω) =

tan−1(
Ny(jω)
Nx(jω) ). In [14] it is proven that the zero

equilibrium of the tracking system is globally uni-
formly asymptotically stable if the conditions below
hold.

1. The base linear system2 is stable and the
open-loop transfer function does not have
any unstable pole-zero cancellation.

2. −1 < γ < 1

3. (θ2 − θ1) < π, with θ1 = min
∀ω∈R

θN (ω) and
θ2 = max

∀ω∈R
θN (ω)

4. −π
2 < θN (ω) and/or 0 < θN (ω) < 3π

2 , ω ∈
[0,∞).

The implemented CGLPs all have a stable base lin-
ear system and a γ-value between −1 and 1. The
stability of the controllers can therefore be derived
from the angle of the NSV. In figure 16, this an-
gle is presented for the implemented controllers.
The figure shows that θn always stays between 0◦

and 180◦, indicating condition 3 and 4 are satisfied
and the implemented CGLPs are stable. Figure
16 also shows that (θ2 − θ1) increases when more

phase is added by the CGLP. If this difference ex-
ceed π [rad], the system is either unstable or an-
other method will have to be used to prove its sta-
bility. The script used to calculate the NSV is pre-
sented in appendix G.5.

Figure 16: θn(ω) of the implemented CGLPs.

Result
In figure 17, the CPS plot of a 7◦ tilted flat mea-
surement is presented, for the system using a con-
troller with PDSFC, feedforward control and vari-
ous CGLPs. The spiral trace of the tracking er-
ror corresponding to the best performing CGLP,
CGLP20, is shown in figure 18. Evaluating figure
15 it can be observed that the implemented tun-
ing procedure increases the gain around 100 [Hz].
The figure also shows that this gain increase be-
comes larger when the amount of phase added
by the CGLP increases. This increase in gain, in
turn, increases the slope of the CPS and limits
the performance of the CGLP. In figure 17, this
effect can clearly be observed when comparing
the slope of CGLP20 and CGLP25. Despite these
limitations, the CGLP still enables a reduction of
the tracking error’s signal power. Adding a CGLP
the signal power is further reduced from 0.010 to
0.0067 [µm2]. The structured text implementation
of the controller can be found in appendix H.3.

5. Conclusion and Future Work
In this paper a controller design approach is pre-
sented to improve the performance of a freeform
optical surface tracking system. First, it is shown
that a second-order disturbance caused by the
non-linearity in the spring and the change in sur-
face height is the primary contributor to the track-
ing error. To suppress the effect of this disturbance
and linearize the system, a position dependent
spring force compensation is introduced. Next, a

2Base linear system refers to the reset control system when the reset condition is not triggered, see appendix E.1 for a more
detailed explanation.
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Figure 17: Measured CPS of the tracking error using various
CGLPs.

Figure 18: Tracking error during a 7◦ tilted flat measurement
with PDSFC, feedforward control and CGLP20.

feedforward control structure is used to suppress
the effect of the known disturbances, the change
in surface height in this case. Following these
modifications, unknown disturbances become the
largest contributors to the tracking error. The im-
pact of these disturbances is reduced through the
addition of a CGLP controller, aiming to decrease
the magnitude of the sensitivity function in the ac-
tive frequency range of the disturbance. Adding all
the modifications together, the signal power of the
tracking error is reduced from 0.25 to 0.0067 [µm2].

Additionally, this paper shows that, using a CGLP,
it is possible to increase the performance of the
tracking system, highlighting the potential of reset
control. Here it should be noted that reset control
is still a very active field of research, many alter-
native and additional strategies can still be con-
sidered and further developed. The used tuning
procedure for example, only considers the phase
at bandwidth. Section 4.3, showed that this ap-
proach leads to a degradation of the performance
around 100 [Hz]. Extending the procedure pre-
sented in [11] to consider a frequency band in-
stead of only the bandwidth frequency could there-
fore potentially further increase the system’s per-
formance. Furthermore, [7] and [11] show that be-
sides a first order CGLP, a second order CGLP
also has the potential to increase the tracking ca-
pability of a control system. Additionally, [15] and
[16] show that in addition to minimizing the magni-
tude of the higher-order harmonics, it is possible
to shape these harmonics to boost the tracking ca-
pability of a control system further.
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A
Derivation Tilted Flat Surface Change

In this appendix an expression is derived for the height of a tilted surface. The derivation is based on
the assumptions stated below.

1. The origin of the tilted surface is located at the origin of the coordinate system.
2. The surface is tilted around the y-axis.
3. The surface is perfectly flat. All changes in surface height are caused by the tilt in the surface.

A point on a circle in the xy-plane can be defined as presented in equation A.1. In the equation Rc and
θ refer to the radius of the circle and the angle of the point with respect to the x-axis respectively. The
angle θ, can also be regarded as the amount the flat is rotated around the z-axis.xy

z

 =

Rccos(θ)
Rcsin(θ)

0

 (A.1)

Following equation A.2. This point can be rotated around the y-axis with an angle ϕ, which can be
regarded as the tilt of a tilted flat. Equation A.2 gives the position of a point on a tilted flat, in 3D-space.xy

z

 =

 cos(ϕ) 0 sin(ϕ)
0 1 0

−sin(ϕ) 0 cos(ϕ)

Rccos(θ)
Rcsin(θ)

0

 =

 Rccos(θ)cos(ϕ)
Rcsin(θ)

−Rccos(θ)sin(ϕ)

 (A.2)

The radius in the reference frame of the tracking system, R, can be calculated as presented in A.3.

R =
√
x2 + y2 =

√
(Rccos(θ)cos(ϕ))2 + (Rcsin(θ))2 (A.3)

The radius of the tip of the probe and the angle θ of the spindle are known. Rc can be derived from
these variables by rewriting equation A.3, to the form presented in A.4.

Rc =

√
R2

sin(θ)2 + (cos(θ)cos(ϕ))2
(A.4)

The surface height is equivalent to the z-position of the tilted flat and can thus be calculated as:

z = −

√
R2

sin(θ)2 + (cos(θ)cos(ϕ))2
sin(ϕ)cos(θ) (A.5)
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B
The Confocal Sensor

The accuracy of the system is currently determined by the accuracy of the confocal sensor, as it has the
lowest accuracy of the used sensors. The confocal sensor is essentially a distance sensor that uses
controlled chromatic aberration to focus each wavelength of a white light source at a different distance.
Depending on the distance between the sensor and the surface, the surface will reflect a different color
of light. This reflected light is measured by a spectrometer, which is part of the controller of the sensor,
and can be regarded as a measure for the distance between the sensor and the surface. An illustration
of the working of the confocal sensor is shown in figure B.1.

An angle in the surface, changes the way the light is reflected. This in turn changes the color measured
by the spectrometer. To maintain an accurate distance indication, the measurement therefore needs
to be calibrated for the tilt angle of the surface. To completely compensate for this tilt error a different
correction needs be applied for each tilt angle and each surface height within the sensor’s measurement
range. The machine studied in this thesis is only calibrated for one distance. When controlling the
system, this distance is regarded as the zero reference point. A tracking error or deviation from this
reference causes the sensor to be outside its calibrate regime. This in turn causes the tilt correction to
be less accurate. An inaccurate tilt correction results in a less accurate measurement.

Figure B.1: Illustration of the working principle of the confocal sensor [1].
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C
Prerequisites

This appendix provides the theoretical basis needed to understand how the tracking system is currently
controlled. The theoretical principles and concepts introduced in this appendix are used throughout the
thesis to develop a comprehensive understanding of the system and its performance.

C.1. Linear Feedback Control
The system is currently controlled using linear feedback control. Linear feedback control is a specific
branch of control theory that deals with linear systems. For a system to be linear it needs to be ho-
mogeneous and obey the principles of superposition. When a system is homogeneous, the scaling
of an input results in the same scaling of the output. Superposition essentially means that a system’s
response to multiple inputs, equals the sum of the system responses to each of the inputs individually.
The superposition principle is illustrated in equation C.1 below:

f(x1 + x2) = f(x1) + f(x2) (C.1)

In linear control it is also assumed that the system variables remain constant over time, which means
that the system is time-invariant. In literature this type of system is often referred to as a Linear Time-
Invariant (LTI) system. Working with LTI systems is desirable as their properties significantly simplify
the modeling and mathematics of systems. In practice however, systems are never linear and variables
change over time. Fortunately, in most cases it is possible to linearize a system around its working point
and cover deviations from reality through sufficient margins in the controller design. [2]

A standard block diagram of a linear feedback control system in the frequency domain is presented
in figure C.1 below. In the diagram C(z) and G(z) refer to the plant and the controller, respectively.
Both of these systems are LTI systems. In the control system, errors caused by model inaccuracies,
disturbances and noise are accounted for by feeding back the systems measured state, denoted by
y. The feedback line enables the controller to recognize errors and in turn compensate for them in its
control output.

Figure C.1: Standard linear feedback control system.
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C.2. Transfer functions
From the block diagram presented in figure C.1, the transfer functions presented below can be derived.
These relations will be used in section 3 to evaluate the performance of the tracking system.

The complementary sensitivity function: The complementary sensitivity function, presented in equa-
tion C.2, is often referred to as the closed loop transfer function and represents the relation between
the system output and the reference input. The complementary sensitivity function generates insight
in the system’s ability to track a reference signal.

T (z) =
y

r
=

C(z)G(z)

1 + C(z)G(z)
(C.2)

The sensitivity function: The sensitivity function, shown in equation C.3, represents the relation be-
tween the output and the noise. It generates insight in the ability of a system to attenuate noise. The
sensitivity function can also be regarded as the ratio between the tracking error and the reference,
making it a useful indicator of a system’s performance. Furthermore, it is worth noting that the comple-
mentary sensitivity function is the complement, hence the name, of the sensitivity function. This means
T (z)+S(z) = 1. As a result, when the sensitivity function is small, the complementary function is large
and the other way around.

S(z) =
y

n
=

e

r
=

1

1 + C(z)G(z)
(C.3)

The process sensitivity function: The process sensitivity function, depicted in equation C.4, repre-
sents the relation between output and the process disturbances. The impact of disturbances should
be a low as possible. This means that the process sensitivity function needs to be minimized.

P (z) =
y

d
=

G(z)

1 + C(z)G(z)
(C.4)

C.3. Visualisation Tools
To get an impression of the performance and stability of a system, the transfer functions needs to be
analyzed. For this analysis, it is useful to visualize the functions. In this section, two commonly used
visualizations, the Bode and Nyquist plot, are discussed.

C.3.1. Bode Plot
When dealing with a sinusoidal input in steady state, a LTI system essentially only changes the phase
and the amplitude of the input. A Bode plot visualizes this change, by plotting the amplitude gain
and phase shift across a series of pre-specified frequencies. The reaction of the system to inputs
characterized by a single frequency can therefore conveniently be analyzed in a Bode plot. Using a
Fourier series expansion, every input can be approximated as a series of sinusoids. When the inputs
are known, it is therefore possible to get an indication of a system’s performance by looking at a Bode
plot over a range of frequencies. A Bode plot of a mass-spring-damper is shown as an illustration in
figure C.2 below.
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Figure C.2: Illustration of a Bode plot using a Mass-Spring-Damper system.

A Bode plot of the open-loop transfer function, L(z) = C(z)G(z), can provide valuable information on
the stability of a system. Looking at the closed loop transfer function, presented in equation C.2, it
can be concluded that when the open-loop has a value of −1, equivalently a 0 [dB] magnitude and
−180 [deg] phase shift, that the closed loop transfer function goes to infinity and is thus unstable.

C.3.2. Nyquist Plot
Instead of showing the magnitude gain and phase shift in two plots, it is also possible to visualize the
system’s response in one plot in the complex plane. This type of visualization is called a Nyquist plot.
A Nyquist plot of the open-loop is shown in figure C.3. Compared to a Bode plot, it is less easy to see
the exact change of a sinusoidal input in a Nyquist plot. The Nyquist plot does however, offer a much
more straightforward way to assess a system’s stability.

Figure C.3: Illustration of a Nyquist plot using the open-loop transfer function of the tracking system.
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The stability of a system can be assessed using the Nyquist stability criterion, which essentially states
that a system is stable if the number of encirclements of the (−1, 0) point is lower then the number
of poles, which are the roots of the denominator of a transfer function, in the right half plane [3]. The
tracking system evaluated in this thesis does not have any poles in the right half plane. This means
that the it is stable as long as the open-loop does not encircle the (−1, 0) point in the Nyquist plot.

C.4. The Step Response
It also possible to analyze the performance of a system in the time domain. To measure this perfor-
mance, the reaction of a system to a step input change is often considered. The reaction can be
characterized by the indicators presented below. It should be noted that the definitions of these indica-
tors vary slightly in literature. The definitions presented below, from [3], are the definitions that will be
used during this thesis.

• Rise time, tr: The time it takes a system to reach its new set point for the first time.
• Overshoot, Mp: The maximum amount a system exceeds its new set point value.
• Settling time, ts: The time it takes a system to enter the deviation band ±δ. With δ being 2% of
the new set point value.

Figure C.4: Visualization step response performance indicators. [4]

C.5. Robustness
The robustness of a system essentially refers to a systems ability to maintain stability and performance
when the plant deviates from the modelled plant. In practice, parameters are always changing. The
damping of a system for example is dependent on various factors. Variables such as temperature, hu-
midity and friction all influence the damping of a system. Even though the influence of these effects is
often only minor, the model of a system will never work exactly the same as the system in practice. In
order to account for this difference it is wise to add sufficient margins in the system to ensure stability
even when the system does not behave exactly as predicted.

Three frequently used margins are the phase margin, gain margin and the modulus margin [2]. Each
of these margins will be discussed shortly. To illustrate the concept, the stability margins of the used
tracking system are shown in a Nyquist and Bode plot in the figures below.
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• Gain margin (GM): The difference between the open-loop gain at the cross-over frequency and
the loop-gain at the point where the phase becomes more negative then −180◦. It can be re-
garded as the factor by which the feedback loop-gain can increase before the closed-loop system
becomes unstable.

• Phase margin (PM): The phase of the open-loop gain at the cross-over frequency minus 180◦.
Can be regarded as the amount of phase lag that is acceptable before the system becomes
unstable.

• Modulus margin (MM): The closest distance between the open-loop and the −1 point in the
Nyquist plot. When the system encircles the −1 point, the system becomes unstable. The dis-
tance to this point is therefore a measure of stability. The MM is also the largest magnitude of the
sensitivity function in a Bode plot.

Figure C.5: Visualization gain margin Bode plot. Figure C.6: Visualization stability margins Nyquist plot.

Figure C.7: Visualization phase margin Bode plot. Figure C.8: Visualization modulus margin Bode plot.
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The amount of margin needed, is determined by the errors in the model. A multiplicative description
of modeling errors is given in equation C.5. In the equation Pn and P refer to the modelled and actual
plant respectively.

P (s) = Pn(s)(1 + δP (s)) (C.5)

If the real system is stable, the open-loop does not encircle the −1 point in the Nyquist plot. According
to [5], this means that the distance between the real open-loop and the modelled open-loop is always
smaller then the MM, as shown in equation C.6. In the equation, |C(s)Pn(s)δ(s)| represents the differ-
ence between the open-loops and |1 + C(s)P (s)| represents the MM of the model.

|C(s)Pn(s)δP (s)| < |1 + C(s)Pn(s)| ∀ω ≥ 0 (C.6)

Equation C.6 makes it possible to calculate a maximum modelling error that maintains a closed-loop
stable plant. The maximum error can be calculated following equation C.7.

|δP (s)| < |1 + C(s)Pn(s)|
|C(s)Pn(s)|

∀ω ≥ 0 (C.7)

C.6. PID Control
Proportional Integral Derivative (PID) control is themost popular feedback control system in the industry.
A time- and corresponding z-domain representation of a PID controller is shown in equation C.8 below.
In the equation kp, ki and kd denote the control parameters. Ts represents the sampling time.

u[t] = kpe[t] + ki

∞∑
t=0

e[t] + kd(e[t]− e[t− 1])
z⇔ U(z) = kp + kiTs

z

z − 1
+

kd
Ts

(1− 1

z
) (C.8)

PID controllers are very popular, because they are easy to implement, only three parameters that need
to be tuned, and at the same time provide sufficient performance for a large variety of plants. The
tuning of the control parameters can be done using the principles of loop shaping, presented in section
C.7. Additional filters can also be used the increase the performance further. [2]

C.7. Loop Shaping
The open-loop transfer function is given by L(z) = C(z)G(z). Analyzing the open-loop allows for a di-
rect observation of the impact of controller adjustments, as the controller is only multiplied by the plant.
In the transfer functions presented in C.2 this is not the case and the effects of changing the controller
are less transparent. In order to achieve the desired performance of a system it is therefore common
practise to look at the frequency response of the open-loop when adjusting the controller. Adjusting the
controller to generate a desired shape of the open-loop in the frequency domain is called loop shaping.

Controlling a system essentially entails having the capability to place a system in a desired state at
any given time. Perfect control implies that the reference input consistently matches the system’s out-
put. The complementary sensitivity function presented in subsection C.2, can be regarded as measure
of this match. Neglecting the effects of noise and process disturbances, perfect tracking would be
achieved when the complementary sensitivity function is equal to 1.

In practice noise and disturbances are always present and they should be suppressed by the control
system as much as possible. Section C.2 showed that when the complementary sensitivity function is
close to 1, the sensitivity function is close to zero. A sensitivity function close to zero essentially means
that noise is not suppressed. In figure C.1 it can be seen that noise is added to the plant output and
fed back to the controller. When the noise is not suppressed, the controller follows the noise instead
of the reference. This can have a significant impact on the performance.
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Fortunately noise is usually mostly present at high frequencies. When designing a controller, the goal
is therefore often to have the complementary sensitivity function close to 1 at low frequencies and
close to zero at high frequencies. From the equation of the complementary sensitivity function it can
be derived that this implies a high open-loop gain at low frequencies and a low open-loop gain at high
frequencies. Additionally, to ensure robustness and stability, sufficient phase margin should be added
at the cross-over frequency. Putting these factors together, the desired shape of the open-loop transfer
function presented in figure C.9 can be derived.

Figure C.9: Desired shape of the open-loop transfer function [6].

Besides tuning the shape of the open-loop, the bandwidth is another important parameter to tune. A
higher bandwidth results in a faster settling time. Increasing the bandwidth essentially means moving
the open-loop up in the frequency domain. This causes the gain to be higher at each frequency, which
in turn leads to a decrease of a systems ability to attenuate noise. As explained in [7], a trade-off thus
exists between the settling time and a systems ability to attenuate noise.

C.8. Limits of Linear Control
Disregarding the limits imposed by the capabilities of the sensors and the actuators, using linear control
puts inherent limitations on the performance of a system. In this section the limitations most relevant
for the tracking system used in this thesis will be discussed.

C.8.1. The Waterbed Effect
One of the most well known limitations of linear control, is the so called ’Waterbed effect’ [8]. The wa-
terbed effect can be described mathematically using Bode’s sensitivity integral as presented in equation
C.9. In the equation pk represents a pole in the right half plane.∫ ∞

0

log|S(iω)|dω = π
∑

pk (C.9)

Bode’s sensitivity integral is visualized for the used tracking system in figure C.10. Since the tracking
system does not have any right half plane poles, according to C.9, the area under and above the zero
dB line must be equal. This means that an increase of the sensitivity function in one place will always
lead to a decrease in another area. In other words, if you increase the the noise/disturbance attenuation
in one frequency range, you have to decrease the attenuation in another. This trade-off is known as
the Waterbed effect. [9]
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Figure C.10: Visualization of Bode’s sensitivity integral using the sensitivity function of the probe.

C.8.2. Bode's Phase-Gain Relationship
When using linear control, the relation between the phase and the gain of a minimum phase system,
is uniquely determined by Bode’s phase-gain relationship. The relation and the approximated relation
are presented in equation C.10 and C.11 respectively. In the equation, n represents the slope of the
magnitude in a Bode plot. When loop shaping, see section C.7, the phase-gain relation essentially
implies that a slope n always comes with a phase of around 90n◦. This means that when adding for
example an integrator, a −1 slope, the phase will always drop 90 degrees.

∠G(jω0) =
1

π

∫ ∞

−∞

dln|Gjω|
dln(ω)︸ ︷︷ ︸

n

ln|ω + ω0

ω − ω0
|dω
ω

(C.10)

∠G(jω0) ≈ 90◦n (C.11)

For non-minimum phase systems, such as systems with delay, the relation becomes even stricter. To
get an accurate impression of the phase-lag, one should add the phase lag caused by the delay to the
phase-lag calculated through the phase-gain relation. In the case of systems with delay, the phase-gain
relation can therefore be regarded as an indication of the maximum achievable phase. In practice, the
actual phase will always be lower. [7]

C.8.3. Limitation Imposed by Time Delays
Even with ’ideal’ control, time delay can not be removed as this would require input from the future. As
explained in section C.2, perfect tracking implies that the complementary sensitivity function equals one
for all frequencies. When there is delay in the the system, this equality transforms to T (s) = e−θs, here θ
denotes the time delay. This means that the sensitivity function will be S(s) = 1−T (s) = 1−e−θs. Using
a Taylor series expansion for the exponent, the equality can be transformed to S(s) ≈ 1− (1− θs) = θs.
In the case of perfect tracking, S(s) = 1

L(s) , which means L(s) = 1
θs . Using this relation, an upper

bound on the bandwidth can be derived as presented in equation C.12. [10]

ωc <
1

θ
(C.12)
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C.9. Dynamic Error Budgeting
As explained in section C.7, disturbances can have a significant impact on the performance of a system.
Many disturbance sources have stochastic properties, whichmeans that they are random and consist of
a range of frequencies. A Bode plot represents the response of a system to each single input frequency.
The effect of a range of frequencies is more difficult to observe. In order get an indication of the im-
pact of a disturbance source on the performance of a system, the power of that signal can be used. [11]

For a disturbance source with a zero mean, which is often the case for stochastic disturbance sources,
the power is equal to the variance of a signal and defined by equation C.13 presented below. In the
equation x and T represent the disturbance signal and the time period respectively.

||x||2rms = lim
T→∞

1

2T

∫ T

−T

x(t)2dt (C.13)

Parseval’s Theorem states that the energy in the time domain equals the energy in the frequency
domain [11]. Using this theorem the signal power can be converted to the frequency domain using
equation C.14. In the equation, PSD refers to the Power Spectral Density. The PSD is a measure of
the power of a signal at a given frequency component and is defined in continues time by equation
C.15. The integral of the PSD over all positive frequencies is called the Cumlative Power Spectrum
CPS. The CPS represents the square of the RMS error induced by a disturbance source [12]. The
MATLAB script used to calculate the CPS is presented in appendix G.6.

||x||2rms = lim
T→∞

1

2T

∫ T

−T

x(t)2dt =

∫ ∞

0

PSD(f)df︸ ︷︷ ︸
CPS

(C.14)

PSD(f) = lim
T→∞

|X(f)|2

T
(C.15)

Usually, various disturbances are present in a system. In figure C.11 a closed-loop system with multiple
disturbance sources is presented. According to [11], when modeling the disturbance sources in a sys-
tem, it is possible to add up the influence of each independent source, if the sources are uncorrelated.
This property generates insight into the total error and the individual contribution of each independent
disturbance source on this error. It allows a designer to allocate budgets to the different disturbance
sources, hence the name dynamic error budgeting. ’Dynamic’ refers to the use of the frequency de-
pendent models.

Figure C.11: Closed-loop system with various disturbance sources [11].



D
Linear Control Strategies

The considered linear control strategies will be presented in this appendix. In the final section, sec-
tion D.5, these strategies are evaluated, providing a justification for the control strategies that were
implemented.

D.1. Position Dependent Spring Force Compensation
In section 3.2 it is shown that it is possible to accurately measure the non-linearity in the spring force
to model to the behaviour of the tracking system more reliably. Besides an improved model accuracy,
section 3.2 also shows that the non-linearity in the spring constant causes a significant degradation
in the performance of the spring force compensation. Disregarding the effects of position dependent
disturbances, the model of the system without a position dependent spring constant, essentially shows
how the system would behave if the fed-back spring constant equals the actual spring constant at all
times. In section 3.2 it is shown that when this is the case, the modelled signal power of the S1 output
is 68 times lower then the signal power when using the current spring force compensation.

A logical step to improve the current spring force compensation is therefore, to use the available data
on the spring constant and feed back a position dependent variable instead of a constant. In a block
diagram this change can be visualized following figure D.1. The usedKest(x) equals the polyfit derived
in section 3.2. Furthermore, the spring compensated plant, Gc, can be regarded as the closed-loop
transfer function of the inner positive feedback loop. Equation D.1 shows how this feedback loop can
be rewritten as standard mass-spring-damper plant. The derivation shows that the spring compen-
sated plant can be regarded as a mass-spring-damper where the spring constant equals the difference
between the actual spring constant and the estimated spring constant.

Gc(s) =
G(s)

1−G(s)Keste−sDel2
=

1

G(s)−1 −Kest(x)e−sDel2
=

1

ms2 + bs+K −Kest(x)e−sDel2
(D.1)

Figure D.1: Block diagram representation of the system with position dependent spring force compensation.
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When the polyfit perfectly matches the non-linearity in the spring, the system is converted to a mass-
damper system. When the mass and damping in the system remain constant there are no non-linear
elements and the position dependent spring force compensation (PDSFC) essentially linearizes the
system. A Bode plot of a mass-damper and mass-spring-damper system is shown in figure D.2. The
spring force compensation essentially converts the slope of the magnitude plot from 0 to −1 at low
frequencies. This steeper slope generates a higher plant gain, and in turn open-loop gain, at low
frequencies. Following the block diagram presented in figure D.1, the S1 output, or tracking error, can
be calculated as shown in equation D.2. Evaluating equation D.2, it can be concluded that the tracking
error is proportional to the sensitivity function. When the magnitude of the open-loop is higher, the
magnitude of the sensitivity function is lower. Compensating the spring force therefore reduces the
tracking error of the system.

S1(z) =
1

1 + PID(z)Gc(z)Del1︸ ︷︷ ︸
Sensitivity Function

(Gc(z)Del1D1(z) +Del1D2(z) +D3(z)) (D.2)

Figure D.2: Illustration of the difference between a mass-damper and a mass-spring-damper system.

D.2. Anti-Notch Filter
In section 3.1 it shown that the surface change disturbance is proportional to the magnitude of the
sensitivity function. A common way to decrease the magnitude of the sensitivity function at a specific
range of frequencies is through the use of an anti-notch. An anti-notch is a linear filter that adds a
peak in the magnitude plot of the open-loop. As a consequence of the open-loop peak, the sensitivity
function will have a local valley. A generalized form of a anti-notch filter is presented in equation D.3
below. [2]

F (s) =
( s
ωn

)2 + s
Q1ωn

+ 1

( s
ωn

)2 + s
Q2ωn

+ 1
(D.3)

In the anti-notch filter ωn determines the location of the the peak, the ratio between Q1 and Q2 deter-
mines the height of the peak and the absolute value of Q1 and Q2 determines the width of the peak.
In figure D.3 the sensitivity function and tracking error with and without an anti-notch filter are presented.
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(a) Sensitivity function of the system with and without an anti-notch in
the controller.

(b) System’s response to a tilted flat surface change for a controller
with and without an anti-notch.

Figure D.3: Implications of adding an anti-notch filter.

Evaluating the tracking error, figure D.3b, it can be concluded that the anti-notch decreases the tracking
error of the system, when the surface change disturbance is a simple sine wave. In practice however,
it should be possible to measure any arbitrary shape. In such cases, the surface change will not follow
a sinusoidal pattern and will have a much smaller correlation to a specific range of frequencies. This
makes the use of anti-notches less attractive in practise.

D.3. Feedforward Control
Given that changes in the input of the system are known or measurable, which is the case for the
surface change disturbance, it is possible to compensate for these changes using feedforward control.
Figure D.4 shows a typical feedforward control architecture for a known disturbance D2. In the ideal
case, the disturbance is multiplied with the inverse of the plant, as presented in the figure D.4. When
this is the case, the feedforward input perfectly cancels the disturbance input and the system behaves
as if D2 is not present. It should be noted that this is only the case if the model perfectly matches the
actual plant. [7]

Figure D.4: Block diagram of a typical feedforward control architecture.

The control architecture presented in figure D.4 is unfortunately unrealizable in practise as the inverse
of the system’s transfer function is improper. When a transfer function is improper, its numerator has
a greater order then its denominator. This means that the transfer function goes to infinity as the fre-
quency increases. Infinite gain is impossible to achieve for practical systems. Therefore, to make the
transfer function realizable, the function first needs to be made proper. [2]

In the case of a sinusoidal input, only one frequency has to be considered. This means that the transfer
function can be simplified to a gain block. Similar as with the anti-notch filter, when a more complex
shape is considered, more frequencies will be involved and a simple gain block will not suffice. In this
case, the inverse of the plant needs to be used and additional poles will need to be added to make
the transfer function proper, see figure D.5. The additional poles reduce the disturbance rejection at
high frequencies. However, when the disturbance mainly consists of low frequency components, a
performance increase can still be achieved.
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Figure D.5: Illustration of the impact of adding additional poles to the plant inverse.

D.4. Re-Tuning the Controller
When it is not possible to predict a disturbance beforehand, its impact will have to be reduced through
feedback control. In section 3.3, it is shown that the unknown disturbances are primarily present in
the 10− 100 [Hz] frequency range. To suppress the effect of these disturbances, the magnitude of the
sensitivity function will have to be reduced in this area. In this case the active frequency range of the
disturbance is located around the bandwidth. In this area the open-loop transfer function is close to 1.
This means that the denominator in the sensitivity function can not be simplified to just the open-loop.
The loop-shaping method described in section C.7 therefore does not hold. To reduce the magnitude
of the sensitivity function around bandwidth, both the phase and the magnitude of the open-loop have
to be considered.

The sensitivity function, equals the inverse of the open-loop minus 1. This causes the distance between
the open-loop and the −1 point in a Nyquist plot to equal the inverse of the magnitude of the sensitivity
function. In a Nyquist plot, the bandwidth equals the frequency where the open-loop crosses the unit
circle. When evaluating this crossing for the Nyquist plot of the tracking system, see figure D.6a, it can
be concluded that in order to decrease the magnitude of the sensitivity function, the phase and/or gain
margin has to increase. Re-tuning the controller essentially means, re-configuring the transfer function
of the controller to achieve these new desired margins.

In figure D.6b, it can be seen that the magnitude of the sensitivity function is greater then one around
the bandwidth. Reducing the sensitivity’s magnitude in this area, will thus imply a reduction of the
area above the zero dB line. The area under the zero dB line is equal to the area above the zero
dB line due to the waterbed effect, see section C.8. This means that the magnitude of the sensitivity
function has to increase at low frequencies, when the magnitude around the bandwidth is reduced. It
is therefore possible to reduce the impact of the unknown disturbances by re-tuning the controller. A
reduction will however, inherently amplify the impact of low frequency disturbances. This means that a
performance increase can only be achieved when the impact of the disturbances around bandwidth is
further reduced then the impact of the low-frequency disturbances is increased.
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(a) The effect of re-tuning the controller on the Nyquist plot. (b) The effect re-tuning the controller on the sensitivity function.

Figure D.6: Visualization of the impact of re-tuning the controller for a greater disturbance rejection capability of frequencies
around the bandwidth.

D.4.1. H∞ Controller Design
A limitation of tuning is the fact that is does not explicitly generate an optimal controller. Parameters
can always be adjusted, and additional filters can always be added. This limitation can be overcome
by setting up the controller design as an optimisation problem. In this optimisation a cost function is
minimized to generate an optimal controller for a given application. The trick is to set up the cost func-
tion in such a way that the minimum of the function correctly reflects the predefined definition of optimal
performance. A commonly used methodology for setting up a cost function and finding the optimal
controller is called H∞ optimisation. [10]

The goal of H∞ optimisation is to minimise the H∞ norm. The H∞ norm can be calculated using
equation D.4 and can be interpreted as the peak value of a particular transfer function. Multiplying the
transfer function with a frequency dependent weight function enables the H∞ norm to be interpreted
as the maximum distance to a specified upper bound of the transfer function.

||G(jω)||∞
∆
= max

ω

−
σ(G(jω)) (D.4)

In order to generate a controller that provides a fast settling time and sufficient disturbance rejection
capabilities, both the sensitivity and complementary sensitivity function have to be considered. It is
therefore useful to set up the optimisation as a mixed sensitivity problem. In a mixed sensitivity problem,
multiple transfer functions are considered and the H∞ can be regarded as the maximum vector length
of a vector containing the used transfer functions. The optimisation can be written as presented in
equation D.5 and can be calculated using mathematical software packages such as MATLAB [13]. It
should be noted that the restriction imposed by the waterbed effect, explained in appendix D.4 still
apply. Reducing the magnitude of the sensitivity function around the bandwidth will always cause the
magnitude of the sensitivity function to increase at lower frequencies.

||G(jω)||∞
∆
= max

ω

−
σ

[
ω1S
ω2T

]
(D.5)
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D.5. Evaluation Linear Control Strategies
In section 3.2 it is shown that the non-linearity in the spring is by far the biggest contributor to the
tracking error. Since this non-linearity has such a big impact and is known, a modification targeting the
reduction of this non-linearity has to be included. As explained in section D.2 using the PDSFC, the
system is effectively linearized, making it a highly suitable modification to implement.

The tracking error caused by changes in the surface height can be reduced by both a feedforward
controller and an anti-notch filter. Applying an anti-notch filter mainly works when the surface change
disturbance has a clear correlation with a specific frequency range. This means that it works well for
a tilted flat, but makes it less applicable for measuring arbitrary surfaces. Feedforward control does
not have this issue and is only dependent on the accuracy of the modelled plant inverse. The plant in-
verse is especially inaccurate at high frequencies as additional poles are required to make the transfer
function proper. These poles cause a feedforward controller to be less effective when the change in
surface height has a lot of high frequency components.

When a disturbance is not known beforehand a feedback control strategy needs to be applied. This
effectively comes down to changing the transfer function of the controller to generate the shape of the
sensitivity function. Here it is important to note that , due to the waterbed effect, an improvement of the
control system in one area will always lead to a reduction in performance in another. Therefore, while it
is possible to reduce the impact of disturbances in a specific frequency band by re-tuning the controller,
an overall performance increase is not a given.



E
Reset Control

Even the best linear control techniques are limited in their performance by the waterbed effect and
Bode’s gain-phase relation, explained in section C.8. To overcome these limits, non-linear control
needs to be implemented. A promising non-linear control strategy is reset control.

Reset control works very similar to linear control. The controllers can be tuned using conventional loop-
shaping techniques and many linear control elements have a resetting counter part. The difference is
that at some point one of the controller states is re-set when a pre-determined condition is met [9]. This
resetting action means that the controller is non-linear and enables the creation of control elements
that overcome the limits of linear control. This appendix provides the required tools and background
information to design and evaluate the CGLPs presented in section 4.3.

E.1. Reset Control in State Space
When modelling reset control systems it is often useful to describe the system in a state-space repre-
sentation, as shown in E.1. In the state-space representation, the reset mechanism is described by
equation two, where xr(t

+) and Aρ represent the state of the controller after the reset and the reset
matrix respectively. When the reset condition is not triggered, the system functions as a standard linear
systems, as described by equation one and three. This system of equations is often referred to as the
base linear system (BLS). [9] (1) ẋr(t) = Arxr(t) +Br(t) c(t) ̸= 0

(2) xr(t
+) = Aρxr(t) c(t) = 0

(3) u(t) = Crxr(t) +Dre(t)
(E.1)

Designing a reset mechanism generally comes down to determining when, by modifying c(t), and how
to apply the reset, by modifying Aρ. Usually c(t) is equal to the tracking error, but it is good to be aware
that other signals are possible as well. The reset matrix defines the value of the controller states after
the reset. This matrix usually sets the states to zero. In some cases however, it can be useful to only
partially reset the controller state.

E.2. Describing Functions
When dealing with non-linear controllers, it is impossible to perfectly describe the behaviour of that
controller with a linear transfer function. To still get an indication of the frequency domain representation
of a reset controller, it is possible to approximate its behaviour using a sinusoidal input Describing
Function (DF). A DF represents the transfer function between the input and the first harmonic of the
Fourier series expansion of the output. The DF can be described analytically using equation E.2, the
derivation of this equation is presented in [14].
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H(ω) = Cr(jωI −Ar)
−1(I + jΘD(ω))Br +Dr (E.2)

Where,

Λ(w) = ω2I +A2
r

∆(ω) = I + e
π
wAr

∆r(ω) = I +Aρe
π
wAr

Γr = ∆−1
r (ω)Aρ∆(ω)Λ−1(ω)

ΘD(ω) = −2ω2

π ∆(ω)[Γr − Λ−1(w)]

Describing functions only provide a valid approximation of the controller behaviour when the first har-
monic is dominant over the other harmonics in the Fourier series expansion. To generate greater insight
into the behaviour of the controller, the higher-order sinusoidal-input describing functions (HOSIDF)
method can be used [15]. The HOSIDF method can be regarded as an extension of the DF analysis.
Where, in addition to examining the transfer function between the input and the first harmonic of the
output, calculations are extended to include the transfer functions between the input and higher-order
harmonics. The HOSIDF can be calculated as outlined in E.3.

Hn(w) =

 Cr(jωI −Ar)
−1(I + jΘD(ω))Br +Dr n = 1

Cr(jωI −Ar)
−1(jΘD(ω))Br odd n > 2

0 even n ≥ 2
(E.3)

E.3. The Clegg Integrator
Using reset control it is possible to overcome the limits of linear control and increase the performance of
a system. This potential performance increase can intuitively be understood by looking at the integral
action of a standard PID controller. As explained in C.6, the integral action is determined by the sum
of the error over time. This means that when the error is zero, the controller still outputs a signal, when
the sum of the error is not zero. This output causes the unwanted overshoot in the step response and
can be eliminated by resetting the error sum, when the error crosses zero. This intuition is the idea
behind the Clegg integrator (CI) [16]. A CI is an integrator that is reset to zero when the error is zero.
The response of a CI to a sinusoidal input is presented in figure E.2.

Figure E.1: Output of a CI to a sinusoidal input.
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A block diagram representation of the CI is shown in figure E.1. For the CI, c(t) denotes the tracking
error. The after-reset value, a(t), is equal to zero. The CI can be regarded as the basis of reset control.
Every reset element presented in section E.4 can be described in a block diagram representation based
of this block. The state-space matrices for the CI are given by E.4.

Ar = 0 Br = 1 Aρ = 0 Cr = 1 Dr = 0 (E.4)

Figure E.2: Block diagram representation of a CI.

Entering the state-space matrices of the CI in equation E.2, results in the DF of the CI presented in
equation E.5. The DF is the same as the transfer function of a conventional integrator, with an additional
term, j 4

π . This additional term causes the phase of the CI to be tan−1(π4 ) ≈ 38◦. This means that a CI
adds 52◦ compared to a conventional integrator.

HClegg(w) =
1

jω
(1 + j

4

π
) (E.5)

In figure E.3, a DF approximation of the CI and a conventional integrator are presented in a Bode plot.
In the figure it can be seen that the integrators have the same slope, but a different phase. From this
figure it can therefore be concluded that the DF approximation of the CI breaks Bode’s gain-phase
relation. The small difference in the magnitude can easily be compensated through a decrease in the
gain of the CI. When only considering the DF approximation, the CI can be regarded as a integrator
with a smaller phase lag.

Figure E.3: Comparison of a Clegg and conventional integrator.

E.4. Reset Elements
From section E.3 it can be concluded that when only considering the DF approximation, the CI adds
phase to a system without changing the gain. A big downside of the CI is the fact that the reset action
introduces limit cycles into the system when the BLS has a steady state-error. The limit cycles can sig-
nificantly increase the tracking error [15]. To limit this behaviour and enhance the overall performance
of the CI, various reset elements have been developed. In this section a few of the most frequently
used reset elements are discussed.
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E.4.1. PI + CI
In a conventional CI, the summed error is reset to zero when the reset condition is met. This is referred
to in literature as a full reset. Instead of resetting the error sum to zero it is also possible to reset the sum
to a percentage of its current value. This so called ’partial reset’ decreases the limit cycle behaviour
caused by the CI and is the idea behind the PI + CI element [17].

E.4.2. Generalized FORE
Besides an integrator, other filters can also have a resetting counterpart. One commonly used element
is the so called First Order Reset Element (FORE) [18]. The FORE is essentially a resetting first order
filter. Similar as with the CI it is also possible to partially reset a FORE. In literature this type of filter
is classified as a generalized FORE (GFORE) element [15]. The state-space matrices of a GFORE
element are presented in E.6.

Ar = −ωr Br = ωr Aρ = γ Cr = 1 Dr = 0 (E.6)

E.4.3. SORE
When loop shaping, second order filters such as notches and low-pass filters are often used. The
resetting equivalent of these filters are labelled Second Order Reset Element (SORE) [19]. The SORE
can be described in state-space as presented in E.7.

Ar =

[
0 0

−ω2 −2ωβ

]
Br =

[
0
ω2

]
Aρ = 0 Cr =

[
1 0

]
Dr = 0 (E.7)

E.5. Evaluation of using Reset Control
When only considering the DF approximations of the reset control elements presented in E.4 a clear
increase in performance can be expected compared to their linear counter parts. In [15], it is also
stated that reset controllers have shown a significant performance improvement over linear controllers.
It should be strongly noted however, that the DF analysis only gives an approximation of the perfor-
mance.

Figure E.4 shows a few HOSIDFs of the Clegg integrator, in the figure it can be seen that even though
the first harmonic has the largest magnitude, it is not significantly higher than the third harmonic. Ac-
cording to [15], this means that the higher order harmonics can not be completely neglected. If only
the first order harmonic is considered when tuning a reset controller, a significant deviation can occur
between expected and actual performance. In short, reset elements can provide a significant perfor-
mance increase, but the effects of higher order dynamics should always be considered when tuning
the controller.

Figure E.4: HOSIDFs of the Clegg integrator. In Hn, n denotes the nth harmonic.
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E.6. CGLP
The filters presented in section E.4, mainly focus on reducing the phase lag of an integrator. It is also
possible to use reset control to create a broadband phase lead. This is the motivation behind the Con-
stant in Gain lead in phase (CGLP) element introduced in [20]. A CGLP element consists of a reset
lag filter in series with an ordinary lead filter, which can both be of first or second order. The reset
filter mirrors the magnitude of the lead filter, but has a different phase. When putting these elements
together an element with a constant gain and a phase lead is created, hence the name. A bode plot of
the DF of a first order CGLP is shown in figure E.5. The state-space matrices are given in E.9. In the
equations, α refers to the correction required to match the magnitudes of the FORE and the lead filter.

In section 4.3 is shown that the magnitude of the system’s sensitivity function needs to be reduced
around the bandwidth. Section D.4, shows that achieving this task through linear control will always
lead to an increase of the sensitivity’s magnitude at low frequencies. Using a CGLP however, this is
not the case as it only changes the phase of a system and not the magnitude. This property makes a
CGLP highly suitable for the application and is the reason why it is implemented.

Figure E.5: Bode plot of a CGLP.

Ar =

[
−ωrα 0
ωf ωf

]
Br =

[
−ωrα
0

]
Aρ =

[
γ 0
0 1

]
Cr =

[ωf

ωr
(1− ωf

ωr
)
]

Dr = 0 (E.8)

E.6.1. CGLP Controller Design
In section E.6 it is shown that a CGLP is essentially a series combination of a FORE and a lead filter.
These two components can be represented by equation E.9. In the equation, the diagonal arrow indi-
cates the state of the FORE is re-set to γ when the reset condition is met. Designing a CGLP, effectively
comes down to choosing the parameters γ, α, ωr and ωf to achieve the desired performance.

FORE =
1

����: γαs
ωr

+ 1
Lead =

s
ωr

+ 1
s
ωf

+ 1
(E.9)

The DF approximation of a reset controller is only valid, when the first harmonic dominates over the
higher-order harmonics. When designing the CGLP, the goal should therefore be to design a controller
that meets the set criteria, with the lowest possible magnitude of the higher-order harmonics. In this
design it is especially important that the higher-order harmonics are dampened at the lower frequencies,
below bandwidth, as these are the frequencies determining the tracking capabilities of a system. To
quantify these higher-order harmonics, [21] uses equation E.10 to approximate the HOSIDF presented
in section E.2 at low frequencies. In the equation lf refers to low-frequency.
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Hn(w, n)lf ≈


−CA−1B +D n = 1

j−2ω2

π (1− γ)CA−3 odd n > 1
0 even n > 1

(E.10)

Inserting the state-space matrices of the FORE, see section 4, into equation E.10, an approximation of
the HOSIDF for a FORE is derived [21].

|FORE(ω, n)lf |odd n>1 ≈ 2(1− γ)

π

ω2

(αωr)2
(E.11)

Equation E.11 shows that the magnitude of the HOSIDF is proportional to σ = 1−γ
(αωr)2

. [21] also shows,
α has to follow equation E.12, to achieve unity gain at high frequencies. The magnitude of the higher-
order harmonics, is therefore only dependent on γ and ωr. To determine the exact values of the pa-
rameters, the MATLAB script presented in appendix G.3 used. The script essentially uses brute force
to find the combination of γ and ωr that results in the desired amount of additional phase, while having
the lowest possible value of σ.

α =
1√

1 + F 2
, F =

4

π

1− γ

1 + γ
(E.12)

Setting ωf higher, allows ωr to be bigger, while achieving the same amount of additional phase at
bandwidth. When ωr is bigger, σ is smaller. To minimize the higher-order harmonics, ωf is therefore
set at the Nyquist frequency.
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F
Simulink Model

The Simulink model used to generate the modelled results shown throughout the thesis is presented
in this appendix. The model conists of three main parts. First an initialization script is called to set
up all the parameters of the model, see appendix G.1. Thereafter, a numerical simulation is ran in
Simulink, following the block diagrams presented throughout the paper. Lastly a data processing script
is called to evaluate and visualize the results, see appendix G.2. The model uses logs of the radius
R and rotation angle θ, collected during a tilted flat measurement, as inputs for the surface change
disturbance model.

F.1. Set-up without controller Modifications
The initial control system presented in 2.2 is implemented in Simulink as shown in figure F.1. The
change in surface height is added to the system through a function block containing the code snippet
presented in F.1. Additionally, the z−d blocks represent the sensor delays. In this initial set-up the
spring force compensation is executed through a simple gain block denoted by the triangle containing
’-K-’.

Figure F.1: Simulink model of the system without controller modifications.

1 function z = Surface_Change(t, set_up, input)
2 tilt = set_up(1); % Tilt angle of the tilted flat [rad]
3 Ts = set_up(2); % Sampling time [s]
4 i = int64(t/Ts); % Time stamp [-]
5 R = input(i + 1, 1); % Logged radius at time stamp i [m]
6 theta = input(i + 1, 2); % Logged theta at time stamp i [rad]
7

8 % Radius in the reference frame of the flat
9 R_flat = sqrt(R.^2./(sin(theta).^2 + (cos(tilt)*cos(theta)).^2));

10

11 % Surface height at time stamp i
12 z = -R_flat.*cos(theta)*sin(tilt);
13 end

Function F.1: Function defining the change in surface height.

38
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The content of the ’Plant’ block is presented in figure F.2. As explained in section 3.2, the spring
constant changes depending on the position of the system. To incorporate this in the model, Simulink’s
’varying transfer function’ block is used. The varying spring constant is specified through a function
block of the same name. This function block contains the code snippet presented in F.2. The function
block essentially specifies the spring constant based off the polynomial fitted in section 3.2.

Figure F.2: Plant Block.

1 function K = Varying_Spring_Constant(S2_Output , coefficients)
2 K = coefficients(1)*S2_Output.^4 +...
3 coefficients(2)*S2_Output.^3 +...
4 coefficients(3)*S2_Output.^2 +...
5 coefficients(4)*S2_Output +...
6 coefficients(5);
7 end

Function F.2: Function defining the varying spring constant.

F.2. Set-up with Controller Modifications
The controller modifications presented throughout the thesis are implemented in Simulink using the
model presented in figure F.3. The feedforward block contains the code snippet presented in F.3 and
follows a similar structure as the surface change. The difference is the fact that in the feedforward
block, the surface change is multiplied by the inverse of the plant, as explained in section 4.2. Figure
F.3 also shows the PDSFC block. This block contains the code snippet presented in F.4.

Figure F.3: Simulink model of the system with controller modifications.

1 function ff = Feedforward(t, set_up, input)
2 tilt = set_up(1); % Tilt angle [rad]
3 Ts = set_up(2); % Sampling time [s]
4 offset = set_up(3); % FF phase offset [rad]
5 gain = set_up(4); % FF gain [-]
6 i = int64(t/Ts); % Time stamp [-]
7

8 R = input(i + 1, 1); % Logged radius at time stamp i [m]
9 theta = input(i + 1, 2) + offset; % Logged theta at time stamp i [rad]
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10

11 % Radius in the reference frame of the flat
12 R_flat = sqrt(R.^2./(sin(theta).^2 + (cos(tilt)*cos(theta)).^2));
13

14 % Surface height at time stamp i
15 z = -R_flat.*cos(theta)*sin(tilt);
16

17 % Feedforward gain at time stamp i
18 ff = z*gain;
19 end

Function F.3: Function setting up the feedforward input.

1 function Output = PDSFC(spring_position , coefficients)
2 K = coefficients(1)*spring_position^4 +...
3 coefficients(2)*spring_position^3 +...
4 coefficients(3)*spring_position^2 +...
5 coefficients(4)*spring_position +...
6 coefficients(5);
7 Output = K*spring_position;
8 end

Function F.4: Function setting up the position dependent spring force compensation.

The content of the CGLP block is presented in figure F.4. The CGLP is implemented through two
function blocks containing the code snippets presented in F.5 and F.6. The function blocks essentially
execute the state-space equations of both the FORE and lead element in discrete time.

Figure F.4: CGLP Block.

1 function [Output, State, prev_Input] = FORE(Input, ss, State, prev_Input)
2 % Retreive the state-space matrices of the FORE element
3 A = ss(1);
4 B = ss(2);
5 C = ss(3);
6 D = ss(4);
7 Ar = ss(5);
8

9 % Detect a zero crossing
10 if (prev_Input > 0 && Input < 0) || (prev_Input < 0 && Input > 0)
11 Zero_Cross = true;
12 else
13 Zero_Cross = false;
14 end
15

16 % Determine wheter the system has to reset and calculate the output
17 if Zero_Cross == true
18 New_State = Ar * State;
19 Output = 0;
20

21 else
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22 New_State = A * State + B * Input;
23 Output = C * State + D * Input;
24 end
25

26 State = New_State;
27 prev_Input = Input;
28

29 end
Function F.5: Function defining the FORE block.

1 function [Output, State] = lead(Input, ss, State)
2 % Retreive the state-space matrices of the lead element
3 A = ss(1);
4 B = ss(2);
5 C = ss(3);
6 D = ss(4);
7

8 % Update the controller state and calcualte the output
9 New_State = A * State + B * Input;

10 Output = C * State + D * Input;
11

12 State = New_State;
13 end

Function F.6: Function defining the lead block.
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MATLAB Scripts

The Matlab scripts used to design and evaluate the proposed controller modification are presented in
this appendix.

G.1. Simulink Model Initialization
The Simulink model is initialized using the script presented below. The parameters of the mass-spring-
damper system and sensor delays defined in the script were fitted using a frequency response function
measurement. Additionally, the variable ’coefficients’ represents the coefficients of the polyfit retrieved
using the ’Spring Constant Fitter’ presented in appendix G.4. The parameters of the CGLP are obtained
using the ’CGLP Design Tool’ presented in appendix G.3.

1 clc; clear; close all;
2

3 % Setting up the plant variables
4 m = 0.07530947; % Mass [kg]
5 b = 0.153014; % Damping [kg/s]
6 K = 1088.44497480419; % Stiffness [N/m]
7

8 % Define the the coefficients of the polyfit used to simulate
9 % the position dependent spring constant.

10 coefficients = [476435757771.356;
11 -492876272.681827;
12 8733030.26781660;
13 -5971.05064248660;
14 1088.44497480419];
15

16 Ts = (1/2000); % Sampling time [s]
17 Rot_v = pi; % Rotational speed [Rad/s]
18 Del1 = 'Confidential'; % Delay on the confocal sensor [-]
19 Del2 = 'Confidential'; % Delay on the interferometer [-]
20

21 s = tf('s');
22 z = tf('z', Ts);
23

24 % Set up the spring compensated plant
25 plant = 1/(m*s^2 + b*s + K);
26 plantD = c2d(plant, Ts, 'zoh');
27 KplantD = feedback(plantD, -K*z^(-Del2));
28

29 % Evaluate the transfer functions at the rotational frequency
30 eval_Kplant = evalfr(1/KplantD,exp(Rot_v*1j*Ts));
31

42
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32 % Define the feedforward gain and phase offset
33 KplantFF_gain = abs(eval_Kplant);
34 KplantFF_phase = angle(eval_Kplant);
35

36 % Set up the PID controller
37 kp = 2660.689;
38 I = 200000;
39 D = 17.0;
40

41 % Discrete time PID controller
42 PID = kp + I*Ts*(z/(z-1)) + (D/Ts)*(1 - 1/z);
43

44 % Load the measurement data
45 folder = 'Specify Folder Here';
46 path1 = sprintf('%s\\%s.mat', folder, 'time');
47 path2 = sprintf('%s\\%s.mat', folder, 'R_axis_pos');
48 path3 = sprintf('%s\\%s.mat', folder, 'Theta');
49 path4 = sprintf('%s\\%s.mat', folder, 'CF_Output');
50 path5 = sprintf('%s\\%s.mat', folder, 'IFM_pos');
51

52 time_log = (load(path1).time)/1000; % Time log [s]
53 R_axis_pos = load(path2).R_axis_pos; % Radius log [m]
54 Theta = load(path3).Theta; % Theta log [rad]
55 BaseMeas_CF = -1*load(path4).CF_Output; % S1 measurement log [m]
56 BaseMeas_IFM = load(path5).IFM_pos; % S2 measurement log [m]
57

58 tilt = deg2rad(-6.801); % Tilt angle of the flat [rad]
59 dur = time_log(end); % Duration of the simulation [s]
60

61 % Set up the FORE in state-space in discrete time
62 wc = 40*2*pi;
63 wr = 156.556;
64 wf = 25.00000 * wc;
65 gamma = -0.00949;
66 F = (4/pi) * (1 - gamma) / (1 + gamma);
67 alpha = 1 / sqrt(1 + F^2);
68 w_alpha = wr/alpha;
69 delta = 0;
70

71 % Set up the BLS for the FORE in discrete time
72 BLS_FORE_C = 1 / ((s / w_alpha) + 1);
73 BLS_FORE_D = c2d(BLS_FORE_C , Ts,'tustin');
74

75 % Retreive the state-space matrices of the FORE
76 [BLS_FORE_D_num , BLS_FORE_D_den] = tfdata(BLS_FORE_D , 'v');
77 [A_FORE_D , B_FORE_D , C_FORE_D , D_FORE_D] = tf2ss(BLS_FORE_D_num , BLS_FORE_D_den);
78 Ar_FORE = gamma;
79 FORE_D_val = [A_FORE_D , B_FORE_D, C_FORE_D, D_FORE_D, Ar_FORE];
80

81 % Set up a lead filter in discrete time
82 lead_tf = (((s/wr) + 1) / ((s/wf) + 1));
83 leadD = c2d(lead_tf, Ts, 'tustin');
84

85 % Retreive the state-space matrices of the lead filter
86 [num_lead , den_lead] = tfdata(leadD);
87 [A_lead_D , B_lead_D , C_lead_D , D_lead_D] = tf2ss(num_lead{1}, den_lead{1});
88 Lead_D_Val = [A_lead_D , B_lead_D, C_lead_D, D_lead_D];
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G.2. Simulink Data processing
The output of the Simulink model is processed using the script presented below. The spiral traces and
CPS plots presented troughout the thesis are all generated using this script.

1 close all;
2

3 % Retreive the position of the sensor
4 x = R_axis_pos.*cos(Theta)*1e3;
5 y = R_axis_pos.*sin(Theta)*1e3;
6

7 % Retrieve the Simulink Data
8 Model_Time = out.tout;
9 S1_Signal = out.S1_Signal.Data;

10 CF_Signal_VKPlantFF = out.CF_Signal_VKPlantFF.Data;
11 S1_Signal_FF_CGLP = out.S1_Signal_FF_CGLP.Data;
12

13 % Isolate the spiral trace
14 indices = find(R_axis_pos > 0.0 & R_axis_pos < 0.0150);
15

16 % Calculate the CPS of the retreived signals
17 [freqs_BaseMeas , CPS_BaseMeas] = CPS_Calc(BaseMeas_CF(indices), Ts);
18 [freqs_S1_Signal_FF_CGLP , CPS_S1_Signal_FF_CGLP] = ...
19 CPS_Calc(S1_Signal_FF_CGLP(indices), Ts);
20

21 % Plot the Spiral trace
22 figure(1)
23 limz = 2;
24 fontsize = 18;
25 set(gcf, 'Position', [100, 100, 800, 600]);
26 set(gca,'FontSize', fontsize);
27

28 % Plot the spiral trace of the measurement
29 color_line3(x(indices), y(indices), BaseMeas_CF(indices)*1e6, ...
30 BaseMeas_CF(indices)*1e6);
31

32 % Plot the spiral trace of the model without modifications
33 color_line3(x(indices), y(indices), S1_Signal(indices)*1e6, ...
34 S1_Signal(indices)*1e6);
35

36 % Plot the spiral trace of the model with modifications
37 color_line3(x(indices), y(indices), S1_Signal_FF_CGLP(indices)*1e6, ...
38 S1_Signal_FF_CGLP(indices)*1e6);
39 xlabel('X [mm]'); ylabel('Y [mm]'); zlabel('S_1 Output [\mum]');
40 xlim([-15,15]), ylim([-15,15]); zlim([-limz,limz]);
41 grid on; view(35, 33); title('');
42 colormap('jet'); clim([-limz,limz]);
43

44 % Plot the CPS of the retreived signals
45 figure(2)
46 set(gcf, 'Position', [100, 100, 800, 600]);
47 semilogx(freqs_BaseMeas , CPS_BaseMeas*1e12); hold on;
48 semilogx(freqs_S1_Signal_FF_CGLP , CPS_S1_Signal_FF_CGLP*1e12); hold on;
49 xlabel('Frequency [Hz]'); ylabel('||S_1 Output||^{2}_{RMS} [\mum^2]');
50 legend('Measured S_1 Output', 'Modelled S_1 Output', ...
51 'Modelled S_1 Output with PDSC', 'Location', 'northwest');
52 grid on; title('');
53 set(gca,'FontSize', fontsize);
54 set(findall(gcf,'type','line'),'linewidth',1.5);
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G.3. CGLP Design Tool
The MATLAB script presented below is used to determine the parameters of a CGLP. The script takes
in the bandwidth, Nyquist frequency and required additional phase. The script then uses a brute force
approach, to calculate the combination of parameters that yields the lowest magnitude of the higher-
order harmonics. The magnitude of the higher-order harmonics is calculated based on the method
outlined in section E.6.1.

1 clear; clc; close all;
2

3 % Specify required additional phase (AP) at bandwidth
4 AP = 25;
5

6 % Specify the bandwidth and nyquist frequency of the system
7 wc = 40*2*pi;
8 wf = 1000*2*pi;
9

10 % Specify the search area of the optimizer
11 n = 80; % Number of gamma values searched
12 m = 300; % Numer of wr values searched
13

14 % Set up the search area for the gamma values
15 gamma = linspace(-0.75, 0.75, n);
16

17 % Set up empty arrays for the sigma and wr values
18 sig = zeros(1, n);
19 Wr_min = zeros(1, n);
20

21 % Loop over the gamma values in the search area
22 for j = 1:n
23 F = (4/pi) * (1 - gamma(j)) / (1 + gamma(j));
24 alpha = 1 / sqrt(1 + F^2);
25

26 % Caculate the wr that generates the required AP
27 Wr_min(j) = Wr_Calculator(alpha, gamma(j), wf, wc, AP, m);
28

29 % Add the corresponding sigma value to the sig array
30 sig(j) = (1 - gamma(j)) / (alpha*Wr_min(j))^2;
31 fprintf('%.d / %d \n', j, n);
32 end
33

34 % Retrieve the minimum sigma value
35 [min_value , min_index] = min(sig(:));
36

37 % Print the result
38 wr = Wr_min(min_index);
39 fprintf('wr = %.5f * (2*pi);\n', wr/(2*pi));
40 fprintf('wf = %.5f * wc;\n', wf/ wc);
41 fprintf('gamma = %.5f;\n', gamma(min_index));
42 fprintf('Sig = %.5e;\n', min_value);
43

44 function Wr_min = Wr_Calculator(alpha, gamma, wf, wc, AP, n)
45 % Set up the wr search area
46 A = linspace(0, 5, n);
47

48 % Set up an empty array for the phase errors
49 PhaseError = zeros(1, n - 1);
50

51 % loop over the wr values in the search area
52 for i = 2:length(A)
53 wr = (wc/A(i));
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54

55 % Calculate the phase at bandwidth of a CGLP
56 % with the given parameters.
57 CGLP = CGLP_Setup(alpha, gamma, wr, wf, wc);
58 CGLP_Angle = rad2deg(angle(CGLP));
59

60 % Calculate the phase error of the CGLP
61 PhaseError(i - 1) = abs(AP - CGLP_Angle);
62 end
63

64 % Calculate the minimum phase error
65 [min_value , min_index] = min(PhaseError);
66

67 % Calculate the corresponding wr value
68 Wr_min = wc / A(min_index);
69 end
70

71

72 function CGLP_Val = CGLP_Setup(alpha, gamma, wr, wf, wc)
73 % Set-up a FORE in state-space
74 w_alpha = wr/alpha;
75 A_FORE = -w_alpha; B_FORE = w_alpha; C_FORE = 1; D_FORE = 0;
76 Ar_FORE = gamma;
77 Sys_FORE = ss(A_FORE, B_FORE, C_FORE, D_FORE);
78 FORE_Val = hosidfcalc(Sys_FORE , Ar_FORE, 1, wc);
79

80 % Set up a lead filter
81 s = tf('s');
82 lead_tf = ((s/wr) + 1) / ((s/wf) + 1);
83

84 % Evaluate the lead filter at bandwidth
85 eval_lead = evalfr(lead_tf, wc*1j);
86

87 % Set up the CGLP
88 CGLP_Val = FORE_Val * eval_lead;
89 end
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G.4. Spring Constant Estimator
The function presented below is used to make a poly-metric fit of the position dependent spring con-
stant. The script uses the procedure outlined in section 3.2 to produce the approximation.

1 function Result = Spring_Constant_Estimator(Data, start_time , end_time)
2 % Select the time range of an up or down movement
3 time_range = (Data.Time >= (Data.Time(1) + start_time)...
4 & (Data.Time <= Data.Time(1) + end_time));
5

6 % Retreive the S2 data
7 conversion1 = 'Confidential';
8 S2_signal = double(Data.Interferometer_Probe)*conversion1;
9

10 % Set up a time vector
11 time = Data.Time(time_range) - Data.Time(1) - start_time;
12

13 % Set up position vector
14 S2_pos = S2_signal(time_range);
15

16 % Convert uint16 to doubles
17 F_motor = double(Data.Probe_ActualForce_Counts(time_range));
18 F_motor(F_motor > 32768) = F_motor(F_motor > 32768) - 65536;
19

20 % Convert the Force counts to Newtons
21 conversion2 = 'Confidential';
22 F_motor = F_motor * conversion2;
23

24 % Calculate the offset
25 zero_crossings = diff(sign(S2_pos)) ~= 0;
26

27 % Find zero crossings
28 zero_index = find(zero_crossings);
29 offset = -1*F_motor(zero_index);
30

31 % Delete the elements close to zero for better fit
32 F_motor1 = F_motor(abs(S2_pos) > 0.2e-4) + offset(1);
33 S2_pos1 = S2_pos(abs(S2_pos) > 0.2e-4);
34 spring_constant = (F_motor1)./(S2_pos1);
35

36 % Approximate the spring constant using a polymetric fit
37 coefficients = polyfit(S2_pos1, spring_constant , 4);
38 x = linspace(-0.004, 0.004, 1000);
39 spring_approx = coefficients(1)*x.^4 + ...
40 coefficients(2)*x.^3 + ...
41 coefficients(3)*x.^2 + ...
42 coefficients(4)*x + ...
43 coefficients(5);
44

45 Result = {time ,...
46 S2_pos ,...
47 F_motor ,...
48 S2_pos1 ,...
49 spring_constant ,...
50 spring_approx ,...
51 x,...
52 coefficients ,...
53 F_motor1};
54 end
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G.5. θN calculator
The MATLAB script presented below is used to calculate the angle of the NSV. In the script, G repre-
sents the measured frequency response of the plant.

1 function Theta_N = Theta_N_calculator( s, wr, wf, gamma, PID, G)
2 % Set-up the lead filter
3 lead = ((s/wr) + 1) ./ ((s/wf) + 1);
4

5 % Set-up the FORE
6 F = (4/pi) * (1 - gamma) / (1 + gamma);
7 alpha = 1 / sqrt(1 + F^2);
8 w_alpha = wr/alpha;
9 FORE = 1 ./ ((s / w_alpha) + 1);

10

11 C1 = lead;
12 C2 = PID;
13 C3 = 0;
14 R = FORE;
15 Dr = 0;
16

17 % Specify the open-loop
18 L = C1.*C2.*G;
19

20 % Set up the shaping filter
21 Cs = 1;
22

23 % Set up the Nyquist stability vector
24 M1 = 1 + L.*(R + C3);
25 M2 = L.*Cs.*(R - Dr);
26 M3 = (1 + L.*(C3 + Dr)).*(R - Dr);
27

28 Nx = real(conj(M1).*M2);
29 Ny = real(conj(M1).*M3);
30

31 % Calculate Theta_N
32 Theta_N = rad2deg(atan(Ny ./ Nx));
33

34 % Determine the quadrant and compute the tangent accordingly
35 Theta_N(Nx <= 0 & Ny >= 0) = 180 + Theta_N(Nx <= 0 & Ny >= 0);
36 Theta_N(Nx <= 0 & Ny <= 0) = 180 + Theta_N(Nx <= 0 & Ny <= 0);
37

38 end
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G.6. Cumulative Power Spectrum Calculator
The MATLAB function presented below is used to calculate the CPS plots shown in the thesis.

1 function [freqs_cps , cps] = CPS_Calc(Data, Ts)
2 n = length(Data); % Number of Data points [-]
3 Fs = 1/Ts; % Sampling frequency [Hz]
4

5 % Check if the number of data points is even or odd
6 if mod(n, 2) == 0
7 RFFT = (1: (n / 2)); % even
8 else
9 RFFT = ((1: floor(n / 2) + 1)); % odd

10 end
11

12 % Set up a frequency vector containing only the positive frequencies
13 freqs = RFFT * 1.0 / (n * Ts);
14

15 % Calculate the FFT
16 FFT_Data = fft(Data);
17 FFT_Data = FFT_Data(RFFT);
18

19 % Caclulate the PSD
20 PSD_Data = real(FFT_Data .* conj(FFT_Data)) ./ ((n * Fs) / 2);
21

22 % Set up an empty vector for the CPS values
23 cps = zeros(1, length(PSD_Data) - 1);
24

25 % Calulate the CPS
26 integral = 0;
27 for i = 2:length(cps)
28 step = freqs(i+1) - freqs(i);
29

30 % Trapezoidal integration
31 step_int = 0.5 * step * (PSD_Data(i) + PSD_Data(i - 1));
32 cps(i) = step_int + integral;
33 integral = integral + step_int;
34 end
35 freqs_cps = freqs(2:end);
36 end



H
Structured Text Implementations

The used tracking system is controlled using a programmable logic controller (PLC) programmed in
structured text. The structured text implementations of the presented controller modifications are shown
in this appendix.

H.1. Position Dependent Spring Force Compensation
1 // Caculate spring constant corresponding to the current position
2 spring_approx := coefficients[1]*EXPT(fMeasured_Position_m, 4) +
3 coefficients[2]*EXPT(fMeasured_Position_m, 3) +
4 coefficients[3]*EXPT(fMeasured_Position_m, 2) +
5 coefficients[4]*fMeasured_Position_m +
6 coefficients[5];
7

8 // Calculate the stiffness compensation
9 StiffnessCompensation_N := spring_approx * fMeasured_Position_m;

H.2. Feedforward Control Force
1 // Offset theta by the angle of the plant inverse
2 Theta_rad := Theta_rad + Theta_offset_rad;
3

4 // Calculate the surface height of the flat corresponding
5 // to the current position of the system
6 SH:= -1 * SQRT( EXPT( R_axis_pos_m, 2 ) / (EXPT( SIN( Theta_rad ), 2 ) +...
7 EXPT( COS( Theta_rad ) * COS( Tilt_angle_rad ), 2 )) ) *...
8 COS( Theta_rad ) * SIN( Tilt_angle_rad );
9

10 // Calculate the feedforward input
11 FF := SH * FF_Gain;

H.3. First Order Lead Filter
1 // Calculate the filter ouput
2 New_State_lead := A_lead * State_lead + B_lead * input;
3 output := C_lead * State_lead + D_lead * input;
4

5 // Update the state
6 State_lead := New_State_lead;

50
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H.4. First Order Reset Element
1 // Detect a zero-crossing of the input signal
2 IF (previousInput_FORE > 0 AND input < 0) OR (previousInput_FORE < 0 AND input >

0) THEN
3 Zero_Cross := TRUE ;
4 ELSE
5 Zero_Cross := FALSE;
6 END_IF
7

8 // Calculate the filter output
9 IF Zero_Cross = TRUE THEN

10 // Re-set the filter
11 New_State_FORE := Ar_FORE * State_FORE;
12 output := 0;
13 ELSE
14 // Linear operation
15 New_State_FORE := A_FORE * State_FORE + B_FORE * input;
16 output := C_FORE * State_FORE + D_FORE * input;
17 END_IF
18

19 // Update the variables
20 State_FORE := New_State_FORE;
21 previousInput_FORE := input;
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