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SUMMARY

Neural stimulation is an established treatment methodology for an increasing number
of diseases. Electrical Stimulation injects a stimulation signal through electrodes that are
implanted in the target area of the central or peripheral nervous system in order to evoke
a specific neuronal response that suppresses or treats pathological activity. This thesis
discusses the design of neural stimulators: the device that is responsible for generating
the stimulation signal in a safe, efficient and controlled manner. The design of such a
device requires a highly multidisciplinary approach which involves disciplines such as
neuroscience, electrophysiology, electrochemistry and electrical engineering.

The first part of this thesis focuses on the processes associated with the neuronal
recruitment. After describing the stimulation processes in detail at various levels, the
discussion zooms in on the processes at the electrode-tissue interface and in particu-
lar the electrochemical behavior. Many neural stimulators include coupling capacitors
between the stimulator and the electrodes to reduce the risk of potentially harmful elec-
trochemical reactions. However, it is shown that coupling capacitors also have negative
implications that need to be considered, such as a shift in the equilibrium potential of
the electrode-tissue interface. Also, the reversibility of charge transfer processes at the
electrode-tissue interface is analyzed. Most studies rely on monitoring the electrode-
tissue interface potential to determine the maximum reversible charge injection limits.
By measuring the reversible charge in a more direct way, it was found that under specific
conditions the irreversible charge transfer processes already play a role for stimulation
intensities that are well below the established charge injection limits.

The extensive description of the stimulation process is furthermore used to intro-
duce a fundamentally different stimulation paradigm. Instead of using a constant cur-
rent or voltage to stimulate the electrodes, a high frequency, switched-mode stimulation
signal is applied. The advantage of such a stimulation pattern is that it can be generated
in a power efficient way by the neurostimulator circuit using switched-mode operation
that is common in energy efficient amplifiers (class-D operation) or power management
circuits. The efficacy of the proposed stimulation pattern is verified both using model-
ing as well as using in vitro measurements by analyzing the response of patch-clamped
Purkinje cells.

The second part of the thesis focuses on the electrical design of neural stimulators.
The first system is designed to be used in a specific neuroscientific experiment and fea-
tures arbitrary waveform stimulation. The user has full flexibility over the choice of stim-
ulation waveform, while the stimulator circuit guarantees safety by ensuring charge bal-
anced operation. The stimulator circuit is realized and included in a system implemen-
tation that is suitable for the specific in vivo experimental setup. The stimulation pulse
(which uses a burst pattern) is synchronized with auditory stimulation in an attempt to
recondition the neural pathways in a mouse that suffers from tinnitus.
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viii SUMMARY

The second design implements the high-frequency switched-mode stimulation pat-
tern that was introduced in the first part of the thesis. The system features an unfil-
tered forward buck-boost converter at its core to directly stimulate the target tissue. It
is possible to operate the system with multiple independent channels that connect to
an arbitrary electrode configuration, making the system well suited for current steer-
ing techniques. Furthermore, comprehensive control was implemented using a dual
clock configuration that allows both autonomic tonic stimulation, as well as single shot
stimulation. Each channel can be configured individually with tailored stimulation pa-
rameters and multiple channels can operate in a synchronized fashion. The system is
power efficient, especially when compared with state-of-the-art constant current stimu-
lators with an adaptive power supply that operate in multichannel mode. Efficiency im-
provements up to 200% compared with state of the art constant current stimulators are
demonstrated. Furthermore, the number of external components required is reduced to
a single inductor.



SAMENVATTING

Hersenstimulatie is een behandelmethode die reeds wordt toegepast voor de behande-
ling van een groot scala aandoeningen. In het geval van elektrische stimulatie wordt een
stimulatie puls naar electroden gestuurd die geïmplanteerd zijn in het centrale of peri-
fere zenuwstelsel met als doel een specifieke response te genereren die de pathologische
activiteit onderdrukt. Dit proefschrift behandelt het ontwerp van neurostimulators: het
apparaat dat verantwoordelijk is om de stimulatie pulsjes te genereren op een veilige,
efficiënte en gecontroleerde manier. Het ontwerp van een dergelijk systeem vereist een
multidisciplinaire benadering en behelst vakgebieden als neurowetenschappen, elek-
trofysiologie, elektrochemie en elektrotechniek.

Het eerste deel van deze thesis richt zich op enkele relevante elektrofysiologische
mechanismen die plaatsvinden tijdens elektrische stimulatie. Na een gedetailleerde be-
schrijving van de principes van elektrische stimulatie op verschillende niveaus, zal de
verhandeling zich toeleggen op de (overwegend elektrochemische) processen die plaats-
vinden op het grensvlak van de elektrode en het weefsel. Veel stimulatoren gebruiken
koppelcondensatoren tussen de stimulator en de elektroden om het risico op poten-
tieel schadelijke elektrochemische reacties te verlagen. Het zal echter duidelijk worden
dat koppelcondensatoren ook negatieve implicaties kunnen hebben, zoals een verschui-
ving in de evenwichtstoestand van de spanning over de electrode en het weefsel. Tevens
zal de reversibiliteit van ladingstransport over het elektrode-weefsel grensvlak worden
geanalyseerd. Veel studies bepalen de maximale reversibele ladingsinjectie grenzen op
basis van de elektrode-weefsel spanning tijdens een stimulatiepuls. Door de reversi-
bele lading op een directe manier te meten, kan worden vastgesteld dat onder specifieke
omstandigheden er reeds irreversibel ladingstransport plaatsvindt terwijl de algemeen
geaccepteerde ladingsinjectie grenzen nog niet overschreden zijn.

De uitgebreide beschrijving van het stimulatie mechanisme wordt tevens gebruikt
om een fundamenteel nieuwe manier van stimuleren te introduceren. In plaats van een
constante stroom of spanning wordt er een hoog frequent geschakeld signaal gebruikt
om de elektroden te stimuleren. Het voordeel van een dergelijk stimulatiepatroon is dat
het op een energie efficiente wijze kan worden opgewekt door de stimulator met behulp
van circuit technieken die gebruikelijk zijn in energie efficiente versterkers (klasse D)
of in geschakelde vermogenselektronica. De doelmatigheid van deze nieuwe vorm van
stimulatie wordt geverifieerd middels zowel modellering als in vitro metingen aan de
respons van een Purkinje cel met behulp van een Patch-clamp techniek.

Het tweede deel van deze thesis richt zich op het elektrische ontwerp van hersen-
stimulatoren. Het eerste systeem dat wordt besproken is ontworpen voor een specifiek
neurowetenschappelijk experiment en wordt gekenmerkt door flexibele golfvormen. De
gebruiker heeft volledige keuzevrijheid in de vorm van de stimulatiepuls en het systeem
garandeert de veiligheid middels ladingsbalancering. Het stimulator circuit is gereali-
seerd en ondergebracht in een systeem dat geschikt is voor een specifiek in vivo expe-
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x SAMENVATTING

riment. De stimulatiepuls wordt gesynchroniseerd met een auditieve stimulatie met als
doel om een reconditionering teweeg te brengen in het zenuwstelsel van een muis die
leidt aan Tinnitus.

Het tweede ontwerp implementeert het hoog frequent geschakelde stimulatieprin-
cipe zoals dat is besproken in het eerste deel. Het systeem bevat als basis een filterloze
voorwaarste buckboost topologie die de elektroden direct aanstuurt. Het is mogelijk om
verschillende kanalen te gebruiken in combinatie met een willekeurige elektrode confi-
guratie. Dit maakt het systeem zeer geschikt voor zogenaamde current steering technie-
ken. Het systeem bevat tevens uitgebreide controle mechanismen: dankzij een dubbele
klok structuur is het mogelijk om autonome tonische stimulatie toe te passen, maar ook
single shot stimulatie is mogelijk. Elk kanaal kan individueel worden geprogrammeerd
met een specifiek stimulatie patroon en zij kunnen ten opzichte van elkaar gesynchro-
niseerd worden. Het systeem is bovendien energie efficiënt, vooral wanneer het verge-
leken wordt met moderne multikanaals stroomgestuurde stimulator systemen met een
adaptieve voedingsspanning. Verbeteringen van 200% in de energie efficiëntie worden
gedemonstreerd. Tenslotte wordt het aantal externe componenten terug gebracht naar
een enkele inductor.
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1
INTRODUCTION

I N 1658 the Dutch Scientist Jan Swammerdam performed the first documented neu-
romuscular physiology experiment: he described that the muscle of a dissected frog

contracts when the associated nerve was irritated [1]:

"...zoo vat men de Spier aan weerzyden by zyne peezen, en als man dan de
neerhangende Senuw met een schaarken of iets anders irriteert, zoo doet
men de Spieren zyn voorige en verloore beweeging weer harhaalen" 1

More than a century later half of Europe was being entertained by the ’resurrection’
of dead animals and even humans using electrical shocks [2]. This was due to the

legendary experiment by Luigi Galvani that led to the discovery of bio-electricity and in-
spired Allessandro Volta to invent chemical electricity in the form of a battery [3]. These
discoveries were instrumental towards the development of electrophysiology [4] and our
understanding of the nervous system.

As will be seen in Chapter 2, the nervous system is an electrochemical system. The
traditional means to treat diseases use medicine (drugs) and many of them tap in on the
chemical component of the nervous system, e.g. by influencing the gating of specific
ion channels in neurons [5]. Drawback of this approach is that drugs often influence the
whole body and are therefore likely to introduce various unwanted side-effects.

Neural stimulation on the other hand taps in on the electrical component of the ner-
vous system: it is possible to artificially generate or block action potentials in a prede-
fined area. This means that neural stimulation has the potential to act in a more localized
manner. Furthermore, the electrical component generally has a virtually instantaneous
response: the effects of neural stimulation are usually immediately noticeable upon ac-
tivation and, maybe even more importantly, are reversible when stimulation is disabled.
This in contrast to the chemical component, which usually takes much more time to
settle.

1One suspends the muscle at both tendons and once the nerve is irritated with scissors or some other tool, the
muscle regains its lost movements

1
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2 1. INTRODUCTION

The programmabilty of the neural stimulation device allows for automatic adjust-
ment of the stimulation parameters (i.e. the dosage): a feedback loop can be established
that tailors the stimulation to the subject’s needs. Although promising, closed-loop op-
eration currently has a limited amount of clinical applications [6]. Most often manual
tuning is used, in which the parameters are adjusted by a physician or the subject based
on the empirical response. This is very similar to dose adjustments in drug therapy. This
thesis is mainly concerned with the design of the neural stimulator itself and hence the
design of the feedback loop is not treated extensively.

Neural stimulation can use a variety of modalities. This thesis focuses on electrical
stimulation, in which an electrical current through electrodes is used to generate a po-
tential difference in the target tissue that will establish the desired neural recruitment.
Other common stimulation modalities include magnetic stimulation (e.g. Transcranial
Magnetic Stimulation (TMS), which is non-invasive, but compromises in selectivity and
portability [7], [8]), light (e.g. optogenetic stimulation, which has excellent selectivity,
but requires genetic modification of the target tissue [9]) and sound (ultrasound stimu-
lation [10], [11]).

Electrical stimulation has shown very impressive results in clinical practice. Spinal
Cord Stimulation (SCS) has been successfully applied for pain suppression [12], motor
disorders [13] and bladder control [14]. Vagus Nerve Stimulation (VNS) is targeting a
specific nerve and is a therapy that is used to treat Epilepsy [15] and depression [16].
Furthermore various other potential applications have been identified, such as the treat-
ment of tinnitus (phantom sound perception) [17].

Deep Brain Stimulation (DBS) has become a widely used stimulation technique that
positions electrodes in various target regions in the brain itself [18], [19]. It has been
used to treat diseases such as Essential Tremor, Parkinson’s Disease, Dystonia, Tourette
Syndrome, Pain, Depression and Obsessive Compulsive Disorder. Electrical stimulation
can furthermore help to restore sensory input: a cochlear implant stimulates the audi-
tory nerve to restore hearing [20], a retinal implant stimulates the retina to restore vision
[21] and vestibular implants have the potential to treat vestibulopathy by restoring the
sense of balance [22].

The success of these techniques can be largely attributed to the technological pro-
gression that was made during the last century. Many of the stimulator devices use Inte-
grated Circuit (IC) technology, are made of bio-compatible materials and use advanced
battery and/or power harvesting technology. To illustrate these components, a closer
look is given on a stimulator device as used in clinical practice.

1.1. CASE STUDY: SCS DEVICE
Let’s take as an example a Spinal Cord Stimulator device, typically referred to as an Im-
plantable Pulse Generator (IPG). In Figure 1.1 the in- and outside of such a device, which
is typically implanted in the chest or the abdomen, are shown. The casing is made from
a bio-compatible material such as titanium. Furthermore it features a connector for the
cables that lead towards the electrodes in the target area. These type of devices are typ-
ically controlled (and often also charged) from the outside via an inductive link that is
established using the power antenna.

The inside of the IPG shows the Printed Circuit Boards (PCBs) with the electronics
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Figure 1.1: Pictures of IPGs used for spinal cord stimulation. In the center an explanted ANS (currently St. Jude
Medical) Genesis IPG is shown that uses a primary cell for powering the device. The other pictures show an
opened ANS (currently St. Jude Medical) EON IPG featuring a rechargeable battery. Remarkable is the size
required for the battery and the coupling capacitors.

and the battery. The battery takes up a remarkable amount of space in the package.
This is on one hand due to the relatively high power that is used for SCS applications
(stimulation amplitudes of up to 25.5 mA as stated in the technical specifications [23]).
On the other hand, the power is determined by the efficiency of the operation of the IPG,
such as the stimulation frequency.

Another remarkable component on the PCB that takes up a significant amount of
space are the coupling capacitors. These capacitors are included for safety reasons and
provide AC coupling of the electrodes to the stimulator. Various studies have focused
on eliminating these capacitors [24], although it is unclear whether the alternatives offer
the same level of safety.

One of the aspects that would improve the performance of this particular IPG mostly
is the size of the device. A smaller device would reduce the impact on implantation and
allows the IPG to be placed closer to the electrodes, reducing or eliminating the electrode
cables, which are a common source of device failure [25]. Reducing the size can be ob-
tained by reducing the power consumption (allowing for a smaller battery) or achieving
a higher level of integration (smaller number of discrete components).

Closed-loop stimulation is an effective way to reduce the stimulation frequency and
hence power consumption, because the stimulation pattern tailors itself to the sub-
ject, reducing the amount of ’overstimulation’. This is illustrated by clinical closed-loop
epilepsy suppression, which reports an average active time of just 5 minutes per 24 hours
[6]. Besides these improvements on the functional level, improvements in the electrical
design can achieve a higher efficiency, but also a higher level of integration. This thesis
focuses on improving the electrical design of neural stimulators.
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1.2. THESIS OBJECTIVES
All applications of Electrical Stimulation need their own specialized stimulator design,
electrode configuration and stimulation parameters [26]. However, the underlying stim-
ulation circuitry of these devices is often surprisingly similar: a constant current or volt-
age source is imposed on the electrodes for a certain amount of time to achieve the de-
sired neuronal response. Most of the design efforts improving the efficiency and integra-
tion of the system, focus on the electrical engineering aspects exclusively and assume a
constant voltage or current source is the required stimulation paradigm.

Although these design efforts have led to significant improvements in the electrical
performance of the stimulator devices, it has not been shown that the current paradigm
necessarily leads to the most efficient and safe stimulation. This thesis takes one step
back and combines the electrophysiological and electrochemical principles that govern
FES with the electrical engineering principles that are used for the design of the stimula-
tion devices. The question is how we can use this multidisciplinary approach to improve
the performance of FES devices in terms of efficiency (by introducing neural recruitment
strategies) and safety.

1.2.1. NEURAL RECRUITMENT STRATEGIES
The first stimulation strategy introduced is high frequency duty-cycled stimulation. The
electrophysiological principles that govern the artificial recruitment of neurons during
FES, from the injection of current through the electrode up to the generation of an ac-
tion potential on the cell membrane, are used to validate that this type of stimulation
is effective. The principle is realized with circuit topologies, commonly used in power
electronics, to implement a system that achieves, among other advantages, power effi-
cient operation. The system architecture completely abandons the idea of a (constant)
current or voltage source and uses a different output topology that aims to achieve the
same kind of activation in the target area as the classical circuits.

The second stimulation strategy that is introduced moves the gain in efficiency from
the electrical circuit towards the electrophysiology: the circuit uses a voltage or current
based output, but implements arbitrary waveform capabilities to allow the user to select
the most efficient stimulation waveform. The system is designed to be used in a multi-
modal stimulation experiment with animals to treat tinnitus. One of the challenges
in such an arbitrary waveform stimulator design is to guarantee the (electrochemical)
safety.

1.2.2. SAFETY ASPECTS
The safety aspect is considered by introducing circuit techniques that investigate the
electrochemical processes that occur at the electrode-tissue interface. The established
approach to prevent harmful electrochemical reactions is to implement a charge bal-
anced biphasic stimulation waveform and by using coupling capacitors. By understand-
ing the electrochemical processes, circuit techniques are used to evaluate the current
safety mechanisms and new options are considered.

Throughout the thesis, the proposed designs and mechanisms do generally not focus
on one particular application, but instead aim to be applied in a more general fashion.
However, most findings are verified using measurements that use a certain type of elec-
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trodes or measurement setup that is typical for a specific application.

1.3. OUTLINE OF THE THESIS
This thesis is composed out of two parts. In the first part the focus will be on the electro-
chemical and electrophysiological principles that are used in the proposed designs. The
goal is to introduce novel aspects that can improve neural stimulation in terms of safety
and efficiency. In the second part the principles introduced in the first part will be used
in the electrical design of neural stimulators.

The first part starts in Chapter 2 with a review of the basic electrophysiological and
electrochemical principles that will be used in the subsequent chapters. The focus will
be on modeling of the physical processes that describe the neural stimulation process
which influences the neural activity due to the injection of current through electrodes.
This chapter is highly multidisciplinary and uses principles from neurophysiology, elec-
trochemistry, electrical field calculations and electrical circuit theory. All these aspects
play a role in neural stimulation and each of these aspects will be used in the subsequent
chapters.

Safety is of major concern for neural stimulator devices, since a faulty stimulation
signal can cause irreversible damage to both the tissue as well as the electrodes. Chapter
3 uses the electrical models for the electrode-tissue interface to treat several safety as-
pects related with the prevention of harmful electrochemical processes. It discusses the
consequences of using of coupling capacitors between the stimulator and the electrodes.
Furthermore it introduces a stimulation design using a feedforward control mechanism
that aims to bring the interface back to equilibrium after a stimulation cycle.

Chapter 4 switches gears to the efficiency of neural stimulation. It explores the use
of a fundamentally different stimulation paradigm: instead of using a voltage or cur-
rent source to drive the electrodes, a high frequency switched-mode stimulation signal
is used. Switched-mode operation is a common technique to improve the power effi-
ciency of amplifiers (e.g. class D operation) and a neural stimulator could benefit in a
similar way. This chapter investigates whether a switched-mode stimulator output stage
is able to recruit neurons in a similar way as when a classical stimulation pattern is used.
Using in vitro measurements on brain slices the efficacy of switched-mode stimulation
is verified.

The second part starts with Chapter 5 which serves as an introduction to the electri-
cal design of neural stimulators. Several system design aspects of neural stimulators are
discussed and their relative importance in various applications is outlined. Furthermore,
the chapter links each aspect to the two subsequent chapters, which both describe the
design of a neural stimulator system. Both systems have been designed with different
design goals and hence their system requirements are completely different.

This first stimulator system (discussed in Chapter 6) features the design of an arbi-
trary waveform stimulator. The system uses a classical voltage or current based output,
but the waveform can be fully customized by the user, while the safety is guaranteed by
several feedback mechanisms. This kind of system is particularly interesting for neuro-
scientific experiments in which novel stimulation designs are explored in order to evoke
the desired response. This system is realized in discrete form to be applied in animal
experiments for the treatment of tinnitus in which special burst stimulation waveforms
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Figure 1.2: Symbols used in this thesis for different types of low, medium and high voltage transistors that are
available in the IC design kits. The levels of isolations can apply to the drain terminal and/or the gate terminal,
although the technology in Chapter 6 only offers thin gates. The low voltage/thin oxide transistors are the
standard transistors for the technology.

are part of a multimodal stimulation paradigm that aims to evoke reconditioning of the
nervous system.

The second stimulator system is treated in Chapter 7 and uses the high-frequency
switched-mode stimulation strategy that was explored in Chapter 4. The resulting sys-
tem features 8 independent stimulation channels that connect to any of the 16 elec-
trodes at the output. The system improves existing neural stimulator systems in terms
of power efficiency (especially if current steering techniques are used) and the number
of external components (which improves both safety as well as system size). The system
also features comprehensive digital control, which allows the system for operation in a
stand-alone manner.

The structure of this thesis underlines the multidisciplinairy approach that is re-
quired in this field: only by combining the understanding of the neurophysiological
principles that form the basis of neural stimulation with the electrical engineering de-
sign skills to design neural stimulation circuits, it is possible to propose novel stimula-
tion strategies that can improve on aspects such as safety and efficiency.

1.4. SYMBOLS
In the second part of this thesis the IC design uses technologies that offer High Voltage
DMOS transistors. These transistors are needed for neural stimulators, because the out-
put voltage often exceeds the breakdown voltage of the standard transistors. In Figure
1.2 the symbols that are used for these devices are depicted. The breakdown voltage is
categorized by three levels: low voltage (standard device rating), medium voltage and
high voltage.

The technology used in Chapter 6 offers isolation that applies to the drain only: the
gate voltage is always limited to the normal operating voltage. The technology in Chapter
7 also allows for higher gate voltages by offering thicker gate oxides. All possible and
available combinations are shown in Figure 1.2.
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2
MODELING THE ACTIVATION OF

NEURAL CELLS

T HIS chapter treats a short review regarding the working principles and modeling of
neurons. These concepts form the theoretical basis of neural stimulation and are

therefore used throughout the thesis. In the first section the physiological principles
of neurons are discussed and an electrical model of the neural membrane will be de-
rived. In the second section the stimulation of neural tissue will be discussed. It will be
seen how the passage of current through electrodes will ultimately lead to physiological
change in the neural tissue.

2.1. PHYSIOLOGICAL PRINCIPLES OF NEURAL CELLS

2.1.1. NEURONS
Almost all neural cells, or neurons, share four common functions: reception, triggering,
signaling and secretion [5]. In Figure 2.1 an illustration of these components is given. At
the input of the neuron the incoming signals are received at the dendrites of the neuron.
The number and nature of these signals depends on the type of neuron: neurons can
have anywhere from a few up to hundreds of thousands of inputs. Input signals are
always graded (’analog’) signals. For the neuron in Figure 2.1 the input is formed by
synaptic potentials, resulting from the neurotransmitter release of other cells.

All the local signals will come together at a point where a trigger can be generated if a
certain threshold is reached. The trigger is an all-or-none spike shaped signal called an
action potential. In the neuron in Figure 2.1 the trigger point is at the soma of the neuron
(more specifically the axon hillock). The soma also contains the nucleus of the neuron
and synthesizes most neuronal proteins that are essential for operation of the cell.

The action potentials generated at the trigger point will propagate over the axon of
the neuron. Action potentials propagate over the axon in a regenerative manner without
loss of amplitude and therefore the signal can cover large distances. Because the shape
and amplitude of the action potential remain constant, the information is contained in

9
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Figure 2.1: Schematic representation of the basic organization common to all nerve cells: signal reception
(dendrites), signal integration & triggering (soma), signal conduction (axon) and neurotransmitter secretion
(synapse).

the number of spikes and the time between them. The axon can therefore has a signaling
function. An axon may be myelinated, which means it is surrounded by myelin sheath,
an insulating layer. The myelin is discontinuous and the points where it is absent are
called the Nodes of Ranvier. Myelin greatly increases the propagation velocity of the axon
potentials.

The end of the axon connects to other cells by means of a synapse. The action poten-
tial causes the secretion of a neurotransmitter, which is subsequently received by the re-
ceptor, thereby forming an unidirectional connection. The release of a neurotransmitter
can be considered the output of the neuron. The neurotransmitter signal is again graded:
its amplitude depends on the number and frequency of action potentials that are gen-
erated. Whether a synapse has a excitatory or inhibitory effect (increasing or decreasing
the chance for an action potential respectively) depends on the receptor only: one single
neurotransmitter can cause both excitatory and inhibitory responses, depending on the
receptor.

2.1.2. MODELING OF THE CELL MEMBRANE

The graded signals at the dendrites as well as the action potentials manifest themselves
as changes in the voltage over the cell membrane of the neuron. The membrane consists
of two layers of phospholipids that form a seal between the inside of the cell (cytoplasm)
and the outside (extracellular fluid). The membrane voltage Vm = Vi n −Vout is defined
as the difference between the potentials of the cytoplasm and extracellular fluid. The
cytoplasm is characterised by a high concentration of potassium (K+) and large organic
anions (denoted as A−). The extracellular space has a surplus of sodium (Na+) and chlo-
ride (Cl−).

The membrane itself is a very good isolator, but diffusion of ions through the mem-
brane is possible through ion channels (proteins that span the membrane). Due to the
movement of charge, an electric field forms across the membrane, which will lead to a
conduction current opposing the diffusion current. The voltage at which the conduction
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Figure 2.2: Schematic representation of the cell membrane with ion channels for the most important cations
(Na+ and K+). The membrane voltage Vm =Vi n −Vout is also depicted. The anions (Cl− and A−) are omitted
for clarity.

and diffusion current are in equilibrium for one type of ion is called the Nernst voltage
and is given by [27]:

Vx = RT

zx F
ln

ci ,x

co,x
(2.1)

Here R is the gas constant [8.314 J/molK], Vx is the Nernst potential for one specific ion
type x, T is the temperature [K], F is Faraday’s constant [9.6 ·104 C/mol], zx is the valence
of the ion and ci ,x and co,x are the intracellular and extracellular ionic concentrations
[mol/cm3], respectively. Each type of ion channel can now be modeled with a voltage
source that is equal to the Nernst potential in series with a conductance gm,x that repre-
sents the conductivity of the ion channel. This is depicted in Figure 2.3 for the sodium,
potassium and chloride channels. Due to the fact that the Nernst potentials of the indi-
vidual species are unequal, the total membrane is in a dynamic equilibrium: there is a
constant flux of ions flowing through the membrane.

The concentration gradients of the sodium and potassium ions are maintained by
means of a Na+-K+-pump, as also depicted in Figure 2.2. This is another membrane
spanning protein that pumps out 3 Na+ ions for every 2 K+ ions that it pumps in the cell.
This electrogenic behaviour causes Vm to be slightly more negative and can be modeled
by two current sources as depicted in Figure 2.3. The influence of the pump is usually
very small and is therefore often neglected in the model.

Neurons may also have an active mechanism to control the concentration gradient
of the Chloride ions. If this is not the case the chloride ions redistribute passively only,
which means that VC l is equal to the resting potential of the membrane. There are also
large organic anions in the cytoplasm of the cell, denoted as A−. There are no ion chan-
nels for these species, which means they do not contribute to Vm . Finally the membrane
is characterized by a membrane capacitance Cm , as depicted in Figure 2.3.
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VNa VK VCl

Na+-K+

pump

gm,Na gm,K gm,Cl cm

+

-

Vm

Figure 2.3: Electrical model of a cell membrane. The voltage sources represent the nernst potentials of the
specific ion species, while gm are the respective ion channel conductances. The current sources represent the
Na+-K+-pump and are often neglected due to their very small influence on the cell’s resting potential. Finally
the membrane has a capacitance Cm .

2.1.3. ION CHANNEL GATING

The membrane is characterised by a resting potential Vm =Vr est ≈−70mV that is deter-
mined by the values of Vx and gm,x of the model in Figure 2.3. In this situation gm,x is
determined by so called rested channels, which are always open and have a fixed con-
ductance. When Vm becomes more negative (hyperpolarizing) or slightly more positive
(depolarizing), the values of gm,x remain approximately constant and the membrane is
said to respond in a passive (electrotonic) way.

However, when the membrane potential is depolarized up to a certain threshold, so
called gated channels for sodium and potassium that exist in the axon will open; the
conductance of these channels depends on the value of Vm . When the membrane volt-
age is increased to about −50 mV (by depolarization), the conductivity of the membrane
for sodium ions increases very rapidly. Simultaneously, the potassium ion permeabil-
ity starts to increase as well, but the process is much slower. This means the sodium
ions start to flow from the outside to the inside first, making the inside more positive.
When the membrane voltage is increased up to about 20 mV the potassium conductivity
is increased as well and potassium ions begin to flow from the inside to the outside, de-
creasing the membrane voltage. Finally, the membrane reaches its equilibrium voltage
again.

These gated channels are responsible for the regenerative manner in which the ac-
tion potentials propagate along an axon. If an action potential is generated at some point
of the axon, it depolarizes the membrane further down the axon, which will generate a
new action potential at that point.

The most widely used model to describe the channel conductance and its rich dy-
namic properties as a function of the membrane voltage is given by the Hodgkin-Huxley
model [28]. Neglecting the Na+-K+-pump in Figure 2.3, the total membrane current im

is described by:

im = cm
dVm

d t
+ (Vm −VN a)gm,N a + (Vm −VK )gm,K + (Vm −VC l )gm,C l (2.2)



2.2. STIMULATION OF NEURAL TISSUE

2

13

The conductances are given by the following equations:

gK =GK n4 (2.3a)

gN a =GN am3h (2.3b)

gC l =GL (2.3c)

The conducances GN a , GK and GL are constants, while the factors n, m and h are
described by the following differential equations:

dm

d t
=αm(1−m)−βmm (2.4a)

dh

d t
=αh(1−h)−βhh (2.4b)

dn

d t
=αn(1−n)−βnn (2.4c)

Here the factors αx and βx depend on the membrane overpotential V ′ = Vm −Vr est

via:

αm = 0.1 · (25−V ′)
exp 25−V ′

10 −1
βm = 4

exp V ′
18

(2.5a)

αh = 0.07

exp V ′
20

βh = 1

exp 30−V ′
10 +1

(2.5b)

αn = 0.01(10−V ′)
exp 10−V ′

10 −1
βn = 0.125

exp V ′
80

(2.5c)

These equations accurately model the electrical response of a membrane containing
gated ion channels. The equations will be used to obtain the response of the membrane
during electrical stimulation, described in the next section.

2.2. STIMULATION OF NEURAL TISSUE
As shown in the previous section, neurons are electrochemical systems. Drugs have
long been used to alter the chemical component of this system for therapeutic purposes.
Drawback of this approach is that drugs generally affect the whole nervous system and
are therefore easy to induce unwanted side effects.

Neural stimulation uses the electric component of the nervous system by locally al-
tering the membrane voltage of the neurons. Neural stimulation has been applied using
electrical, magnetic and more recently, optical and acoustic stimuli.

Electrical stimulation of neural tissue uses an electric field to artificially recruit neu-
rons in order to tap into the neural system on a functional level. Using stimulation neu-
rons can be forced to generate action potentials (activation) or prevented from generat-
ing them (inhibition). This section reviews the stimulation process from the stimulator
up to the membrane voltage.

Stimulation is considered at three different levels:
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Figure 2.4: Three levels of hierarchy at which neural stimulation is considered. The stimulator level considers
the electrical equivalent circuit that is connected to the stimulator circuit. The tissue level zooms in on the
tissue impedance by considering it as a volume conductor. The neuronal levels zooms further in on the neuron
itself and how the membrane voltage develops during stimulation

• The electrode level: The electrodes and the tissue are modeled using an equivalent
electrical circuit and form the load of a stimulator.

• The tissue level: the tissue itself is modeled as a volume conductor and the electri-
cal stimulation leads to an electric field inside this volume conductor.

• At the neuronal level: the electric field will influence the local extracellular mem-
brane potential of a neuron, which will ultimately trigger or supress an action po-
tential.

2.2.1. THE ELECTRODE LEVEL: ELECTRODE-TISSUE MODEL

The electrical energy that is used to recruit neurons is injected into the target area by
means of electrodes. These electrodes form the load of the stimulator circuit and in
order to design an efficient and safe system it is essential to have an electrical model
of this load.

In the electrode electrons are the charge carrying particles, while in tissue charge is
carried by ions. This means that the system needs to be considered as a electrochemical
system. The equivalent circuit is typically divided into two parts: the electrode-tissue
interface Zi f and the tissue impedance Zt i s as is shown in Figure 2.4.

ELECTRODE-TISSUE INTERFACE

Processes at the electrode-tissue interface At the interface of the electrode and the
tissue some interaction must take place between the electrons in the electrodes and the
ions in the tissue. There are two types of interactions possible: charge acccumulation
and electrochemical reactions.

Charge accumulation is simply the accumulation of charge carriers (double layer
charging) near the interface. In this mechanism no charge is transferred between the
electrode and the tissue. In case of Electrochemical reactions charge is transferred at the
interface by means of redox reactions. One electrode acts as the anode: an oxidation
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Figure 2.5: Equivalent electrical model of the electrode system. The interface model consists of a capacitive
branch (Cdl ) and a faradaic branch (RC T and Veq ). The tissue itself is modelled with impedance Zt i s . Note
that all components have non-linear properties.

half-reaction describes how the electrode loses electrons. The other electrode acts as
the cathode: a reduction half-reaction shows how the electrode accepts electrons.

Each half-reaction is first of all described by an electrode potential Vn that resembles
the built-in potential of the electrode in equilibrium that results from the difference in
electrochemical potential between the electrode and the tissue. Like Equation 2.1 for the
cell membrane, this potential is described using the Nernst equation:

Vn =V0 − RT

zF
ln

ar ed

aox
(2.6)

Here V0 is the half-cell potential under standard conditions, while the second term cor-
rects for deviations from these conditions. The factors ar ed and aox are the activity of
the reduction and oxidation species in the half cell, which are closely related to the con-
centrations of the gaseous and aqueous species and z is the valence of the reaction.

When an overpotential ηa =Vi f −Vn is established over the interface, the kinetics of
the reactions are described using the electrochemical current density inet in the Butler-
Volmer equation [29]:

inet = i0

{
[O]0,t

[O]∞
exp

(−αc z f ηa
)− [R]0,t

[R]∞
exp

(
(1−αc )z f ηa

)}
(2.7)

Here i0 is the exchange current density, αc is the cathodic transfer coefficient, f ≡ F /RT
and [O]0,t /[O]∞ and [R]0,t /[R]∞ are the ratios between concentrations of the oxidized
and reduced species at the electrode and in the rest of the tissue respectively. For high
over-potentials the ratios [O]0,t /[O]∞ and [R]0,t /[R]∞ will decrease, causing the reaction
to become mass limited at the limiting current iL,a or iL,c for the anodic and cathodic
reactions respectively.

Modelling of the electrode-tissue interface The two different processes mentioned in
the previous paragraph now need to be translated to equivalent electrical models. The
interface is characterized by two types of mechanisms: reversible and irreversible pro-
cesses [30].
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Reversible currents are characterized by the fact that they store charge at the interface.
This can be due to charge accumulation (capacitive currents), but also due to reversible
electrochemical reactions (pseudo-capacitive currents). In the case of for example hy-
drogen plating, hydrogen atoms are bound to the electrode surface, effectively storing
charge at the interface. Both processes are characterized by their reversibility: the stored
charge can be recovered by reversing the electrical current. The reversible currents are
modeled with a capacitor Cdl .

Irreversible currents, also often labeled as the faradaic currents, are due to irreversible
processes such as electrochemical processes in which the reaction products cannot be
reversed, such as oxygen evolution. They are modeled with a charge transfer resistor
RC T . Furthermore it is often chosen to model the equivalent built-in potential Veq (com-
bining the relative contribution of Vn for each electrochemical reaction) as a voltage
source in series with RC T .

The values of Cdl and RC T highly depend on the size, geometry and materials used
for the electrodes. Furthermore, the complex kinetics of the electrochemical reactions
according to Equation 2.7 make both components highly non-linear. In many applica-
tions the model is linearized.

Electrodes with almost exclusively reversible currents (e.g., Platinum electrodes) are
called polarizable electrodes: by injecting current through these electrodes, the interface
will be polarized. Electrodes with predominantly faradaic currents are non polarizable
electrodes (e.g., Ag/AgCl electrodes).

TISSUE IMPEDANCE

The tissue impedance is the electrical equivalent circuit of the tissue itself. The volt-
age over this component is directly related to the strength of the electric field, as will
be seen in the next subsection. The second order spatial difference of this electric field
is subsequently important for recruiting the neurons. Current based stimulation is of-
ten preferred to make the voltage over the tissue (and hence the electric field strength)
independent on the interface impedance Zi f : Vt i s = Ist i m Zt i s .

The impedance of the tissue first of all heavily depends on the electrode geometry:
if the electrodes are big (i.e., have a large effective area), the impedance will be low. Be-
cause of their low impedance, big electrodes need a higher current than small electrodes
to create the same voltage and thus electric field strength. However these big electrodes
create a much larger electric field, therefore affecting a large population of neurons.
Small electrodes create a much smaller electric field, affecting much less neurons while
using only a little bit of current.

It depends on the application whether small or big electrodes are used. That is why
such a wide range of currents and impedances is encountered in literature: from a few
µA for micro-electrodes with Zt i s in the order of 100 kΩ to tens of mA for big electrodes
with Rt i s in the order of 10Ω.

Besides electrode size the impedance also depends on the tissue properties: it can
incorporate as many of the tissue properties as desired: non-linearity, anisotropy, inho-
mogeneous, time-variant and dynamic properties. However many of these properties
make it hard to handle the model in standard circuit simulators. In many cases the tis-
sue is simply modeled using a resistor Rt i s only. If the dynamic properties are important
a capacitor Ct i s can be placed in parallel as a first approximation.
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In literature or in electrode specifications one often finds a single value for the ’elec-
trode impedance’. Usually this value corresponds to the impedance measured at 1 kHz
with very low excitation levels. This value represents the equivalent impedance of the
whole system depicted in Figure 2.5.

2.2.2. TISSUE LEVEL: ELECTRIC FIELD DISTRIBUTION
In the previous subsection the tissue was considered as a discrete impedance Zt i s as part
of the load of the stimulator. In this section we zoom in on the tissue itself by considering
it as a volume conductor. Neural tissue has nonlinear, inhomogeneous, anisotropic and
time variant electrical properties.

The electric field E is in general found using Gauss’ law:

∇·E = ρ

ε
(2.8)

Here ρ is the charge density and ε is the permittivity. Assuming quasi-static conditions,
the curl of E must be zero according to Faraday’s law of induction:

∇×E =−dB

d t
= 0 (2.9)

According to the Helmhotlz decomposition theorem, each continuously differentiable
vector can be decomposed in a curl-free and a divergence free component. The curl
being zero (Equation 2.9), the potential is related to the electric field via:

E =−∇Φ (2.10)

Substituting Equation 2.10 into Equation 2.8 gives the Poisson equation:

−∇2Φ= ρ

ε
(2.11)

For tissue it holds in general that ρ = 0, which reduces Poisson equation into the Laplace
equation: ∇2Φ = 0. The goal is now to solve this equation for certain boundaries as set
by the tissue and the stimulation electrodes.

A way to numerically solve the Laplace equation is by using Finite Element Method
analysis. A model can be constructed for the electrodes as well as for the tissue. For
illustrative purposes a model is created for the electrode leads in Figure 2.6(a). These
electrode leads are made of silicone rubber and can be used for spinal cord stimulation.
The platinum electrodes are ring shaped with a diameter of 1.5 mm and a height of 3 mm.

A 2D model of these electrodes was constructed in the ANSYS software environment,
which is depicted in Figure 2.6(a). The conductivity of the electrodes and the insulation
was chosen to be σs = 2 ·10−14S/m and σp = 9.52 ·106S/m respectively. The tissue was
modeled as an isotropic and homogeneous plane with a conductivity of σt = 0.3S/m
[31].

In Figure 2.6 the simulation results of the potential distribution for various stimula-
tion strategies is depicted. In Figure 2.6(b) only one electrode is driven with a current
source of 10 mA (monopolar operation), while the edges of the tissue plane were con-
nected to 0 V to mimic a large counter electrode. In Figure 2.6(c) one electrode is used



2

18 2. MODELING THE ACTIVATION OF NEURAL CELLS

(a)

−20 0 20
−20

0

20

(b)

−20 0 20
−20

0

20

(c)

−20 0 20
−20

0

20

−5V

0V

5V

(d)

Figure 2.6: Illustrative simulations showing the potential distribution due to a stimulation current through
electrodes. In a) the finite element model is sketched, while in b), c) and d) the potential distributions of
monopolar, bipolar and tripolar stimulation configurations are shown, respectively. The dimensions on the
axis are in mm.

as the cathode, while the other is the anode (bipolar stimulation). In Figure 2.6(d) one
electrode is used as a cathode and is driven with 10 mA, while the other two electrodes
both act as the anode and are driven with 5 mA each.

As can be seen from Figure 2.6, the shape and size of the electric field heavily depends
on the choice of the electrodes, as well as on how they are operated.

MONOPOLE EXAMPLE

For specific cases the electric field can be solved analytically. Here we will analyze the
potential distribution of a point source (monopole) in an infinite homegeneous isotropic
volume conductor with conductivity σ. This situation can approximate a real situation
when the distance from the electrode becomes large with respect to the electrode size.

The current from the source will spread out in the volume conductor equally to all
directions, hence the current density at a distance r from the source decreases propor-
tionally with the area of a sphere:

J = Ist i m

4πr 2 ar (2.12)

Here Ist i m is the stimulation current and ar is the unit vector in the radial direction with
the point source at the origin. Using Ohm’s law J = σE and realizing that the electric
field only varies over the radial direction, the potential is found using Equation 2.10 via
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Figure 2.7: Axon model used to evaluate the membrane voltage Vm =Vi −Ve during a stimulation. The extra-
cellular potentials Ve,i are determined by the electric field resulting from the stimulation current.

integration of the electric field over r as:

Φ= Ist i m

4πσr
(2.13)

Equation 2.13 will be used in Chapter 4 to analyze the electric field resulting from a par-
ticular type of stimulation pattern.

2.2.3. NEURONAL LEVEL: AXONAL ACTIVATION
Knowing the potential distribution in the tissue, it is possible to analyze the resulting
membrane potential in the neurons. Although activation or inhibition of the neurons
can occur anywhere, often axonal activation is considered [32], [33], [34]. A cable model
is used for which the axon is divided into segments that contain the membrane model
of Figure 2.3: the membrane capacitance Cm , the resting potential Vr est and a resistance
ZH H modeling the membrane channels. Each membrane model is connected using an
intracellular resistance Ri . This is schematically depicted in Figure 2.7.

The cable model is now placed in the potential field that was found in the previous
section, which will determine the extracellular potentials Ve,n along the axon. Based on
these potentials, the membrane voltage Vm,n = Vi ,n −Ve,n at node n can be found by
solving the following equation that follows directly from Kirchhoff’s laws [32]:

dVm,n

d t
= 1

Cm

[ 1

Ri
(Vm,n−1 −2Vm,n +Vm,n+1 +Ve,n−1 −2Ve,n +Ve,n+1)− iH H

]
(2.14)

Here iH H is the current described by the Hodgkin-Huxley equations through the
impedance ZH H . As will be shown in Chapter 4, this equation can be used to analyze
the membrane voltage during a stimulation pulse. If the membrane voltage is elevated
above the threshold for a certain amount of time, the dynamics of the Hodgkin-Huxley
equations predict that an action potential will be generated.

From Equation 2.14 the source term due to the electric field can be isolated and is
found as:

fn = Ve,n−1 −2Ve,n +Ve,n+1

∆x2 (2.15)

Here it is used that Ri = 4ρi∆x/(πd 2) and Cm = πdLcm in which ρi is the intracellular
resistivity, d is the axon diameter, L is the length of membrane segment, cm is the mem-
brane capacitance per unit area and ∆x is the segmentation length of the membrane. fn
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Figure 2.8: Strength-Duration curve showing the required stimulation intensity as a function of the stimulus
duration. The location of the rheobase current and chronaxie time as depited as well.

is called the activation function [33] and for∆x → 0, it becomes the second order deriva-
tive of the extracellular potential. As a first approximation it can be stated that as long as
fn > 0 for a certain axon segment, Vm will increase and hence it is likely that activation
will occur. This assumes that the stimulation is strong enough and enabled long enough
to allow Vm to rise above the threshold.

Thus, in conclusion, for a membrane to be recruited, fn needs to be sufficiently pos-
itive for a certain amount of time. This property can be translated to a relation be-
tween the minimum required stimulation current Ist i m and the stimulation duration
tst i m . This property is well known and is summarized in the Charge-duration curve,
which shows the following hyperbolic relationship: Ist i m = a/tst i m +b [35]. This curve is
sketched in Figure 2.8. The minimum stimulation current Ist i m = b required to achieve
stimulation is called the rheobase [35], while the tst i m = a/b corresponding with twice
the rheobase is called the chronaxie. The chronaxie is the point at which the energy of
the stimulation pulse Epul se is minimal:

Epul se = I 2
st i m Zload tst i m =

(
a2

tst i m
+b2tst i m

)
Zload (2.16)

Here Zload is the impedance of the electrodes. The minimum energy is found to be
equal to the chronaxie via:

dEpul se

d tst i m
=

(
−a2

t 2
st i m

+b2

)
Zl oad = 0 → tst i m = a

b
(2.17)

2.3. CONCLUSIONS
In this chapter an overview has been given of the electrophysiological principles of neu-
rons. It was shown how the electrochemical properties of the neural cell membrane are
responsible for the generation of action potentials. Furthermore, it was shown how elec-
trical stimulation influences the neural tissue: a stimulation current will generate an
electric field in the tissue, which will influence the membrane voltage of the neurons
by depolarizing or hyperpolarizing the membrane. The minimum required stimulation
intensity is described by the strength-duration curve, showing a hyperbolic relationship
between the stimulation amplitude and duration.
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ELECTRODE-TISSUE INTERFACE

DURING A STIMULATION CYCLE

W HILE neural stimulation has shown to be a very effective treatment, it is important
to ensure safe operation to protect both the neural tissue as well as the electrodes.

This chapter starts by shortly reviewing the potential damage mechanisms that can oc-
cur when neural stimulation is used. One of these mechanisms, the irreversible charge
transfer processes at the electrode-tissue interface, is considered in the following two
sections in more detail. First the consequences of using coupling capacitors are ana-
lyzed. Coupling capacitors are often claimed to improve the charge cancellation and
therefore protect the electrode-tissue interface. In Section 3.2 it is verified whether this
is indeed the case. In the last Section a novel stimulation technique is introduced that
aims to return the electrode-tissue interface to equilibrium after a stimulation cycle. Us-
ing this scheme the reversibility of the charge transfer processes is analyzed during a
biphasic stimulation cycle.

3.1. DAMAGE MECHANISMS
Implanting a stimulator can result in tissue damage. From some kinds of damage the
brain tissue is able to recover, for other kinds of damage this is not possible and the
damage is irreversible. Damage can be divided in two main categories [36]: mechanically
and electrically induced.

3.1.1. MECHANICALLY INDUCED DAMAGE

Mechanical damage is caused by the invasive placement of the electrodes and/or the
stimulator. Upon implantation the body will accumulate connective tissue around the
electrodes to encapsulate them. In peripheral nerves this might lead to thickening in

Parts of this chapter are submitted for publication
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the connective tissue in the epineurium, subperineurial and endoneurial1 tissue. In
severe cases endoneurial edema, demyelination and axonal degeneration are reported
[36], [37]. In the central nervous system neuronal loss is observed due to the use of pen-
etrating micro-electrodes in the cerebral cortex [38].

Mechanical damage can be minimized by careful design of the electrodes and im-
plantation procedures. Examples include the use of bio-compatible materials and the
avoidance of situations in which the electrodes and/or cables cause stress, compression
or abrasion (relative movement between the electrodes and the nerves).

3.1.2. ELECTRICALLY INDUCED DAMAGE
The mechanisms underlying electrically induced damage are not fully understood, but
a few aspects have been hypothesized to attribute to neuronal damage.

• Hyper-activation
Neuronal damage is found to be related with the activation of the axons: neuronal
damage is increased in axons that are activated more frequently and/or stronger.
Similarly, recruiting axons less frequently will lead to less damage [37]. Therefore
it is hypothesized that neuronal damage results from the hyper-activation of neu-
rons [39]: too much activation might cause an imbalance in the concentrations of
the various ions in- and outside the neurons (Figure 2.2).

• Electroporation
Electroporation is the sudden change of the cell membrane conductivity due to
the application of a strong electric field [40]. This conductivity change is not due
to the opening of ion channels, but due to the formation of pores in the mem-
brane. Electroporation is hypothesized to be responsible for neuronal damage by
examining the current density thresholds for neuronal damage in relation with the
stimulation duration [41].

• Electrochemical damage
In Section 2.2.1 it was shown that the electrode-tissue interface has an electro-
chemical nature. Therefore, during stimulation it has to be assured that no harm-
ful electrochemical reactions are triggered that can cause damage to the electrodes
and/or the tissue. Ideally all charge transfer processes at the interface should be
reversible.

The first and second category are prevented by choosing sufficiently low stimulation
parameters. The third category requires the electrode-tissue interface to operate within
safe electrochemical boundaries. These boundaries are also determined by the stimu-
lation parameters, but they require additional safety mechanisms from the stimulator
circuit. This Chapter discusses two circuit techniques that aim to improve or investigate
the electrochemical operating conditions of the electrodes.

For polarizable electrodes the electrochemical safety is usually ensured by consid-
ering the voltage over the capacitive electrode-tissue interface Cdl (Figure 2.5) of the

1In peripheral nerves, the individual nerve fibers are surrounded by a sheath called the endoneurium. The
nerve fibers are grouped together in fasicles, which are surrounded by a sheath called the perineurium. The
fascicles group together to form a nerve, which is surrounded by the epineurium
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electrodes: this voltage should not exceed a certain window to avoid irreversible charge
transfer processes [42]. This means first of all that the total amount of charge that can
be injected during a stimulation pulse is limited (limiting the stimulation parameters
to the reversible charge injection limits [43]). Second of all, by using a biphasic stimu-
lation scheme, charge accumulation over multiple stimulation cycles on Cdl is avoided
[44]. Section 3.2 zooms in on this aspect by analyzing the consequences of using cou-
pling capacitors. Section 3.3 introduces a stimulation circuit that allows to investigate
the reversibility of the charge transfer processes during a stimulation cycle.

3.2. THE CONSEQUENCES OF USING COUPLING CAPACITORS

The use of coupling capacitors between the stimulator and the electrodes is widely con-
sidered to be an effective safety mechanism [45], [46]. Various advantages towards the
use of coupling capacitors have been identified [47]. The first important advantage is
the prevention of DC currents in the event of device failure. If for example one of the
electrodes shorts to the supply voltage, the coupling capacitor will prevent a prolonged
DC current through the electrodes.

The second important advantage that is attributed to coupling capacitors is that they
improve the performance of passive charge balancing techniques [48]. Charge balanc-
ing is important for polarizable electrodes to keep the electrode-tissue interface within
an electrochemically safe regime [30]. In practice this means that the interface voltage
should return to zero after a stimulation cycle. A coupling capacitor helps due to its high-
pass characteristics, which limits the flow of DC currents and hence no net charge can
be injected into the tissue.

A disadvantage of coupling capacitors is that their required value is often too high
to be integrated on an IC [48] and hence they are realized using bulky external compo-
nents. Many studies have focused on designing stimulator output stages with accurate
charge balancing circuits [49], [50] in order to eliminate the need of coupling capacitors.
Others have proposed high-frequency operation to reduce their size [24]. Indeed the re-
sults seem to suggest that the proposed mechanisms are good enough to prevent charge
accumulation on the tissue even without coupling capacitors. However, it is not clear
how these systems can guarantee safety in the event of a device failure. For this reason
many stimulator systems still require the use of coupling capacitors.

Although widely used, it often seems overlooked that a coupling capacitor eliminates
control over the DC voltage across the electrodes. As will be shown, it is therefore pos-
sible for an offset voltage Vos to develop over the electrode-tissue interface, even when
the electrodes and capacitors are shorted in between the stimulation pulses and charge
balanced biphasic stimulation is used. If Vos becomes too large, the electrode-tissue
interface may leave the electrochemically safe regime, triggering the production of po-
tentially dangerous reaction products. In this case the intended safety mechanisms of
the coupling capacitor create the opposite result: a potentially dangerous situation is
created. In this section the value of Vos is analyzed over various operating conditions,
both analytically as well as experimentally. This gives insight in when Vos is exceeding a
predefined safe regime.
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3.2.1. METHODS
A basic setup of a biphasic stimulator system is depicted in Figure 3.1(a): the coupling
capacitor Cc is connected in series with the stimulator and the electrodes. The stimula-
tion source in Figure 3.1(a) is a biphasic constant current stimulator with a cathodic first
stimulation pulse with amplitude Ic and duration tc . The anodic charge cancellation
phase follows with amplitude Ia and duration ta . Most stimulator systems apply a pas-
sive charge balancing scheme, in which the series connection of the electrodes and cou-
pling capacitor are shorted after the stimulation cycle by closing switch S1 to discharge
Cdl . The duration of shortening tdi s is determined by the repetition rate fst i m = 1/tst i m

of the stimulation, since S1 needs to be opened again when the next stimulation cycle
starts.

As shown in Figure 3.1(a), the electrodes are modeled as a resistance Rs in series
with capacitor Cdl and resistor Rct that model the electrode-tissue interface [27]. The
electrodes used in this study are single percutaneous octrode leads (manufactured by
ANS, currently St. Jude Medical): they consist of 8 ring shaped platinum contacts that
are distributed on a single lead. Each electrode has a diameter of 1.5 mm and a width
of 3 mm (area 0.14 cm2). A picture of the stimulation setup and the electrodes is de-
picted in Figure 3.1(b). The electrodes were submerged in a Phosphate Buffered Saline
(PBS) solution containing the following: 1.059mM KH2PO4, 155.172mM NaCl, 2.966mM
Na2HPO4-7H2O (pH 7.4, Gibco® Life technologiesTM). The electrodes were connected
in a bipolar fashion by selecting contacts 4 and 5 as the anode and cathode. The other
contacts were left floating.

Using an HP4194A impedance analyzer (excitation amplitude 0.1V), it was found that
for these electrodes in a saline solution Rs ≈ 100Ω and Cdl ≈ 1.5µF. Here Cdl is the
capacitive part of both electrode-tissue interfaces combined. The value of Rct = 1MΩ
(also combining both interfaces) was determined by measuring the voltage over the elec-
trodes due to a 5 nA DC current from a Keithley 6430 sub-femtoamp sourcemeter. These
type of electrodes are typically used for Spinal Cord Stimulation and the stimulation am-
plitudes used in this paper are based on the specifications of the EONT M IPG (also from
St. Jude Medical) [23].

DETERMINING Vos

After the anodic phase both Cc and Cdl will be charged. Upon closing S1 these capacitors
will be discharged with a time constant

τdi s = RsCeq Ceq = CcCdl

Cc +Cdl
(3.1)

If S1 would be closed sufficiently long, a pseudo steady-state is reached in which:

VC c +VC dl = 0 (3.2)

Here VC c is the voltage over Cc . If S1 is closed even longer, Cdl will continue to discharge
through Rct with time constant τ2 = Rct Cdl until VC dl = 0V and the actual steady-state
is reached. However, usually tdi s ¿ τ2 and therefore only the pseudo steady state is
reached.
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Figure 3.1: In a) a basic setup of a biphasic constant current stimulator system is shown that includes a cou-
pling capacitor Cc and an electrode model. In b) a picture of the measurement setup is shown with a detail of
the electrode lead where contacts 4 and 5, which were used for stimulation, are indicated.

Figure 3.2: Schematic plot of VC dl during a biphasic stimulation cycle with charge mismatch. When Vos is
stable the area A1 + A2 + A3 equals zero.

Note that Equation 3.2 does not guarantee that VC dl = 0 in pseudo steady-state: it is
an under-determined equation and VC c = −VC dl can have any value. Only when both
Cc and Cdl are ideal capacitors, the same current is flowing through both capacitors
during a stimulation cycle, which causes VC c =VC dl = 0V in pseudo steady-state. If these
requirements are not met (e.g. when Rct 6= ∞), the current though Cc does not equal to
the current through Cdl , which will cause VC dl = −VC c 6= 0 in pseudo steady state. This
charge imbalance can accumulate over many stimulation cycles, which creates an offset
in Vos over VC dl .

We refer to Figure 3.2 to analyze VC dl when after many stimulation cycles the offset
voltage Vos is stable. In order for this voltage to be stable, the average current through
Rct must be zero such that no charge is lost that causes an inequality in the charge accu-
mulated on Cdl with respect to Cc . Therefore it must hold that the average value of VC dl

(and hence the area as indicated in Figure 3.2) must be zero as well.
To find the value of Vos for which this requirement is met, it is assumed that the

cathodic stimulation phase is characterized by a duration tc and amplitude Ic = Ist i m . In
the anodic phase both the duration ta = ηtc and the amplitude Ia = ζIst i m can include
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(a) (b)

Figure 3.3: Overview of the pseudo steady-state offset voltages Vos for a variety of stimulation settings. In a)
a perfectly charge balanced stimulation waveform is chosen and Vos is determined according to Equation 3.5
with fst i m = 200Hz. In b) a monophasic stimulation waveform is used and Vos is determined using Equation
3.4 with η= 0.

mismatch. Furthermore it is assumed that τdi s ¿ tdi s (such that pseudo steady-state is
reached) and that Rct is large enough to be neglected in the analysis (but as stated above
it must be finite). The areas A1, A2 and A3 are found as:

A1 =
∫ tc

0

(
Vos − Ist i m t

Cdl

)
d t =Vos tc −

Ist i m t 2
c

2Cdl
(3.3a)

A2 =
∫ ηtc

0

(
Vos − Ist i m tc

Cdl
+ ζIst i m t

Cdl

)
d t =Vosηtc −

Ist i mηt 2
c

Cdl
+ ζIst i m(ηtc )2

2Cdl
(3.3b)

A3 =
∫ tdi s

0

(
Vos − (1−ζη)

Ist i m tc

Cdl
exp

( −t

RsCdl

))
d t =Vos tdi s − (1−ζη)Ist i m tc Rs (3.3c)

By setting A1 + A2 + A3 = 0 and solving for Vos , the following equation is obtained:

Vos =
(0.5+η−0.5ζη2)Ist i m t 2

c + (1−ζη)Ist i mCdl tc

Cdl tc (1+η)+ tdi s
(3.4)

If ζ = η = 1, which means that perfectly charge balanced stimulation is applied, the
following equation holds:

Vos =
Ist i m t 2

c

Cdl (2tc + tdi s )
= Ist i m t 2

c

Cdl tst i m
(3.5)

In Figure 3.3(a) the value of Vos is depicted for a charge balanced stimulation cycle
with fst i m = 200Hz that includes a coupling capacitor. For small Ist i m and tc the value of
Vos is small and will have negligible influence on the system. However for larger stimula-
tion intensities Vos starts to increase towards several hundreds of millivolts (up to 800 mV
for the maximum intensity).

Equation 3.4 can also be used to analyze monophasic stimulation patterns by choos-
ing η = 0. In Figure 3.3(b) the values of Vos are plotted for this situation. Somewhat



3.2. THE CONSEQUENCES OF USING COUPLING CAPACITORS

3

27

surprisingly Vos is smaller than the biphasic charge balanced stimulation. This can be
explained by the fact that due to the relatively low value of Rs the discharge current dur-
ing tdi s is larger than Ist i m and hence the electrodes discharge faster towards pseudo
steady-state as compared to the biphasic stimulation waveform.

VERIFYING Vos

To verify Equation 3.4, the response of an electrode system was analyzed using both sim-
ulations as well as measurements in a saline bath. To simulate the response of these elec-
trodes, the circuit from Figure 3.1 was implemented in a simulator (LT-Spice). Switch S1

was chosen to have Ro f f = 10MΩ to mimic the limited output impedance of the current
source and Ron = 10Ω. The stimulation current was chosen to be Ist i m = 1.5mA (ζ= 1),
while an 8% charge mismatch was introduced by making tc = 460µs and ta = 500µs
(η = 1.087). After the stimulation cycle, switch S1 was closed for tdi s = 9ms before the
next stimulation pulse is started. This makes the stimulation repetition rate slightly
higher than 100 Hz.

Using Equation 3.1 it is found that tdi s > 60τdi s , which means that VC dl and VC c

can be assumed to have reached their pseudo steady-state values. Also τ2 = 1.5s ¿ tdi s ,
which means that the system will stay in pseudo steady-state and will not have the op-
portunity to fully discharge.

The value of Cc should be chosen well above Cdl in order to limit the contribution of
Cc to the voltage headroom of the stimulator [51]. In this particular case it was chosen
to make Cc = 8.8µF, based on the availability of components for the measurements. The
circuit was simulated over many stimulation cycles (up to 200 s) to analyze the voltage
over Cdl and Cc . To minimize leakage introduced by the simulator, the minimum con-
ductance of the Spice simulator was lowered to Gmi n = 1fS. After a simulation, Matlab
was used to select the time stamps that correspond to pseudo steady-state to obtain the
values of Vos over many stimulation cycles.

After simulations, a stimulation circuit was built using discrete components as de-
picted in Figure 3.4. Transistor Q1 (2N3906) implements a current source together with
resistor R2 and the opamp (LMV358). The output current Ist i m is controlled using the
PWM signal Vi n that is filtered using R1 (1 MΩ) and C1 (1µF). Using the H-bridge topol-
ogy implemented with MOSFET devices (NTZD3155C), the current can be injected bidi-
rectionally through the load during the cathodic and anodic stimulation phase. An Ar-
duino Uno is used to control the switches: during the cathodic phase, switches SWP1

and SWN 1 are closed, while during the anodic phase, switches SWP2 and SWN 2 are
closed. The tissue is shorted in between the stimulation pulses by closing SWP1 and
SWP2. Diodes D1 and D2 (CD0603-B00340) are needed to prevent unwanted current flow
through the body diodes of SWN 1 and SWN 2 (indicated in dark-blue): if Cdl is charged
beyond 0.6 V during the cathodic phase, the body diodes of SWN 1 and SWN 2 otherwise
become forward biased when the stimulation direction is reversed.

The Arduino was programmed with four different stimulation settings as summa-
rized in Table 3.1. The first setup uses no coupling capacitor and it is verified that Cdl is
indeed charged back to 0 V after a stimulation cycle. The second setup uses a low inten-
sity stimulation cycle with a positive charge mismatch, while the third setup uses a high
intensity stimulation cycle (close to the maximum stimulation intensity possible before
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Figure 3.4: Measurement setup used to verify the influence of the coupling capacitor Cc on the charge can-
cellation. A constant current source based around Q1 is connected to the load via an H-bridge configuration
(MOSFET switches), which allows bidirectional stimulation. An Arduino Uno is used for the control of the
circuit, while buffers are used to prevent loading of the system during measurements.

Table 3.1: Stimulation settings used during measurements

Nr Waveform Ist i m tc Mismatch η fst i m (Hz) Incl. Cc ?

1 Biphasic 1.5 mA 460µs 1.085 (ta = 500µs) 110 Hz No
2 Biphasic 1.5 mA 460µs 1.085 (ta = 500µs) 110 Hz Yes
3 Biphasic 15 mA 200µs 0.75 (ta = 150µs) 400 Hz Yes
4 Monophasic 15 mA 200µs 0 100 Hz Yes

the current source would clip to the 5 V supply voltage). The load of the circuit in Fig-
ure 3.4 first consisted of the electrode model from Figure 4.7 (Rs = 100Ω, Cdl = 1.5µF,
Rct = 1MΩ). Subsequenlty the electrode model was replaced by the electrodes that were
submerged in a Phosphate Buffered Saline (PBS) solution (pH 7.4, Gibcor Life technolo-
gies™). The electrodes were stimulated in a bipolar fashion.

To measure the response of the system, the relevant output signals are buffered us-
ing picoampere input bias operational amplifiers (AD8625, powered with ±8V) in order
to prevent the measurement equipment from loading the system. It was found using
simulations and measurements that a 10MΩ||12pF standard probe largely distorts the
measurement, as will be discussed further in the last section.

3.2.2. MEASUREMENT RESULTS

Figure 3.5 shows the simulation results of the circuit from Figure 3.1. In Figure 3.5(a)
the value of VC dl in pseudo steady-state is shown over many stimulation cycles. When
no coupling capacitor is used, VC dl can discharge almost completely. When Cc is added
in Figure 3.5(a) it is seen that after several stimulation cycles VC dl = 20.7mV. Indeed
the introduction of Cc causes an offset in VC dl in pseudo steady-state. Furthermore the
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(a)

(b) (c)

Figure 3.5: Simulation results of the circuit from Figure 3.1. In a) the voltages VC dl and VC c are shown during
the interval topen over a large number of stimulation cycles. As can be seen, the coupling capacitor causes an
offset that is possible due to the underdetermined Equation 3.2. In b) and c) the transient voltages are shown
for the system with Cc and Rp =∞ just after stimulation is initiated and after 190 s, respectively.

simulated values correspond well with Equation 3.4, which predicts Vos = 20.6mV.

In Figure 3.5(b) and 3.5(c) the simulated transient behavior of the voltages in the
circuit including Cc is shown for two time instances. Figure 3.5(b) shows the voltages
right after the first stimulation cycle, while Figure 3.5(c) shows a stimulation cycle after
190 s of simulation time, where the offset is clearly visible.

In Figure 3.6 the measurement results are presented for all experiments listed in Ta-
ble 3.1. All waveforms were captured after stimulation was enabled sufficiently long (at
least 5 minutes) to allow the voltages to settle. In all figures Vout refers to the voltage
measured over the output the current source (between nodes N1 and N3 in Figure 3.4)
and Vel is the voltage over the electrode (nodes N1 and N2). For saline measurements is
is not possible to measure VC dl directly and hence Vel is shown instead.

3.2.3. DISCUSSION

The measured values for Vos are summarized in Table 3.2 and compared with the values
calculated using Equation 3.4. It is seen that the measurements with the model corre-
spond well to the calculated values, indicating that the circuit implementation is working
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Model Electrodes in Saline
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(a) (b)
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(c) (d)
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Figure 3.6: Measurement results with the circuit described in Figure 3.4. In a), c), e) and g) measurements with
the electrode model are depicted according to the experiments listed in Table 3.1. Figures b), d), f) and h) show
the same measurements with electrodes in a saline bath. Vout is the voltage over nodes N1 −N3 (Figure 3.4),
while Vel is the voltage over nodes N2 −N3.
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Table 3.2: Calculated and measured values of Vos for the experiments summarized in Table 3.1.

Experiment Equation 3.4 Measurement (model) Measurement (Saline)

1 0 mV 0 mV 0 mV
2 21.6 mV 25 mV 80 mV
3 201 mV 200 mV 320 mV
4 50 mV 50 mV 165 mV

as expected. For the saline measurements the values of Vos are higher than expected and
hence the model underestimates the offset value introduced. This is most likely due to
complex non-linear behavior of the electrode-tissue interface that cannot be modeled
using the simple capacitance Cdl . The electrode model is a small signal model (Cdl was
found using a sinusoidal excitation of 0.1 V) and the measurement results show that the
validity of the model is limited during a stimulation cycle. From these results and the
plots in Figure 6.16 we can draw three important conclusions.

1) First of all, coupling capacitors barely improve the way in which VC dl returns to
equilibrium. The only way in which Cc contributes, is by making τdi s (Equation 3.1)
smaller during the tdi s interval [47]. This causes the interface to discharge towards equi-
librium slightly faster. However, since Cc ¿ Cdl , the influence on τdi s is negligible and
hence coupling capacitors barely improve the charge cancellation.

2) Second of all, coupling capacitors introduce an offset in the pseudo-steady state
value of the electrodes. The value of Vos can be predicted using Equation 3.4 and the
validity has been confirmed with measurements with electrodes in a saline solution.

The question is whether or not Vos introduces potential safety issues. For small val-
ues of Vos no problems are expected: as long as no irreversible faradaic reactions are
triggered, no harmful effects are to be expected. Even more so, Vos will increase the
amount of charge that can be injected [52], because Vos reduces the peak voltage of VC dl

during a stimulation cycle.
However, when Vos increases towards the threshold of irreversible faradaic reactions

(600-900mV for platinum electrodes [43]), problems can be expected. In this case the
interface is experiencing a significant offset voltage during the tdi s interval, during which
irreversible reactions might occur. For high stimulation intensities Figure 3.3 predicts
values of Vos that are close to or exceed the maximum safe voltage window.

3) Finally, secondary effects can have a strong effect on Vos . In Figure 3.7(a) and 3.7(b)
measurements are presented with the settings of Experiment 2 and with the model and
electrodes respectively. This time the voltages were not buffered using the picoampere
input bias opamps, but 10MΩ||12pF probes were connected to N1, N2 and N3 directly.
As can be seen this has a huge impact on the offset voltage: it increases to 2 V and 0.6 V
respectively. These findings show that care has to be taken when additional circuitry
such as electrode impedance monitors or recording amplifiers are added to a stimulator
circuit that uses coupling capacitors.

All in all, it can be concluded that in contrast to what many other studies have sug-
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(a) (b)

Figure 3.7: Influence of probes in the measurement setup. In a) the measurement results are shown with the
electrode model connected for which the picoamp input bias opamps (Figure 3.4) are removed. The value of
Vos increases dramatically to more than 2 V. In b) the same measurements are repeated with the electrodes in
saline and this shows Vos = 0.6V.

gested [47], [48], [51], the introduction of Cc does not improve the charge balancing pro-
cess and it is furthermore associated with the loss of control over the pseudo steady-state
value of VC dl . Instead of ensuring safety by returning the electrode interface voltage back
to 0 V, the coupling capacitor introduces an unwanted offset in the interface voltage that
is hard to control by the stimulator and, moreover, is sensitive to secondary effects.

Although this work suggests that coupling capacitors are not beneficial for charge
cancellation purposes, they still protect the electrodes and tissue from DC currents in
case of a device or software failure. Depending on the application this could require the
need to still use these capacitors. In that case the results from this study show that the
stimulation settings should be limited to ensure that under all operating conditions Vos

does not exceed any predefined safety window.

It is possible to discharge both Cc and Cdl completely by introducing an additional
switch between the electrodes. In this case Cc and Cdl are shorted individually and are
guaranteed to discharge towards 0 V in pseudo steady-state. However, in this case the
coupling capacitor is not contributing in any way to the charge balancing process: it
does not improve τdi s and VC dl will have the same response as compared to the circuit
without Cc . Furthermore the additional switch might introduce a single-fault device fail-
ure risk.

This work focused on passive charge balancing techniques. Active charge balancing
techniques use feedback to bring the electrode voltage back to safe values after a stim-
ulation cycle and can therefore help to overcome the offset problem. However, if these
schemes require a coupling capacitor to protect in the event of a device failure, it is im-
portant to measure the voltage over the electrodes only and not to include the coupling
capacitor. This requires an additional sensing pin if the coupling capacitors are realized
using external components. Only then the feedback mechanism will help to remove the
offset.

In this study, only one type of electrode was considered. Smaller electrodes have
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different impedance levels and more research is needed to find the pseudo steady-state
response in this case. Note that Equation 3.4 is only valid under the assumption that
τdi s ¿ tdi s , which might not be the case for high impedance electrodes. Finally, it would
also be interesting to determine the influence of the coupling capacitors in vivo.

3.2.4. CONCLUSIONS

In this work the influence of coupling capacitors on the charge balancing properties is
studied during neural stimulation. In contrast to what previous work suggests, coupling
capacitors were found not to improve the charge balancing process. Even more so, they
introduce an offset voltage in the electrodes, which cannot be removed by conventional
means such as passive discharging. The value of the offset voltage depends on the stim-
ulation and electrode parameters. When using coupling capacitors it is therefore im-
portant to ensure that this offset voltage does not exceed any safety boundaries for all
possible operating conditions.

3.3. REVERSIBILITY OF CHARGE TRANSFER PROCESSES DURING

STIMULATION
As discussed in Section 3.1, electrochemically safe operation of polarizable electrodes
during pulsatory electrical neurostimulation is important to prevent electrode and tis-
sue damage. The current through the electrodes should preferably stay below certain
charge injection limits to operate in the reversible regime and avoid irreversible faradaic
processes.

Traditionally, the charge injection limits are determined in an indirect fashion [42],
[53]. First the interface voltage corresponding to the onset of irreversible reactions is
determined using cyclic voltammetry [54]. Subsequently, a charge balanced biphasic
stimulation pulse is imposed on the electrodes, while the interface voltage is monitored
[55]. By preventing the interface voltage to exceed the voltage window that is considered
as the border for irreversible reactions, the charge injection limit is determined.

There are potential problems with this approach. First of all, it is unclear whether
limiting the electrode potential to the voltage window really eliminates irreversible pro-
cesses. The voltage window is determined using very low frequency cyclic voltammetry.
It is likely that the charge transfer processes behave differently during pulsatile stimula-
tion that uses high rates of potential cycling [42]. This is underlined by the reduction in
the charge injection limit based on the voltage window during pulsatile stimulation as
compared to the charge limits that follow from cyclic voltammetry [43].

Furthermore, a similar reasoning can be made for the second stimulation phase,
which aims to return the interface voltage back to equilibrium. It is generally assumed
that this phase will operate under reversible charge transfer mechanisms, but again, the
pulsatile character of the second stimulation phase during symmetrical charge balanced
biphasic stimulation might not guarantee this.

Therefore this study aims to investigate the reversibility of the charge transfer pro-
cesses during electrical stimulation in a direct way. Based on the electrode-tissue inter-
face model a feedforward charge balancing scheme is introduced that aims to exclusively
balance the reversible charge transfer processes during the stimulation process itself. By
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(a) (b) (c)

Figure 3.8: In a) the model for the electrodes in the saline solution that is used in this study is shown, along with
the main electrical quantities. In b) a typical response during a symmetrical biphasic stimulation waveform is
shown for Rct →∞. In c) the same response is illustrated for when Rct 6= ∞. Note that Vi f returns to Vi f ,eq
when Vel =Vel ,i ni t , as shown by the dashed line.

investigating the symmetry in charge contents of the two stimulation pulses, the contri-
bution of irreversible charge transfer processes becomes apparent.

One of the advantages of the proposed method is that it can be used while the elec-
trodes are being operated in a clinical setting. The method does not require additional
electrodes (such as a standard (Ag-AgCl) reference electrode) and is active during the ac-
tual stimulation cycle instead of during an ‘offline’ charge limit measuring procedure. In
this work bipolarly driven platinum electrodes with two typical sizes are submerged in a
saline solution, but the principle is also suitable for in vivo setups and/or other types of
electrode configurations.

3.3.1. THEORY

In Figure 3.8(a) a model is shown that is used to analyze the response of the electrodes
during a stimulation cycle [27]. The model consists of two parts: 1) the electrolyte (in
this study a physiological saline solution) and 2) the interface between the electrode and
the electrolyte. The electrolyte is assumed to be resistive and is modelled using the inter-
cellular resistance ("spreading resistance") Rspread [56].

The interface model has two parts. The reversible currents that pass through the
electrode are modeled with Ci f . Examples of such currents are purely capacitive cur-
rents due to charging of the dual-layer interface (common in noble metal electrodes),
but also pseudo-capacitive currents such as surface-bound reversible faradaic processes
(dominant in e.g. AIROF electrodes). The second part is Rct , which represents irre-
versible faradaic processes such as O2 and H2 evolution.

In Figure 3.8(b) a schematic response of the electrodes using reversible charge trans-
fer processes exclusively (Rct →∞) during a symmetrical charge balanced biphasic stim-
ulation cycle is depicted: the interface voltage Vi f charges during the first cathodic stim-
ulation phase and discharges back to the equilibrium voltage Vi f ,eq during the second
anodic stimulation phase.

In Figure 3.8(c) it is shown what happens when the electrode current also includes an
irreversible charge transfer component (Rct 6=∞): Vi f is first of all charged at a lower rate
during the cathodic phase due to the current through Rct . Second of all Vi f is discharged
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too much during the anodic phase, due to the fact that only the capacitive (reversible)
current should be charge balanced, not the resistive (irreversible) current. Therefore
Vi f 6=Vi f ,eq will now need to be reduced by charge balancing techniques, such as passive
discharging (shortening of the electrode).

As can be seen from Figures 3.8(b) and 3.8(c), Vi f returns back to Vi f ,eq as soon as
Vel =Vel ,i ni t , irrespective whether Rct →∞ or not. Stopping the stimulation at this point
(as indicated by the dashed lines in Figure 3.8(c)) has two advantages. First of all, it will
bring the interface back to Vi f ,eq , which eliminates the need for the interface to charge
back during the electrode shortening [57]. Second of all, the symmetry in the duration
of the cathodic and anodic phase (tc and ta respectively) will now be a measure for the
amount of irreversible processes during the stimulation cycle. When Rct → ∞, it will
hold tc = ta , while in case of irreversible processes tc 6= ta .

This makes it possible to detect whether irreversible charge transfer occurs during
a stimulation cycle, while the electrodes are being operated in the clinical application.
There is no need for additional reference electrodes and the electrodes can be operated
with the stimulation cycle that is required for the clinical application. The method relies
on the fact that the voltage drop Ist i mRspr ead is constant during the stimulation cycle.
Note that Vi f ,eq does not necessarily need to be zero for the system to work. This means
that the method can be used in combination with a DC electrode bias, which is used to
increase the charge injection capacity of AIROF electrodes [58].

Also note that ‘flattening’ of the slope (non-linear increase) in the response of figure
3.8(c) is not a sufficient condition to assume irreversible reactions. In a practical sit-
uation both Cdl and Rct are likely to behave non-linear. This makes it possible for the
slope to change without the need to trigger irreversible reactions. Note that the proposed
method is independent on the slope and only relies on the Ist i mRs voltage drop.

3.3.2. METHODS

STIMULATOR DESIGN

The principle illustrated in Figure 3.8(c) is implemented in a discrete component circuit
design as presented in Figure 3.9. A constant current source is made with resistor R2 over
which the voltage is kept constant using the feedback loop around opamp O A1. Tran-
sistor Q1 conveys this current into the electrodes and the direction of current is changed
using the H-bridge topology around MOSFETs M1-M4. High speed opamp O A2 with an
output enable (using the !SHDWN-pin) is used to sample the voltage Vel ,i ni t at the begin-
ning of a stimulation cycle on capacitor C1, after which O A2 is disabled again. This es-
sentially implements a switched-opamp technique [59]. During the second stimulation
phase opamp O A3 will monitor the electrode voltage and comparator O A4 compares this
to the voltage stored on C1. When the electrode voltage is equal to the capacitor voltage,
this is detected by O A4 and digital logic will stop the stimulation.

Diodes D1-D4 are required because of the negative potential with respect to ground
that can be expected over the electrodes upon reversing the stimulation direction. Oth-
erwise, when the interface voltage would be charged beyond 0.6 V, the ESD protection
diodes of the discrete devices (indicated in brown in the diagram) would become for-
ward biased, creating a discharge path. This would influence the pulse duration of the
second stimulation phase, which is subject of this experiment. Note that the voltage
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Figure 3.9: Circuit implementation of the stimulation protocol. The current source generates a constant Ist i m
that is injected bidirectionally throug the electrodes in the saline bath using the H-bridge M1-M4. The volt-
age monitoring circuit implements the feed-forward control: the IstimRspread-drop is stored on C1 during the
cathodic phase using O A2 that can be switched to a high impedance output using the !SHDWN-pin. During
the anodic pulse O A3 is used to compare the electrode voltage with the voltage stored on C1. Logic is used to
switch the stimulation off when comparator O A4 detects the end of the stimulation cycle

drop over D1 and D2 will be equal during both phases because the stimulation current
is equal. The voltage drop over D3 and D4 will be very small because the current into the
opamps is very small. Therefore the diodes do not influence the working principle of the
circuit.

The circuit is implemented on a PCB. The supply voltage and control signals are 5 V
and all come from an Arduino Uno microcontroler platform. The value of R2 was chosen
such that the voltage over this resistor was below 0.5 V, allowing enough voltage head-
room for the load.

In [60] a system was proposed in which both the anodic and cathodic currents are
limited based on the interface voltage of the working electrode. The idea is to limit the
voltage swing over the interface and to return the interface back to equilibrium after-
wards. However, this system needs an additional reference electrode, which makes the
application in clinical settings more cumbersome. Furthermore, the current limiting cir-
cuitry creates a non-constant Ist i m , which makes the circuit not suitable for our purpose.

ELECTRODES

Two different types of platinum electrodes are used for the measurements. The first type
(see Figure 3.10) is the same type of SCS electrodes (Rs ≈ 100Ω and Cdl ≈ 1.5µF) that
were discussed in Section 3.2.1.The saline solution is a Phosphate Buffered Saline (PBS)
solution (concentrations of 155.17mM NaCl, 1.059mM KH2PO4 and 2.97mM Na2HPO4-
7H2O, pH 7.4, Gibcor Life technologies™).

The second type of electrodes used in this study were cochlear electrodes (Clarionr

HiFocus™electrodes, Advanced Bionics) and are also depicted in Figure 3.10). The elec-
trode lead consist of 16 platinum contacts (approximately 300µmx500µm = 0.0015 cm2)
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Figure 3.10: The SCS electrodes (left) and the cochlear electrodes (right) that are used for the measurements.
The SCS electrodes have an area of 0.14 cm2, while the cochlear electrodes are 0.0015 cm2

of which two were selected to drive the electrodes in a bipolar fashion. For these elec-
trodes it was determined that Rs ≈ 1kΩ and Cdl ≈ 40nF in the same PBS solution.

STIMULATION PROTOCOL

Stimulation intensities were first of all chosen such that the charge densities were kept
below 50µC/cm2 to keep the operation below established charge injection limits for
platinum electrodes [43]. Furthermore it was ensured that the current would not be lim-
ited by the supply voltage and the intensities were chosen to correspond with clinically
used values for the type of electrodes [26] [49].

Both types of electrodes were stimulated with a pulsewidth 100µs < tc < 1ms to in-
vestigate the response of both short and long stimulation pulses. For the SCS electrodes
Ist i m < 1.5mA, while for the cochlear electrodes Ist i m < 150µA. For the highest stimula-
tion current, the pulsewidth for the cochlear electrodes was limited to 400µs to limit the
charge density.

The electrodes were stimulated with frequency fst i m = 100Hz and were shorted in
between the stimulation pulses. For each experiment the stimulation was enabled for
60 s before the first measurements were taken. After this initial settling time, the value
of ta was measured for 100 consecutive stimulation cycles and the median was used to
compute the pulse duration ratio as ta/tc . The response of the electrodes was compared
with a measurement in which the model of the electrodes (consisting of Rs and Cdl ) is
connected to the stimulator.

3.3.3. MEASUREMENT RESULTS
Figure 3.11(a) shows an example of the measurement results for the SCS electrodes. The
green line depicts the response of the Rs -Cdl load, which is very similar to the response
depicted in Figure 3.8(b). For this measurement tc = 400µs, Ist i m = 1mA. The orange
line depicts the response of the SCS electrodes, which is more similar to the response of
Figure 3.8(c): the anodic phase reaches Vel ,i ni t faster and therefore the ratio ta/tc < 1 for
this particular case.

In Figure 3.11(b) the pulse duration ratio ta/tc is plotted for a variety of Ist i m and tc
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(a) (b)

(c) (d)

Figure 3.11: Measurement results focusing on the ta /tc ratio for various stimulation settings and electrodes.
In a) an example of a measurement with the SCS electrodes (1 mA, 400µs, 2.8µC/cm2) is shown for both the
model as well as the electrodes, showing a clear difference in the ta /tc pulse duration ratio. In b) an overview
is given for the pulse duration ratio ta /tc for several vaues of Ist i m and tc . The dashed lines correspond to the
measurements obtained from the model. In c) and d) the same plots are given for the cochlear electrodes

for both the model and the electrodes. As expected the model gives an almost constant
ratio close to 1, since all the stimulation current is used to charge and discharge Cdl . The
electrodes show a dropping ratio for increasing Ist i m and tc .

In Figure 3.11(c) an example of a measurement result (tc = 400µs, Ist i m = 140µA) of
the cochlear electrodes and their equivalent Rs -Cdl model is given. A similar result as
with the SCS electrodes is obtained: the model has ta/tc = 1, while for the electrodes the
ratio is lower. This is summarized in Figure 3.11(d) in which again the model shows an
almost constant response, while the ratio decreases for the electrodes.

In Figure 3.12 all measurements from Figure 3.11 are summarized as a function of
the charge density. There is a clear trend that for increasing charge density the ratio ta/tc

drops. Furthermore, this Figure confirms that all measurements used a charge density
below 50µC/cm2, corresponding to the reversible charge injection limit for platinum
electrodes [43].
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Figure 3.12: Pulse duration ratio ta /tc as a function of the charge density for both the SCS electrodes and the
cochlear electrodes. The + markers represent the ratio for the model, while the x markers represent the ratio
for the electrodes in saline.

3.3.4. DISCUSSION
The dropping ratio ta/tc suggests that some of the current through the interface has a re-
sistive character and hence the electrodes are not being operated using reversible charge
transfer processes exclusively. This result is somewhat surprising, since the stimulation
settings correspond with clinically relevant values and are well below the charge injec-
tion limits for gas evolution in platinum electrodes. The findings furthermore imply that
charge imbalanced stimulation is required to bring Vi f back to equilibrium.

One of the explanations for these measurement results is that due to the pulsatory
excitation of the electrodes, the faradaic processes behave differently as compared to
the pseudo static behavior during cyclic voltammetry. Due to the high rates of potential
cycling the dynamic properties of the faradaic processes would need to be taken into ac-
count. As proposed in [43] it is likely that some faradaic processes do not have sufficient
time to complete, which means that the charge transfer needs to be supported by other
(possibly irreversible) processes.

Besides irreversible charge transfer processes, the drop in the ta/tc ratio could also
be attributed to another cause. The stimulation protocol assumes that the voltage drop
Ist i mRs is constant. If this condition is not met, the stimulation would be stopped when
the interface is not back at equilibrium, which would lead to the incorrect conclusion
that irreversible reactions are triggered.

To investigate this issue, the stimulation sequence is repeated, but without shorten-
ing the electrodes right after the stimulation cycle. It is now possible to see whether Vi f

returns to equilibrium after the stimulation cycle. In Figure 3.13(a) the response of the
SCS electrodes is shown for Ist i m = 1.5mA and tc = 400µs and it is compared to the case
in which the feedforward control is disabled and ordinary charge balanced stimulation
is used. Indeed the feedforward control causes Vi f to return back to 0 V after the stimula-
tion cycle, while the charge balanced stimulation does not. This indicates that for these
electrodes and stimulation settings Ist i mRs is constant and the reduced ta/tc ratio must
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(a) (b)

Figure 3.13: Measurement results comparing the non-shorted electrode voltage right after the stimulation cy-
cle in a charge balanced stimulation scheme and the proposed feedforward control scheme. In a) the SCS
electrode response is shown and the feedforward control returns the interface back to zero, in contrast to the
charge balanced case. In b) the response of the cochlear electrodes is shown and as can be seen the anodic
phase of the feedforward control is slightly too short. In both plots the electrodes are shorted at approximately
t = 1.6ms.

be caused by irreversible charge transfer mechanisms.
In Figure 3.13(b) the same plots are given for the cochlear electrodes with Ist i m =

140µA and tc = 400µs. Again the charge balanced case leads to a too high Vi f after
the stimulation cycle. However, in the feedforward controlled case something different
happens: right after the stimulation finishes, Vi f returns back to zero, but it starts to
decrease afterwards. Based on the modelling this is an unexpected result. However,
since the charge balanced case still overcompensates the injected charge, it is still likely
that some irreversible charge transfer processes occur.

A possible explanation for the unexpected behavior can be found in the model used
for the feedforward control. This model assumes that Vel is composed out of two parts:
a constant voltage drop over Rspread as well as a variable Vi f . As shown in [53] the volt-
age over the electrode is actually composed out of more terms, such as for example the
concentration overpotential ηc . If ηc becomes non-zero during a stimulation cycle, the
interface is not brought back to Vi f ,eq when Vel = Vel ,i ni t . These effects show some of
the limitations of the proposed method: feed-forward control cannot compensate for
effects that are not modelled. This means that the models need to be improved by incor-
porating secondary effects such as ηc .

Another limitation of the measurements presented in this section is the buffered
saline solution that was used. The validity of this solution as a model for actual neu-
ral tissue is limited [61]. For example, the solution was equilibrated to room air and in
[62] it was shown that this might lead to more oxygen reduction as compared to an in
vivo situation. One can therefore only be certain about the reversibility of the charge
transfer processes in neural tissue when the proposed methodology is applied in an in
vivo setup.

The goal was to investigate the charge transfer processes at the electrode-tissue in-
terface during pulsatile electrical stimulation. It can be concluded that, even for low
charge injection densities and despite some shortcomings in the model, charge is par-
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tially transferred using irreversible charge transfer mechanisms in the saline solution.
This finding is important for understanding the underlying charge transfer mechanisms
during a stimulation pulse. Note that the question regarding the consequences for (long
term) stimulation safety were not discussed. As shown in [36], electrochemical processes
are not likely to be the most dominant factor in stimulation induced damage. Instead
damage is mostly attributed to mechanical effects (leading to connective tissue forma-
tion and neuronal loss) or to stimulation induced effects (such as hyper-activation or
electroporation [41]). Therefore the irreversibility of the charge transfer mechanisms
that was found in this work is not expected to introduce significant tissue or electrode
damage.

3.4. CONCLUSIONS
This Chapter investigated the electrode-tissue interface of polarizable electrodes during
neural stimulation. The voltage over this interface needs to be well controlled to avoid
potential problems due to electrochemical charge transfer processes.

First, the consequences for the interface voltage due to the use of a coupling capac-
itor were investigate. Despite many advantages in terms of safety, a coupling capacitor
eliminates the control over the DC voltage over the electrode-tissue interface. It is shown
that an offset voltage is created over this interface that could reach potentially dangerous
levels.

Second, the reversibility of charge transfer mechanisms at the electrode-tissue inter-
face during a stimulation cycle was studied. It is generally assumed that charge transfer
processes are reversible as long as the stimulation intensity is below the reversible charge
injection limit. A feed-forward charge-balancing technique was introduced to analyze
the reversibility during a stimulation cycle. It was found that for platinum electrodes in
a saline solution even for low stimulation intensities, not all charge was transferred using
exclusively reversible processes.





4
EFFICACY OF HIGH FREQUENCY

SWITCHED-MODE NEURAL

STIMULATION

T HIS chapter investigates the efficacy of a fundamentally different neural stimulation
technique: high frequency switched-mode neural stimulation. Instead of using a

constant stimulation amplitude, the stimulus is switched on and off repeatedly with a
high frequency (up to 100kHz) duty cycled signal. By means of tissue modeling that in-
cludes the dynamic properties of both the tissue material as well as the axon membrane,
it is first shown that switched-mode stimulation depolarizes the cell membrane in a sim-
ilar way as classical constant amplitude stimulation.

These findings are subsequently verified using in vitro experiments in which the re-
sponse of a Purkinje cell is measured due to a stimulation signal in the molecular layer
of the cerebellum of a mouse. For this purpose a stimulator circuit is developed that is
able to produce a monophasic high frequency switched-mode stimulation signal.

4.1. INTRODUCTION
Traditional functional electrical stimulation typically uses a current source with constant
amplitude Ist i m and pulsewidth tpul se to recruit neurons in the target area. Early stim-
ulator designs consisted of relatively simple programmable current source implementa-
tions. Over the years numerous modifications have been proposed to improve impor-
tant aspects such as power efficiency, safety and size. Most stimulators however, still use
constant current at the output.

Several implementations have investigated the use of alternative stimulation wave-
forms in an attempt to improve the performance. Some implementations focus on im-
proving the efficiency of the activation mechanism in the neural tissue [65], [66]. Oth-

Parts of this chapter have been published in [63] and [64]
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ers focus on increasing the performance of the stimulator itself, of which several stud-
ies have proposed the use of high frequency stimulation waveforms. In [24] a 250 kHz
pulsed waveform is used to decrease the size of the coupling capacitors. Two of these
waveforms are subsequently added in antiphase to reconstruct a conventional stimu-
lation waveform. In [67] a 10 MHz forward-buck and reverse-boost converter is used
to increase the power efficiency of the stimulator by using inductive energy recycling.
External capacitors are used to low-pass filter the switched signal and reconstruct a con-
ventional waveform.

In Chapter 7 the design of a neural stimulator frontend is presented that uses a high
frequency signal to stimulate the tissue. This stimulator brings several advantages as
compared to constant current stimulation, such as high power efficiency, low number
of external components and support for complex electrode configurations. In this chap-
ter the electrophysiological feasibility of a high frequency stimulator is investigated both
theoretically as well as experimentally by determining whether a high frequency stimula-
tion signal can indeed induce neural recruitment in a similar fashion as during classical
constant current stimulation.

The high frequency stimulation pattern that is used to stimulate the tissue is as-
sumed to be square shaped. The schematic circuit diagrams of both voltage and current
based stimulation are depicted in Figure 4.1(a). A fixed value for Vst i m or Ist i m is used,
while the stimulation intensity is controlled by driving the switch with a Pulse Width
Modulated (PWM) signal; this is referred to as switched-mode operation. In Figure 4.1(b)
a sketch is given of the monophasic stimulation pulse resulting from either of the cir-
cuits. The switch is operated with duty cycle δ and switching period ts . This results in
an average stimulation intensity Vav g = δVst i m or Iav g = δIst i m for voltage and current
based stimulation respectively.

It is important to note that in this work the term ’high frequency’ refers to the fre-
quency of the pulses that make up a single stimulation waveform. It does not refer to
the repetition rate at which the stimulation cycles are repeated. Furthermore, this work
investigates the electro-physiological feasibility of switched-mode stimulator circuits; it
does not aim to design a stimulation waveform that improves the activation mechanism
itself with respect to classical constant current stimulation.

The organization of this chapter is as follows. In Section 4.2 the tissue and the cell
membrane are modeled with frequency dependent parameters. These models are used
to analyse the response of the membrane voltage to the high frequency stimulation sig-
nal. In Section 4.3 the experimental setup is discussed, consisting of a prototype high
frequency stimulator in combination with an in vitro patch clamp recording setup. Fi-
nally in Section 4.4 and 4.5 the measurement results are presented and discussed.

4.2. THEORY
A high frequency (switched) signal that is injected via the electrodes will be filtered by
the tissue. First the tissue material properties influence the transient voltage over and
current through the tissue. Subsequently the electric field in the tissue and the properties
of the cell membrane will determine the transient shape of the membrane voltage, which
is ultimately responsible for the actual activation or inhibition of the neurons. These two
processes will be discussed separately.
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(a) (b)

Figure 4.1: a) Schematic representation of a high frequency voltage and current system that is driven by a
switch that is controlled by a PWM signal. In b) the resulting stimulation signal is sketched.

4.2.1. TISSUE MATERIAL PROPERTIES
In Figure 4.1(a) the tissue is modeled with Zi f (interface impedance) and Zt i s (tissue
impedance). For current based stimulation Vt i s = Ist i m Zt i s is independent of Zi f . For
voltage based stimulation Vt i s = Vst i m −Vi f with Vi f the voltage over Zi f . In this study
non polarizable Ag/AgCl electrodes will be used for which Zi f ≈ 0 and therefore Vt i s ≈
Vst i m [30].

The tissue voltage Vt i s and current It i s are related to each other via the resistive and
reactive properties of the tissue. In [68] the capacitive and resistive properties of the tis-
sue are measured for a wide range of frequencies and human tissue types. The resistivity
and permittivity of grey matter as a function of the frequency are plotted in Figure 4.2a.
This plot has been obtained by calculating the relative permittivity εr and conductivity
σ based on the equation for the relative complex permittivity ε̂r (ω) from [68]:

εr (ω) = Re
[
ε̂r ( jω)

]
(4.1)

σ(ω) = Im
[
ε̂r ( jω)

] ·−ε0ω (4.2)

Here ε0 is the permittivity of free space. As can be seen neural tissue shows strong dis-
persion for ε̂r (ω). To find the relation between the tissue voltage and current the values
of εr and σ need to be converted to impedance. Given ε̂r the impedance Z is:

Z = 1

ε̂r jωC0
(4.3)

Here C0 is a constant that sets the absolute value of the impedance, which depends
among other things on the electrode geometry. The impedance can be normalized, such
that |Z (0)| = 1 by using:

lim
ω→0

|Z ( jω)| = lim
ω→0

√
(εr (ω))2 +

(−σ(ω)

ωε0

)2

ωCo

−1

= ε0

σ(0)C0
(4.4)

Here Equations 4.1 and 4.2 are substituted for ε̂r (ω) and σ(0) is the conductance of
the tissue at ω = 0. From this it follows that C0 = ε0/σ(0) to normalize the transfer such
that |Z (0)| = 1. The Bode plots of this normalized impedance is given in Figure 4.2b.
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Figure 4.2: Frequency response of grey matter. In a) the permittivity ε and conductivity σ are plotted as func-
tion of the frequency [68] and in b) the corresponding normalized (impedance) Bode plots are given.
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Figure 4.3: The response Vt i s to a square wave current input (a) and the response It i s to a square wave voltage
input (b), based on the impedance as given in Figure 4.2b.

This plot can now be used to obtain the shape for It i s and Vt i s and, if the impedance
of the tissue is known for a certain frequency, it can be scaled to obtain the correct abso-
lute values.

As an example, a 100µA, 200 kHz, δ = 0.4 switched current signal ii n(t ) is supplied
to an electrode system that has an impedance of |Z | = 10kΩ at 1 kHz. The tissue voltage
is now found by solving Vout (t ) = F−1 [Z ·F [ii n(t )]], which is plotted in Figure 4.3a.
Indeed the tissue voltage is filtered and in the next section it will be seen that this is
important for determining the activation of the neurons.

Similary a 1 V, 200 kHz, δ = 0.4 switched voltage signal vi n(t ) can be applied. The
tissue current follows from Iout (t ) =F−1 [F [vi n(t )]/Z ] and is plotted in Figure 4.3b. The
current spikes in Figure 4.3b are due to the rapid charging of the capacitive properties of
the tissue that arise from εr (ω).
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Table 4.1: Axon properties used for the axon model [34] [70]

Symbol Description Value
ρi Axoplasm resistivity 54.7Ω ·cm
ρo Extracellular resistivity 0.3 kΩ ·cm
cm Nodal membrane capacitance/unit area 2.5µF/cm2

ν Nodal gap width 1.5µm
l /do Ratio of internode spacing to fiber diameter 100
di /do Ratio of axon diameter to fiber diameter 0.6
gN a Sodium conductance/unit area 120 mS/cm2

VN a Sodium reversal voltage 115 mV
gK Potassium conductance/unit area 36 mS/cm2

VK Potassium reversal voltage −12 mV
gL Leakage conductance/unit area 0.3 mS/cm2

VL Leakage voltage 10.61 mV

4.2.2. TISSUE MEMBRANE PROPERTIES
After the transient intensities of the tissue voltage and current have been determined
by the stimulation protocol and the tissue impedance, it can be investigated how these
quantities influence the neurons. Analogous to [34] the activation of the neurons is con-
sidered in the axons, for which the membrane voltage is determined using the cable
equations. For these equations first the potential in the tissue as a function of the dis-
tance from the electrode is needed. When the electrode is considered to behave as a
point source at the origin, the tissue potential has a 1/r dependence assuming quasi-
static conditions [34]: Φ(r ) = Ist i m/(σ4πr ), where r is the distance from the electrode.

In [69] the influence on the tissue potential due to high frequency components in the
stimulation signal was analyzed. It was found that the propagation effect was neglegible
and that only the complex permittivity as discussed in the previous section was signif-
icant. To incorporate these properties, the potential Φ(r, jω) can be determined in the
frequency domain by substituting σ with the complex permittivity, leading to:

Φ(r, jω) = It i s ( jω)

jωε0ε̂r 4πr
(4.5)

By transforming this potential back to the time domain, the transient of the potential
Φ(r, t ) = F−1

[
Φ(r, jω)

]
at any distance r from the point source, is obtained. Since the

current is divided by the complex permittivity and since there are no propagation effects,
the transient shape of the potential is proportional to Vt i s as obtained in Figure 4.3: it is
just scaled as a function of the distance.

Next Φ(r, t ) can be used as an input for an axon model to determine the response of
the membrane voltage. The electrical parameters that are used for the axon model are
summarized in Table I [34] [70]. In the following section the response of both myelinated
and unmyelinated axons is considered. In both sections the fiber diameter is chosen
to be small (do = 0.8µm), based on the axon diameter of unmyelinated Purkinje cells,
which will be used later in the in vitro experiments [71].
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(a) Myelinated axon

(b) Unmyelinated axon

Figure 4.4: Axon models for a myelinated axon (a) and an unmyelinated axon (b), used to find the response of
the membrane voltage. The tissue potential at nodes V1-V4 is substituted after which the membrane voltage is
found using circuit simulations

MYELINATED AXONS

For a myelinated axon the model in Figure 4.4a is used. The myelinated parts of the axon
do not have ionic channels and are therefore modeled using the intracellular resistance
Ri = ρi l /(π(di /2)2, in which l represents the internode spacing and di the axon diam-
eter. At the nodes of Ranvier the membrane is characterized by the membrane capac-
itance Cm = cmπdiν, the rest potential Vr est = −70mV and the nonlinear conductance
GH H . The current through this conductance is given by the Hodgkin Huxley equations
[28].

The membrane voltage Vm,n at node n can be found by solving the following equa-
tion that follows directly from Kirchhoff’s laws [34]:

dVm,n

d t
= 1

Cm

[ 1

Ri
(Vm,n−1 −2Vm,n +Vm,n+1 +Vo,n−1 −2Vo,n +Vo,n+1)−πdiνiH H

]
(4.6)

Here Vo,n is the voltage due to the electric field at node n that follows from Equation 4.5
and iH H is the current density given by the Hodgkin Huxley equations:

iH H = gN am3h(Vm,n−Vr est −VN a)+gK n4(Vm,n−Vr est −VK )+gL(Vm,n−Vr est −VL) (4.7a)
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dm

d t
=αm(1−m)−βmm (4.7b)

dh

d t
=αh(1−h)−βhh (4.7c)

dn

d t
=αn(1−n)−βnn (4.7d)

The conducances gN a , gK and gL as well as the voltage VN a , VK and VL are constants,
while αx and βx depend on the membrane voltage V ′ =Vm −Vr est via:

αm = 0.1 · (25−V ′)
exp 25−V ′

10 −1
αh = 0.07

exp V ′
20

αn = 0.01(10−V ′)
exp 10−V ′

10 −1
(4.8a)

βm = 4

exp V ′
18

βh = 1

exp 30−V ′
10 +1

βn = 0.125

exp V ′
80

(4.8b)

The response of the membrane potential due to the high frequency electric field can
now be found by solving the differential equations above. This is done in Matlab by
using the classical Runge-Kutta method (RK4). A step size of 1µs is chosen during the
high frequency stimulation interval, while after the stimulation pulse a step size of 10µs
is used.

A switched-voltage stimulation scheme with Vst i m = 1V, |Z (1kHz)| = 1kΩ, δ = 0.5,
fst i m = 1/ts = 100kHz and tpul se = 100µs was chosen first. An axon with the center node
at a distance y = 0.5mm was considered. For this axon Cm = 56.6fF, Ri = 241.8MΩ, the
nodes of Ranvier are spaced 80µm apart and a total of 9 nodes were simulated.

The resulting membrane voltage is depicted in Figure 4.5a. First, the effect of the
switched-mode stimulation can clearly be seen in the staircase transient shape of the
membrane voltage. Furthermore it can be seen that the increase in the membrane volt-
age also leads to an action potential in the axon. This shows that according to the models,
switched-mode stimulation can induce activation in the axons. Finally, this action po-
tential is able to travel along the axon, as is shown by the response of the other nodes of
Ranvier in the same Figure. A very similar result can be obtained when using switched-
current stimulation.

In Figure 4.5b the effect of the duty cycleδ is shown. The dark line shows the response
for δ = 0.5 and the light line is the response for δ = 0.4. The latter setting is not able to
induce an action potential anymore, which shows that δ is an effective way of controlling
the stimulation intensity. The response is compared with a classical constant voltage
stimulation with Vst i m,cl assi cal = δVst i m and is indicated with the dashed lines. Indeed
an equivalent response is found.

UNMYELINATED AXONS

For unmyelinated axons the model as depicted in Figure 4.4b is used. The axon is now
divided into segments of length ∆x with each segment containing an intracellular resis-
tance per unit length: ri = 4ρi /di , the capacitance per unit area cm , the resting potential
Vr est =−70mV and the ionic conductance per unit area gH H . Again a differential equa-
tion can be found that solves the membrane voltage Vm,n [33]:

dVm,n

d t
= 1

cm

[ (Vm,n−1 −2Vm,n +Vm,n+1

ri (∆x)2 + Vo,n−1 −2Vo,n +Vo,n+1

ri (∆x)2 − iH H

]
(4.9)
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Figure 4.5: Transient membrane voltage due to switched-mode stimulation according to the models of Fig-
ure 4.4 for a variety of settings. In a) the membrane voltage at three nodes of Ranvier of a myelinated axon is
depicted during and after stimulation with a δ = 0.5 switched-voltage source for which an action potential is
generated. In b) the effect of intensity (duty cycle for switched-mode versus amplitude for classical stimula-
tion) is depicted and compared. In c) the response at three points in an unmyelinated axon is shown, where
it is shown that it is also possible to create action potentials. In d) the response of an unmyelinated axon is
given for fst i m = 10kHz,50kHz and 100kHz (δ = 0.4), which shows that fst i m has no significant influence on
the activation. In all plots a zoom is given of the membrane voltage during the stimulation.
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An unmyelinated axon is considered at a distance y = 0.5mm. The axon is divided
into 501 segments of 1µm and has an outer diameter do = 0.8µm. For unmyelinated
axons a higher stimulation intensity is needed in order to get effective stimulation. A
voltage-mode stimulation signal with Vst i m = 10V and δ= 0.5 is used.

The same solving strategy is chosen to solve Equation 4.9. The membrane potential
is depicted in Figure 4.5c and looks very similar to the myelinated response. Also in
this case the action potential is able to travel along the axon as shown by the response
of segments that are further down the axon. Note that the propagation speed is much
lower than in the myelinated case, which is a well known property.

Figure 4.5d shows the effect of fst i m : frequencies of 10 kHz, 50 kHz and 100 kHz are
used. As can be seen both the membrane voltage after the stimulation pulse and the
response of the tissue do not depend on fst i m .

The simulation results show that switched-mode stimulation is able to induce the
same sort of activation as classical stimulation in both myelinated as well as unmyeli-
nated axons. The duty cycle δ is used to control the stimulation intensity in exactly the
same way as the amplitude for classical stimulation. Note that compared to the tissue
material properties the membrane time constant is much larger and is therefore domi-
nant in the filtering process.

4.3. METHODS
In order to verify whether the proposed high frequency stimulation scheme is able to in-
duce neuronal recruitment by using the tissue filtering properties, an in vitro experiment
is performed.

4.3.1. RECORDING PROTOCOL

The in vitro recordings were taken in brain slices from the vermal cerebellum of C57Bl/6
inbred mice using a method similar to [72]. In short, mice were decapitated under isoflu-
rance anesthesia and subsequently the cerebellum was removed and parasagittaly sliced
to preserve the Purkinje cell dendritic trees (250µm thickness) using a Leica vibratome
(VT1000S). The slice was kept for at least 1 hour in Artificial CerebroSpinal Fluid (ACSF)
containing the following (in mM): 124 NaCl, 5 KCl, 1.25 Na2HPO4, 2MgSO4, 2CaCl2, 26
NaHCO and 20D-glucose, bubbled with 95% O2 and 5% CO2 at 34◦C. 0.1 mM picrotoxin
was added to the ACSF to block the inhibitory synaptic transmission from the molecular
layer interneurons. This allows for recording of post-synaptic responses in the Purkinje
cells due to stimulation of the granular cell axons.

Experiments were carried out under a constant flow of oxiginated ACSF at a rate of
approximately 2.0 ml/min at 32±1◦C. The Purkinje cells were visualized using an upright
microscope (Axioskop 2 FS plus; Carl Zeiss) equipped with a 40x water-immersion ob-
jective.

The stimulus electrode is an Ag-AgCl electrode in a patchpipette pulled from borosil-
icate glass (outer diameter 1.65 mm and inner diameter 1.1 mm) and is filled with ACSF.
This electrode has an impedance Zt i s ≈ 3MΩ and is stimulated using a monophasic ca-
thodic stimulation protocol. The electrode is placed in the extracellular space of the
molecular layer in the cerebellum lateral to where the dendritic tree of the Purkinje cells
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(a) Recording setup (b) Stimulator circuit

Figure 4.6: In a) the recording setup is depicted with the stimulation electrode in front and the recording elec-
trode in the back. In b) the realization of the stimulator circuit is shown.

is assumed to be. We aimed to stimulate granule cell axons only to evoke neurotransmit-
ter release and to avoid direct depolarization of the Purkinje cell dendritic tree. Although
we cannot exclude that we completely avoided this last possible confounding factor, this
setup is sufficient to compare the activation mechanisms of the classical and high fre-
quency stimulation waveforms. An overview of the recording setup is depicted in Figure
4.6a.

The response to the stimulus is recorded by whole cell patch-clamping Purkinje cells
in the voltage-clamp mode using electrodes (same pipettes as the stimulus electrodes)
filled with (in mM): 120 K-Gluconate, 9 KCl, 10 KOH, 3.48 MgCl2, 4 NaCl, 10 HEPES, 4
Na2ATP, 0.4 Na3GTP and 17.5 sucrose, pH 7.25. The membrane voltage is kept at −65 mV
and the membrane current is measured using an EPC 10 double patch clamp amplifier
(HEKA electronics).

Two different kinds of stimulation are performed and the responses of the Purk-
inje cell are compared to each other. First of all classical stimulation is applied using
a monophasic constant current source. For this purpose a Cygnus Technology SIU90
isolated current source is used. The amplitude of the current is varied to see the effect
of stimulation intensity on the response of the Purkinje cell. The stimulation protocol
consisted of two consecutive stimulation pulses with a duration of tpul se = 700µs each
and an interpulse interval of 25 ms.

Second, switched-mode stimulation is performed, also using two pulses with tpul se =
700µs and an interpulse interval of 25 ms. If the Purkinje cell shows a similar response for
varying δ during switched mode as it does for varying amplitude during classical stim-
ulation, it can be concluded that switched-mode stimulation is indeed able to mimic
classical stimulation.

4.3.2. STIMULATOR DESIGN

The circuit used for switched-mode stimulation is depicted in Figure 4.7. As can be seen
a switched-voltage stimulation scheme is applied: transistor M1 connects the electrode
to the stimulation voltage Vst i m = −15V, Vst i m = −10V or Vst i m = −5V and is switched
with a PWM signal of which the duty cycle δ determines the stimulation intensity.
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Figure 4.7: Circuit used to generate a switched voltage monophasic stimulation protocol

The PWM signal is generated using the duty cycle generator circuit. Opamps O A1

and O A2 generate a triangular signal of which the frequency can be tuned using poten-
tiometer P1. Subsequently the duty cycle δ is set using potentiometer P2 at the input of
comparator O A3.

The circuit is controlled using an Arduino Uno microcontroller platform, which also
supplies the circuit with a +5V supply voltage. The total circuit is isolated from ground
by connecting the arduino using the USB of a laptop that is operated from its battery.
Capacitor C2 and clamps D1 and D2 are used to level convert the 0-5V logic signal from
the duty cycle generator to a Vst i m to Vst i m +5V signal to drive the gate of M1. Resistor
R6 = 1MΩ is used to discharge the gate of M1 to Vst i m in steady state.

Because of the high electrode impedance, any parasitic capacitance connected to
node N1 will prevent the electrode voltage to discharge during the 1 − δ interval of a
switching period. This will influence the average voltage over the tissue and the rela-
tion between δ and the stimulation intensity. To prevent this effect, resistor R5 = 2.7kΩ
is placed in parallel with the tissue, which allows the parasitic capacitance to discharge
quickly. This resistor does consume power and reduces the power efficiency of the sys-
tem dramatically. However, the power efficiency is not a design objective for this specific
experiment: the only goal is to show the effectiveness of the high frequency stimulation.
Without R5 the stimulation would still be effective, but the electrode voltage would not
have the desired switched-mode shape. The whole circuit is implemented on a Printed
Circuit Board (PCB), as depicted in Figure 4.6b.

4.4. RESULTS
In Figure 4.8a the response of the Purkinje cell is shown for classical constant current
stimulation for three different stimulus intensities. First there is a big positive spike cor-
responding to the stimulation artifact. After a small delay an excitatory postsynaptic
current (EPSC) is clearly visible; during this interval the membrane current is decreased
due to the opening of the postsynaptic channels of the cell.

After 25 ms the second stimulus arrives and a second EPSC is generated. This EPSC
is much bigger due to a process called paired pulse facilitation (PPF): due to the first
depolarization the Ca2+ concentration in the activated axon terminals is higher when
the second pulse arrives, leading to an increased release of neurotransmitter. From the
same figure it is also clear that the EPSC becomes stronger for increasing stimulation
amplitude.
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Figure 4.8: Measurement results from the purkinje cell during stimulation. In a) patchclamp recordings during
classical constant current stimulation are depicted. In b) the electrode voltage during switched-mode stimula-
tion is plotted for various settings of Vdd and δ. In c) the response of the neuron to switched-mode stimulation
is shown. Both in a) and c) first a positive peak corresponding to the stimulation artifact is seen, after which an
EPSC is generated that depends on the stimulation intensity.



4.5. DISCUSSION

4

55

0 0.2 0.4 0.6 0.8 1
0

200

400

600

800

1000

1200

Duty cycle δ

|m
in

(E
P

S
C

)|
 (

p
A

)

 

 

V
dd

=5V

V
dd

=10V

V
dd

=15V

(a)

0.5 0.55 0.6 0.65 0.7 0.75 0.8
0

100

200

300

400

500

Duty cycle δ

|m
in

(E
P

S
C

)|
 (

p
A

)

 

 

20kHz
50kHz
100kHz

(b)

Figure 4.9: In a) the absolute value of the minimum EPSC is plotted as a function of δ for various settings of
Vdd . In b) the absolute value of the minimum EPSC is plotted for several PWM frequencies.

In Figure 4.8b the voltage over the stimulation electrode is plotted for various stimu-
lation settings during switched-mode stimulation: both duty cycle δ as well as the supply
voltage are varied with a fixed PWM frequency of 100 kHz. Because of the voltage steered
character the falling edge of the stimulation pulses is very sharp, while resistance R5

makes sure that it discharges reasonably fast.
In Figure 4.8c the response of the Purkinje cell is shown for switched-mode stimula-

tion. For these plots Vdd = 15V, tpul se = 700µs and fst i m = 100kHz. An EPSC with the
same shape as during classical stimulation is the result and also the PPF is clearly visi-
ble. It is also seen that by increasing the intensity of the stimulation using δ the EPSC
is increased, similar to how it is increased for classical stimulation using the stimulation
amplitude. These two points show that the switched-mode stimulation is able to induce
similar activity in neural tissue as classical stimulation.

4.5. DISCUSSION
In Figure 4.9a the absolute value of the minimum in the EPSC |min(EPSC )| is given as
function of the duty cycle δ ( fst i m = 100kHz, tpul se = 700µs) for the three supply voltages
available. Indeed for increasing supply voltage and/or increasing δ the response to the
stimulation becomes stronger. This shows that both Vdd as well as δ are effective means
of adjusting the stimulation intensity.

In Figure 4.9b the cell is stimulated with Vdd = 5V and tpul se = 700µs, but the PWM
frequency is varied from 20 kHz up to 100 kHz. As can be seen the stimulation intensity
decreases for increasing frequency. This is an unexpected result, based on the simula-
tions using the HH equations in Figure 4.5d. However, the simulations assumed that all
the energy from the voltage source was transfered to Zt i s . In reality this is not possible.

In Figure 4.3b large current peaks can be seen due to the charging of the capacitive
component in Zt i s . Any resistive component in series with Zt i s will reduce Vt i s (the
voltage over Zt i s ) during such a peak. Examples of these resistances could be a nonzero
source impedance, the on resistance of the switch M1 and the faradaic interface resis-
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tance Zi f of the electrode. For increasing fst i m = 1/ts the amount of current peaks is
increasing, which also increases the losses.

This shows one of the disadvantages of using the switched-mode approach: losses
can be expected due to the high frequency components in the stimulation waveform.
Therefore, based on the measurement results, it can be concluded that switched-mode
stimulation can lead to the same activation as classical stimulation, but care has to be
taken to minimize additional losses that may arise due to the high frequency operation.

This conclusion confirms the electrophysiological feasibility for the design of stim-
ulators that employ a high frequency output. These systems can improve on important
aspects such as power efficiency [67] and size [24] of the stimulator. A trade-off needs
to be made between the advantages that switched-mode operation can offer versus the
additional losses.

This chapter didn’t address the consequences for tissue damage due to the use of the
switched-mode approach. Most of the studies analyzing tissue damage [73] [41] use a
classic stimulation scheme only and therefore it is not known how their results translate
to switched-mode operation. Furthermore, the losses due to the high frequency opera-
tion are not quantified, since the stimulator circuit that was used did not allow for that.
It would be required to compare the EPSC with the total amount of charge injected in
the tissue (and not R5) during the stimulation pulse. Further investigation is needed to
address these issues.

4.6. CONCLUSIONS
In this chapter a theoretical analysis and in vitro experiments were used to verify the
efficacy of high frequency switched-mode stimulation. Using modeling that included
the dynamic properties of both the tissue material as well as the axon membrane it was
found that high frequency stimulation signals can recruit neurons in a similar fashion as
classical constant current stimulation.

The response of Purkinje cells due to stimulation in the molecular layer was mea-
sured for both classical and switched-mode stimulation. The measurements confirmed
the modeling in showing that switched-mode stimulation can induce neuronal activa-
tion and that both the duty cycle δ and the stimulation voltage Vst i m are effective ways
to control the intensity of the stimulation. This shows that from an electro-physiological
point of view, it is feasible to use high frequency stimulation, which paves the way for the
design of switched-mode stimulator circuits. In Chapter 7 of this thesis a neural stimu-
lator is presented that takes advantage of this approach. Care has to be taken to avoid
losses in the stimulation system that arise due to the use of a high frequency stimulation
signal.
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STIMULATORS

T HIS chapter discusses several system aspects for the design of neural stimulator cir-
cuits and provides a framework to compare such designs in general. Throughout

the chapter, a comparison is made between the neural stimulator designs that are to be
discussed in more detail in Chapters 6 and 7. Both designs have been created with a
different application in mind and this chapter discusses the consequences.

The system from Chapter 6 is designed to be used for animal experiments and aims
to provide maximum flexibility in the stimulation settings that can be used. The system
is not intended to be implantable or wearable. The system from Chapter 7 is designed for
implantable applications and benefits from the stimulation strategy that was outlined in
Chapter 4.

In the first section of this chapter some system level design aspects are discussed
such as the location of the system, the electrode configuration, the stimulation wave-
form and the charge cancellation. In the second section a closer look is given to the
electrical implementation of the stimulator system.

5.1. SYSTEM PROPERTIES OF NEURAL STIMULATORS
In this section various general system properties of neural stimulators are discussed and
it is shown which of these properties are chosen for the systems in the subsequent chap-
ters.

5.1.1. LOCATION OF THE SYSTEM
Transcutaneous systems are completely outside of the body and hence do not include
any implanted part. Ancient forms of electrical stimulation, such as the use of electrical
fish, can be considered transcutaneous. Today Transcutaneous Electrical Nerve Stim-
ulation (TENS) is a therapeutic procedure for pain suppression [74], [75], although its
efficacy remains unclear. One obvious advantage of TENS is that is is non invasive, while
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Figure 5.1: Several possibilities of connecting a multichannel stimulator system to multiple electrodes. In a) a
general system with N channels connecting to M electrodes is depicted that offers maximum flexibility. In b)
and c) a common topology for cochlear and retinal implants is shown in which each channel is fixed to one or
a few electrodes.

a disadvantage is poor selectivity of the target stimulation area. System requirements are
generally more relaxed due to the fact that nothing is implanted.

Percutaneous (through-the-skin) systems use implanted electrodes to improve the
selectivity of the stimulation. The electrodes connect with wires through the skin to an
external stimulator unit. In Chapter 6 this type of stimulator is designed for use in animal
studies for tinnitus treatment.

Implantable systems do not have external components and are fully implanted. This
puts strict design requirements on the system in terms of size and bio-compatibility.
Chapter 7 describes the design of a power efficient stimulator front-end intended for
implantable solutions.

5.1.2. ELECTRODE CONFIGURATION
A general overview of a multichannel stimulator system is given in Figure 5.1(a): N stim-
ulation sources connect to M electrodes. Depending on the application, the electrodes
may be placed in monopolar, bipolar or (if M > 2) multipolar configurations. Multipolar
configurations allow for field steering techniques, as was illustrated in Figure 2.6.

A single channel stimulator (N = 1) consist of one stimulation source that can be
connected to two or more electrodes. This means that it is only possible to provide one
stimulation pattern simultaneously on the electrodes. The system described in Chapter
6 is a single channel stimulator system that is connected to 8 electrodes.

Multichannel systems allow for more complicated configurations. In Figure 5.1(b) a
common topology used for systems with a high number of electrodes, such as retinal or
cochlear implants, is shown. Each stimulation channel is operated in a monopolar fash-
ion, which means that each channel connects to one electrode, while the return current
flows through a common return electrode. Each channel can be stimulated simulta-
neously and independently, but is connected to one specific electrode. The number of
channels can be increased further by incorporating a demultiplexer at the output as de-
picted in Figure 5.1(c). In [76] the design of a 256 Channel system with 1024 electrodes
is proposed using this topology.

The configurations of Figure 5.1(b) and 5.1(c) impose limits on the flexibility of the
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system: each channel can stimulate only one electrode: it is not possible to stimulate
other electrodes with that channel and it is also not possible to involve multiple chan-
nels with the same electrode. These features are important when advanced field steering
techniques are required. The system in Chapter 7 has 8 independent channels that can
connect to any of the 16 electrodes at the output. This system enables endless possibili-
ties for electrode configurations and current steering techniques.

5.1.3. STIMULATION WAVEFORM
As shown in Section 2.2.3 the recruitment of neurons depends on the intensity and dura-
tion of the stimulation waveform. However, the stimulation waveform can be generated
in many different ways and certain choices for the waveform will have important impli-
cations for efficacy, safety and efficiency.

OUTPUT QUANTITY

There are several reasons why most classical stimulators use constant current stimula-
tion. First of all, as was seen in Chapter 2 (e.g. in Equation 2.13), the stimulation current
controls the potential in the tissue and therefore determines the intensity of the stimu-
lation. By using current based stimulation, the stimulation intensity is directly control-
lable. Another related reason is that using this approach the amount of charge injected
is controlled more easy.

Besides current controlled stimulation, it is also possible to use voltage controlled
stimulation [67]. In this case the current through the load and hence the stimulation in-
tensity and the injected charge depends on the tissue impedance. This type of stimula-
tor often includes a current monitor to keep track of the injected charge. Charge steered
stimulators based on switched-capacitor techniques have also been proposed [77].

It is important to realize that from a stimulation point of view it is not required to
have a well defined stimulation quantity. The amplitude of the stimulation signal is de-
termined by the response of the subject and needs to be determined empirically or in a
closed-loop fashion by monitoring the (neural) response and adjusting the intensity of
the stimulation accordingly. Therefore the absolute value of the stimulation signal is not
important.

The stimulator system proposed in Chapter 6 can be both current or voltage con-
trolled, but it is implemented as a current controlled system. The system implemented
in 7 uses a novel stimulation principle that could be labeled as flux controlled.

ARBITRARY WAVEFORMS

Classical stimulation schemes use a constant stimulation intensity. Several studies how-
ever have shown that other waveforms can lead to more effective stimulation. The stim-
ulation waveform can benefit from the dynamic properties of the membrane as de-
scribed by the Hodgkin-Huxley equations. In [65] it was shown that gaussian stimula-
tion waveforms need less energy to obtain the same neural recruitment as compared to
rectangular waveforms. Furthermore, the waveform also has influence on the charge
injection capacity of the electrodes. In [66] an algorithm was presented to find the op-
timal stimulation waveform from an energy efficiency point of view and again gaussian
waveforms were found.
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The use of non constant stimulation waveforms makes some aspects of the system
design more complicated, such as the charge balancing scheme. The stimulator de-
signed in Chapter 6 offers arbitrary waveforms, while still offering charge balanced stim-
ulation. The system in Chapter 7 uses a constant stimulation intensity.

MONOPHASIC VS BIPHASIC

Another characteristic of the stimulation waveform is the monophasic or biphasic na-
ture. In [30] it was shown that monophasic stimulation is more efficacious than biphasic
stimulation, due to the fact that the second stimulation phase can (partially) cancel the
effect of the first stimulus.

However, it is not always possible to use monophasic stimulation. As seen in Chap-
ter 3, only non-polarizable electrodes such as Ag-AgCl electrodes can use monophasic
stimulation waveforms, because there is no risk of charge accumulation at the interface.
Polarizable electrodes need biphasic stimulation waveforms that discharge the interface
capacitor Cdl as shown in Figure 5.2. Both Chapter 6 and 7 discuss stimulators that de-
liver biphasic stimulation pulses.

Constant current stimulators often implement biphasic stimulation using a symmet-
rical scheme. In this way the charge in both stimulation phases is controlled by using the
same pulsewidth. Since the system in Chapters 6 allows for arbitrary waveforms, it also
allows for asymmetrical biphasic stimulation schemes.

STIMULATION PARAMETERS

The Amplitude and Pulse width of the stimulation pulse determine the stimulation in-
tensity, which is summarized in the strength-duration curve as discussed in Chapter 2.
Stimulators need to be able to adjust either one of them or both in order to control the
stimulation intensity.

When a biphasic stimulation pulse is used, the Interpulse Delay is the time between
the first stimulation pulse and the second. The longer this time is, the longer the mem-
brane voltage of the target tissue stays depolarized or hyperpolarized before the charge
cancellation pulse reverses it. This gives more time for the Hodgkin-Huxley dynamics to
’react’ and therefore the stimulation becomes more efficacious [30], [78]. On the other
hand, the electrode-tissue interface capacitance Cdl will be charged longer (see Figure
5.2), which can cause tissue damage. In both systems from Chapter 6 and 7 the inter-
pulse delay is adjustable.

Stimulation pulses can be triggered in a variety of ways. In case of single shot stimula-
tion a single stimulation pulse is triggered when the stimulation is started, for example by
sending a stimulation command to the system. This type of stimulation is typically used
in closed-loop stimulator systems, for example in epileptic seizure suppression [79], [80].
In case of tonic stimulation, the stimulation pattern is repeated in a synchronous fashion
with a certain fixed repetition frequency. This type of stimulation is the most common
and is used in a wide variety of applications: in TENS, PNS, VNS and DBS. Repetition
frequencies range from a few Hz up to 1 kHz [81], [82]. In case of burst stimulation, a
number of stimulation pulses is injected fast after each other with a certain frequency.
Clinical experiments have shown that this type of stimulation can be more effective than
tonic stimulation [83].
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(a) (b)

Figure 5.2: Illustration of the voltage waveforms resulting from a constant current biphasic stimulator con-
nected to a series Rs -Cdl model. In a) the voltage over the complete load is sketched, while in b) the voltage
over the interface capacitance Cdl is shown. Charge cancellation schemes aim to prevent charge accumulation
at Cdl over multiple stimulation cycles.

5.1.4. CHARGE CANCELLATION SCHEMES
As explained in Chapter 3, it is important for polarizable electrodes not to accumulate
any charge over the electrode-tissue interface. Referring to Figure 5.2, it is important that
the voltage over the capacitor after the stimulation cycle is as close to zero as possible.
Various charge cancellation techniques have been proposed [48], several of which have
been implemented in the stimulator systems discussed in Chapters 6 and 7.

ELECTRODE SHORTENING (PASSIVE DISCHARGE)
Shortening the electrodes will remove the charge that is left at the interface by passively
discharging it. The discharge rate will depend on the time constant set by the interface
capacitance Cdl itself and the tissue resistance Rs .

Passive discharging is not suitable for high stimulation rates and/or high impedance
electrodes, because the interface will not have the chance to fully discharge. This will
cause charge build-up over multiple stimulation cycles. However, it is a useful method
to combine with other charge cancellation techniques, which bring the interface voltage
sufficiently close to zero already. This strategy is therefore applied in both systems of
Chapters 6 and 7.

COUPLING CAPACITORS

The easiest way to ensure that no DC is passed through the load is by connecting a cou-
pling capacitor in series with the tissue: as shown in Chapter 3 the capacitor will en-
sure that the average voltage over the electrode-tissue interface is zero. An additional
advantage of these capacitors is that they also prevent DC currents to flow through the
electrodes in case of a device failure.

However, Chapter 3 also showed the disadvantages of using coupling capacitors. It
was shown that they do not improve the charge balancing as compared to passive dis-
charge without coupling capacitors. Furthermore, a coupling capacitor introduces a
shift in the equilibrium voltage of the electrode-tissue interface. Therefore care has to
be taken not to introduce too high DC offsets when coupling capacitors are used.

Another drawback of these capacitors is the space they require. The value of these
capacitors should be large enough in order to prevent a significant voltage over them
during a regular stimulation cycle and their values are therefore often in the range of
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hundreds of nanofarads [84] up to microfarads [85]. These capacitors are therefore often
realized using external discrete components.

CHARGE/CURRENT MONITORING

One way to control the injected charge is by measuring the stimulation current. In some
cases this measure is used to accurately match the stimulation current during both stim-
ulation phases [49], [86], [87]: push/pull matching. By also accurately controlling the
stimulation time, the total charge is balanced, depending on the accuracy of the current
matching and timing.

Current monitoring is also often used in voltage steered systems [67] or in systems
in which the injected charge is not easily controlled, such as arbitrary waveform stim-
ulators [88]. The system described in Chapter 6 uses this technique: it measures the
stimulation current and integrates this to obtain a value for the injected charge.

The accuracy of the charge balancing for systems using this approach is limited by
the accuracy of the current measurement. Therefore, this technique often needs to be
combined with other charge cancellation methodologies to ensure safe operation.

PULSE INSERTION

All previous charge balancing techniques do not include feedback in the charge balanc-
ing scheme. Pulse insertion introduces feedback by measuring the tissue voltage after
a stimulation cycle is finished. When the voltage over the interface is not within a safe
margin, this indicates that too much charge is left. In that case, a number of charge pack-
ets is injected by means of a short current pulse until the interface voltage returns to a
safe value [89].

Advantage of this technique is that the interface is guaranteed to be brought back
within a safe window. Care has to be taken though that the pulses inserted will not lead
to undesired stimulation artifacts in the target tissue. This technique is implemented in
the system of Chapter 7.

OFFSET INJECTION

Offset injection [48] is another charge balancing technique that uses feedback. Based on
the remaining interface voltage after a stimulation cycle, an offset is added to the next
stimulation cycle. By continuously regulating this offset, the remaining voltage over the
interface capacitor is brought back to zero volts.

Advantage of this method is that there are no artifacts that may influence the recruit-
ment of target neural tissue. Drawback is that the offset changes the total amount of in-
jected charge, which will also influence the volume in the tissue which will be recruited
by the stimulation.

I R-DROP MEASUREMENT

The methodology introduced in Chapter 3 uses a feedforward mechanism based on the
value of the IstimRs -drop indicated in Figure 5.2. Advantage of this methodology is that
the total amount of charge injected during stimulation is not affected and that also no
artifacts due to pulse insertion are introduced.
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(a) (b) (c)

Figure 5.3: Three possible output stage topologies (current steered) with varying power efficiencies. In a) a
linear output stage is depicted where the power efficiency is limited due to the voltage drop Vl oss over the cur-
rent driver. In b) Vloss is minimized by adapting the supply voltage to the load voltage (Class G/H operation).
In c) a switched-mode topology is depicted in which the power efficiency is determined by the switching and
conduction losses in the PWM modulator.

However, it was also shown in Chapter 3 that this method depends on the validity
of the simple series Rs -Cdl model that is used for the electrodes and the tissue. More-
over it was shown that in some cases this model is no longer valid, which will cause the
remaining voltage after a stimulation cycle to be not equal to zero.

5.2. SYSTEM IMPLEMENTATION ASPECTS
In this section several general aspects for the circuit implementation of the output stage
are discussed. A closer look is given to the power efficiency of the output stage, as well
as on the mechanism to generate the biphasic stimulation scheme.

5.2.1. POWER EFFICIENCY OF NEURAL STIMULATORS
For battery operated stimulators, the power efficiency is an important factor in the life-
time of the device, along with the required battery size. Over the years several output
stage configurations have been proposed in order to improve the power efficiency. This
section reviews them shortly.

• Linear operation
Figure 5.3(a) shows the most straight forward implementation of a current source
based output stage. The stimulation current is injected in the tissue by controlling
the switches using non-overlapping signals. The stimulation current Ist i m is reg-
ulated by a current source that is supplied from a fixed supply voltage Vdd . Most
early current based stimulator systems were based on this topology [90], [91], [49].

The efficiency of these systems is limited due to the voltage drop over the driver,
which depends on the load conditions: Vloss = Vdd − Ist i m Zload . The power ef-
ficiency of the current source is now found as η = Vl oad /Vloss . Since Zload and
Ist i m can vary over many orders of magnitude for a single application, Vdd needs
to be chosen relatively high in order to accommodate for the worst case scenario.
Therefore these systems suffer from limited power efficiency for typical operating
conditions, in which Vload ¿Vl oss .
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• Adaptive power supply (class G/H)
To minimize the value of Vloss , the supply voltage Vdd can be adapted to the load
voltage Vl oad by means of an adaptive supply. This is more or less equivalent to
class G/H operation and is schematically depicted in Figure 5.3(b), in which the
switches are again controlled using non-overlapping signals. Many state-of-the-
art neural stimulator designs that focus on high power efficiency employ this type
of topology [92], [93], [76], [94] and use a so called compliance monitor to adapt
Vdd .

The efficiency is determined by the minimum required value of Vloss to make the
current source work, the efficiency of the adaptive supply generator and the num-
ber of supply levels that are available. In Chapter 7 the power efficiency of this type
of system is analyzed quantitatively.

• Switched-mode operation (class D)
In [67] a switched-mode stimulator system was proposed for which the operation
is comparable to class D operation. An overview of the topology is depicted in
Figure 5.3(c): by low-pass filtering a Pulse Width Modulated (PWM) square wave
signal the required stimulation signal is transferred to the load, without suffering
from effects such as Vloss . Instead the power efficiency is mainly determined by
the switching and conduction losses in the PWM modulator.

This system needs additional passive components for the lossless output filter.
Furthermore, the output quantity is voltage, which requires additional current
monitoring circuitry if the desired output quantity is current [67].

The system designed in Chapter 6 uses a linear output stage, since power efficiency
is not an important design criterion for percutaneous systems. However, the principles
outlined in this chapter are still suitable to be combined with an adaptive supply system.
The system described in Chapter 7 uses an alternative power efficient output topology,
which is based on switched-mode operation. It reduces the number of external compo-
nents and is not voltage controlled.

5.2.2. BIDIRECTIONAL STIMULATION
In order to generate a bidirectional stimulation pulse, two principles are possible, as
illustrated in Figure 5.4. In Figure 5.4(a) two seperate supplies are used for each stim-
ulation phase. In most cases, the tissue is grounded on one side and two symmetrical
supplies are used for the current sources, but in some cases the tissue is connected to a
midrail reference, which allows for positive supply voltages exclusively [67]. These im-
plementations are equivalent from a power efficiency perspective.

In Figure 5.4(b) an H-bridge technique is implemented that uses a single current
source only. During the first stimulation phase only switches S1 and S4 are closed, while
during the second phase only S2 and S3 are used. Advantage of the H-bridge approach
is that only a single supply and stimulation source are needed. Drawback is the more
complicated switching scheme and the fact that upon reversal of the stimulation direc-
tion, the charged interface capacitor introduces a negative voltage (below ground), that
might cause leakage through the substrate.
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(a) (b)

Figure 5.4: Two possible implementations of a biphasic stimulator. In a) two supplies are used, while in b) a
H-bridge is employed. In this figure current sources are used, but it is possible to replace them with other types
as well (Voltage, charge, etc.).

5.3. CONCLUSIONS
In this chapter an overview was given of several important system properties of neural
stimulators. In Table 5.1 an overview is given of how these properties are implemented
in the systems to be discussed in Chapters 6 and 7. The system in Chapter 6 focuses
on flexibility in stimulation waveforms, while power efficiency is of smaller concern for
an external percutaneous system. The system in Chapter 7 focuses on a power efficient
implantable solution that can be configured for many electrode configurations.
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Table 5.1: Overview of the properties of the stimulator systems designed in Chapters 6 and 7

Chapter 6 Chapter 7
Invasiveness Percutaneous Implantable
Electrode configuration Mono- or bipolar Arbritrary
Stimulation quantity Current Flux
Adjustable amplitude yes yes
Adjustable pulsewidth yes yes
Adjustable interpulse delay yes yes
Single shot stimulation yes yes
Tonic stimulation yes yes
Burst Stimulation yes no
Number of channels 1 8
Number of electrodes 8 16
Waveform Arbritrary Current spikes
Monophasic/Biphasic Biphasic (assymmetrical) Biphasic (symmetrical)
Charge cancellation Current monitoring Pulse insertion
Output topology Linear Switched-mode



6
DESIGN OF AN ARBITRARY

WAVEFORM CHARGE BALANCED

STIMULATOR

T HIS chapter discusses the design of an arbitrary waveform, charge balanced bipha-
sic stimulator. The philosophy behind the system is to give the user full flexibility

in the choice for the stimulation waveform, while the safety is ensured by implementing
a charge balance mechanism. As discussed in Chapter 5 the stimulation waveform can
benefit from the complex dynamics of the axon membrane in order to induce recruit-
ment in a more efficient way [65]. Furthermore, burst stimulation can be considered to
be a special stimulation waveform as well, which has also shown to have advantages [83].

In the first section the general system design is discussed, focusing on the current
monitoring technique that is used for charge balancing. In Section 6.2 the circuit de-
sign for an IC implementation of the system is discussed and the simulation results are
presented.

In Section 6.3 a discrete realization of the proposed technique is discussed and the
measurement results are presented. It was chosen to realize the implementation in dis-
crete form as opposed to an IC because of the application of the system in a percuta-
neous in vivo experiment that is discussed in Section 6.4. The discrete system allows for
more rapid prototyping and more flexibility. Furthermore the percutaneous nature of
the experiment greatly relaxes the requirements on power consumption and size of the
device.

6.1. SYSTEM DESIGN
In traditional constant current stimulator systems, the injected charge is controlled by
considering Q = Ist i m tst i m with Ist i m the stimulation current and tst i m the stimulation

Parts of this chapter have been published in [88] and [95]

69
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Figure 6.1: System design of the arbitrary waveform stimulator. The stimulation current Ist i m is copied as
Ist i m /N and is integrated on C to obtain a measure for the charge in the form of Vcap

duration. It is therefore easy to achieve approximate charge balancing by using anodic
and cathodic phases with identical Ist i m and tst i m (symmetrical biphasic stimulation).

For the system designed in this chapter the stimulation waveforms are arbitrary and
hence not of constant amplitude. However, it is required to match the charge contents
of both stimulation phases. One way to achieve this is by incorporating a current sensor
in the stimulation path, from which the charge follows as Q = ∫

Ist i m(t )d t .
One way to do this is by using a sense resistor in the current path. In [87] a 200Ω

resistor is placed in series with the stimulation source and using a switched-capacitor
integrator the total charge during a stimulation phase is determined by monitoring the
differential voltage over this resistor. Drawbacks of this approach include the losses in-
troduced by the resistor (the system assumes an electrode with Rs = 5kΩ and hence the
sense resistor reduces the efficiency by 4%). Furthermore, the common mode voltage
over the sense resistor changes very abruptly during the onset of a stimulation phase,
which puts strict requirements on the integrator.

In the proposed system it is chosen to make an accurate and scaled copy of Ist i m that
can be processed further in a current integrator [88], as is schematically shown in Figure
6.1. The current Ist i m , that is controlled by an arbitrary waveform generator, is used to
stimulate the tissue, while a scaled copy Ist i m/N is sent to an integrator (implemented
using a capacitor C ) to determine the total charge of the stimulation pulse.

The system can work in two different modes. In the first mode, a predefined amount
of charge is selected by the user by means of Vth . During both the first stimulation phase
(S1 and S4 are closed) as well as during the second phase (S2 and S3 are closed), the stim-
ulation is stopped when Vcap = Vth , meaning the required amount of charge is injected
into the tissue. After both stimulation phases the integrator is reset by closing switch
S5. Drawback of this mode is that the pulsewidth of the stimulation pulse is not directly
controlled by the user.

In the second mode, a predefined stimulation pulse with a certain pulsewidth is in-
jected, while Vth =Vdd , which prevents the stimulation from being stopped by reaching
a charge limit. After this first pulse, the value of Vth = Vcap , such that during the sec-
ond stimulation pulse the stimulation is stopped when the same amount of charge is
reached. In this mode the user has better control over the first stimulation pulse.
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(a) (b)

Figure 6.2: Examples of the waveforms of Il oad and Vcap from Figure 6.1 during a stimulation cycle. In a) a
symmetrical constant current stimulation is shown, while in b) an arbitrary asymmetrical stimulation wave-
form is depicted.

In Figure 6.2 the operating principle is illustrated by sketching the waveforms of Ist i m

and Vcap . In Figure 6.2(a) a constant current stimulation is given and as can be seen the
value of Vcap increases linearly until it reaches the value of Vth . In Figure 6.2(b) the
arbitrary waveform capabilities of the system are shown. Also, this example shows that
it is possible to use asymmetrical biphasic stimulation schemes, while still achieving
charge balanced operation.

The proposed topology has several advantages. Contrary to the implementation with
a sense resistor, it is noted that the integrator can be single ended instead of differential.
This relaxes the requirements for the implementation of the integrator. Furthermore,
the current efficiency N /(N +1) can be made high by selecting a high value for N .

The H-bridge based topology (S1-S4) was adopted to relax the requirements on mis-
match. During both stimulation phases, Ist i m is copied and integrated using the same
circuitry. A constant mismatch in N or C does therefore not affect the relative mismatch
of the charge between the two phases. It is important to realize that the absolute value of
the charge does not need to be defined accurately, because this value is set empirically
by the user.

A drawback of the proposed system is the limited capability for efficient multichan-
nel operation. In order to implement multiple independent stimulation channels, the
complete system of Figure 6.1 needs to be duplicated.

The application for which this stimulator system is designed is discussed in detail
in Section 6.4. The specifications for the stimulator are summarized in Table 6.1. The
system is designed to connect to electrodes manufactured by Plastics One Inc (Roanoke,
VA-USA). Electrode pairs that consist of two twisted insulated stainless steel wires with
bared ends are used, which have a diameter of 0.01 inch. The series resistance of these
electrodes is assumed to be 5kΩ< Rs < 20kΩ.

The stimulation intensity required is Ist i m < 1mA and it is required to set the stimu-
lation intensities with steps of 10µA. The pulse width of a stimulation pulse is specified
to be tst i m < 1ms, which sets the maximum charge contents of a stimulation pulse to
Ist i m tst i m = 1µC. The arbitrary waveform is assumed to be generated using a Digital to
Analog Converter (DAC) that uses a minimum sampling time of ts = 10µs.
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Table 6.1: The system requirements of the arbitrary waveform stimulator that is designed in this chapter. The
requirements are adopted from the application described in Section 6.4.

Description Value
Electrode impedance 5kΩ< Rs < 20kΩ
Amplitude range 10µA < Ist i m < 1mA
Pulsewidth range 100µs < tst i m < 1ms
Pulse shape Arbitrary (DAC with sampling time ts > 10µs

Figure 6.3: System design of the voltage controlled arbitrary waveform stimulator system. The integrator con-
verts the input current to a 10 bits digital signal by counting the number of periods in a current controlled
oscillator. The digital value represents the charge injected during the stimulation pulse.

6.2. IC CIRCUIT DESIGN
The design discussed in this section has been simulated using the On Semiconductor
(formerly AMI Semiconductor) I3T25 0.35µm technology that includes options for high
voltage DMOS transistors: besides the standard 3.3 V Low Voltage (LV) devices, the tech-
nology offers High Voltage (HV) DMOS devices that support up to 18 V drain voltages.

An overview of the system design is depicted in Figure 6.3 in which two feedback
loops can be identified. The design presented here has a voltage steered output and the
voltage over the load is regulated by controlling the input of the driver block by means
of the first feedback loop using the amplifier. The second feedback loop stops the stim-
ulation as soon as the logic block has detected that the injected amount of charge has
reached the threshold.

6.2.1. DRIVER
The driver is responsible for generating the stimulation current Ist i m and the scaled copy
Ii nt = Ist i m/N that is fed to the integrator. A straightforward implementation of this
functionality is a standard cascoded current mirror as is given in Figure 6.4(a). The volt-
age Vg regulates Ist i m , while the size ratio of the transistors ensures that Ii nt is N times
smaller.

The cascode stage is used to compensate for the channel length modulation effect,
which will change the ratio N of the output currents as a function of the load voltage.
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(a) (b)

Figure 6.4: Two implementations for the driver block. In a) a simple cascoded current mirror is used to generate
Ist i m and Ii nt , while in b) an implementation is depicted that minimizes the use of HV transistors.

This effect is shown in Figure 6.5. The voltage Vout over a 10 kΩ load was varied, while
the integrator branch was connected to ground. Indeed the cascoded implementation
helps to keep N constant for a longer time.

One of the drawbacks of the design of Figure 6.4(a) is that it requires two high voltage
(HV) transistors with size N . To reduce area consumption, the driver circuit in Figure
6.4(b) converts the cascode to low voltage (LV) transistors. This is possible because the
voltage drop over M3 is always low (it is diode connected). One more additional HV
transistor of size 1 is needed at the integrator output to prevent a high voltage drop over
the LV transistor in this branch. Comparing Figures 6.4(a) and 6.4(b), it can be seen that
the total number of HV transistors is reduced from 2N +2 towards N +2, which can lead
to a significant area reduction for high N .

The proposed solution comes at the price of a reduced voltage compliance of the
driver: the voltage drop over the driver in the stimulation branch is now Vd s,1 +Vd s,3 =
Vd s,1+Vd s,4+Vg s,5. This is seen in Figure 6.5 in which the ratio N becomes distorted from
Vout > 16V as opposed to Vout > 16.9V for the cascoded case.

Since power efficiency is not a design goal of this particular system and since no
adaptive supply mechanism is implemented, the compliance voltage is not a big con-
cern. If power efficiency is to become important, an adaptive power supply can be used
to adapt the supply voltage to the load [76]. In this case the compliance voltage should
also be minimized, which can be achieved by using an active feedback loop, such as
proposed in [96].

6.2.2. INTEGRATOR DESIGN

The integrator design discussed in this Section, as introduced in [95], converts the input
current to the time domain, which allows for an implementation with low power opera-
tion and a high dynamic range.

The circuit implementation is shown in Figure 6.6. The current Ii nt is converted to a
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Figure 6.5: Normalized current ration Ist i m /Ii nt as a function of the output voltage Vout over a load Rload =
10kΩ, while the branch of Ii nt is connected to ground.

Figure 6.6: Proposed schematic of the integrator circuit. The input current is converted to the time domain
using a current controlled relaxation oscillator, which uses a Schmitt trigger that uses a threshold compensated
inverter. The output is processed in the digital domain by counting the periods of the oscillator that correspond
to a certain amount of charge.

periodic signal by means of a current-controlled oscillator: each period at the output of
the oscillator corresponds to particular amount of charge. This periodic signal is subse-
quently fed into a counter to keep track of the number of injected charge packets. The
dynamic range required at the output of the integrator is found by:

DR = Qmax

Qmi n
= Ist i m,maxtst i m,max

Ist i m,mintst i m,min
(6.1)

Using the values from Table 6.1 it is found that DR = 60dB and hence a 10bit counter is
used. The dynamic range of the integrator can be made arbitrarily large by increasing
the number of bits of the counter.

The design proposed here is based on the threshold compensated inverter intro-
duced in [97]. The basic idea is to have an inverter for which the threshold voltage can be
set independent of Vdd and process variations. In this design the threshold is not only
set, it is also varied between Vth,h and Vth,l to construct the functionality of a Schmitt
trigger.

The oscillator integrates the input current Ii nt into a voltage across capacitor C .
By enabling SW1 and disabling SW2, the voltage Vcap is increasing until it reaches the
threshold Vth,h . This will cause SW1 and SW2 to toggle, which will reverse the direction
of the current through the capacitor by feeding it through the current mirror M1-M2.
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Now Vcap will decrease, until the low threshold Vth,l is reached an SW1 and SW2 flip
back again.

The circuit implementing the threshold compensated inverter is highlighted in Fig-
ure 6.6. The basic inverter is formed by transistors M3 and M4. Transistors M5 and M6

are duplicates of M3 and M4 with the required Vth at their inputs. The output voltage of
these transistors determines the gate voltage of transistors M7-M10. Transistors M9 and
M10 form a feedback loop with M5 and M6 to bias the Vth of M3 and M4 to the required
value using M7 and M8. Note that the correct working principle of this circuit relies on
the matching of transistor pairs M3-M5, M4-M6, M7-M9 and M8-M10.

Depending on the value of Vth there is a DC current flowing from Vdd to ground
through M10, M6, M5 and M9, potentially leading to high static power consumption.
Two possible solutions exist:

• Choose Vth to be close to ground or Vdd . In this case Vth will be far away from
the ’natural’ Vth of inverter M3-M4. This means that either M10 or M9 will be in
weak inversion, yielding a low current. For this particular application, a Vth which
is close to Vdd or g nd is beneficial, because in this way Vswi ng =Vth,h −Vth,l over
the capacitor is maximized and therefore the full charge storing capability of the
capacitor is used.

• The length of transistors M7, M8, M9 and M10 can be increased, yielding a lower
static current through the right branch of the circuit.

These methods can be used in combination with each other. However, they will have
some negative consequences on the performance of the circuit. By increasing the length
of transistors M7 and M8, the speed of the circuit is decreased: it will take longer to
switch the output ((dis)charging the next inverter). Increasing the length also increases
the capacitive load at node Vg .

It turns out it is possible to make M7 and M8 much shorter than M9 and M10 while
still achieving sufficient accuracy over the threshold voltages. Consider the case when
Vth is chosen close to 0 V. In this case M7 and M9 will be in saturation, while M8 and M10

will be in triode. For a saturated transistor the following equation holds:

Id =µCox
W

L

(
Vg s −Vt

)2
(1+λVd s ) (6.2)

Here µ represents the effective mobility, Cox the gate oxide capacitance per unit area, W
the width, L the length, Vt the threshold voltage and λ is the channel length modulation
parameter of the transistor. If it is assumed that λ = 0, the current Id is decreased pro-
portionally for an increase in L, irrespective of Vd s . For the transistors in triode it holds,
assuming Vd s ¿ 2(Vg s −Vt ):

Vd s =
L

µCoxW (Vg s −Vt )
Id (6.3)

This shows that although the L is increased, the saturated transistor makes the Id de-
crease with the same factor, yielding the same Vd s for the triode transistor. This means
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(a) (b)

Figure 6.7: Simulation results from the integrator system. In a) the DC response of the Vt compensated inverter
for a symmetric (solid lines) and asymmetric (dashed lines) topology are shown. It is seen that voor Vth ≈
g nd and Vth ≈ Vdd the response of both systems is almost identical. In b) the simulations of the complete
integrator are shown.

Vth should still be the same while M9 an M10 can be much larger than M7 and M8. A
similar reasoning can be made for the situation in which Vth is chosen close to Vdd .

In Figure 6.7(a) the DC response is given for several values for Vth . For the solid lines
transistors M7, M8, M9 and M10 all have L = 20µm, while for the dashed lines M7 and
M8 were given L = 1µm. As can be seen, the threshold voltages of the symmetrically
sized circuit indeed correspond to the values set. For the asymmetrical circuit some
obvious deviations are clear. However, the values relatively close to Vdd and g nd show
only minor (< 20%) deviations. It was chosen to take Vth,l = 0.5V and Vth,h =Vdd −0.5 =
2.8V, which makes Vswi ng = 2(2.8−0.5) = 4.6V.

In Figure 6.7(b) the simulation results of the complete integrator are presented for
three different input currents that cover the complete input current range. The value for
C is taken from Table 6.2. Both the triangular voltage Vcap and Vout are depicted and
as can be seen the frequency of these signals depends on the input current Ii nt . The
frequency is not completely linear with the input current, due to the delay introduced by
the switching of SW1 and SW2. This deviation will lead to small charge imbalance when
there is a large difference in amplitude between the two stimulation phases. A larger
value for C would reduce this error.

The static power consumption is mainly dominated by the static current through the
M5-M6-M9-M10-branch of the threshold compensated inverter. When the integrator is
reset (Vcap = 0V) the power consumption is simulated to be 171 nW.

6.2.3. DIMENSIONING OF THE DRIVER

The dimensioning of the transistors in the driver will largely determine the performance
of the system. The length L of the DMOS transistors is fixed by the technology, which
only leaves the width W and the ratio N as degrees of freedom.

For this implementation it was chosen to optimize for two aspects: Area consump-
tion and charge mismatch. First the relation between W and N is found for minimal area
consumption of both the driver as well as the integrator. Subsequently the mismatch of
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Figure 6.8: This plot shows the optimal current ratio N as a function of the driver transistor width W . This
optimum was obtained by minimizing the combined area of the driver and integrator capacitor. The area
corresponding to each value of W is plotted using the green line.

the transistors is analyzed in order to find the minimum required W .

AREA

The area of the HV driver transistors M1 and M2 (Figure 6.4) is found as:

Adr i ver = 2W L(N +1)+ Ar i ng (6.4)

Here Ar i ng is the area associated with the deep P-well (22µm wide) that will surround
the HV transistors (M1 and M2 can share the same well). The factor 2 takes the additional
area required for the HV isolation of the transistor into account.

The choice for N does not only affect the driver, but also the range of values for Ii nt .
The minimum amount of charge that needs to be processed by the integrator is found
as Qmi n = Ist i m,mi n tst i m,mi n/N . To stay within the 10 bit output range, Qmi n needs to
correspond with one Least Significant Bit (LSB). The required capacitor is then found as
C = Qmi n/Vswi ng with Vswi ng = 4.6V. The area of this capacitor is determined by using
the Dmi mc = 1.5fF/µm2 density for MIM capacitors in the technology:

Acap = Ist i m,mi n tst i m,mi n

Vswi ng Dmi mc
+ Aadd (6.5)

Here Aadd is a ring shaped area (thickness 10µm) around the capacitor needed to com-
ply with the DRC rules. The total required area is now Atot al = Adr i ver + Acap and for
each value of W the corresponding N can be found for which the total area is mini-
mized. In Figure 6.8 this relation is shown by plotting the value of N for which Atot al is
minimized for a given W . For a small W the area of the capacitance will dominate and
hence a large N is possible, while the value decreases when W increases. In the same
figure the value of Atot al is plotted as well for each value of W .

MISMATCH

Mismatch between transistors M1 and M2 (Figure 6.4) leads to an error in the value of N .
A mismatch that is constant over all operating conditions is of no concern, since it will
not lead to a relative error in the charge contents. Assuming the MOS transistors operate
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in the strong inversion saturation region, the current Id through the P-MOSFET is given
by:

Id =β(
Vg s −Vt

)2
(1+λVd s ) (6.6)

Here β is the current factor that is determined by the mobility µp , the gate oxide capac-
itance per unit area Cox , the width W and the length L. Furthermore λ is the channel
length modulation index.

Besides strong inversion, the transistors might also been driven into the weak inver-
sion region. Here another relation is valid (assuming again saturation):

Id = W

L
It exp

(
Vg s −Vt +ηVd s

nVT

)
(6.7)

Here VT is the thermal voltage, n is the subthreshold current slope factor, which is ideally
1 and η is a parameter similar to λ in strong inversion, modelling a dependence for VDS .
The parameter It is similar to the current factor β. To describe the transition region be-
tween the strong and weak inversion, the EKV model can be used [98]. Here a transition
function is used to ’bridge’ the exponential and quadratic behaviour using the form of

F = [
ln

(
1+exp v

2

)]2. The following form can be used:

Id =βV 2
T

[
ln

(
1+exp

Vg s −Vt

2VT

)]2

(6.8)

First the effects of mismatch in β is concerned [99]. If it is assumed that N À 1, the
mismatch in the large transistor is negligible with respect to the mismatch in the unit
sized transistor. Assuming a mismatch of a factor α in the β of M2, the current ratio N ′
in strong inversion changes to:

N ′
β,str ong = Ist i m

I ′i nt

= Nβ
(
Vg s −Vt

)2
(1+λVd s )

αβ
(
Vg s −Vt

)2
(1+λVd s )

= N

α
(6.9)

The mismatch affects the current ratio, but the charge cancellation is not affected, since
during both stimulation phases the mismatch in N ′ is constant. In weak inversion a
similar reasoning can be made using mismatch in It .

Next parameter to be investigated is the threshold voltage Vt . The body effect is ne-
glected and the mismatch is again described by a factor α. For strong inversion the fol-
lowing equation for the current ratio N ′

Vt ,str ong is obtained:

N ′
Vt ,str ong = Ist i m

I ′i nt

= Nβ
(
Vg s −Vt

)2
(1+λVd s )

β
(
Vg s −αVt

)2
(1+λVd s )

= N
(
Vg s −Vt

)2(
Vg s −αVt

)2 (6.10)

In strong inversion the mismatch is dependent on Vg s . This means that if different cur-
rent levels are used during both stimulation phases, a mismatch in the charge can be
expected. In weak inversion the following relation holds:

N ′
Vt ,weak = Ist i m

I ′i nt

=
N It exp

(
Vg s−VT +ηVd s

nUT

)
It exp

(
Vg s−αVT +ηVd s

nUT

) = N exp

(
(1−α)Vt

UT

)
(6.11)
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(a) (b)

Figure 6.9: Consequences of mismatch for the charge mismatch. In a) the current ratio ρVt = Ii nt /Ist i m nor-
malized to N is given in case of a 4σVt mismatch in Vt as a function of Vg s . The transistors in this plot had
W = 50µm. In b) the charge mismatch ζ is plotted as a function of the transistor width W taking into account
the data from Figure 6.8. The red line shows the chosen mismatch ratio ζ= 0.95.

In weak inversion the mismatch does not depend on Vg s . However, we can not assume
that the transistors will operate exclusively in weak inversion. The EKV model is used to
bridge the gap between the weak and strong inversion regions:

N ′
Vt

= Ist i m

I ′i nt

=
NβV 2

T

[
ln

(
1+exp

Vg s−Vt

2VT

)]2

βV 2
T

[
ln

(
1+exp

Vg s−αVt

2VT

)]2 =
N ln

(
1+exp

Vg s−Vt

2VT

)2

ln
(
1+exp

Vg s−αVt

2VT

)2 (6.12)

The factor α is determined by the mismatch parameters of the technology according
to the equation:

σVt =
√

A2
vT

W L
+BvT (6.13)

For PMOS transistors in the I3T25 technology it is given that AvT = 9.45mV ·µm. The
worst case α is now given by α = (Vt ±4σVt )/Vt . For illustrative purposes, the traces of
N ′

Vt
are given in Figure 6.9(a) for transistors with W = 50µm (The value of L = 0.8µm is

fixed for DMOS transistors).
From Figure 6.9(a) it can be seen that the worst case charge mismatch is defined by

a stimulation scheme in which one stimulation phase uses Ist i m,max = 1mA (i.e. the
largest Vg s ) and the other phase uses Ist i m,mi n = 10µA (i.e. the smallest Vg s ). Depending
on W and N , the values of Vg s can be determined in both conditions that correspond
with the worst case mismatches N ′

Vt
(min) and N ′

Vt
(max). The matching ratio for the

charge ζ is then defined as:

ζ(W, N ) =
N ′

Vt
(min)

N ′
Vt

(max)
(6.14)

Ideally ζ = 1. The combinations of W and N from Figure 6.8 can now be used to
evaluate the value of ζ(W, N ) as a function of W . The result is plotted in Figure 6.9(b). It
was chosen to implement the system with a minimum charge matching ratio of 95%, for
which the resulting values for W , N and C are shown in Table 6.2.
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Table 6.2: Overview of the key parameters that determine the sizing of the driver and integrator circuits. These
parameters have been obtained by limiting the error in charge balance due to mismatch, while minimizing the
total area of the driver and integrator.

Parameter Value
W 56µm
L 0.8µm
N 55
C 3.63 pF (2424µm2)

Figure 6.10: Circuit implementation of the amplifier used for the voltage control of the tissue. The second
amplifier stage M5 is needed to shift the signal to the HV domain.

6.2.4. AMPLIFIER
The amplifier is implemented using the circuit in Figure 6.10. At the input stage a differ-
ential PMOS stage (M1-M2) is required to accommodate the values of 0V < V f b < 1.8V
due to the 10 times attenuation of the feedback network R-9R. These resistors are im-
plemented using high ohmic poly resistors with R ≈ 50kΩ.

The noise and offset introduced in the amplifier are of little concern for this system:
the voltage waveform over the load does not need to be very well defined as was outlined
in Chapter 5. Small transistors (W /L = 4/4) were chosen for M1 and M2 and the bias
Ibi as1 = 0.3µA was found to be sufficient to drive the load of the second stage.

The second stage, transistor M5, needs to drive the gate of the driver, which requires
a HV signal. Therefore an HV transistor with HV biasing is required for which the values
are determined by the required drive capability of the load. To switch the output stage
from Ist i m = 0 to Ist i m = 1mA, it was found that a charge of 35 pC needs to be delivered
by the amplifier to the gates of the drivers. To be able to make this worst case transition
within the minimum sampling interval of Vi n of ts = 10µs, a bias current of Ibi as2 = 4µA
was chosen.

The stability of the complete control loop is not straightforward. The problem is
that this loop cannot be assumed to be operating in the small signal regime, because
stimulation signals range from zero to full scale. Furthermore, the load Rl oad can vary
significantly, which further complicates the stability analysis. Therefore, plenty of phase
margin is preferred for the amplifier and transient simulations are needed to confirm the
large signal stability.
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(a) (b) (c)

Figure 6.11: Stability analysis of the voltage control loop. In a) the open loop gain is plotted for the uncom-
pensated and the frequency compensated case (using combination of a phantom zero and pole splitting) to
achieve a phase margin of 53◦. In b) the closed loop gain is plotted. Both plots in a) and b) were obtained using
10Vi n = 5V and Rl oad = 10kΩ. In c) a large signal transient response is shown, which shows a settling time
slightly larger than 10µs.

The loop gain is determined for various load conditions and output currents. In Fig-
ure 6.11(a) an example of the open loop gain is depicted for Rload = 10kΩ and Vi n = 0.5V.
As can be seen the phase shift is 190◦ when the gain drops below 0 dB, which means fre-
quency compensation is required [100]. First a phantom zero is introduced by Cph =
2pF, after which it was found that an additional pole splitting capacitor Cspl i t = 4pF was
necessary. The resulting open loop gain with a phase margin of 53◦ is shown in Figure
6.11(a).

In Figure 6.11(b) the closed loop gain is depicted by again using Rload = 10kΩ and
Vi n = 0.5V. As can be seen no overshoot is found and the bandwidth of the loop is around
140 kHz. To verify whether the loop is also stable in large signal operation, various step
responses are analyzed in the time domain. In Figure 6.11(c) the transient response of a
step of 10Vi n = 5V is shown. Again no overshoot is found and the settling time is around
12µs.

6.2.5. FULL SYSTEM SIMULATIONS

Some examples of simulation results of the complete system are depicted in Figure 6.12.
For all these situations the load was chosen to be Rl oad = 10kΩ and Cl oad = 500nF. The
charge threshold was selected to be equal to 255 charge packets, which is equivalent to
about 220 nC.

In Figure 6.12(a) a constant stimulation voltage of 3.5 V is used. As can be seen the
stimulation current is exponentially decreasing during both phases. The charge on Cl oad

is first increased to the expected 220 nC after which it is brought back to a value close to
zero.

In Figure 6.12(b) a burst stimulation pattern is used in which stimulation is switched
on and off with a high frequency. Here pulses of 50µs were chosen with a duty cycle
of 50%. In Figure 6.12(c) a random signal is played by using a white noise signal that is
generated by linear interpolation of random samples with a normal distribution that are
generated every 10µs. In Figure 6.12(d) the situation is simulated in which a DAC would
generate the stimulation signal: a sampled 8 kHz sinusoid is generated with a sampling
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(a) (b)

(c) (d)

Figure 6.12: Simulation results illustrating the arbitrary stimulation waveforms produced by the system. All
waveforms are biphasic and charge balanced, use a load of Rload = 10kΩ and Cl oad = 500nF. The following
waveforms are used for the first stimulation phase: a) symmetrical constant voltage (Vt i s = 3.5V), b) burst
stimulation, c) stochastic stimulation and d) a sinusoidal signal. The second stimulation phase is is always a
constant voltage of 3.5 V.

speed of 100 kHz. In the last three cases the second stimulation phase was chosen to
have a constant voltage of 3.5 V. This makes all these stimulation waveforms asymmet-
rical.

The charge mismatch that is found with the stimulation waveforms in Figure 6.12
depends on the waveform used. The simulated mismatch is found to be 32 pC (0.145%),
2.48 nC (1.12%), 12.94 nC (5.8%) and 2.04 nC (0.93%) for figures 6.12(a), 6.12(b), 6.12(c)
and 6.12(d) respectively. These charge mismatch percentages are relatively high in com-
parison with other stimulator systems such as [49], which reports a mismatch as low as
6 ppm. However, these systems only support symmetrical constant current stimulation
and relies on current matching circuit techniques. These conditions are not valid for
arbitrary waveform stimulators and therefore it is hard to compare these systems.

The mismatch percentages indicate that it would be necessary to include additional
charge balancing techniques to make the system safe for clinical applications. Either
passive discharging can be used if the stimulation rate is low enough or active charge
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Figure 6.13: Percentage of mismatch in the current ratio It i s /Ii nt normalized to N = 55 resulting from a sinu-
soidal gate excitation as a function of the frequency. For higher frequencies the mismatch increases, which is
one of the reasons of the charge mismatch that is found in Figure 6.12.

balancing schemes such as pulse insertion are possible.
During the design of the driver stage, only the DC behavior of the current match-

ing was considered. One of the sources of charge mismatch is expected to come from
dynamic effects in the driver stage, such as the difference in Cd s for transistors M1 and
M2 in Figure 6.4(a). This was verified by simulating the current ratio of the driver block
by driving the gates with a sinusoidal signal with amplitude of 10 mV and an offset of
700 mV. In this situation the output current varies between 580µA and 820µA, while the
current ratio should ideally be constant at N = 55.

However, due to the dynamic properties of the driver stage, it was found that for in-
creasing frequencies of the sinusoidal excitation, the variation of Ist i m/Ii nt starts to vary
more. This is shown in Figure 6.13 in which the percentage of variation in Ist i m/Ii nt is
plotted versus the frequency of the driver signal. For increasing frequencies the mis-
match increases, which explains why the total charge mismatch is larger for stimulation
waveforms with lots of variations.

6.3. DISCRETE REALIZATION
As explained in the introduction of this chapter, it was decided to make a discrete com-
ponent realization of the arbitrary waveform stimulator as opposed to an IC realization,
to allow for rapid prototyping. Furthermore, power consumption and size were not im-
portant design requirements for the percutaneous application.

The discrete realization uses a similar system structure as the IC realization, but dif-
fers at a few points:

• It uses a current steered output instead of a voltage steered output. This causes the
feedback loop that controls the stimulation waveform to change. A current control
loop based on the principle outlined in [101] was used.

In [101] a double loop feedback topology was proposed to accurately control the
output current of a stimulator, while only a single transistor is needed at the output
branch. The advantage of this structure is that a single transistor can minimize the
compliance voltage of the output stage, which is potentially beneficial to maximize
power efficiency if the circuit is combined with an adaptive supply configuration.
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For this implementation the compliance voltage is not very important and hence
it was decided to replace one of the feedback loops using a simple cascode stage.

• The integrator is implemented in a simpler fashion. Because high valued capac-
itors are readily available for discrete realizations, it is not necessary to convert
the signal to the time domain. The 60dB dynamic range was accommodated by
scaling the value of the integrating capacitor C by using a capacitor bank.

• The system needs to be able to drive 8 electrodes. From these electrodes any arbi-
trary number should be set to be the cathode, while another arbitrary number will
be the anode.

The system will only implement a single stimulation channel for which the total
amount of charge is balanced. If the impedance of the electrodes changes with
respect to each other during a stimulation pulse, it is possible that there is charge
imbalance at each individual electrode. Charge balancing is guaranteed however
if only one anode and one cathode are used.

In the following two sections the circuit implementation and the measurement re-
sults of the discrete version are presented.

6.3.1. CIRCUIT DESIGN

A simplified circuit implementation of the discrete arbitrary waveform stimulator is de-
picted in Figure 6.14. The stimulation current is regulated by means of a Digital to Analog
Converter (DAC1) that generates a voltage Vi n . The input current Ii n is created by keep-
ing the voltage over resistor R1 equal to Vi n by means of the feedback loop around M1

and O1. This input current is copied to Ist i m by means of a current feedback loop: at
Node N1 the error current Ie is regulated towards zero by adjusting the base voltage of
transistors Q1. To minimize the early effect at Q1, the current mirror is cascoded using
M2. Transistors Q1 have a 1:1 size ratio and hence for this discrete realization N = 1.
Transistor M3 is used to enable/disable the stimulation: when it is switched on, the gate
voltage of M1 is forced to 0 V, which will make Ii n = 0A.

The stimulation current Ist i m is fed through any combination of the 8 electrodes set
by the switch arrays. Each switch array is is implemented using an octal SPST (Single
Pole Single Throw) switch array IC (MAX335) that uses an SPI interface. The biphasic
stimulation scheme is implemented using the H-bridge topology: after the first stimu-
lation cycle is finished, the switch configuration of both arrays is reversed, which also
reverses the stimulation current direction through the electrodes.

The current Ii nt is fed to the integrator that is implemented using a combination
of capacitors C1-C4 to obtain the charge: Vcap = C−1

∫
Ii nt d t . Using the switches any

combination of capacitors C1-C4 can be selected in order to maximize Vcap based on
the approximate charge contents of a stimulation pulse. Comparator O2 can be used to
disable the stimulation using the digital logic upon reaching a certain charge threshold
that is set by Vr e f , generated by DAC2. The signals ’StimEnable’ and ’Reset’ are used
to enable the stimulation and to reset the latch after the charge threshold is reached
respectively.
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Figure 6.14: Simplified circuit diagram of the discrete implementation of the arbitrary waveform stimulator
system.

A typical stimulation cycle will now work as follows. First the switch arrays are put in
position for the first stimulation phase. To fully inject the first stimulation waveform, O2

is prevented from stopping the stimulation by setting the value of Vr e f to Vdd . Subse-
quently the stimulation is enabled by the ’StimEnable’ signal, while DAC1 is generating
the stimulation waveform. Upon finishing, the value of Vcap is sampled by an Analog to
Digital Converter (ADC) and is copied on DAC2.

Subsequently, the integrator is reset and the configuration of the switch arrays is re-
versed to prepare for the second stimulation phase. Upon enabling using ’StimEnable’
and setting the desired waveform on DAC1, the stimulation will automatically stop when
Vcap reaches Vr e f by means of O2, which will mean that the charge has been balanced.

The circuit presented in Figure 6.14 is controlled by the Beaglebone credit-card sized
development board that includes the AM335x 720MHz ARM Cortex-A8 microprocessor.
The 3.3 V supply from this board is used as the LV power supply, while it generates an HV
30 V power supply is created using a boost converter. The internal ADC of the processor
is used to sample Vcap , while DAC1 and DAC2 are implemented using the LTC2602 IC,
which uses an SPI interface.

6.3.2. MEASUREMENT RESULTS

The circuit from Figure 6.14, along with support circuitry such as voltage regulators
and level converters, is realized on PCB and connected to the Beaglebone development
board, as shown in Figure 6.15. A few additional components were added to the circuit to
increase the safety in a practical situation, such as 2.2µF coupling capacitors and shottky
diodes to ensure the current to flow in the correct direction through the load.

A series RC load (R = 8.2kΩ, C = 220nF) was connected between two electrodes and
a variety of asymmetrical stimulation waveforms was programmed in the Beaglebone. A
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Figure 6.15: Discrete realization of the arbitrary waveform stimulator system. The PCB at the bottom is the
Beaglebone microprocessor platform that is used to control the upper PCB. This PCB includes the stimulator
system as discussed in this chapter, along with the necessary support circuitry.

(a) (b) (c)

Figure 6.16: Measurement results of the discrete realization of the arbitrary waveform generator as described
in Figure 6.14. All subfigures show an biphasic asymmetric stimulation scheme with a) a constant current, b)
a burst waveform and c) a sinusoidal waveform.

single stimulation waveform was passed through the initially uncharged load and in Fig-
ure 6.16 the measurement results are depicted. The currents through and voltages across
the load were captured by using a Hewlet Packard 1142A differential probe. Mismatch is
12 nC (1.5%), 19 nC (3.5%) and 12 nC (1.6%) for the constant, burst and sinusoidal case
respectively. These percentages are comparable to the results from the IC simulation in
Figure 6.12.

The measured charge mismatch is acceptable for the application that is discussed
in Section 6.4. For this application there will be a limited amount of stimulation cycles,
with a large time (in the order of seconds) between them. This will given enough time
to discharge the load capacitor using passive discharging. Therefore it is not needed to
include active charge balancing schemes.
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6.4. APPLICATION: MULTIMODAL STIMULATION FOR THE RE-
DUCTION OF TINNITUS

As described in [102], tinnitus is a condition in which "a subject experiences the percep-
tion of sounds in the absence of a corresponding external acoustic stimulus". Although
the underlying causes are not well understood and are found to be multifactoral, in many
cases tinnitus is believed to be linked to pathological changes in the auditory pathway,
such as hearing loss. Apparent correlations between the hearing loss of the subject and
the perceived tinnitus spectrum have been reported [103]. One of the causes of tinnitus
is therefore hypothesized to be a reaction of the nervous system due to the change in the
auditory pathway, comparable to phantom pain perceptions after limb amputation.

Many treatment methods exist such as psychological treatment, auditory stimula-
tion, pharmacological treatments and brain stimulation [102]. Most treatment methods
use only one of these aspects simultaneously. There are for example many studies on us-
ing audio treatment for tinnitus treatment. Encouraging results were obtained in animal
experiments [104], but human trials show a much lower efficacy [105].

The central idea behind the proposed treatment methodology is to combine multiple
modalities into one treatment. In this case auditory stimulation is combined with elec-
trical stimulation. The electrical stimulation is used to enhance the effect of the auditory
stimulation by tapping in on the positive and negative reward mechanisms of the ner-
vous system. The reward system, which is involved in learning via Pavlovian and operant
conditioning includes the Ventral Striatum, the Nucleus Accumbens and the Habenula.
The Nucleus Accumbens is considered to be involved in the positive reward system of
the human nervous system [106]. On the contrary, the Habenula is thought to be in-
volved in providing the nervous system with a negative reward and stimulation of the
Habenula can therefore induce a negative feedback [107].

The proposed stimulation strategy is the following. If the auditory stimulus has a
spectrum that falls outside the tinnitus band, a positive stimulus is given by stimulat-
ing the Nucleus Accumbens. In this way the nervous system is trained to consider the
non-tinnitus frequencies as something positive. At the same time a negative feedback is
induced by stimulating the Habenula when the auditory stimulus falls within the tinni-
tus spectrum. This will train the nervous system to consider the tinnitus frequencies as
something negative. It is hypothesized that this will eventually decrease or eliminate the
unwanted response that leads to tinnitus.

This technique can also be used for other pathologies, such as addictions. By giving
a negative reward to the nervous system while presenting the subject with an input that
is linked with the addiction, the brain can be reconditioned to consider the addiction
as something bad. For example: an alcohol addict can be provided with images, smells
or even real alcoholic drinks, while a negative reward is presented. Similarly, a positive
reward can be presented while providing the subject with non-alcoholic beverages.

6.4.1. MATERIALS

The electrodes used are Plastics One MS303/2-B/SPC 2 channel twisted wire electrodes.
Each stainless steel wire (diameter 0.2 mm) is coated with polyimide, except for the tips
(0.2 mm) where the contact with the tissue is made. To accommodate future setups, it
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Figure 6.17: Overview of the system topology used for the experiments: a computer is using matlab to generate
the sound stimulus and to provide the user with a GUI. The computer subsequently connects to the stimulation
device which synchronizes the electrical stimulation with the audio signal, which are both delivered to the
subject.

was decided to equip the stimulator with 8 electrode contacts, from which an arbitrary
number can be selected to be the anode and another arbitrary number to be the cathode
(as discussed in Section 6.3).

The stimulation settings were already outlined in Table 6.1. On top of that, the stimu-
lator needs to be able to deliver burst stimulation: this means that a number of stimula-
tion cycles (typically 5) are repeated shortly after each other. Two different burst modes
exist: either a complete stimulation cycle (including the charge balancing phase) is re-
peated, or only the first stimulation cycle is repeated (like the waveform from Figure
6.16(b)). In the first realization only the first option is implemented, but thanks to the
arbitrary waveform capabilities, the second option can be implemented relatively easily
in future realizations.

The audio presentation should be either single tone or noise-like. When single tone
mode is used, the electrical stimulation is adjusted based on whether the frequency of
the tone falls in- or outside the tinnitus range. When noise is used, the frequency con-
tents of the noise are filtered based on the frequency of the tinnitus.

The complete system that is able to meet the electrical and auditory requirements
discussed above is depicted in Figure 6.17. The arbitrary waveform stimulation as dis-
cussed in Section 6.3 is used to construct a neural stimulator device that is able to syn-
chronize, i.e. pair an auditory stimulus with the electrical stimulation. The system is
controlled using a PC or laptop that is galvanically isolated from the ground for safety
reasons.

The computer sends the stimulation settings to the stimulator device using a serial
connection. When a stimulation cycle is initiated, the PC will first generate the audi-
tory stimulus. The audio signal is synchronized with the electrical stimulation by the
microprocessor that will close the switch (ADG621) simultaneously with the start of the
electrical stimulation.

Using a Graphical User Interface (GUI) as depicted in Figure 6.18, the user can adjust
all the necessary parameters for stimulation. In this realization two stimulation patterns
can be generated. Pattern 1 combines auditory stimulation with electrical stimulation
and is used to stimulate the Nucleus Accumbens while a non-tinnitus frequency is pre-
sented to the subject. Pattern 2 uses auditory stimulation exclusively and can be used to
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Figure 6.18: Graphical User Interface used to control the synchronized audio/electrical stimulation system.

present tinnitus frequencies to the subject. In the future the capabilities of this GUI can
be extended to include another independent electrical stimulation for Pattern 2.

6.4.2. RESULTS
At the time of writing of this dissertation the actual animal experiments were still in
preparation at the University of Otago, New Zealand. The stimulator system as described
in this section was transferred to the neuroscientists and the first results are expected to
arrive shortly.





7
SWITCHED-MODE HIGH

FREQUENCY STIMULATOR DESIGN

T HIS chapter presents a neural stimulator system that employs a fundamentally dif-
ferent way of stimulating neural tissue compared to classical constant current stim-

ulation. It uses the concept of switched-mode duty cycled stimulation as introduced in
Chapter 4: a stimulation pulse is composed of a sequence of current pulses injected at a
frequency of 1 MHz for which the duty cycle is used to control the stimulation intensity.

Implantable neural stimulators impose strict requirements on the power consump-
tion, safety and size of the system. The number of external components should be kept
to a minimum to limit the size and increase the device safety, while the power efficiency
should be maximized in order to limit the battery size.

Furthermore there is a trend towards an increasing number of stimulation channels.
Some applications, such as cochlear implants [109] or retinal implants [76], [110], [111],
need a high number of channels to accommodate a large amount of stimulation sites.
Other applications, such as Deep Brain Stimulation (DBS) [31] or Peripheral Nerve Stim-
ulation (PNS) [112] use multiple channels to implement current steering [113], [114] to
achieve more localized neuronal recruitment with fewer side effects.

Current source based stimulation is usually preferred in order to accurately control
the amount of charge during a stimulation cycle. A high-level system architecture of a
typical current-based stimulator is shown in Figure 7.1(a): a power efficient switched
voltage converter, here referred to as a dynamic supply, is used to control Vdd to sup-
ply the current source that generates the stimulation current Ist i m [92], [93]. As can be
seen this system uses at least two external components (the inductor L and the output
capacitor C ). Also, as will be shown, the power efficiency degrades when the system is
operated in multichannel mode.

In this chapter an implementation is discussed that uses the dynamic power supply
to stimulate the tissue directly, as shown in Figure 7.1(b). The output capacitor is omit-

Parts of this chapter have been published in T-BioCAS [108]
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(a)

(b)

Figure 7.1: High level system architectures of a) a typical (constant) current based stimulator system with adap-
tive supply and b) the high-frequency dynamic stimulator proposed in this work

ted and hence only one external component is required. The exclusion of this capaci-
tor leads to a fundamentally different stimulation principle: L is repeatedly discharged
through the load. The stimulation waveform through the load consists of a train of high
frequency current pulses, each of which contains a well defined amount of charge.

The proposed system is particularly suitable to operate in multichannel mode. The
inductor can be discharged in an alternated fashion through different electrodes with
tailored stimulation intensities, making simultaneous and independent stimulation pos-
sible over multiple electrodes, without the need for additional external components. The
advantage of the proposed system is that the power efficiency is almost not degraded
when it is operated in multichannel mode, as opposed to state of the art current based
stimulators.

The chapter is organized as follows. In Section 7.1 the power efficiency of classical
adaptive supply constant current stimulation is analyzed and it is shown how high fre-
quency dynamic stimulation can improve the efficiency. In Section 7.2 the system design
is discussed, emphasizing the digital control that enables the independent multichannel
operation. Section 7.3 subsequently discusses the circuit design of some of the system
blocks in detail. Finally in Section 7.4 the measurement results of a prototype IC realiza-
tion are presented, comparing the power efficiency of the proposed system with state of
the art current source based systems.

7.1. HIGH FREQUENCY DYNAMIC STIMULATION

7.1.1. POWER EFFICIENCY OF CURRENT-SOURCE BASED STIMULATORS

The power efficiency of current source based stimulators is in general limited due to the
voltage drop over the current driver. A popular way to increase the power efficiency is
to adapt the power supply to the load voltage using a compliance monitor [76], [94]. A
generic biphasic constant current stimulator setup is depicted in Figure 7.2(a) with the
load being modeled as a resistance Rload and capacitance Cload [115]. During stimula-
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tion there is a constant voltage drop VR = Ist i mRload over Rload , while the capacitor is
charging towards VC = Ist i m tst i m/Cload .

The efficiency of an adaptive supply system depends on the ratio α= VR /VC . Refer-
ring to Figure 7.2(b), the load dissipates Eload = Ist i mVR tst i m +0.5VC Ist i m tst i m . Assum-
ing the supply will adapt to Vad apt = VR +VC +Vcompl in which Vcompl is the minimum
required compliance voltage for the current driver, the energy delivered by the source
is Esuppl y = η−1

sup Ist i mVad apt tst i m , in which ηsup is the efficiency of the adaptive supply
generator. The power efficiency ηad apt is now found to be:

ηad apt =
Eload

Esuppl y
= ηsupVC (0.5+α)

VC (1+α)+Vcompl
(7.1)

The theoretical maximum efficiency is found with an ideal adaptive supply generator
ηsup = 1 and a current source with Vcompl = 0:

ηad apt ,i deal =
0.5+α
1+α (7.2)

This equation is plotted in Figure 7.2(c). Realistic values for ηad apt will be lower
due to practical values of Vcompl and ηsup . As an example a system is considered with
Vcompl = 300mV [76] and ηsup = 80% [94], which is connected to a load of Rload = 500Ω,
Cl oad = 1µF and tst i m = 200µA (α= 1). The efficiency as a function of Ist i m is depicted
in Figure 7.2(d) by the black solid line. As can be seen the performance degrades as
compared to the theoretical maximum, especially for low stimulation intensities. In the
same Figure the efficiency can be compared with a load consisting of Rload = 500Ω,
Cl oad = 10µF (α = 2.5, red lines) and with a classical non adaptive supply system with
Vdd = 10V (dashed lines).

The efficiency is even more degraded when the system is operated with multiple
channels. Since there is only one supply voltage, this voltage needs to adapt to the chan-
nel with the highest VR +VC . This means that when other channels have a lower VR +VC ,
the efficiency is reduced. Such a reduction can be due to two factors. The first factor
is impedance variation [116]: clinical values of the impedance spread of electrode con-
tacts within individual DBS patients report standard deviations as high as 500Ω (mean
1200Ω) [117]. The second factor is variation in the stimulation intensity, which is com-
mon in current steering applications.

As an example the effect of impedance variation on the efficiency in multichan-
nel operation is considered. Multiple loads are stimulated simultaneously with tst i m =
200µA. Channel 1 has Rl oad ,1 = 500Ω and Cdl ,1 = 10µF, while Channel 2 has Rload ,2 =
200Ω and Cdl ,2 = 10µF. As can be seen in Figure 7.2(e), the power efficiency for this dual
channel operation mode drops from 65 % down to 50 %, due to the reduced efficiency
for Channel 2. Including even more channels with Rload ,n = 200Ωwill decrease the effi-
ciency further to about 40 % for 4 simultaneous channels. A similar effect can be found
for variations in stimulation current.

7.1.2. HIGH FREQUENCY DYNAMIC STIMULATION
A system that is much less sensitive to α was introduced in [67] by using a dynamic sup-
ply to drive the load directly, as shown in Figure 7.3(a). The output voltage of the dynamic
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(a) (b)

(c)

(d) (e)

Figure 7.2: Power efficiency analysis of a constant current source stimulator with adaptive power supply. In a)
a generic biphasic stimulator is depicted, in b) the losses due to an adaptive supply stimulator (dark grey) and
a fixed supply stimulator (light grey) are visualized. In c) the theoretical maximum power efficiency is depicted
as a function of α= VR /VC . In d) and e) the power efficiency is depicted for a more realistic system. In d) the
black lines correspond to a load of Rload = 500Ω, Cl oad = 1µF with tst i m = 200µA (α= 1), while the red lines
correspond to Rload = 500Ω, Cl oad = 10µF (α = 2.5). It is seen in e) that the efficiency drops dramatically
when the system is operated with multiple channels.
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(a) (b)

Figure 7.3: System setup of dynamic power supply based stimulators. In a) the system architecture is depicted
of [67], while in b) the proposed architecture is shown. Removal of the output capacitor Cout and using only a
single dynamic supply allows for efficient multichannel stimulation.

(a) (b)

Figure 7.4: Working principle of the proposed high frequency stimulator system. In a) single channel operation
is depicted, while in b) simultaneous dual channel operation is shown in which the stimulus pulses are sent to
the load in an alternating fashion.

power supply is connected directly to the load, which means that the power efficiency is
not dependent on α, but instead on the efficiency of the switched supply.

The system uses at least two external components: the inductor L for the dynamic
power supply and a capacitor Cout to filter the switched output signal. This system does
not scale well if multiple channels need to be controlled independently and simultane-
ously. Due to the filtering properties of Cout the voltage cannot be controlled for multiple
channels individually. Furthermore, the stimulation is voltage steered, which means that
charge is not controlled directly.

As was outlined in [118], it is proposed to remove Cout from the system as shown
in Figure 7.3(b). A duty cycled signal is used to charge and subsequently discharge the
inductor through the load as sketched in Figure 7.4(a). In Chapter 4 it was shown that
this high frequency pulsating stimulation pattern is able to induce effective neuronal
recruitment. and in vitro measurements have confirmed that indeed a pulsating high
frequency stimulation pulse will lead to neuronal recruitment.

In Figure 7.3(b) it is illustrated that the proposed system is able to operate in multi-
channel mode without the need to duplicate the dynamic power supply or the inductor.
The operating principle is shown in Figure 7.4(b) for two channels. The high frequency
pulses are delivered in an alternating fashion to both channels. Despite the fact that it
will take twice as much time to deliver the same amount of charge to both loads, both
channels will be activated simultaneously. Also note in Figure 7.4(b) that it is possible
to stimulate the channels independently with different amplitudes by adjusting the duty
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cycle for each channel individually, provided the dynamic supply operates in discontin-
uous mode.

Note that neuronal recruitment depends on the amount of charge injected (as de-
scribed by the strength-duration curve [27]). This means that despite the fact that the
average stimulation current is halved when two channels are operated simultaneously,
the amount of charge delivered to the load remains the same as compared to single chan-
nel operation.

The power efficiency of the proposed dynamic power supply stimulator ideally does
neither depend on α nor on the number of independent channels that are activated si-
multaneously. Instead it depends on the power efficiency of the dynamic stimulator. In
the next section the system design of a high frequency dynamic stimulator is discussed.

7.2. SYSTEM DESIGN

7.2.1. HIGH FREQUENCY DYNAMIC STIMULATOR REQUIREMENTS

The input of the system is assumed to be a Li-ion battery that is typically used in im-
plantable systems, for which the nominal voltage is around Vi n = 3.5V. The system is
designed to connect to electrode leads that are used for deep brain and peripheral nerve
stimulation. Platinum electrodes manufactured by St. Jude Medical are used that are
ring shaped, have an area of approximately 14 mm2 and for which it was assumed that
100Ω< Rload < 1kΩ. The choice for these electrodes is not fundamental: the system can
be designed to operate with other types of electrodes as well.

Stimulation amplitudes for these type of electrodes in commercial stimulators are
reported up to 10 mA [82], [119]. This means that Vout = Ist i mRload requires both up-
and down-conversion with respect to Vi n over the full range of Rload , which means that
a buck-boost topology is needed for the dynamic stimulator. To avoid negative output
voltages which complicate substrate biasing, it was chosen to use a forward buck-boost
topology, which is shown as part of the total system in Figure 7.5.

The switching frequency of the dynamic power supply determines the resolution for
the pulse width. When N channels are active, the pulse width of each channel can be
controlled in step sizes of N / fsw seconds with fsw being the switching frequency. It was
chosen to have fsw = 1MHz such that the maximum step size is 8µs when all 8 channels
are active.

7.2.2. GENERAL SYSTEM ARCHITECTURE

The system design of the stimulator is depicted in Figure 7.5. The forward buck-boost
converter connects to 2x16 switches that make it possible for the user to select for each
stimulation channel one electrode to be the anode and one to be the cathode. The digi-
tal control block generates all the necessary control signals to make the stimulator work.
It implements 8 channels that have independent stimulation parameters, such as am-
plitude, pulsewidth, frequency and the electrodes that are used. Each channel can be
configured and controlled individually via an SPI interface.

The control block uses two clocks. The low frequency clock signal CLK_LF with
fclk_l f = 1kHz is always active and is used to trigger stimulation patterns. The high fre-
quency clock CLK_HF with fcl k_h f = fsw = 1MHz is used to control the core circuit and
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is only active when one or more stimulation channels are active. The signal DUTY is a
duty cycled version of CLK_HF that controls the core circuit. The duty cycle is set by the
6bit AMPLITUDE signal.

The comparator is used for charge-cancellation purposes. After a stimulation cycle is
finished, the remaining voltage over the electrodes is measured and using pulse insertion
[48] the charge is removed from the interface. Pulse insertion is easy to incorporate in
the system, since the stimulation waveform is pulse shaped already.

A biphasic stimulation pulse is generated by reversing the signals SW 1 and SW 2 after
the first stimulation phase such that the direction of the current through the electrodes
is also reversed (H-bridge configuration [93]).

Note that multiple channels can share the same electrodes, making the system suit-
able for many electrode configurations such as mono-, bi- or tripolar as well as more
complicated schemes required for field steering techniques. To achieve this level of flexi-
bility in a classical current source based stimulator, it would require 8x16x2=172 switches
between the 8 current sources and the 16 electrodes. This system architecture therefore
reduces the number of required switches by a factor 8 (i.e. by the number of channels).

7.2.3. DIGITAL CONTROL DESIGN

In the bottom left corner of Figure 7.5 a simplified structure of the block responsible for
controlling one stimulation channel is depicted. In the memory 54 bits are used to store
the stimulation settings. The memory is loaded via a serial interface when the EDIT pin
is enabled.

The Channel_FSM is a Finite State Machine (FSM) running on CLK_HF, where the
basic functionality of a stimulation pulse is implemented. After a trigger pulse is re-
ceived, the FSM loops through the stages of a biphasic stimulation scheme where the
pulse durations and inter-pulse delays are obtained by counting a number of CLK_HF
periods equal to the value from the memory. Afterwards the charge balancing is imple-
mented using pulse insertion. The output signal ACTIVE is enabled when the FSM is not
in the IDLE state, indicating that the channel is operating in a stimulation cycle. The
EnableStim signal is used to enable the DUTY signal during the stimulation and charge
cancellation phases.

After receiving a trigger or stop command, the Channel_Trigger block is able to start
or stop a stimulation cycle in the Channel_FSM block in two different ways. When the
frequency stored in the memory equals zero, the channel operates in ’single shot’ mode:
whenever it is triggered by an SPI command, a single stimulation sequence is generated.
When the frequency is not zero, the channel operates in tonic mode: using CLK_LF a
stimulation cycle is triggered periodically by counting a number of periods as specified
by the value of Frequency. Furthermore it is possible to align multiple channels by set-
ting the SYNC value in the memory: upon triggering stimulation is delayed by a number
of CLK_LF periods equal to the value in SYNC. In this way it is possible to accurately
trigger multiple channels sequentially with only a single command.

In the green block in Figure 7.5 a simplified overview is given of the complete digital
control system of the stimulator. At the core are the 8 channels. The Select_channel block
is an FSM that keeps track of which Channels are currently active. Using (de)multiplexers
the inputs and outputs are routed to and from the active channel. If multiple channels



7

98 7. SWITCHED-MODE HIGH FREQUENCY STIMULATOR DESIGN

Figure 7.5: System design overview. The core of the circuit is formed by a forward buck-boost dynamic supply
that directly connects to the 16 electrodes at the output. A digital module, running on two clocks, controls the
system and for which a detailed overview is given in the green box. Here the Select_Channel block selects out
of the 8 channels the active ones and routes the input and output signals accordingly. The red box shows the
functionality of a single stimulation channel.
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Table 7.1: Commands used over the SPI interface to program the system

Command Code
Edit Channel 001
Trigger Single Channel 010
Stop Single Channel 011
Global Trigger 100
Global Stop 101

Figure 7.6: Circuit implementation of the forward buck-boost dynamic supply.

are active at the same time, the Select_channel block alternates between the active chan-
nels.

The SPI interface & control block forms the interface with the outside world. The
system can be configured with the commands shown in table 7.1. The Edit Channel
command is followed by a 3 bit word to select the channel and subsequently a 42 bit
word is sent that contains the data to be stored in the memory of the channel (some
of the Least Significant Bits in the 54 bits channel memory have default values). The
Trigger and Stop Single Channel commands are also followed by a three bit code that
selects the channel to be triggered or stopped. The global trigger and stop command are
not followed by more bits.

7.3. CIRCUIT DESIGN

7.3.1. DYNAMIC STIMULATOR
The forward buck-boost topology from Figure 7.5 was implemented as shown in Figure
7.6. Transistors M1, M2 and M3 form the dynamic supply switches, and M4 and M5 are
the switches connecting the electrodes. Schottky diode D1 is used to avoid oscillations
in the load, while diode D2 and switch M6 are used to avoid oscillations in the inductor.
All the gates of the transistors are driven with drivers that include level converters with
appropriate voltages.

CHOICE OF L
By using a first order Taylor approximation for the charging current of the inductor dur-
ing the δT interval (δ being the duty cycle and T = 1/ fsw ), the peak current in the in-
ductor is Ipeak = Vi nδT /L and the energy in the inductor will be EL = 0.5V 2

i nδ
2T 2/L.
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Figure 7.7: Maximum and minimum values of L for different load conditions as a function of H = Iav g /Ipeak .

In the ideal case all this energy is transferred to the load, leading to an average cur-
rent Iav g = √

EL/(Rload T ). By combining these equations, an expression for the ratio
H = Iav g /Ipeak is found:

H = Iav g

Ipeak
=

√
L

2T R
→ L = 2RT

I 2
av g

I 2
peak

(7.3)

This ratio should not become too small in order to prevent high values of Ipeak .
Therefore, for a given minimum H , the minimum value of L is determined.

The maximum value of the inductor is determined by the fact that the system is re-
quired to operate in discontinuous mode. For a given maximum duty cycle δmax = 0.5,
the inductor needs to be discharged within the time frame 1−δmax . During discharging
the system can be considered as a parallel RLC circuit consisting of the inductor L, the
load Rload and a parasitic capacitance C that is connected between the load and g nd . A
conservative value of C = 5pF was chosen as an upper limit for the capacitance due to
the bondpads, ESD protection, package pins and other parasitic effects.

Conventional dynamic supplies use an output capacitor Cout À C , which will usu-
ally cause the parallel RLC circuit to be underdamped. Without Cout this 2nd order cir-
cuit is likely to be overdamped (which holds for ζ = p

T /(2RC )H > 1). The response
of the system is: Vout = A exp(s1t ) + B exp(s2t ). The real valued time constants −s−1

1
and −s−1

2 determine how fast the response decays. Taking the largest time constant
τ = max(−s−1

1 ,−s−1
2 ), it was chosen to have (1−δmax ) > 2τ. Calculating τ in terms of

L gives:

L <− RT 2(δmax −1)2

2(Tδmax −T +2RC )
(7.4)

Equations 7.3 and 7.4 are plotted in Figure 7.7 for maximum and minimum load con-
ditions. Based on this figure it was chosen to have L = 22µH for which 0.105 < H < 0.33
over the full range of Rload .

CONDUCTION AND SWITCHING LOSSES

The sizing of transistors M1-M5 is important to find a trade-off between the conduction
and switching losses. To analyze the response of the system including both conduction
and switching losses, the circuit as depicted in Figure 7.8 is analyzed, which includes
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Figure 7.8: Forward buck-boost converter circuit including conduction (Ron ) and switching (Cpar ) losses.

the most dominant parasitic elements. During the charging phase S2 and S4 are opened
and can be removed from the circuit. Using Kirchhoff’s Current Law (KCL) the following
equations are obtained:

v1 −Vdd

Ron1
+Cpar 1

d v1

d t
+ 1

L

∫
(v1 − v2)d t = 0 (7.5a)

v2

Ron2
+Cpar 2

d v2

d t
+ 1

L

∫
(v2 − v1)d t = 0 (7.5b)

By substituting Equation 7.5b into 7.5a the following third order differential equation
can be found:

LCpar 1Cpar 2
d 3v2

d t 3 +
[

LCpar 2

Ron1
+ LCpar 1

Ron2

]
d 2v2

d t 2 +[
L

Ron1Ron2
+Cpar 1 +Cpar 2

]
d v2

d t
+[

1

Ron1
+ 1

Ron2

]
v2 = Vdd

Ron1
(7.6)

The roots s1, s2 and s3 of the characteristic cubic equation can be found and by sub-
sequently solving the particular solution, the following form for v2(t ) is obtained:

v2(t ) = Re

{
K1 exp(s1t )+K2 exp(s2t )+K3 exp(s3t )+ Vdd Ron2

Ron1 +Ron2

}
(7.7)

Here K1, K2 and K3 are found by solving the equations for the the initial conditions

v2(0) = 0V, d v2(0)
d t = 0 and

d v2
2 (0)

d t 2 = 0, meaning that it is assumed that at the beginning of
a new stimulation cycle there is no energy left in the dynamic components:

K1 = −Z s2s3

(s1 − s2)(s1 − s3)
(7.8a)

K2 = Z s1s3

(s1 − s2)(s2 − s3)
(7.8b)

K3 = −Z s1s2

s1s2 − s1s3 − s2s3 + s2
3

(7.8c)
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Here Z = Vdd Ron2
Ron1+Ron2

. A very similar approach can be used to solve the circuit during
the discharge phase. Now S1 and S3 are opened and can be removed from the circuit.
Again by using the KCL and by using substitution, the following differential equation
can be found:

LCpar 1Cpar 2
d 3v2

d t 3 +
[

LCpar 2

Ron3
+ LCpar 1

(R +Ron4)

]
d 2v2

d t 2 +[
L

Ron3(R +Ron4)
+Cpar 1 +Cpar 2

]
d v2

d t
+[

1

Ron3
+ 1

R +Ron4

]
v2 = 0 (7.9)

Solving again for the roots s1, s2 and s3 of this equation leads to the following expres-
sion:

v2(t ) = Re
{
K1 exp(s1t )+K2 exp(s2t )+K3 exp(s3t )

}
(7.10a)

K1 = Z −Y s2 −Y s3 +X s2s3)

(s1 − s2)(s1 − s3)
(7.10b)

K2 = −(Z −Y s1 −Y s3 +X s1s3)

(s1 − s2)(s2 − s3)
(7.10c)

K3 = Z −Y s1 −Ys 2+X s1s2

s1s2 − s1s3 − s2s3 + s2
3

(7.10d)

The following constants are defined: X = v2(0), Y = d v2(0)
d t = C−1

par 2

(
IL(0)− V2(0)

Ron4+R

)
and Z = d v2

2 (0)

d t 2 = (LCpar 2)−1
(
V1(0)−V2(0)− LY

Ron4+R

)
, all of them determined by the initial

conditions v1(0), IL(0) and v2(0) that are set by the corresponding values at the end of
the charging phase. Using the expressions for v2(t ), the expressions for IL(t ) and v1(t )
follow from the circuit.

The energy delivered by the source during the charging phase is described by the
following equation: Es =

∫
Vi n(Vi n − v1(t ))/Ron1d t . The energy dissipated in the source

during the discharge phase is found as El = ∫
v2

2(t )R/(R + Ron4)2d t . The total power
efficiency is now calculated as ηtot al = El /Es .

The values of Ron and Cpar can be found based on the parasitic components of the
specific transistors as a function of their size. The bondpads, ESD circuitry and pack-
age pins are again assumed to add an additional 5 pF to Cpar . By iteratively evaluating
the equations for various transistor sizes, a trade-off is found between conduction and
switching losses. The calculated efficiency for various loads as a function of the duty
cycle for the chosen transistor dimensions (see Table 7.2) is shown in Figure 7.9.

Using the obtained transistor sizes, the circuit from Figure 7.6 is simulated including
gate driver and level converter circuitry. An inductor model that includes losses based on
realistic inductors (Epcos 22µH inductor with series resistance Rs = 70mΩ and parallel
capacitance Cp = 3.75pF) is included. The simulation results are depicted in Figure 7.9
as well. The efficiency is degraded with respect to the calculations due to three effects.
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Figure 7.9: Calculated (solid lines) and simulated (dashed lines) power efficiency of the dynamic stimulator
circuit. Simulations include losses due to conduction, switching, gate drivers, bondpads and non-ideal induc-
tor.

Table 7.2: Transistor sizes for the circuit in Figure 7.6

Transistor Size (W/L)
M1 4800µm/600 nm
M2 1440µm/200 nm
M3 1680µm/200 nm
M4 1000µm/600 nm
M5 640µm/200 nm

First the implementation of the various components such as the drivers and the inductor
introduces power losses. Second the voltage drop over diode D1 was not accounted for
in the previous calculations. Third, Vg s of transistor M4 depends on the output voltage,
because the gate is connected to g nd (it is not bootstrapped). For low output voltages
(corresponding to low Rload and/or low δ), the second and third effect become domi-
nant.

7.3.2. CLOCK AND DUTY CYCLE GENERATOR

The clock signals CLK_LF, CLK_HF and DUTY are all generated using the relaxation os-
cillator that is depicted in Figure 7.10. The circuit uses a threshold compensated inverter
[97] to implement a Schmitt trigger as was introduced in [95].

The bias current Ibi as is used to charge capacitor C1 by enabling the right hand side
transmission gate using SW1. Once Vcap reaches the first threshold of the Schmitt trigger,
SW1 is opened and SW2 closes, which causes the current direction through C1 to reverse
via current mirror M1-M2. This causes the voltage of C1 to decrease again, until the
second threshold of the Schmitt trigger is reached, which cause SW1 and SW2 to return
to their original state, completing a clock period.

The threshold compensated inverter is highlighted in the box in Figure 7.10. M3 and
M4 form the inverter for which the threshold voltage is set by biasing M7 and M8 using
the Vth signal. M5 and M6 are copies of M3 and M4 and generate the required biasing via
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Figure 7.10: Relaxation oscillator circuit used to generate the (duty cycled) clock signals. The circuit uses a
Schmitt trigger that is implemented using a threshold compensated inverter, which is highlighted in the green
box. The comparator is used to generate the CLK_HF and DUTY signals

the feedback loop comprising M9 and M10. The two thresholds of the Schmitt trigger are
realized by switching Vth between Vth,l and Vth,h as shown in the figure.

The static current consumption through the branch M10-M6-M5-M9 is minimized
by two mechanisms [95]. First of all Vth is chosen to be close to either Vdd or g nd , which
switches off M9 or M10 respectively and which leads to a large amplitude for Vcap . Sec-
ond of all the length of M9 and M10 can be increased, while the resulting Vth due to
mismatch with M7 and M8 is very small.

The CLK_LF generator uses the SW1 signal to obtain the output signal CLK_LF. The
bias current for this block is 10 nA and the average simulated power consumption (in-
cluding the Vth,l and Vth,h references) is 1.33µW.

The 1 MHz duty cycled generator uses the triangular waveform of Vcap to generate a
duty cycled signal by using the comparator as shown in Figure 7.10. The value of Vr e f is
set using a Digital to Analog Converter (DAC) using a standard R-2R structure (R ≈ 15kΩ)
that is depicted in Figure 7.11. As can be seen the CLK_HF signal is also derived from
Vcap in order to make sure that DU T Y is aligned with CLK_HF.

The average power consumption of the whole duty cycle generator over the full range
of the DAC is simulated to be 176.2µW. Notice that this block will only be active during
stimulation and hence the average power consumption in a real situation will be much
lower.

7.4. EXPERIMENTAL RESULTS
The complete system has been implemented in 0.18µm AMS H18 High Voltage technol-
ogy. The digital control system is realized by synthesizing the Verilog description and
occupies 0.25 mm2. The total chip area of 3.36 mm2 is pad limited and the layout with
the various functional blocks highlighted is depicted in Figure 7.12a. A microphotograph
of the chip is given in Figure 7.12b.

Besides Vi n the system needs two more supply voltages. The supply voltage of the
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Figure 7.11: DAC and comparator design used to generate the CLK_HF and DUTY outputs of the high fre-
quency generator. The signal Vcap is connected to the same signal from Figure 7.10.

digital core as well as the clock generator blocks is Vdd ,d = 1.8V. The drivers of M4 from
Figure 7.6 need Vdd ,h = 20V. The inductor used for the buck-boost system is the EPCOS
B82464G4223M.

7.4.1. POWER EFFICIENCY

The power efficiency of the buck-boost converter system is determined for various loads
and stimulation intensities. The system is first configured to stimulate a resistive load
continuously in one direction. In Figure 7.13 an example is given of the waveform that is
measured in this configuration.

Using a Keithley 6430 sourcemeter the average power supplied by the voltage sources
is measured. The transient voltage Vout over the load is captured using a Tektronix
TDS2014C oscilloscope and the average power is determined using Matlab by calculat-
ing T −1

∫
V 2

out /Rl oad d t .

The measured power efficiency of the dynamic converter (including the losses in the
gate drivers) is depicted in Figure 7.14a. As can be seen the measurements are in close
correspondence with the simulation results. For high δ and high Rload , the efficiency
goes down, because the output voltage is clipping to the supply voltage Vdd ,h .

In Figure 7.14b the power efficiency of the dynamic stimulator is measured for vary-
ing Vi n in case of Rload = 500Ω. As can be seen, the power efficiency of the system
continues to be relatively high, although the available output power decreases for lower
Vi n .
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(a) (b)

Figure 7.12: In (a) a layout capture with the functional blocks highlighted is depicted. In (b) a microphotograph
of the IC is shown.

Figure 7.13: Measurement results showing the transient operation on the system during a power efficiency
measurement. The settings used for this measurement were Vi n = 3.5V, δ= 0.15, Rload = 1kΩ.

7.4.2. BIHPHASIC STIMULATION PULSE

First a single channel is configured for a biphasic stimulation waveform with δ = 0.17.
The pulse width is 200µs and the repetition rate is 3.92 Hz. The load is modeled using
Rl oad = 560Ω and Cdl = 1µF.

The resulting waveform is depicted in Figure 7.15a. The biphasic stimulation wave-
form has the expected shape and in Figure 7.15b a detail of the stimulation waveform is
given at the beginning of the first stimulation phase. After the biphasic stimulation pulse
is finished, pulse insertion is used to remove the remaining charge from Cdl .

7.4.3. MULTICHANNEL OPERATION

In Figure 7.16a multichannel operation is demonstrated by activating four channels si-
multaneously. During the first 500µs the SPI interface loads the stimulation settings for
each channel individually and subsequently a single ’trigger global’ command is given.
Channel 1 starts immediately (sync = 0), channel 2 and 3 start 1 ms later (sync = 1), while
channel 4 starts 2 ms later (sync = 2).

The detailed plots in Figure 7.16b show that the simultaneous multichannel opera-
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(a) (b)

Figure 7.14: Measurement results showing the power efficiency of the dynamic stimulator for various loads
and duty-cycles. In a) the dashed lines are the measurement results, while the solid lines are the simulation
results. In b) the power efficiency for a 500Ω load is depicted for various values of Vi n .

tion is working as expected: when two channels are active simultaneously, the pulses are
alternately injected in each channel. Moreover it is seen that two channels can be stim-
ulated simultaneously with opposite polarity, different pulsewidths and amplitudes.

The power efficiency of the system in multichannel mode is compared to a constant
current source with adaptive supply voltage. The first channel of the system is config-
ured with a biphasic stimulation pulse with δ = 0.4 through a load of Rload = 500Ω.
According to the measured average power in the load, this corresponds to an average
Ist i m = 6.9mA. Additional channels are connected with Rload = 200Ω. This degree of
impedance variation can be caused by variances in the thickness of encapsulation tissue
[116] and is not uncommon in clinical settings [120]. For each channel the same aver-
age Ist i m is used, which corresponds to δ = 0.15. The power efficiency of the proposed
system in this configuration is shown in Figure 7.17.

The equations from section 7.1.1 with ηsuppl y = 80% and Vcompl = 300mV are used to
determine the power efficiency of a realistic adaptive supply constant current stimulator
in this situation for various values of α. As can be seen from Figure 7.17, the system
proposed in this work outperforms the adaptive power supply stimulator when operated
using 2 or more channels. For low values of α this improvement can be as large as 200%.

7.4.4. PBS SOLUTION MEASUREMENTS

The response of the system connected to electrodes in a Phosphate Buffered Saline (PBS)
solution is measured. The platinum ring shaped electrodes with area 14 mm2 as dis-
cussed earlier are submerged in a PBS solution bath. For the stimulation settings it was
chosen to have δ = 0.15 and tst i m = 200µs. The resulting electrode voltage is shown in
Figure 7.18 and looks very similar to the result from the series RC model.
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(a) (b)

Figure 7.15: Measured biphasic stimulation waveform using tst i m = 200µs and δ= 0.17 over a load of Rl oad =
560Ω and Cdl = 1µF

7.4.5. DISCUSSION

The power efficiency of the system can be further improved, especially by reducing the
losses in D1 and M4 from the circuit in Figure 7.6. These devices could be combined in a
single transistor that is operated with bootstrapping, which will significantly reduce the
losses for low output voltages. Moreover, the power efficiency of the duty-cycle generator
can be improved by designing a more power efficient DAC topology.

The system currently still needs two external supplies: one low supply for the digital
control and one high supply for the HV switches. Future implementations can integrate
the required voltage converters. The power needed from Vdd ,h heavily depends on the
stimulation settings, but is generally relatively low, which makes it possible to integrate
a charge pump for this purpose.

The number of electrodes connected to the system in its current form cannot be in-
creased without penalties. Each additional electrode requires an additional switch M4 in
Figure 7.6, which increases the parasitic capacitance at this node, increasing the switch-
ing losses in the circuit. One possible way to overcome this is to design more sophisti-
cated switch array configurations that aim to minimize the capacitive load.

Another limitation of the designed prototype is that it currently is operated in open
loop: there is no control over the amount of injected charge, other than by controlling the
duty-cycle. Future implementations can benefit from including a feedback mechanism
that controls the charge delivered to the load and can compensate for variations in for
example Vi n and L.

One advantage of the proposed system that has not been addressed yet is that there is
no driver transistor that connects Vdd directly to the electrodes. Such a driver transistor
is found in current source based implementations and introduces a single fault failure
mode for the device: when this device is shorted, a large current will flow through the
electrodes. In the proposed system Vi n connects to the electrode via multiple switches
and hence this does not introduce a potential single fault failure mode.

It is likely that the proposed stimulation strategy can also be used for other kind of
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(a) (b)

Figure 7.16: Measurement results showing the multichannel operation of the system. In a) the programming
phase using SPI is shown for t < 0.5ms, while afterwards 4 independent channels are shown. In b) a detail is
given for channel 1 and channel 2/3.

excitable tissue, such as muscle tissue. However, there is more research needed towards
the effect of the high frequency current pulses on the tissue. In [63] the efficacy of this
type of stimulation was shown, but little is known about the losses in the tissue and (long
term) safety aspects. On the other hand it is interesting to see that the proposed stimu-
lation principle mimics the natural working principle of neurons: the synaptic receptors
continuously receive pulsating inputs that are integrated on the membrane surface of
the dendritic tree. The pulsed stimulation has a similar peaking waveform.

7.5. CONCLUSIONS
This chapter has presented the realization of a neural stimulator system that uses an un-
filtered dynamic supply to directly stimulate the target tissue. It is possible to operate the
system with multiple independent channels that connect to an arbitrary electrode con-
figuration, making the system well suited for current steering techniques. Furthermore,
comprehensive control was implemented using a dual clock configuration that allows
both autonomic tonic stimulation, as well as single shot stimulation. Each channel can
be configured individually with tailored stimulation parameters and multiple channels
can operate in a synchronized fashion.

The system is shown to be power efficient, especially when compared with state-
of-the-art constant current stimulators with an adaptive power supply that operate in
multichannel mode. Efficiency improvements up to 200% have been demonstrated.
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Figure 7.17: Measurement results showing the power efficiency of the multichannel operation of the system
(red lines). These results are compared with the calculated inefficiencies of a classical constant current system
with adaptive supply (black lines).

(a) (b)

Figure 7.18: Measured stimulation waveform for DBS electrodes submerged in a PBS solution bath.
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CONCLUSIONS

This thesis has taken a multidisciplinary approach for the design of neural stimulators.
Electrophysiological and electrochemical principles that govern the working principles
of FES were combined with electrical engineering aspects to introduce stimulation con-
cepts that differ from the traditional constant current/voltage approach and that offer
advantages in terms of efficiency and/or safety. In Chapter 2 it was shown that electri-
cal stimulation can be considered at three different levels: the electrode level, the tissue
level and the neuronal level.

In Chapter 3 the electrode level is considered in relation with the safety of neural
stimulation. The voltage over the electrode-tissue interface should be limited in order
to prevent harmful electrochemical reactions. There are various methods available to
prevent charge accumulation at the interface, such as biphasic charge balanced stim-
ulation, coupling capacitors and electrode shortening. This chapter first explored the
consequences of the use of coupling capacitors. It was found that, in contrast to what
most existing studies suggest, coupling capacitors do not improve the charge balancing
at the electrode interface. Furthermore they introduce an offset voltage that, depending
on the stimulation settings, might reach potentially dangerous levels. Therefore, special
attention should be paid to eliminate the risks of such an offset when the use of coupling
capacitors is required for other safety reasons.

Furthermore, this chapter has explored the use of a feedforward charge balancing
scheme that aims to bring the interface back to equilibrium after a stimulation cycle
by exclusively balancing the capacitive (reversible) currents. It was found that the cur-
rents through the electrodes in a saline solution are partially supported by irreversible
charge transfer processes, despite the fact that the stimulation intensities were well be-
low established reversible charge injection limits. One of the explanations for this is that
irreversible charge transfer mechanisms become apparent for interface voltages below
the limits established with cyclic voltammetry due to the pulsatile character of the stim-
ulation.

In Chapter 4 the tissue and neuronal level of neural stimulation is considered to ex-
plore the concept of high frequency duty-cycled stimulation. Using modeling that in-

111
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cluded the dynamic properties of both the tissue material as well as the axon membrane
it was found that high frequency stimulation signals can recruit neurons in a similar fash-
ion as classical constant current stimulation. The response of Purkinje cells due to stim-
ulation in the molecular layer was measured for both classical and switched-mode stim-
ulation. The measurements confirmed the modeling in showing that switched-mode
stimulation can induce neuronal activation and that both the duty cycle and the stim-
ulation voltage are effective ways to control the intensity of the stimulation. Care has
to be taken to avoid losses in the stimulation system that arise due to the use of a high
frequency stimulation signal.

In the second part of the thesis the gears are switched to the electrical implemen-
tation of neural stimulators. Two stimulator designs for two different applications are
presented.

The first stimulator design has focused on arbitrary stimulation waveforms, while
charge cancellation is guaranteed. An accurate scaled copy of the stimulation current
was generated in order to determine the charge contents of the stimulation signal. This
allows for arbitrary waveforms and asymmetrical biphasic stimulation while charge can-
cellation is maintained. This is a useful feature for experimental setups in which the user
wants full freedom over the stimulation pattern.

Both simulations and the discrete realization achieve a charge mismatch of several
percent, depending on the waveform settings. When combined with electrode shorten-
ing, the circuit can be applied in practice when the stimulation rate is low enough to
allow sufficient discharge during the shortening phase. A complete stimulation system
was engineered to be used in animal experiments for tinnitus treatment, in which the
electrical stimulation signal was combined with an auditory stimulation.

The second stimulator design implements the high-frequency duty-cycled stimula-
tion as introduced in Chapter 4. The system is realized using an unfiltered dynamic
supply that directly stimulates the target tissue. The focus in this design is on power
efficiency, a low number of external components and independent multiple channel op-
eration. All these requirements are important for implantable neural stimulators that
use current steering techniques, such as SCS, VNS or DBS applications.

The mixed-signal IC implementation features a complete stimulator system, includ-
ing comprehensive control that was implemented using a dual clock configuration that
allows both autonomic tonic stimulation, as well as single shot stimulation. Each chan-
nel can be configured individually with tailored stimulation parameters and multiple
channels can operate in a synchronized fashion. Each stimulation channel can connect
to an arbitrary electrode configuration, making the system well suited for current steer-
ing techniques.

The system is shown to be power efficient when compared with state-of-the-art con-
stant current stimulators with an adaptive power supply, especially when operated in
multichannel mode. Efficiency improvements up to 200% have been demonstrated. Fur-
thermore, the system uses an inductor as its only external component, improving the
level of integration with respect to existing stimulator systems that often need one or
more external capacitors.
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8.1. SCIENTIFIC CONTRIBUTIONS
One of the main scientific contributions in this thesis is the introduction of a fundamen-
tally different way to stimulate neural tissue. The concept of high-frequency switched-
mode stimulation completely abandons the classical (constant) current or voltage stim-
ulation and uses pulsed excitation. The capacitive properties of the axon membrane are
exploited in order to achieve neuronal recruitment, while the stimulator circuit can be
implemented efficiently. This approach requires knowledge of both the electrical as well
as the physiological field.

This high frequency stimulation strategy was implemented for the first time as part of
an integrated multichannel neural stimulator system. The system offers various unique
advantages as compared to existing stimulator systems in terms of power efficiency, in-
dependent multichannel operation, electrode configuration flexibility and number of
external components.

Another scientific contribution was made by proposing a feedforward stimulation
scheme that aims to return the electrode-tissue interface to equilibrium. Using this
scheme, the reversibility of the charge transfer processes during a stimulation cycle was
studied and it was found that it is likely that even for low stimulation intensities, part of
the current is supported by irreversible charge transfer processes. This is an important
finding because it is in contrast with the common assumption that no irreversible charge
transfer takes place when the stimulation intensity is limited to the reversible charge in-
jection limits.

Furthermore, this thesis investigated the consequences for using coupling capaci-
tors. Although the use of coupling capacitors is often necessary to guarantee safe opera-
tion under device failure conditions, it was found that they also introduce drawbacks: a
DC offset voltage is introduced over the electrode-tissue interface. Care has to be taken
to avoid this offset to become too large. Stimulation parameters should be limited and
the input impedance of circuitry that monitors the electrodes should be high enough to
prevent loading of the electrodes.

Finally the thesis has introduced a novel stimulation circuit to allow arbitrary wave-
form stimulation, while charge balancing is guaranteed. Charge monitoring is realized
by means of integrating a scaled copy of the stimulation current. A current integrator is
implemented that uses the time domain to realize a high dynamic range.

8.2. RECOMMENDATIONS
With the introduction of a fundamentally different stimulation paradigm, there is plenty
of room for further research. As was already pointed out in Chapters 4 and 7 there is
more research required in order to assess the safety of high-frequency stimulation. Ex-
isting studies that assessed the safety of neural stimulation always assumed constant
voltage or current stimulation and it is not known how these findings translate to the
high-frequency duty-cycled stimulation as proposed in this thesis.

It is noteworthy that based on the models of neurons, it is not expected to find ad-
ditional tissue damage with high-frequency stimulation. The capacitive nature of the
neuronal membrane is exhibiting its natural behavior by integrating the pulsed poten-
tial differences. This is similar to the integrating properties of the dendritic tree that
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receives pulsed inputs from the synapses.
Furthermore, it was found in Chapter 4 that for increasing frequency of the duty-

cycled signals, the intensity of the neural response decreases due to losses. It would
be interesting to find the exact origin of these losses and to quantify them. This could
give insight in which applications are more prone to these losses and are therefore less
suitable for high-frequency stimulation.

The implementation as presented in Chapter 7 can be improved from an electrical
point of view as well. By implementing better gate driver techniques, such as boot-
strapping, soft switching or segmented power stage (variable power transistor sizing),
the overall power efficiency could be improved significantly. Furthermore, the diodes
could be replaced by switches to reduce the conduction losses. Also, a solution can be
sought that aims to increase the number of channels connected to the circuit without
increasing the dynamic switching losses due to the increased parasitic capacitance.

The implementation discussed in Chapter 7 is close to the switched-current method-
ology presented in Chapter 4. It would be very interesting to investigate a switched-
voltage implementation as well. Such system can have a very simple topology: it just
requires a duty-cycled switch between the supply and the electrodes. This concept was
already introduced in [121] and simulations confirm a high power efficiency. However,
more work is needed to realize the concept and to verify the performance.

The findings concerning the reversibility of the charge transfer processes during neu-
ral stimulation conflict with the common consensus that platinum electrodes predom-
inantly use reversible charge transfer processes for sufficiently low stimulation intensi-
ties. The conclusions from Chapter 4 point in a different direction and therefore deserve
a more detailed investigation. A more in-depth electrochemical analysis is required as
to what causes the imbalance during the neural stimulation pattern. Also, the saline so-
lution models the electrochemical behavior of actual neural tissue in a limited fashion
and therefore it would be better to repeat the experiments either in vivo or using a more
sophisticated model for the neural tissue.
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