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Abstract

he ever-increasing energy demands of traditional computing platforms (CPU, GPU)

for large-scale deployment of Artificial Intelligence (Al) has spawned an exploration
for better alternatives to existing von-Neumann compute architectures. Computation In-
Memory (CIM) using emerging memory technologies such as Resistive Random Access Memory
(RRAM) provide an energy-efficient and scalable alternative for Deep Neural Networks (DNN)
applications. However, the benefits of CIM frameworks come at the cost of low DNN accuracy
due to non-idealities in RRAM devices. In this thesis we address the conductance variation
non-ideality in RRAM devices at an architectural level. We present two mapping schemes to
improve the accuracy of CIM-based DNNs in the presence of RRAM conductance variation.
Experimentation conducted with five datasets show that all proposed schemes provide up
to 5.4x accuracy improvement over state-of-the-art implementations, while inducing a 1.5%
area cost and up to 10% energy overhead. Based on accuracy-energy trade-off, the thesis
concludes the proposed Complementary Conductance Matrix (CCM) is the best candidate to
improve inference accuracy of neural networks on CIM hardware using RRAM. It reports an
accuracy improvement up to 5x with 1.52% area overhead and 9% energy overhead.
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CHAPTER

Introduction

This chapter introduces the thesis. Context and motivation for this research is first presented
from a computing and Artificial Intelligence (Al) perspective. This is followed by a detailed
discussion of the problem statement. Next, the thesis contributions are presented after which

the chapter concludes by outlining the organization of this thesis.

Conventional von-Neumann architectures suffer from the Memory Wall. Additionally,
limitations on Complementary Metal-Oxide Semiconductor (CMOS) transistor scaling and
high power leakage of CMOS charge-based memories and circuits has seen the emergence
of Computation In-Memory (CIM) architectures. CIM with Non-Volatile Memory (NVM)
technologies such as Resistive Random Access Memory (RRAM) present a scalable alternative

for Artificial Intelligence (Al) applications.

1.1 Computing and Al

The emergence of Artificial Intelligence (Al) and its reliance on large datasets as a critical
component across various sectors viz. genomics, robotics, medical predictions, self-driving,
financial analytics and recognition systems has exposed the limitations of von-Neumann

architectures.

B —_—,—S—S—S,—S,—,—,—,—,,,Y \ Control ALU  ALU
Processor

‘ Arithmetic
| v Logic Unit |
%M‘ijmf;ﬂf Control f

e —— | cPU GPU
(a) Traditional von-Nuemann Architecture (b) CPU vs GPU architecture

Figure 1.1: CPU and GPU based on traditional von-Nuemann architectures rely on data
communication between processing and memory units [1]
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e Memory Wall [14]: The diverging performance gap between the processor and memory
unit has resulted in idle processor cycles waiting for the memory to provide data. This

limited data bandwidth has also been termed as the von-Neumann bottleneck.
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Figure 1.2: Increasing performance gap between memory and processor over the decades has
resulted in a Memory wall, also known as the von-Neumann bottleneck.

e Power Wall: The increasing number of CMOS transistors on electronic chips (Moore's
Law) is not sustainable with current compute architectures since we have already reached
our power and cooling budget. Dynamic power (Pgynamic = A-C- de-f) has increased
due to stagnant Vg (supply voltage) scaling and increased clock frequency (f). Static
power leakage (Pstatic = lleakage - Vda) due to current leakage from sub-threshold and

gate oxide leakage is also a concern.

e CMOS scaling: CMOS scaling below 10nm has resulted in high static power loss, leakage
current, low yield and reliability [15]. Furthermore, this will not economically viable due

to the increasing cost of fabrication and testing
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(a) More transistors on chip along with (b) Dynamic power increases as Vg
increasing operational frequency has in- has stagnated with smaller technology
creased the required power budget. [16] nodes. [17]

Figure 1.3: Traditional CMOS computing architectures have already surpassed their power
and cooling budget resulting in the Power wall.



1.2. COMPUTATION IN-MEMORY (CIM) FOR Al WORKLOADS

Unconventional memory-centric compute architectures look to overcome the Memory Wall,
CMOS scaling limitations using Non-Volatile Memory (NVM). Computation In-Memory (CIM)

has emerged as a promising candidate for large-scale, efficient Al workloads [18-20].

1.2 Computation In-Memory (CIM) for Al workloads

CIM overcomes the von-Neumann bottleneck (data transfer between processor and memory)
by integrating Non-Volatile Memories (NVMs) that enable data storage and computation both
within the memory itself. CIM architectures replace digital operations such as multiplication and
addition with analog computation using the principles of Ohm's law and Kirchoff's current law.
In-Situ computation using NVMs allows CIM architectures to achieve higher energy-efficiency

compared to traditional computing platforms based on von-Neumann architectures [18-22].

CPU GPU 1 CIM

10,000,000.00
1,000,000.00
100,000.00
10,000.00
1,000.00
100.00
10.00

1.00
oo 0 R 5R FR 50 51 STl

L4 L5 L3 L5 Big LSTM-Vggl6 Vggl9
LSTM 2048

Normalized Energy
(lower is better

MLP Deep LSTM  Wide LSTM CNN

Figure 1.4: Demonstration of energy-efficient CIM architectures across different networks
such as Multi-Layer Perceptron (MLP), Long Short-Term Memory (LSTM) and Convolutional
Neural Network (CNN) [2]

Significant research interest in hardware for Al has seen a shift in focus from conventional
CMOS charge-based memories viz. Static Random Access Memory (SRAM), Dynamic Random
Access Memory (DRAM) and Flash, also known as Volatile-Memories (VMs). Scaling these
CMOS-VMs below 10nm has resulted in high static power leakage, low wafer yield and
reliability issues [15, 23, 24]. Hence, emerging memory technologies such as Non-Volatile
Memories (NVMs) are seen as a suitable alternative for modern Al tasks [25, 26]. NVMs,
also known as memristors, such as Spin-Transfer Torque Magnetic Random Access Memory
(STT-RAM) [27-29], Phase Change Memory (PCM) [12, 30] and Resistive Random Access
Memory (RRAM) [6, 24, 31-37] provide significant advantages such as zero static power
leakage, high cell density and long retention. Furthermore, NVMs can be easily integrated into
current CMOS manufacturing processes and only needs a minimal redesign of the memory
cell [20]. However, STT-RAM and PCM face significant scalability and design challenges,
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hence RRAM-based CIM architectures are seen as a better choice for large-scale crossbar

implementations for Al tasks.
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Figure 1.5: CIM-based architectures obtain reduced accuracy on classification tasks since
NVMs in the same crossbar array and programmed under identical conditions, achieve different
conductance states.

RRAM-based CIM architectures suffer from accuracy degradation due to various non-
idealities in RRAM devices. One of the prominent RRAM non-idealities is conductance
variation. It refers to the variation of conductance states across different RRAMs under
identical programming conditions across a crossbar array. In this thesis, we implement a
bias-mapped CIM Neural engine using RRAMs that achieves high accuracy by minimizing the

impact of variability using conductance mapping techniques.

1.3 Problem Statement

e Traditional von-Neumann compute architectures (CPUs/GPUs) have been integral to
the development and large-scale adoption of Al across a wide range of applications.
However, the memory wall and CMOS scaling and leakage limitations require us to move
beyond the von-Neumann computing paradigm. Memory-centric compute architectures

that reduce data transfer are a promising alternative.

e Resistive Random Access Memory (RRAM)-based Computation In-Memory (CIM) hard-
ware architectures provide an energy-efficient, low-latency parallel computing paradigm
that can be easily integrated into CMOQOS fabrication and manufacturing processes.
However, CIM-based neural networks suffer from degradation of accuracy owing to

RRAM non-idealities such as conductance variation.

e Innovative non-ideality mitigation techniques are required to ensure high neural network

accuracy on CIM architectures for Al applications.
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1.4 Contributions

This thesis presents novel techniques for mapping the trained neural network weights to
RRAM-based CIM architectures in order to improve the classification accuracy of neural

networks in the presence of conductance variations. The key contributions of this thesis are:

e Two Crossbar Conductance Mapping Schemes

We implement two conductance mapping schemes that leverage the asymmetry conduc-

tance variation profile of RRAM-based CIM frameworks.

1. Dynamic Scaling Column (DSC)
An extra column per weight is introduced into the crossbar array to dynamically
reduce the error during reconciliation of the partial outputs and consequently

minimizes the error in matrix operations.

2. Complementary Conductance Matrix (CCM)
To ensure low variability of RRAMs mapped onto a crossbar array, we use a
hardware-software co-optimization to extract a Gp,,x complement of the original
conductance matrix. This complementary matrix is mapped onto the crossbar

array through a differential weight representation to preserve and improve accuracy.

e Performance Evaluation of Mapping Schemes

A comprehensive evaluation of CCM and DSC compared to state-of-the-art mapping
techniques is performed. Across various datasets, we measure accuracy, energy and area
statistics to delineate the improvements achieved by the proposed schemes. Furthermore,
the analysis of the combined methodology (CCM + DSC) is compared to state-of-the-art

implementations.

Proposed Dynamic Scaling Column (DSC) presents an accuracy improvement up to 2.85x
by incurring a 1.53% area and 9.8% energy overhead whereas the proposed Complementary
Conductance Matrix (CCM) achieves an accuracy improvement up to 5x incurring 1.52% area
and 9% energy overhead. Based on trade-offs between accuracy and energy, CCM is the best
suited mapping technique for RRAM-based Neural Inference Engine on bias-mapped CIM

hardware.

1.5 Organization

The rest of the thesis is organized as follows:

e Chapter 2 provides a detailed background of concepts relevant to this thesis. We

discuss fundamentals of Neural Networks, CIM frameworks and NVMs. Further, we
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compare different NVM technologies to understand the motivation behind investigating
RRAM-based CIM architectures

e Chapter 3 discusses state-of-the-art works that implement mapping schemes to improve

accuracy. Analysis of key contributions and drawbacks of these works are presented

e Chapter 4 begins by outlining the implementation to realize mapping onto a CIM
crossbar array. It further explains the salient aspects of the proposed mapping schemes,

i.e. Dynamic Scaling Column (DSC) and Complementary Conductance Matrix (CCM).

e Chapter 5 presents the simulation setup, followed by discussion of the results and
analysis based on design metrics (accuracy, energy, area) for the RRAM-based Neural

Engine CIM classifier.

e Chapter 6 concludes the thesis by highlighting the trade-offs and making suggestions

for future work.



CHAPTER

Background

This chapter provides the background information required for this thesis. In Section 2.1, the
fundamental architecture and working of Deep Neural Networks (DNN) is explained. Further,
Section 2.2 outlines the Computation In-Memory (CIM) architecture. Section 2.3, an in-depth
analysis of Resistive Random Access Memory (RRAM) devices, concluding with a summary in
Section 2.4

2.1 Deep Neural Networks

This section provides a fundamental understanding of Deep Neural Networks (DNN). DNN
architectures viz. Fully Connected Networks (FCN), Long Short-Term Memory (LSTM) and
Convolutional Neural Network (CNN) consists of neurons that process digital information
(audio, video, text) to realize various large-scale real world implementations in Al tasks such
as genomics, recognition systems, self-driving, finance and robotics. However, for this thesis
we will consider Fully Connected Networks (FCN) architectures. Internal workings of Fully
Connected Networks (FCN) from a mathematical perspective are discussed and followed by

concepts of training and inference (with a CIM perspective).

2.1.1 Fully Connected Networks (FCN)

The Fully Connected Networks (FCN) learns to understand data by feeding it through multiple
layers of neurons. A schematic of a Fully Connected Networks (FCN) is presented in Figure 2.1.

In a FCN, all neurons have edges (weights) to all the activation outputs of the previous layer.

Input Layer —This layer receives the digital input. Data normalization and standard-
ization is performed before feeding the data (Matrix A=[A1,A2,As,...,Ay]) to the
subsequent layer (Layer L+1).

Hidden Layer —Neurons in the hidden layer receive the data along with the weight
(Matrix W = [W4, Wa, Wi, ..., Wpy]) of the data. Weights signify the importance of
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the data being processed in the neuron. In the neuron, input data is multiplied with
the weight and a external bias is added to the result. The weighted sum of resulting
values are processed by an activation function f. These values are fed into the next

layer. The primary operation of multiplying inputs and weights is called Vector Matrix
Multiplication (VMM)

B =f(W,_ gA+ bias) (2.1)

Output Classification Layer —The number of neurons in this layer depends on
the number of output classes defined/required for a specific DNN task. The output
is computed similar to the hidden unit: C = f( WBT_)CBJr bias). Various activation
functions, such as sigmoid, ReLU, tanh can be used for each layer. Finally, a softmax
used to ensure all outputs are normalized between (0, 1) to extract the probability
distribution of the prediction of the DNN.

Layer L+2 (Output

Layer L+1
LayerL v Classification Layer)

Dataset
Image

Weights (W)

Figure 2.1: Example of a Fully Connected Networks (FCN) where the dataset is fed into the
input layer, processed by the hidden layer of neurons and produces a classification distribution
at the output layer.

2.1.2 Training and Inference

Deep Neural Networks (DNN) operate in training and inference (validation, evaluation) mode.
Training of DNNSs is an iterative optimization problem where tunable parameters (neuron
weight, learning rate) are used to assist neural networks to learn from data. Training of DNNs
can be performed in a supervised or unsupervised manner. In supervised training, the neural
network requires the expected number of output classes for a given input. On the other
hand, unsupervised training expects the neural network to understand the data without any
external stimulus to assist the network in learning. A pitfall of DNN training is to ensure the

network extracts the feature representation (latent vector space) of the data without simply
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memorizing the dataset. This is known as overfitting and can be effectively mitigated through
data augmentation techniques (rotate, crop, blur). This thesis adopts a supervised training
method with data augmentation techniques.

Training involves three components:

Forward Pass — Data flows through the neurons till the output layer where the
prediction error is computed compared to the ground truth (Boolean value indicating
the ideal output).

Backward Propagation — This error is propagated backwards (backprop) through
the DNN to compute the gradients of weights and other parameters. This enables the

DNN to adjust the tunable parameters of the neuron to improve the next prediction.

Weight Update — Based on gradient values, learning rate, regularizer and other

parameters, the weight of the neuron is updated to improve the overall accuracy of the
DNN

During training, when the DNN completes a single cycle of these tasks, this is an epoch.
DNNs iteratively predict data through each epoch till it achieves a high classification accuracy
for a task. Next step is inference.

Inference on the DNN is performed on unseen data after the neural network is optimized
over the training data. The neurons are preset with the optimized weights extracted during
training and the DNN performs predictions on "in-the-wild" data. DNN prediction only
requires a forward pass to classify the data. Inference is less time and energy consuming

compared to training deep neural networks.

2.1.2.1 In-Situ (Online) and Ex-Situ (Offline) Training in CIM architectures

The iterative weight optimization method (Forward pass, backprop, weight update) of Deep
Neural Networks (DNN) implemented onto the crossbar array by mapping and updating
weights is known as In-Situ (Online training), i.e., the entire DNN training process runs
on-chip. However, CIM architectures are significantly limited in training DNNs. This is due to
their inefficiency in Floating-Point (FP) arithmetic computation, which is a critical aspect
during Back-Propagation to compute gradients to indicate adjustments required in the neuron.
As a consequence, inaccurate convergence for weights (and weight updates ) in the DNN
reduce accuracy.

For Ex-Situ (offline training), the training is done off-chip on traditional von-Neumann
architecture to extract the optimized weights. These optimized weights of the DNN are
mapped onto the crossbar array to perform inference. CIM is fundamentally suited for Fixed-

point (FXP) arithmetic required in forward pass. Since no weight updates are required during
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inference, CIM architectures present a scalable and efficient computing platform for DNN

inference engines.

2.2 Computation In-Memory

This section begins by outlining the fundamental advantage of Computation In-Memory (CIM)
architectures for Al workloads. Next, its inner workings from a computation perspective are

presented. Finally, training and inference is discussed within the context of CIM architectures.

2.2.1 Architecture

Computation In-Memory (CIM) is a promising compute architecture to overcome the Memory
wall faced by existing von-Neumann architectures and CMOS scaling and leakage issues .
CIM integrates processing within the memory core itself. This reduces the transfer of data
to perform computations. Computation is performed within the memory core. However, to
realize logic and arithmetic operations, extra circuitry is required. The computation current

output is produced in the peripheral circuit [40].

From Software to CIM Hardware
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Figure 2.2: Visualization of the mapping from a software implementation of the neural network
to a CIM based framework.

Vector Matrix Multiplication (VMM) for DNNs is realized on hardware through Multiply-
Accumulate (MAC) operations. The programmed conductance represent weights of the DNN.
At the intersection of each WordLine (WL) and BitLine (BL), RRAMs through Ohm's Law,

produce the product of an input voltage and the conductance.
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I=V-G

At the end of each BitLine (BL), the additional of currents through Kirchoff's current
law produce the partial current outputs. These currents are converted to digital data through
ADCs, shifted and summed to produce the result of the Vector Matrix Multiplication (VMM).

M
In=) (VixGin)
i

Using analog periphery such as Digital-to-Analog Converter (DAC) and Analog-to-Digital
Converter (ADC), CIM architectures can implement Vector Matrix Multiplication (VMM) [41].
Multiplication and addition operations are performed through Ohm's law and Kirchhoff's law
respectively. Additionally, CIM circuit designs require minimal resign of the memory array

since the design optimization focus is on CMOS based peripheral circuits [20].
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Figure 2.3: Schematic of the complete CIM architecture for VMM computation. Using Ohm's
Law and Kirchoff's Law, MAC operations are performed in the crossbar array and the result is
produced in the peripheral circuits

2.3 Non-Volatile Memories for CIM

As a consequence of the memory wall and CMOS scaling limitations, the research community
has looked towards revising requirements on cell density and energy consumption. This will
significantly reduce the cost of manufacturing and fabricating high performance computing

machines. Hence, existing memory technologies such as Static Random Access Memory
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CHAPTER 2. BACKGROUND

(SRAM), Dynamic Random Access Memory (DRAM) and Flash are getting out of favour for
data-centric applications. Conventional CMOS memories suffer from increased power leakage
and lithography scalability issues below 10nm. SRAMs provide fast random access but have
low density. DRAMs have higher density but slower than SRAMs. Flash memories suffer from
very high write cost to negate the high density compared to DRAMs.

This has seen a shift to Non-Volatile Memories (NVMs) that provide high cell density,
low power consumption and quick operation comparable to current processors. NVMs
are also referred to as memristors. Various memristors such as Resistive Random Access
Memory (RRAM), Spin-Transfer Torque Magnetic Random Access Memory (STT-RAM),
Phase Change Memory (PCM) etc. already exist [26, 42]. RRAMs are a scalable solution
for Deep Neural Networks (DNN) applications do not rely on thermal (PCM) or magnetic
(STT-RAM) programming of the memristor. This thesis deals with RRAMs.

2.3.1 RRAM Principles and Operation

RRAMs enable CIM architectures to perform DNN computation. It stores memory through a
non-linear conductive element. Leon Chua [43], in 1971, first hypothesized that there was a
missing non-linear circuit element to characterize the relationship between charge (g(t)) and

. : .M = 9
magnetic-flux-linkage (¢(t)): M= da(t)

which can also be represented as:

In 2008, Hewlett-Packard Labs demonstrated the memristor as a fundamental circuit

oltage charge
v q
Resistor Kemristor
dv = Rdi d¢l=qu§
current flu=
i @

Figure 2.4: The fourth missing fundamental circuit element —Memristor. It defines the
relationship between charge and magnetic flux linkage [3]

element.

Inductar
dib = Ldi

i

RRAMs have a distinct fingerprint that can be associated with their /-V hysteresis behav-
ior [44]. Figure 2.5 depicts the pinched -V hysteresis loop characteristic to memristors. This

12
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2.3. NON-VOLATILE MEMORIES FOR CIM

is also known as bipolar switching behaviour. This indicates that the switching direction [45].
This implies that the switching behaviour depends on the polarity of the voltage applied to
the RRAM device.

Pinched Hysteresis I-V loop

Transition to
SET

'VRESET /
® ® —
Low Conductance State / Vser

\
Transition to \

RESET \
b

Figure 2.5: Fingerprint of RRAM Memristors: A pinched /-V hysteresis loop depicting bipolar
switching behaviour

—Vkeser indicates the polarity and voltage needed to switch a memristor from High
Conductance State (HCS) to Low Conductance State (LCS). This is also known as the RESET
transition. Vset indicates the voltage required to switch a memristor from a Low Conductance
State (LCS) to a High Conductance State (HCS). This process is known as SET transition.

The stability of switching characteristics between conductance states depends on the
device physics and its stochastic behaviour. Ideally, memristors should store analog values at
a steady state but practically exhibit variable intermediate states (Multi-Level Cell/Operations
(MLC)). Programming the conductance states of a memristor is influenced by the magnitude
and duration (pulse) of the applied voltage. However, it is important to limit the current
(Compliance current: I.) or apply small voltages since the switching endurance of the device
degrades with applied voltage stimulus.

Resistive Random Access Memory (RRAM)s work and store data by modulating the
conductance across a solid-state dielectric (switching medium) material [6, 24, 31-37]. The
switching mechanism from LCS to HCS is the SET process and switching from HCS to LCS
is the RESET process. The switching mechanism is based on the formation/breakdown of
the conductive filament when a voltage is applied. However, to avoid permanent dielectric
breakdown resulting in Stuck-At Faults (SAF), a SET compliance current (/) is enforced.

In the SET process, dielectric breakdown occurs triggering oxygen ios to drift to the

bottom electrode through the electric field and discharged as a neutral non-lattice oxygen
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CHAPTER 2. BACKGROUND

ion. This results in an oxygen reservoir at the bottom electrode-oxide interface. When the
RRAM is in the HCS current flows in the bulk oxide through the Conductive Filament (CF).
In the RESET process, oxygen ions migrate to the bulk oxide to recombine with the oxygen
vacancies to return the RRAM to its original LCS state [4, 46].

Bit value ‘00’

Increasing Current

Gmax

Bit value ‘01’

Bit value ‘10’

Bit value ‘11’

Top Electrode

Top Electrode

Top Electrode

L X I

o® e
..--

oo
L X J

Top Electrode

Bottom Electrode

Bottom Electrode

Bottom Electrode

Bottom Electrode

Low Conductance
State 1 (LCS1)

LCS 2

High CS 1

High Conductance
State 2

Figure 2.6: Multi-Level Cell/Operations (MLC) exhibited by RRAMs. By successively applying
voltage pulses, we can programs specific conductance values to the device [4, 5]

The top electrode controls the diffusion of oxygen vacancies to form a conductive filament.
The conductivity is determined by the distance to the bottom electrode and distribution of
oxygen vacancies within the switching material. To read values from an RRAM, small bias
voltage is applied to the device to read out currents. Writing values to the RRAM device
involves a process called Closed-Loop programming [47—49]. This is an iterative process to
ensure the RRAM holds a steady conductance state of the desired programmed value. Hence in
order to program a value to an RRAM, successive voltage pulses are applied to the device and

read out to verify the state of the device. This method is also known as Program-Read-Verify.

However, this write mechanism enables programming to Intermediate Conductance States
(ICS). This is known as Multi-Level Cell/Operations (MLC) [33, 46]. This enables RRAMs
to store more than 1 bit of data. Figure 2.6 shows a 2 bit RRAM. By applying successive
voltage pulses, oxygen vacancy diffusion increases thereby increasing the current through the

Conductive Filament (CF). Researchers have demonstrated RRAMs up to 8 bit resolution.
RRAMs enable high cell density (4F?2), low operating voltage, zero power leakage and long

data retention and high switching endurance . Furthermore, RRAMs do not rely on thermal
(PCM) or magnetic (STT-RAM) programming of the memristor and hence is a scalable
solution for Deep Neural Networks (DNN) applications. This thesis adopts RRAM devices for
CIM.
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2.3. NON-VOLATILE MEMORIES FOR CIM

However on a device and circuit level, RRAM-based CIM architectures present some

challenges:
e Device Level Non-ldealities

— Conductance Drift: When RRAM store data over long periods of time without
being refreshed. A migration of oxygen ions over time occurs leading to decay of the
Conductive Filament (CF). This can be mitigated through closed-loop-programming

methods to maintain a desired steady state conductance value.

— High write cost: Since, closed-loop-programming (Program-Read-Verify) is an iter-
ative process, it induces a high cost when writing values to the RRAM. Furthermore,
frequent writes to the RRAM reduces the switching endurance of the device and
is more prone to Stuck-At Faults (SAF)

— Read-Disturb: When applying a small bias voltage to the RRAM to read out
current values, the voltage application perturbs the value held in the RRAM. This
reduces the reliability of the current output in the ADC units due to a reduced

sensing margin [50]
e Circuit Level Non-Idealities

— Sneak paths: They are alternative, undesirable current paths that interfere with
the required current measurement path. This results in incorrect reading of current
outputs and synaptic states [51-54]. Furthermore, magnitude of the sneak currents
depend on memristive conductance state. Methods such as read-biasing reduce

the severity of sneak paths. but primarily focused towards detection schemes.

— Wire Non-idealities: They originate from resistances based on thickness and length
of the wire which cause a dynamic IR drop and also induces higher electronmigration.
Furthermore, the length of the interconnect wires and size of the crossbar array

affect the magnitude of the parasitic influence of wire non idealities.

— Noise is a consequence of thermal properties of the RRAM when actively performing
computations [18, 20, 55]. A higher operating temperature (and ambient temper-
ature) increases the rate of oxygen vacancy diffusion. Implementing conductance

margins (offset) can cancel out RTN and ensure reliable operation.
Although various non-idealities and mitigation schemes on a device and circuit level have

been previously explored, a prominent non-ideality that significantly degrades neural network

accuracy is conductance variation.
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2.3.2 Conductance Variation

This variability is when multiple RRAM devices hold different conductance states under
identical programming conditions on the same crossbar array. These variabilities reduce neural

network accuracy for classification tasks. Conductance variabilities are caused due to:

e Cycle-to-Cycle (C2C) Variations —This is due to the stochastic (non-deterministic)
nature of the formation and breakdown of oxygen vacancies in the Conductive Filament
(CF). Furthermore, C2C variability is inversely proportional to the SET compliance
current (lec). However, increasing SET compliance current (/) results in a small
oxygen vacancy distribution at High Conductance State (HCS), since higher number of
defects in the Conductive Filament (CF) forms a well-defined conductive pathway. In
other words, due to random locations and defects in the conducting channel, defect

migration triggers at different activation energies.

e Device-to-Device (D2D) Variations —This variability originates from non-uniformities
in the fabrication and baking process resulting in varying thickness of switching material,
defects and surface roughness of metal electrodes. Inadequate control over defect
generation and Conductive Filament (CF) formation during SET processes, also known
as electroforming, enhances thee variabilities. Electroformation induced variations orig-
inate from current overshoot due to parasitic effects in the switching material. This
current overshoot can vary between devices and lead to undesirable defect generation.
Furthermore, when electrons are conducted through the metal, it interacts with Schot-
tky defects and fault-lines. This results in scattering. Since thermal energy produced
scattering since it imparts energy causing atoms to vibrate. Hence, higher working
temperatures also result in more scattering. Process variations also lead to varying
conductance range, retention and switching endurance. These aspects can reduce yield
as well as lead to Stuck-At Faults (SAF).

Researchers model the variations of RRAMs following a Gaussian distribution. Ggjp,; is
the final programmed conductance state into the RRAM. Gjgea is the desired conductance
state for a specific application/task. AG is a random variable that follows a Gaussian normal
distribution.

GFinal = Gideal + AG; where AG = N(u,0)

Prakash et. al. [6] characterized the variability for a fabricated 2 bit RRAM device.
Figure 2.7 depicts the conductance variations for each Intermediate Conductance States (ICS).
An asymmetry in the variation distribution is observed. Low Conductance States exhibit
a higher conductance variation (0/u) compared to High Conductance States. The lowest

conductance state has a conductance variation of 20% whereas the highest conductance state
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exhibits a variation of 2.4%. This asymmetric, non-linear distribution of variation across

conductance states implies that programming to HCS will reduce the impact of variabilities

on accuracy.

Digital Weight Conductance (Variability)
00, 01 Low Conductance States (High Variability)
10, 11 High Conductance States (Low Variability)

Table 2.1: Differentiating between Low and High Conductance states based on variability in
conductance states

300
100 cycles 2.4%
HCS2  spiuege—
100 ¢ HCs1
r == 3.2%
<
= 12.6%
=
Qo
5
o
Read@ 0.2V
1 1

LCS 100 250 500
Compliance current (A)

Figure 2.7: Observe the asymmetry in the conductance variation distribution over a 2 bit
RRAM device. High Conductance State (HCS) exhibit lower conductance variability whereas
LCS exhibit high variability in conductance [6]

It is important to leverage this variability to ensure that majority of RRAMs are mapped
to High Conductance State (HCS). Hence, we outline the difference between Low and High

Conductance States. This asymmetry is exploited to improve neural network accuracy on CIM
inference engines.

2.4 Summary

e Fully Connected Networks (FCN) implement forward pass and backward propagation

to assist neurons to learn classification tasks. Vector Matrix Multiplication (VMM) is
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the fundamental software computational operation. However on hardware, these are

performed through Multiply-Accumulate (MAC) operations.

e Computation In-Memory (CIM) architectures facilitate energy and latency efficient VMM
computation using traditional CMOS periphery (DAC & ADC).

e Memristors (NVM) are the fundamental devices that enable in-memory computation.
Owing to their long retention, zero power leakage, multi-level capability, Resistive
Random Access Memory (RRAM) devices are a promising candidate for scalable CIM

frameworks.

e Conductance variability (C2C and D2D) reduces neural network accuracy. We recognized
the asymmetry in conductance variability across low and high conductance states is an

important factor to consider when looking to improve neural network accuracy.
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Related Works

This chapter provides a detailed review of related works for conductance mapping implemen-
tations on CIM architectures. Section 3.1 discusses the emergence of bit-slicing methods to
map weights onto crossbar arrays. Next, Section 3.2 discusses works that look to extend
the dynamic range in crossbar arrays using differential weight implementations. Section 3.3
discusses other strategies to improve accuracy by mitigating non-idealities concluding with a

summary.

3.1 Bit Slicing CIM architectures

1-bit RRAM implementations require power-hungry periphery that would negate any energy
gains presented by CIM architectures. Hence, neural weight mapping techniques are needed
to reduce reliance on peripheral circuits. Considering the limited resolution of RRAMs to
represent neural network weights, Shaifee et. al. [7] proposed a bit-slicing technique to
decompose the weight bits into smaller bit slices. These bit sliced neural network weights can
then be mapped onto an RRAM.

The ISAAC architecture proposed by Shaifee et. al. uses a 2 bit resolution 1-RRAM
implementation to represent weights. It considers a 16 bit resolution for input voltages which
is fed through the DAC 1 bit per timestep and an 16 bit resolution for the network weights.
Additionally, they proposed a balanced bit slicing scheme and additional shift-add logic for
accumulation of scaled partial current outputs. In balanced bit slicing, the 16 bit weights are
mapped onto 8 RRAMs along the same WordLine (WL). This mapping mechanism can be
seen in Figure 3.1.

Furthermore, in order to ensure accurate computation of Vector Matrix Multiplication
(VMM) operations, they ensured to scale the currents based on the significance of the bit-slice.
This is done to ensure that the accumulated partial digital output accurately represents the
VMM computation.

Using Ohms Law and Kirchoff's law, the current output at the end of each BitLine (BL)
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Figure 3.1: Instance of CIM architecture depicting the balanced bit slicing scheme. Here the
8 bit weights are mapped to 4 RRAM devices across the BitLine (BL) [7]

represents a partial output. Hence, the final digital output is represented as:
Scaled Digital Output=64-(hL+Ah)+16-(h+Ah)+4-(B+AR)+1-(la+Aly) (3.1)

However, Shaifee et. al. do not consider any RRAM non-idealities when performing
experiments for the ISAAC framework using balanced bit-slicing schemes. Furthermore, no
evaluation of neural network accuracy is presented and discussed to ascertain its reproducibility
across various datasets. However, this research was critical to investigating the optimal
parameters for the peripheral circuit to facilitate VMM computation. Extending this work,
researchers [10, 56-58] have devised various bit-sliced CIM frameworks capable of implementing

neural networks for recognition tasks.

3.2 Differential weight representations for CIM

The limited accuracy of bit-sliced implementations asked for a higher flexbility for programming
conductances to achieve equivalent neural weight representation. Addionally, Bichler et. al. [12]
recognized that 10x more energy was needed to transition from LCS to the HCS compared to

transitioning from HCS to LCS. Hence, they proposed a differential weight representation as
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seen in Figure 3.2. A two-bit fixed point neural weight W,, , (m, n represents row and column
on crossbar array) is represented as a different in conductance between two RRAMs. G, and
G- denote the positive and negative conductance contribution respectively.

A weight of '2" (bit 10) at row 'm’ and column 'n" on the crossbar array is mapped as the
difference between the conductance bit value '10" (G. RRAM contribution) and conductance
bit value '00" (G- RRAM contribution). Hence, the cumulative conductance is the difference
between conductance of an RRAM for the positive contribution and RRAM conductance
accounting for negative contributions to the neural weight. This provides the benefit of a

higher dynamic representation for weight values.

Winn =G, —G. (3.2)

Sliced W,,,,, = G, —G_ Isrepresentedas 2, =2; —0_

Vv, R

6. =10 G_ =00
Digital Weight Mapping

2 =10 =10, — 00_

)

Figure 3.2: Depiction of differential weight representation using 2 RRAMs to represent neural
weights using cumulative conductance

However, this method induces a high write cost associated with closed-loop programming.
The contribution of differential implementations was extended by Gonugondla et. al. [48]
who investigated different methods to reduce the write cost and improve accuracy of writing
values to the crossbar array. Although their proposed approach lowers write cost by 5x - 10x,
they report low accuracy in the presence of non-idealities.

To further investigate the capabilities of differential weight mapping representation on
RRAMs, Burr et. al. [13] focused on exploring the positive conductance contribution (G+)
and the negative RRAM component (G_). They proposed the Alternating Bidirectional and
Fully Bidirectional weight programming methods. In the alternating scheme, either G, or G_
is programmed whereas in the fully bidirectional scheme, both G, and G_ are simultaneously

programmed to achieve the desired weight representation.
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Burr et. al. [13] investigated the effective range of the differential RRAM configuration
for programming weights. In the alternating bidirectional method, large weights are ignored
since one/both RRAMs are in HCS or LCS.

On the other hand, the fully bidirectional programming method is effective in ensuring
small conductances simultaneous programmed to G; and G_. This ensures a wider range for
weight representation. Joshi et. al. [59] implemented and validated the schemes, however
both Burr et. al. [13] and Joshi et. al. [59] did not account for variabilities.

Li et. al. [8] investigated weight representation while accounting for conductance variabili-
ties. They operated the CIM framework in Ex-Situ. During offline training, they downsampled
the datasets to 8x8 pixels to reduce the number of RRAMs mapped to low conductance
states. The main contribution by the researchers, was to tolerate conductance variability by
programming the RRAM devices using only SET operations. Since RESET operations are
expensive and more difficult control while performing conductance programming, only SET

operations are performed to achieve the desired conductance.

Programming with SET operations only

Present RRAM State | RESET Operation | Desired RRAM State
G=3(11) G=1(01)

: SET | Operati
Intermediate RRAM State I peration

G =0 (00)

Figure 3.3: Programming RRAMs only using SET operations [8]

However, the researchers [8] observed that majority RRAMs still end up being programmed
to low conductance (high variation) states. Furthermore, they assumed a narrow (small)
variation profile.

These state-of-the-art conductance mapping techniques do not effectively address variability

which significantly impacts Deep Neural Networks (DNN) accuracy.

3.3 Other relevant works

At a circuit and system level abstraction, significant research has been conducted to improve
accuracy. Methods such as redundant arrays [36] have been proposed to overcome device
failures on the crossbar array, but lead to unused resources.

An approach proposed by Jain et. al. [9] implements software (offline) retraining of neural

networks to improve accuracy. This enables them to improve inference accuracy up to 26%
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with 150 retraining iterations for ImageNet. The recognition inference accuracy saturates at
~65% . However, Jain et. al. [9] relies significantly on algorithmic compensations that induce

an area overhead and present CIM hardware design challenges.
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Figure 3.4: Software retraining improves inference accuracy but heavily relies on off-chip
frameworks that have a large area and energy footprint [9]

Kim et. al. [60] proposed a HW-SW optimization to account for variabilities. The authors
perform offline training with randomly generated weight defects to account for conductance
variability with crossbar array redundancies. They observed that intentionally introducing
random defects improves the robustness and accuracy of inference. However, this study only

focuses on Device-to-Device (D2D) variabilities.

3.4 Summary

State-of-the-art implementations of Deep Neural Networks (DNN) on CIM architectures have

been discussed. It is important to revisit common challenges that need to be further addressed.

e Bit-Sliced implementations [7, 10, 11, 56, 57] and Differential weight implementations [8,
12, 13] suffer from significant accuracy degradation across datasets. These conductance
mapping techniques fail to effectively address impact of variability. Although some works
address variabilities, they present high energy overheads and additional design challenges.

Furthermore, these works do not leverage the asymmetry in variability exhibited by
RRAMs.
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e Other mitigation schemes [9, 36, 60-62] primarily rely on software intervention to model
variabilities, retrain or prune networks to improve accuracy. However, they do not

effectively address conductance variability leading to inadequate inference accuracy.

In this thesis we address the low accuracy of DNN due to conductance variability through

mapping techniques that leverage the asymmetry in RRAM variability across conductance
states.
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Proposed Schemes

This chapter presents the proposed mapping schemes. First, Section 4.1 outlines the overall
implementation scheme to realize mapping implementations on CIM architectures. Next,
Section 4.2 explains the proposed Dynamic Scaling Column (DSC) method. Finally, in
Section 4.3, the proposed Complementary Conductance Matrix (CCM) is detailed concluding

with a summary in Section 4.4

As discussed in previous chapters, RRAM-based CIM neural network architectures present
a promising and scalable candidate for modern Al workloads. However, state-of-the-art
conductance mapping schemes do not effectively mitigate variabilities, which significantly
degrades inference accuracy.

We present conductance mapping schemes that leverage the asymmetric conductance
variation distribution to ensure that majority of the RRAM devices are mapped to states with

low variation (HCS) to improve accuracy.

4.1 Implementation Overview

Dataset Mapping trained
Off-Chip Neural AL . Classification
. neural weights to -
Pre-processing == Network r— r— Probability
o RRAM Inference .
Training Distribution

Engine

Our Contribution

Figure 4.1: Implementation overview to realize neural network computation on CIM architec-

tures.
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Figure 4.1 outlines the implementation to realize the computation of VMM on CIM architec-
tures. First, we preprocess and train the neural network off-chip to facilitate Floating-Point
(FP) arithmetic needed for accurate weight convergence. Next, these optimal weights are
extracted and converted to Fixed-point (FXP) representation. The input data is mapped
to voltages through the DAC and weights are mapped to conductances. The two mapping
proposals account for variability during inference. Finally, at the end of the forward-pass, the
inference task is complete and produces a confusion matrix that validates the accuracy of the

CIM neural network relative to the ground truth values.

4.2 Dynamic Scaling Column

The standard bit-slicing framework presented in ISAAC by Shaifee et. al. [7] is required for
practical implementations for weight representation owing to the limited RRAM resolution.
Furthermore, since partial current outputs need to be scaled according to bit-slice significance,
the error in current is also scaled during the accumulation of partial digital outputs. This

further reduces the accuracy of VMM operation performed in neural networks.
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Figure 4.2: Introducing an extra column per weight (word) along with computing a dynamic
scaling factor to suppress error of partial digital outputs
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Previously, from the standard bit-sliced architecture presented by Shaifee et. al. [7],
we observed the scaling of the current outputs to convert them to partial digital outputs.
This scaling also amplified the errors across each BitLine (BL) as seen in Equation 3.1:
Scaled Digital Output = (64-(h +Ah))+(16-(h+Ahk))+(4-(B+AL))+(1-(ls+Al))

In order to reduce this error we propose the Dynamic Scaling Column (DSC). This proposal
looks to suppress errors in the accumulation of partial current outputs by introducing an
extra column of RRAMs and computing the Dynamic Scaling Factor (DSF). The architectural
modification is shown in Figure 4.2. We introduce an extra column of RRAMs per neural
weight which is always programmed to bit '11" (least conductance variability). This reduces
the impact of Al.,. Next, we compute the optimal Dynamic Scaling Factor (DSF) to suppress
partial digital errors to ensure the output of the VMM is close to the expected output. The
effect of the Dynamic Scaling Column (DSC) can be represented mathematically as:

Suppressed Digital Output = Scaled Digital Output — (DSF - (Icor + Alcor)

This method reduces the computation error when accumulating the partial digital outputs.
In order to find the optimal Dynamic Scaling Factor (DSF), we implement Algorithm 1.

The algorithm to compute the Dynamic Scaling Factor (DSF) involves three steps.

Step 1: First we retrieve the original conductance matrix and track the number of low
mapped states per scaling factor as seen in Figure 4.3. This provides an indication regarding
the potential impact of the variability due to low mapped states on the final MAC operation.

N=1 N=2 N=3 N=4

MSB 2 MSB 20d[SB LSB Conductance matrix (G, .} | 00 | 00 11 01

Conductance matrix 00 00 11 01 01 00 10 11
(Spateie) 01 00 10 | 11 - Scaling x64 | x16 | x4 | x1
Scaling x64 x16 x4 x1 # Low mapped states (LMS) 2 2 0 1

Figure 4.3: Step 1 of proposed DSC: Tracking number of low mapped states (LMS)

Step 2: This involves computing the Dynamic Scaling Factor (DSF) based on the number
of low mapped states (LMS) as well as the corresponding scaling factor. It is important to
recognize that errors in current outputs due to variability will be much higher for RRAMs
programmed to LCS. Hence, we develop a heuristic to compute the ideal DSF based on which

scaling factor contribution contains the most low mapped states across the BitLine (BL).
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Algorithm 1 Computing Dynamic Scaling Factor (DSF)

Input: Gpatrix = Gu,n and |Gpatrixl = M- N > Original Conductance Matrix
Output: DSF and Gpsr = Gy n+1 > Dynamic Scaling Factor
Step 1
for G,atrix do
Z,’)lzl LMS — |Gpm p == LCS]| > Track low mapped states — LMS
end for
Step 2
if Z,,Nzl LMS < @ then
DSF =—-LSB > Condition 1

else if YV, LMS >=MN then
N
if X2 LMS<YN , LMS then
- n=7+1

DSF — 2" |SB > Condition 2A
N
v 2 _vN
elseif ¥°  LMS>= Zn:%u LMS then

DSF — - MSB > Condition 2B
end if
end if
Step 3
Gpsr — Gu.n + ((Gmaxp 1 - DSF) > Extra column scaled with DSF

e Condition 1: When the number of low mapped states is less than half the total elements
(not a sparse matrix) in the conductance matrix, we set the Dynamic Scaling Factor
(DSF) to a negative scaling corresponding to the LSB, i.e. —2°. This is mathematically

expressed below

N

Y LMS < ,DSF=-LSB

n=1

e Condition 2: When the number of low mapped states is greater than or equal to half
the number of elements in the conductance matrix (is a sparse matrix), we recognize
that majority RRAMs are mapped to LCS and hence will have a significant impact on
errors when accumulating current outputs.

M-N

N
Y LMS >=——
n=1 2
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4.2. DYNAMIC SCALING COLUMN

We analyze two situations to compute the DSF.

A: Based on the accumulation scaling factor, when the sum of the number of low
mapped states for MSB and 2"¢ MSB is less than the sum of the number of low
mapped states in 2"¢ LSB and LSB. For this condition, the DSF is set to the
negative scaling contribution corresponding to the 279 LSB, i.e. —2* This is

expressed in mathematical notation as below.

N
i LMS < % LMS;DSF = -2"1SB
n=1 n:%+1

B: When the sum of the number of low mapped states for MSB and 2"¢ MSB is
greater than or equal to the sum of the number of low mapped states in 2"¢ LSB
and LSB, we expect partial output errors to be maximum. Hence, we set the DSF
to the negative scaling contribution corresponding to MSB, i.e. —2°.
MSB and 2"¢ MSB is less than the sum of the number of low mapped states in
27d |LSB and LSB. This can be translated into a mathematical expression.

N
2 N
Y LMS>= ) LMS;DSF=-MSB

n=1 n:%+1

N=1 N=2 N=3 N4
Scaling x64 | x16 x4 | x1

# Low mapped states (LMS) | 2 2 0 1
\

1 1

Figure 4.4: Step 2 of proposed DSC: Compute Dynamic Scaling Factor (DSF) based on
scaling

Step 3: In this step, we introduce an extra column of '11" mapped RRAMs and scale the
bitline with the computed Dynamic Scaling Factor (DSF). Figure 4.5 shows how the Dynamic

Scaling Column (DSC) facilitates the suppression of errors during accumulation of partial

currents.
Conductance matrix (_mMatrix) 00 00 11 01 11
01 00 10 11 11
Scaling x64 x16 x4 x1 DSF = x(— 64)

Figure 4.5: Step 3 of proposed DSC: Add an extra column of RRAMs and scale them by the
Dynamic Scaling Factor (DSF).
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4.3 Complementary Conductance Matrix

The Complementary Conductance Matrix (CCM) proposal is a hardware-software co-optimization
that looks to preserve the original contents of the weight matrix, while also ensuring that
majority RRAMs are mapped to HCS. This will leverage the low variability in HCS and reduce
the errors produced in the Vector Matrix Multiplication (VMM) result. Figure 4.6 shows the

overview of realizing this proposed scheme.

Off-Chip Neural Analyze Fixed- conduhggizlgi‘latrix Classification
Network p—]  DOINt NEUral |r— pr—- Probability
.. . to RRAM Inference C .
Training weights . Distribution
Engine

Figure 4.6: Overview of steps involved to realize Complementary Conductance Matrix (CCM)
proposed scheme

Once the neural network has been trained offline, the optimal floating point weights are
converted to fixed point representation. Next, the neural weights are sliced using the standard
bit-slicing scheme. Since now there is prior knowledge of values that need to be programmed
to the RRAM, we analyze whether the majority of RRAMs will be mapped to low conductance
states. This implies that most neural weights are small. Based on this information, we extract
the Gpax-complement matrix to perform VMM using a differential weight representation. This
ensures that we preserve the original neural weight representation while ensuring majority of
the devices are mapped to high conductance states. This implementation can be realized in
the following manner.

Step 1: Once the optimal Floating-Point (FP) weights after Ex-Situ operation is converted
to Fixed-point (FXP) representation, the complementary matrix of the original conductance

matrix is extract. This is done by taking the bit slice complement of the G,,x, '11" state.

Complementary 00 | 10
Gy | 00 | 00 2N 01 | G

SMatrix | - | T EEE T | ™M — .

o1 | oo | 10 ‘ (Biffﬁ.) — TMatrix — Conductance matrix | 3p o1 | oo

(€G]

Figure 4.7: Step 1 in proposed CCM: Extract the Complementary Conductance Matrix (CCM).

Step 2: Using differential weight representation, we perform Vector Matrix Multiplication
(VMM) while preserving the weights represented in the original conductance matrix Gpjatrix-

1=V x [GMax - CGMatriX]
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11 (11 |11 |11
11 (11 |11 |11

00 |10
01 |00

Figure 4.8: Step 2 in proposed CCM: Map matrix on a differential crossbar

This ensures that majority RRAMs are mapped to HCS reducing the impact of variability
on VMM output.

4.4 Summary

This chapter introduces and discusses the proposed schemes to realize high accuracy Deep

Neural Networks (DNN) inference engines on CIM architectures.

e We propose two conductance mapping schemes that mitigate conductance variation
of RRAMs on CIM architectures for neural networks. We perform Ex-Situ training to
extract optimal neural weights. These weights are mapped onto the CIM framework to

perform DNN inference.

e Dynamic Scaling Column: We introduce an extra column of high '11" state RRAMs
to reduce the error when accumulation of partial current outputs at the end of each
BitLine (BL). The error due to the extra column is negligible since all RRAMs in the
extra column are programmed to High Conductance State (HCS), which exhibit low

variability.

e Complementary Conductance Matrix: The Gp,,x-complement of the original Fixed-
point (FXP) weight representation is extracted and mapped onto the crossbar array.
This minimizes the number of RRAMs mapped to Low Conductance State (LCS). Using
a differential mapping method, we preserve the original optimal Fixed-point (FXP)
weights, while reducing the Vector Matrix Multiplication (VMM) computation errors

due to variability.
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CHAPTER

Simulation Results

This chapter presents the results of the proposed mapping schemes. Section 5.1 begins by
detailing the datasets used and Section 5.2 outlines the software and hardware setup. We
go on to define the metrics that will be used to evaluate the performance of the proposed
methods in Section 5.3. Section 5.4 presents the accuracy for Dynamic Scaling Column (DSC),
Complementary Conductance Matrix (CCM) and the combined implementation compared to
state-of-the-art implementations. Further, we discuss the area and energy overheads induced
by the proposed methods and conclude by aggregating the observed results to evaluate

trade-offs in order to reach a design decision.

5.1 Datasets

All datasets are converted to 28x28 pixel gray-scale image, where each pixel value ranges from
0 to 255 indicating the brightness of the pixel. Furthermore, all datasets have 60,000 training
images and 10,000 test images.

MNIST [63]: The MNIST (Modified National Institue of Standards and Technology)

database contains hardwritten digits from 0 to 9.

Fashion MNIST (FMNIST) [64]: The Fashion-MNIST database is a catalogue created

by Zalando consisting of articles of clothing separated into 10 classes.

Kuzushiji MNIST (KMNIST) [65]: KMNIST is a drop in replacement for MNIST but

contains Japanese characters that require to be classified into 10 categories.

Rotated MNIST (MNIST-rotDIG): This flavor of the MNIST dataset involves imple-

menting small rotational perturbations to the original dataset.
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Extended MNIST (EMNIST) [66]: This dataset includes 10 balanced classes of digits,
uppercase and lowercase handwritten alphabets. This is a more challenging classification task
compared to MNIST.

5.2 Simulation Setup

5.2.1 Software Setup

Deep Neural Networks (DNN)s are implemented using an open-source Python library called
PyTorch [67]. This facilities rapid production of neural networks suited to prediction tasks.
PyTorch provides dataloader utilities to easily feed dataset to the DNN for training or inference.
This framework allows hyperparameters to be controlled to improve learning as well as helps
extract Floating-Point (FP) weights from a trained neural network as a tensor. Numpy is used
to perform the central VMM operation. The NumPy library in Python is used to perform bit
slicing and differential implementations. Finally, we implement element-wise multiplication

operations to produce the final result of the VMM.

Deep Learning Parameters
Network Fully Connected (FCN)
No. of hidden layers 2
Neurons 784 — 100 — 50 — 10
Learning Algorithm | Stochastic Gradient Descent
Learning Rate le-3
Training Software: Floating Point

Table 5.1: The deep learning network and parameters adopted for this thesis.

This thesis implements a Fully Connected Networks (FCN) with 2 hidden layers. The input
layer contains 784 neurons, the first hidden layer has 100 neurons, the second hidden layer
has 50 neurons. Finally, the output classification has 10 neurons to generate the confusion
matrix indicating the probability distribution of the neural network predictions. We perform
the training in software to obtain Floating-Point (FP) neural weights. The training uses
stochastic gradient descent (SGD) as the learning algorithm and a learning rate of 1e—3.

The software inference accuracy for various datasets is shown in Table 5.2.

Dataset Software inference accuracy
MNIST [63] 97%
Fashion-MNIST [64] 88%
K-MNIST [65] 88%
Rotated MNIST 97%
Extended-MNIST [66] 82%

Table 5.2: Software inference accuracy across five datasets
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5.2.2 Hardware Setup

The CIM architecture implemented in this thesis follows the fundamental framework provided
by Shaifee et. al. [7] in the ISAAC architecture. The crossbar array size is 128x128. For
inference, the inputs are 16 bit fixed point representations whereas the weights are 16 bit fixed
point values. We model the conductance variation according to the device characteristics
presented by Prakash et. al. [6]. Furthermore, we assume a HCS/LCS ratio of 20.

RRAM Crossbar Hardware Parameters
Crossbar Size 128 x 128
Inference Inputs: 16-bit fi>.<ed point
Weights: 16-bit fixed point
Max. Conductance Gpax 500 uS
Ideal Conductance Profile (uS) [0, 166.7, 333.3, 500]
Variation Profile (o /1) % [6] [20.5, 12.6, 3.2, 2.4]
Conductance On/Off Ratio 20

Table 5.3: The CIM setup inline with the implementation presented by Shaifee et. al. [7].

The energy and area footprint of the DNN inference engine is estimated based on the
ISAAC architecture [7].

Components | Energy (pJ) | Area (mm?)
Input Register 124 0.0021
Output Register 23 0.00078
RRAM (128x128) 240 0.0002
DAC 400 0.00017
ADC 1600 0.0096
Sample & Hold 0.00097 0.00004
Shift & Add 20 0.00024

Table 5.4: Energy and Area Consumption of an IMA CIM components derived from Shaifee et.
al. [7]

5.3 Performance Metrics

We use the following metrics to demonstrate the effectiveness of our contributions in this
thesis:

e Raw Accuracy (%): It is the accuracy achieved by traditional software implementa-
tions using CPUs and GPUs.

e Relative Accuracy (%): It is the ratio between the accuracy obtained on a fixed

point crossbar relative to the raw accuracy. It indicates the accuracy recovered by CIM
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hardware compared to software. Relative Accuracy:

Crossbar fixed point accuracy

1
Raw Accuracy x 100

e Energy (pJ): It is the estimated total on-chip IMA energy consumption of the CIM
inference engine while performing VMM computation.

e Area (mm?): This is the estimated IMA area consumption of the CIM inference engine
including peripheral circuits.

e Figure-Of-Merit (GOPs/W): Accuracy x Energy Efficiency, where energy efficiency
is expressed in giga operations per second per watt.

5.4 Simulation Results

5.4.1 Classification accuracy evaluation

5.4.1.1 Dynamic Scaling Column

Figure 5.1 shows the relative accuracy of the proposed Dynamic Scaling Column (DSC)
compared to bit-sliced and differential implementations across all datasets. An accuracy
improvement up to 2.85x is observed compared to bit-sliced implementations [7, 10, 11].
Additionally, across all datasets, an average of 30% accuracy improvement was obtained
compared to differential weight representations [8, 12, 13].

100 Lo Software Accuracy
85 88
81
80

60| M

40 I

20

54

53
asgm
. 41
I I I I 14 L

MNIST FMNIST KMNIST MNIST-rotDIG EMNIST

Relative Accuracy (%)

I P —_—
(<]

| I Il shafiee et.al[7] [ID Bichler et.al. [11] D [ Burr et.af [12] |:| 0L et.al. [13) I ll Proposed Dynamic Scaling Column

Figure 5.1: Relative accuracy comparison across five datasets for bit-sliced [7, 10, 11], differ-
ential [8, 12, 13] and the proposed Dynamic Scaling Column (DSC) mapping implementation.
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The extra column of RRAMs mapped to bit '11" state along with the heuristic computation
of the Dynamic Scaling Factor (DSF) reduces the error in accumulation of partial current
outputs. The variability due to the extra RRAMs is negligible since all devices are mapped to
High Conductance State (HCS). Suppression of errors is dynamic over different conductances

mapped onto the crossbar

5.4.1.2 Complementary Conductance Matrix

In the proposed Complementary Conductance Matrix (CCM), the original mapped weights
are manipulated to ensure majority RRAMs are programmed to a HCS. By taking the Gpax
complement of the original conductance matrix, Gpjasix, the complementary matrix is mapped
onto a differential crossbar array. Since HCS exhibit low conductance variability and majority

RRAMs are mapped to HCS, a significant improvement in accuracy is observed.

Software Accurac
100 bommmemmeee 98 o eiee________roMtware Accuracy
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I 69?OI
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60 i I 58 I
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MNIST FMNIST KMNIST MNIST-rotDIG EMNIST

Relative Accuracy (%)

’I Il Shafiee et.al [7] [I [ Bichler et.al. [11][| 0 Burr et.al [12] D OLi et.al [13] I ll Proposed Complementary Conductance Matrix

Figure 5.2: Relative accuracy comparison across five datasets for bit-sliced [7, 10, 11],
differential [8, 12, 13] and the proposed CCM mapping implementation.

The proposed Complementary Conductance Matrix (CCM) method reports up to 5x
accuracy improvement compared to bit-sliced implementations [7, 10, 11]. Across all datasets,
an average of 1.5x improvement in accuracy over differential implementations [8, 12, 13] is
obtained. Furthermore, this method does not induce any area or energy overhead compared
to differential implementations but uses 2x the number of RRAMs which can be attributed to
the differential weight representation of the proposed CCM on the crossbar array.

Complementary Conductance Matrix (CCM) obtains accuracy improvements since all
neural weights are biased towards High Conductance State (HCS). These states exhibit the

least conductance variation. This provides accurate weight representation while minimizing the
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impact of conductance variations. Furthermore, programming the positive contribution (G..)of
RRAMs only to HCS reduces the complexity of the write mechanism. Hence, implementing the

Complementary Conductance Matrix (CCM) provides significant benefits for neural networks.

5.4.1.3 Combined proposal - DSC & CCM

Combining the DSC and CCM proposals reports the best accuracy improvements. This
significantly outperforms all state-of-the-art techniques across all datasets. Comparing the
accuracy for E-MNIST (most difficult task), we observe an improvement of up to 5.43x
compared to bit-sliced [7, 10, 11] implementations. Furthermore, compared to differential

implementations [8, 12, 13], a 2.6x improvement in accuracy is recorded
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Figure 5.3: Relative accuracy comparison across five datasets for bit-sliced [7, 10, 11],
differential [8, 12, 13] and the combined methodology (proposed DSC + proposed CCM)

This can be attributed to the fact that the Dynamic Scaling Column (DSC) method
suppresses variability in partial outputs by scaling the '11" mapped RRAM column with the
Dynamic Scaling Factor (DSF). Additionally, by extracting the Complementary Conductance
Matrix (CCM), we reduce the number of RRAMs mapped to LCS. Hence, we reduce the
conductance variation across the crossbar array.

5.4.2 Performance Analysis with state-of-the-art

The bit-sliced implementation consumes 2408pJ of energy and 0.01313mm? of area per IMA.
This energy consumption is dominated by ADCs. The proposed methodologies induce a
minimal area overhead compared to the baseline bit-sliced implementation. The proposed

Dynamic Scaling Column (DSC) method induces a 1.53% overhead in area compared to
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bit-sliced implementation due to the extra column and differential weight implementation.
This area overhead of the extra column is negligible and regarding the periphery since ADC
resources are shared, the ADC will require more energy to complete the Multiply-Accumulate
(MAC) operations. Furthermore, since DSC uses differential weight representation [8, 12, 13],
compared to bit-sliced implementations (baseline) [7, 10, 11], double the number of RRAMs
are used. However, RRAMs do not significantly contribute to the overall area consumption of
the chip.

The Complementary Conductance Matrix (CCM) method induces no area overhead relative
to differential implementations since only RRAM mapped values are manipulated but incurs a
1.52% area overhead compared to bit-sliced implementations (baseline). The combined pro-

2 compared to bit-sliced implementations

posal increases the on-chip footprint by 2.02:10~*mm
due to the extra column of RRAMs and the differential weight representation [8, 12, 13].

In DSC, we observe a 9.8% increase in on-chip energy due to its differential implementation
and ADC sharing resources to facilitate the extra column compared to bit-sliced implementa-
tions. CCM uses same energy as differential representations and so incurs a 9% cost compared
to standard bit-sliced implementations. Finally, with respect to energy consumption of the
combined method, since architecture of RRAM and ADC elements are similar it consumes
on-chip energy equivalent to Dynamic Scaling Column (DSC) proposed implementation.

We collate all the results presented on accuracy, energy, area and figure-of-merit. The
proposed Dynamic Scaling Column (DSC), Complementary Conductance Matrix (CCM) and
combined method significantly outperform all state-of-the-art mapping implementations across
all datsets. The least improvement is seen across the simple MNIST dataset since state-
of-the-art bit-sliced and differential implementations are already capable of competing with
traditional software accuracy. However, towards the more difficult dataset, Extended-MNIST,

the largest accuracy gains compared to state-of-the-art is observed.

Software Raw Relative Accuracy Area Energy Figure-of-
Accuracy (%) (%) (mm?) ) Merit

MNIST EMNIST | MNIST EMNIST (GoPs/W)
Standard Bit-Sliced Representation [7, 9, 10] 64% 14% 0.01313 2408 48.8
Differential Representation [11, 12, 13] 88% 30% +1.52% +9% 131.1
Dynamic Scaling Column (DSC) 9% | 82% 93% 54% +1.53% +9.8% 171.4
Complementary Conductance Matrix (CCM) 98% 84% +1.52% +9% 266.4
Combined: DSC + CCM 98% 90% +1.53% +9.8% 285.7

Figure 5.4: Holistic perspective of Bit-Sliced [7, 10, 11], differential [8, 12, 13], proposed
DSC, CCM and combined method. CCM uses 1.52% more area and 9% energy compared to
the standard bit-sliced representation

Although the DSC method improves accuracy up to 2.85x, the low accuracy in difficult
tasks reduce the viability of this solution. On the other hand, the CCM proposal improves

accuracy by 5x on the E-MNIST dataset compared to bit-sliced implementations but only incurs
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an area overhead of 1.52% and energy cost of 9% compared to bit-sliced implementations.
Moreover, it is important to note that CCM does not incur any cost compared to differential
implementations. Finally, the combined proposal reports an accuracy improvement of up to
5.4x but incurs a 9.8% energy overhead and 1.53% area overhead compared to bit-sliced
implementations 7% on the E-MNIST dataset.

Looking at the trade-offs presented by the implementations, the proposed Complementary
Conductance Matrix (CCM) mapping method is the most viable candidate for large scale CIM
architectures for DNN inference engines.
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CHAPTER

Conclusion

This chapter concludes this thesis. The work presented in this thesis is summarized. Lastly,

we make recommendations for future research.

Conclusion

In this thesis, two conductance mapping schemes leveraging RRAM variability are proposed
targeting a high accuracy bias-mapped CIM Deep Neural Networks (DNN) inference engine.
RRAMs suffer from Cycle-to-Cycle (C2C) and Device-to-Device (D2D) variations that sig-
nificantly degrade accuracy of neural networks. State-of-the-art bit-sliced and differential
weight representation, enabled neural weight mapping on CIM frameworks however they lack
focus on the impact of variabilities on accuracy. RRAM exhibit an asymmetric variability
profile. High Conductance State (HCS) exhibit low variability. To reduce the error in VMM
computation, it is important to leverage this low variability in order to minimize number of
RRAM devices mapped to Low Conductance State (LCS). These observations motivated the

proposed mapping schemes.

The Dynamic Scaling Column (DSC) suppresses accumulation errors during partial output
computation. Across all datasets, DSC obtains accuracy improvements of up to 2.85x incurring
a 1.54% area cost and a 9.8% energy overhead compared to (baseline) bit-sliced implemen-
tations. The Complementary Conductance Matrix (CCM) extract the Gp,ax complement to
ensure majority of the RRAMs are mapped to High Conductance State (HCS). CCM reports a
5x accuracy improvement incurring a 1.52% area cost and 9% energy overhead compared to
bit-sliced implementations. However, with respect to differential implementations, an accuracy
improvement of up to 2.36x is achieved at no area or energy cost.

Overall, the proposed schemes improved accuracy significantly across all datasets with
a negligible overhead. However, based on accuracy-energy trade-offs, CCM is the preferred
conductance mapping scheme to implement in RRAM-based CIM inference engine architectures
for Deep Neural Networks (DNN).

41



CHAPTER 6. CONCLUSION

Future Work

The thesis presents suggestions that can be adopted in future research:

e Non-idealities from a device, architecture and system level affect performance of
neural network applications. CIM frameworks should integrate these non-idealities and
define relationships across all levels. These frameworks will provide a more realistic

perspective of CIM architectures

e Binary Neural Network implementations on CIM crossbar array. This can enable
on-chip training and since neural weights are bounded, weight updates can be performed.
Accuracy on easy datasets such as MNIST have been demonstrated. However, more
complicate classification tasks are needed to investigate its true potential for real-world

implementations.
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