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Summary 
Preoperative planning has become standard of care in complex orthopedic procedures. Procedural 

accuracy is crucial for effectively executing the plan. However, quantitatively evaluating whether the 

preoperative plan is successfully performed remains a challenge due to the lack of a standardized 

measure. Many studies have examined the deviations between the 3D planned and achieved planes 

using surgical saw blades. However, the various methods used to quantify these deviations make it 

difficult to compare results across studies. 

First, a scoping review was conducted to systematically examine the various methods used to define 

achieved planes and quantify linear and angular deviations between the planned and achieved planes. 

This review identified promising methods for standardization. Second, a research protocol was written 

to obtain ethical approval from the ethics committee to execute our study. Last, the identified 

promising methods were applied to our dataset, and the procedural accuracy of the resected bone 

was evaluated relative to the preoperative planning.  

To our knowledge, this is the first study to compare different methods for assessing procedural 

accuracy in orthopedic surgery. Our findings indicate that the point cloud method appears to be a 

good alternative to the mesh method for identifying the achieved plane. Furthermore, the average 

outcome measures observed in this study provide a useful baseline for assessing procedural accuracy 

in complex orthopaedic procedures using 3D planning and computer assisted surgery (CAS).  
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List of Abbreviations 

 
Abbreviation Meaning 

SM Surgical margin 
ESM Error surgical margin  
L Location accuracy  
F Flatness 
3D Three-dimensional 
CT Computed tomography 
MRI Magnetic resonance imaging 
PSI Patient-specific instrument 
CAS Computer-assisted surgery 
SLS Selective laser Sintering 
COG Center of gravity 
2D Two-dimensional 
TKA Total knee arthroplasty 
ICP Iterative Closest Point  
SVD Singular value decomposition 
mm Millimeters  
PCA Principal component analysis 
CI Confidence interval 
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Figure 2: Red indicates the achieved plane. Blue represents 
the two parallel planes. Flatness (F) is defined as the 
minimum distance (mm) between the two planes.  

Definitions 

 
Osteotomy     Planned/performed cutting plane in bone (Fig. 1) 
Achieved plane    Cutting plane achieved after surgical resection (Fig. 1) 
Planned plane     Cutting plane planned preoperatively using 3D imaging  

(Fig. 1) 
Deviations within achieved plane Local variations within the achieved plane. Only applicable if 

the cutting plane is uneven 
Linear deviation  The distance (in mm) between the achieved and planned 

planes 
Angular deviation The angle (in degrees) between the achieved and planned 

planes 
Surgical margin (SM) The minimum distance (mm) between the planned or  

achieved plane and the boundary of the tumor (Fig. 1A) 
Error surgical margin (ESM) The difference (mm) between SM and the desired safe 

margin: negative for closer to tumor than planned (R1,R2), 
positive for a conservative resection (R0), and zero for 
matching exactly the planned plane 

Kerf  The loss of bone material that arises during an osteotomy (Fig 
1B.) 

 
Parameters in accordance with the ISO 1101 standard - Geometrical product specifications (GPS) 
 
Location accuracy (L) The maximum distance (mm) between the achieved and the 

planned plane (Fig. 1A) 
Flatness parameter (F) The minimum distance (in mm) between two parallel planes 

that include the achieved plane (Fig 2.) 
 
Parameters in accordance with the ISO 5725 standard - Accuracy (trueness and precision) of    
measurement methods and results) 
 
Precision     The degree of variability in the resection cuts 
Accuracy  The linear and angular deviation of the achieved plane from 

the preoperatively planned plane.  
 

 

 

 

 

 

 

 

 

Figure 1: Resection osteotomy. Black indicates the achieved plane. 
Green represents the planned  plane. (A) Location (L) and surgical 
margin (SM) parameters are used to evaluate the achieved plane. (B) 
Definition of kerf. The thick blue line shows the kerf, which is the 
bone loss that arises during an osteotomy. Red dotted line is the 
measured plane. 

 

A B 



11 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

[This page intentionally left blank] 



12 
 

I  

 

TM Literature Study 
  



13 
 

Outcome measures to quantify the 
differences between planned and 
achieved osteotomy planes in 
computer-assisted surgery:  a scoping 
review 

Abstract 
BACKGROUND: Preoperative planning has become standard of care in complex orthopedic 

procedures, demonstrating significant value in joint preserving resections and  complex 

reconstruction cases. This planning process requires three-dimensional (3D) imaging, usually 

computed tomography (CT), sometimes combined with magnetic resonance imaging (MRI), to create 

a 3D bone model. This enables the surgeon to visualize the anatomy in 3D and virtually plan the 

procedure. The 3D model can then be used preoperatively by creating patient-specific instruments 

(PSIs) or using computer-assisted surgery (CAS). Procedural accuracy is crucial for effectively executing 

the plan. However, quantitatively evaluating whether the preoperative plan is successfully performed 

remains a challenge due to the lack of a standardized measure. Many studies have examined the 

deviations between the 3D planned planes and the achieved planes achieved using surgical saw 

blades. However, the various methods used to quantify these deviations make it difficult to compare 

results across studies. 

OBJECTIVE: The present study undertakes a scoping review of research on the determination of linear 

and/or angular deviations between the achieved and planned planes in bone (tumor) resections, 

aiming to establish a more standardized approach for evaluating procedural accuracy.   

DESIGN: Online databases were searched to identify papers published up to 2024, resulting in the 

selection of 36 publications that used quantitative outcome measures. 

RESULTS:  The majority of publications reported distance (error) as linear outcome measure (63%) and 

angle (error) as angular outcome measure (75%). In studies with an oncological focus, the majority 

reported distance (error) as linear outcome measure (63%) as well, while roll-pitch-yaw angles and 

angle (error) are used equally as angular outcome measures. Distance (error) outcome measures, 

including the mean distance between points, and the mean and median distance between center of 

gravity (COG), as well as cutting accuracy outcome measures, including surgical margin (errors) and 

flatness have the most potential based on established parameters. Mean angle (error) outcome 

measures, including angle between normal vectors of the achieved and planned plane, and roll, pitch 

and yaw angles have the most potential based on the same parameters. The most promising linear 

and angular outcome measures in oncological studies include the mean distance between achieved 

and planned planes using points, surgical margin (error), and roll-pitch-yaw angles. 
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CONCLUSIONS: There is a lack of standardized methods and outcome measures in research on cutting 

planes. This study presents a proposal for standardization. Future research should determine which 

method and outcome measures are the most suitable for standardization. 

KEYWORDS: bone resection, computer-assisted surgery, linear deviation, angular deviation, cutting 

plane, surgical accuracy, systematic 

1.0 Introduction 
Conventional preoperative planning methods use two-dimensional (2D) images obtained from 

radiography, CT, MRI or ultrasound to plan the cutting plane (1). Advances in CT imaging now allows 

for three-dimensional (3D) image reconstruction through volume rendering (1), providing a more 

comprehensive understanding of the patient’s anatomy. Despite these advancements, the gold 

standard in presurgical planning remains the visualization of 2D images. However, in complex 

orthopedic procedures that require higher precision, such as multiplanar osteotomies and complex 

tumor resections, 3D reconstructed bone models are used (2-4). These models are derived 

from  computed tomography (CT), sometimes combined with magnetic resonance imaging (MRI) and 

enables the surgeon to visualize the anatomy in 3D and virtually plan the procedure (1-4). This 3D 

model can then be used preoperatively to develop a patient specific instrument (PSI) or a computer-

assisted surgery (CAS) plan for navigation purposes. Similar practices are in use in orthognathic surgery 

planning (3). Several techniques are described to perform these plannings, including navigation 

systems and PSIs (5, 6). 

In the early 1990s the first-generation navigation systems were introduced, enabling real-time 

tracking of instruments using preoperative imaging (3, 4). Initially used in neurosurgery, these systems 

are now in standard practice in various surgical specialties, including otolaryngology, 

craniomaxillofacial surgery, and orthopedics (4). PSIs were developed as an alternative to navigation 

systems. The concept began in the early 2000s with total knee arthroplasty (TKA) (5). Nowadays, PSIs 

are also used in bone tumor resections, correction osteotomies and other orthopedic procedures  (6).  

Similar results have been reported for surgical navigation and PSIs (7). Both technologies have 
advantages compared to conventional methods, including reduced surgical time, exposure and blood 
loss, as well as improved accuracy, resulting in better surgical margins and patient outcomes (7-9).  

However, each technology has advantages and disadvantages which are summarized in Table 1. One 

advantage of navigation systems include their availability on short notice (7).  In contrast, PSIs require 

significant time and resources for preoperative planning and the fabrication of guides PSIs, on the 

other hand, are vulnerable to intraoperative errors, due to inadequate bone surface preparation and 

guide placement errors, which cannot be detected in real-time unless navigation is used alongside PSIs 

(7, 10). Furthermore, navigation systems typically require less soft tissue dissection (10). A 

disadvantage of PSIs is the need for anatomical landmarks to ensure proper positioning, which is 

crucial for the accuracy of the surgical steps (11). This can be particularly challenging in cases such as 

diaphyseal localization. In these cases, adequate support from the diaphysis to the metaphysis is 

required to prevent positioning errors along the length axis. 

In contrast to navigation, PSIs have the advantage to guide the surgical saw blade along a 

predetermined resection path (10). Therefore, PSIs may be superior in resection precision to 
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navigation in bone tumor resections (10). This is particularly beneficial for geometric and multiplanar 

osteotomies, as more host bone is preserved for reconstruction, and a better limb function has been 

reported (10, 12). Other advantages of PSIs compared to navigation systems include reduced 

intraoperative time (7, 13), lower radiation exposure and the fact that there is no need to invest in an 

expensive navigation system. PSIs are more cost-effective, as it is an accessible technology with a 

minimal learning curve  (7, 13).  

Quantitatively evaluating whether the preoperative plan is successfully performed remains a 

challenge due to the lack of standardized measurements. Many studies have investigated the 

deviations between the 3D planned planes and the achieved planes achieved  (2, 14-48). However, 

there are various methods used to quantify these deviations, making it more difficult to compare 

studies with each other. Therefore, the purpose of this review is to summarize the methodologies 

used to describe the achieved plane, and the associated linear and angular outcome measures, in 

order to investigate the best suitable approach for evaluating the procedural accuracy of resected 

bone compared to the preoperative plan.  

In this review, studies with an oncological focus are discussed separately, as the postoperative 

accuracy of the preoperative plan has a greater clinical impact compared to studies on correction 

osteotomies, which may result in different methodologies and outcome measures.   

For simplicity, CAS and/or PSI will be used as the overarching terms to refer to computer-generated 

3D modeling, navigation, and PSIs in this review.  

Table 1: Advantages and disadvantages of navigation systems and patient-specific instruments. 

 Navigation systems Patient-specific instruments  

 Available on short notice Increased preoperative time and resources 
 Ability to make intraoperative 

adjustments 
Limited ability to make intraoperative 
adjustments 

 Less soft tissue dissection, resulting in 
smaller incisions  

Intraoperative errors including bone surface 
preparation and guide placement errors 

 Increased surgical time Reduced surgical time 
 Steep learning curve  Minimal learning curve  
 Costs  Accessible technology 
 More radiation exposure Lower radiation exposure  

 

2.0 Materials and Methods 
A systematic literature search was performed on November 20, 2024, following the Preferred 

Reporting Items for Systematic Reviews and Meta-Analysis (PRISMA) guidelines (49). Six databases 

were searched for relevant studies: PubMed, EMBASE, Web of Science, Cochrane library, Emcare and 

Academic Search Premier. The search strategies were drafted by an experienced librarian J.W.S. and 

further refined through team discussion. The final search strategy for the PubMed database can be 

found in Appendix A. The final search results were exported into EndNote, and duplicates were 

removed by J.W.S.  

Studies describing correction osteotomies or bone tumor resections were both included and initially 

considered together. The inclusion criteria were studies that evaluated the difference between the 

achieved and planned plane using CAS in bone, and they needed to report quantitative outcome 
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measures. Only studies published in English or Dutch were considered. Articles determining total 

reconstruction or navigation accuracy were excluded. Other exclusion criteria included the use of 

modalities other than CT and MRI, and grey literature. The in- and exclusion criteria can be found in 

Table 2.  One reviewer (M.K) reviewed all articles found in the search based on title and abstract. A 

second review of full-text articles was performed when the abstract was unclear.  

The included studies were screened on their study characteristics. Furthermore, the methodology to 

determine the achieved plane was extracted, as well as the description of deviations within the 

achieved plane and the deviations between the achieved and planned plane (e.g. linear and angular 

outcome measures). For 3D methods, registration between preoperative plan and postoperative 

result is required before comparisons between the achieved and planned planes can be made and 

quantified. However, the specific registration methods were not described in this study. Subsequently, 

a subjective scoring system for evaluating papers based on grounding criteria was developed to 

compare different methodologies using key parameters. These parameters, identified and scored in 

consultation with an orthopedic surgeon and a biomechanical engineer, include complexity, 

implementation, accuracy, precision, and local variations. Complexity refers to the ease of 

understanding of the methodology for non-technicians. Implementation addresses the feasibility of 

integrating the methodology from both clinical and theoretical perspectives. Accuracy and precision 

are defined in accordance with the ISO 5725 standard (50),  and local variations refers to the ability to 

describe complex, uneven planes.  

No quality assessment was performed, as our interest was on the outcome measures describing 

differences between achieved and planned planes, making the quality of the article less significant.  

Table 2: In- and exclusion criteria for the scoping review 

Inclusion criteria Exclusion criteria 

- Quantification of cutting planes 
- Skeletal system 
- Available in English or Dutch 
- Quantitative outcome measures  

- Total reconstruction accuracy 
- Navigation accuracy 
- Imaging of other modalities than CT or MRI 
- Grey literature 

3.0 Results  
The systematic search initially identified 339 records, of which 186 were duplicates. Additionally, one 

study was identified through snowballing, resulting in a total of 154 records. After screening titles and 

abstracts, 50 studies were excluded. Following a full-text review, 68 articles were excluded, leaving 36 

studies eligible for inclusion in this review. Among these, 19 studies have an oncological focus, see 

Figure 3.  
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Figure 3: Overview of systematic search, resulting in 36 included articles. 

3.1 Study characteristics 
Study characteristics include type of study (clinical, sawbones, cadaver or animal), scanned subject 

(patient or resection specimen), and type of pre- and postoperative scan. 

Seventeen studies are clinical (2, 15, 16, 21, 23-27, 29, 31, 37, 38, 43, 44, 46, 47), twelve are sawbones 

(18, 19, 28, 32-36, 39, 42, 45, 48), five are cadaveric (14, 17, 22, 30, 40) and two are animal studies 

(20, 41). Nine studies scan resection specimens postoperative (2, 20, 30, 31, 38, 45-48), while the 

others scan patients.  

Six studies use combined CT and MRI scans (2, 25, 27, 31, 38, 46), one study uses a preoperative high-

resolution laser scan (28), and the remaining studies use only preoperative CT scans. Thirty-one 

studies use a postoperative CT scan (14-18, 21-27, 29-45, 47, 48), one uses a postoperative high 

resolution laser scan (28), one study uses a postoperative MRI scan (2), one study does not describe 

the imaging method (19), and the remaining two studies do not use a postoperative scan, because 

they determine the outcome measures intraoperatively from the resection specimen (20, 46). For an 

overview see Table 3. For a complete overview, refer to Table 12 in Appendix B and Table 13 in 

Appendix C. The latter specifically outlines the study characteristics for studies with an oncological 

focus. 
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Table 3: Overview of the study characteristics  

First author and year Type of study Scanned subject Preoperative 
scan 

Postoperative 
scan 

Qu, 2015 clinical patient CT CT 
Otsuki, 2013 clinical patient CT CT 
Brouwer de Koning, 
2021 

clinical patient CT CT 

De Stavola, 2022 clinical patient CT CT 
Vanesa, 2021 clinical patient CT CT 
Weijs, 2016 clinical patient CT CT 
Fujiwara, 2018 clinical patient CT CT 
Hasan, 2020 clinical patient CT CT 
Hoving, 2018 clinical patient CT + MRI CT 
Liu, 2024 clinical patient CT CT 
Gouin, 2014 clinical patient CT + MRI CT 
Bai, 2014 clinical patient CT CT 
Gerbers, 2013 clinical patient CT CT 
Evrard, 2022 clinical  resection 

specimen 
CT + MRI MRI 

Müller, 2020 clinical resection 
specimen 

CT + MRI CT 

Wong, 2013 clinical resection 
specimen 

CT + MRI N/A 

Ritacco 2013 clinical resection 
specimen 

CT + MRI CT 

Wong, 2015 clinical resection 
specimen 

CT CT 

Pietruski, 2019 sawbones patient CT CT 
Pietruski, 2019 sawbones patient CT CT 
Pietruski, 2020 sawbones patient CT CT 
Pietruski, 2023 sawbones patient CT CT 
Ter Braak, 2020 sawbones patient CT CT 
Winnand, 2022 sawbones resection 

specimen 
CT CT 

Chan, 2022 sawbones patient CT unknown 
Khan, 2013 sawbones patient high-resolution 

laser scanner  
high-resolution 
laser scanner  

Cartiaux, 2014 sawbones patient CT CT 
Siegel, 2020 sawbones patient CT CT 
Zhao, 2024 sawbones resection 

specimen 
CT CT 

Ackermann, 2021 cadaveric  patient CT CT 
Dobbe, 2014 cadaveric patient CT CT 
Caiti, 2021 cadaveric patient CT CT 
Modabber, 2022 cadaveric resection 

specimen 
CT CT 

Sternheim, 2015 cadaveric patient CT CT 
Cho, 2018 animal  resection 

specimen 
CT N/A 

Sun, 2021 animal patient CT CT 

 

3.2 Determination of achieved plane 
There are several 2D and 3D methods to determine an achieved plane. In 3D, a plane is defined by a 

point and a normal vector. A simple approach involves manually positioning a plane within a 3D model. 
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However, a more accurate approach involves positioning at least three points on the plane and 

subsequently fitting a plane through those points. Positioning points on a plane can be achieved 

through several techniques as outlined in the 3D method subsection below. Of the 36 included studies, 

19 studies describe their method for determining the achieved plane (14, 16-18, 20, 22, 23, 25, 26, 28-

30, 38, 40, 42-46). Two studies use 2D methods (20, 46) while the remaining studies use 3D methods.  

3.2.1 2D method 

Two studies determine the achieved plane manually,  where it is visible intraoperatively (Fig. 2) (20, 

46). The study by Wong et al. (2013) assessed the achieved plane by comparing the cross-section of 

the resected bone with complementary prosthesis templates (Fig 4A.) (46). This approach focused 

exclusively on the size and shape of the plane. A deviation exceeding 2 mm in any dimension was 

considered inaccurate. The study by Cho et al. (2018) evaluated the achieved plane of two sections of 

the resection specimen (Fig. 4B) (20).  

Advantages of the intraoperative 2D methods include direct insight into the quality of the resection 

specimen and/or surgical margins. Additionally, no postoperative CT scan is needed, resulting in no 

additional radiation exposure to the patient. However, precision and accuracy are potentially lower 

compared to 3D methods and 2D methods are likely less effective at describing complex, multiplanar 

planes. Furthermore, the description of the achieved plane is less accurate when using the method 

described by Wong et al. (2013) (46). For an overview of the comparisons between the 2D and 3D 

methods, see Table 4. For an overview of the methods used in each study, see Table 5. 

 

 

 

 

 

 

 

 

3.2.2 3D method 

17 studies determine the achieved plane in 3D, and are categorized into three methods; digitizing, 
manual 3D plane placement, and selecting points followed by a plane fit. 

One study belongs to the digitizing method, in which achieved planes are determined by digitizing 
them on the resected bone model directly, using a coordinate measuring machine (18). This is the 
most accurate method, with the highest precision. Additionally, this method does not expose the 
patient to additional radiation and is capable of describing local variations within the achieved plane. 
However, it is used in an experimental setting, making it more difficult to implement in a clinical 
environment. Additionally, this method requires advanced and expensive equipment, and it might be 
more complex to understand for non-technicians. The manual plane placement method consists of 
two studies (23, 25). The study by Fujiwara et al. (2018) determined the achieved plane using multiple 
slices in a postoperative CT scan(23) (Fig. 5), Fig. 5), while the study by Gouin et al. (2014) determined 

Figure 4. Intraoperative determination of achieved plane. (A) Prosthesis template used to 
measure bone resection accuracy near the joints. (B) Resection error measured at four 
locations. Figures copied from the study by Wong et al. (2013) (46) (A) and Cho et al. (2018) 
(20) (B). 
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the achieved plane by placing a 3D plane within a 3D model using a 3D medical viewer (25). The manual 
plane placement method is relatively simple to implement in a clinical environment, but it may be less 
accurate than the digitizing method. Additionally, there are no clear specifications for the placement 
of the plane, making the precision of this method lower. This also results in a more complex method 
to understand. Moreover, this method is not effective in describing local variations within the 
achieved plane. 

 

 

 

 
 

 

 

 

 

The remaining studies describe the achieved plane using the point selection method. Points are 
selected manually (14, 16, 17, 22, 25, 26, 29, 30, 40, 43-45) or randomly (28, 38, 42) selecting points 
in a 3D model or axial slices from a postoperative CT scan (26, 40, 44). Subsequently, a plane is fitted 
through those points. These methods mainly differ in the number of points selected and the approach 
used, see Table 4. The point selection method provides clearer specifications for placing the points, 
making it more precise than the manual plane placement method. Furthermore, precision improves 
with the number of points used, allowing it to effectively describe local variations within the achieved 
planes. This method does not require a 3D coordinate measuring machine, making it more simple to 
implement in a clinical environment. Additionally, it is less complex to understand for non-
technicians.   

Among the studies that manually select points, two select a single point on the achieved plane in a 3D 

model (16, 22). In the first study, they use a semi-automatic approach by determining the outward-

facing normal vector after selecting the point (16). All neighboring points with normal vectors 

deviating less than 10 degrees are considered to belong to the achieved plane (Fig. 6). This is the most 

easy method to implement in clinical and theoretical perspectives, as it is semi-automated. In the 

second study, they use a smoothing approach by manually positioning  one or multiple 3D spheres 

with radii ranging from 2 to 12 mm, increasing in 2 mm increments, on regions of the achieved plane 

(22). By adjusting the radius, a larger or smaller part of the achieved plane can be selected. The 

enclosed surface patches are then used to determine the parameters of the best-fitting plane. The 

points within each surface patch represent the points of the achieved plane. To account for local 

variations within the achieved plane, multiple 3D spheres and their corresponding patches can be used 

(Fig. 7). This method does not rely on the choice of the initial starting point, making it more precise. 

Additionally, the adjustable size of the 3D sphere offers better control over the number and 

distribution of the selected points. However, this subgroup is unable to describe the contour of the 

bone, which makes it less accurate. Additionally, this subgroup is time-consuming, making it more 

challenging to implement from theoretical perspectives.  

Figure 5. Determine achieved plane from postoperative 
CT scan. Figure copied from the study by Fujiwara et al. 
(2018) (23). 
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 Figure 7: 3D sphere point method. (A) 3D sphere of adjustable size (green) is positioned on the achieved plane of the femur. 

(B) Achieved plane is fitted through a surface patch of the 3D sphere. 

Among the studies that manually select points, nine select multiple points (14, 17, 26, 29, 30, 40, 43-

45). In one study they select an unknown number of points on the achieved plane in the postoperative 

CT scan (26). Three studies select three points on the achieved plane in a 3D model (17, 29, 43) (Fig. 

8). The three-point method is easy to understand for non-technicians. However, selecting more points 

results in a more accurate description of the achieved plane. Two studies select four points (14, 40). 

The study by Ackermann et al. (2021) selects four landmarks points in a 3D model (14), while the study 

by Sternheim et al. (2015) selects two entry and two exit points in a postoperative CT scan (Fig. 9) (40). 

Another study selects 25 landmark points on the achieved plane in the postoperative CT scan (44). 

These methods provide clearer specifications for placing the points, making it more precise than the 

three-point method. The final two studies select manually mesh portions on the achieved plane in a 

3D model (30, 45) (Fig. 10). The mesh portions method divides the achieved plane into small sections 

Figure 6: Normal vector method. (A) The grey platform represents the achieved plane. Blue point indicates the 

manually selected single point. Green point lies within the achieved plane (<10°), while the red point lies outside the 

achieved plane (>10°). (B) Achieved plane (orange) is automatically fitted through all green points. 

Figure 9. Selecting 4 points on the postoperative CT 
scan to visualize the planned plane and to determine 
the achieved plane. 
 

 

Figure 8: Three points are manually selected on the 
achieved plane,  followed by fitting a plane through 
these points. 

 

A B 

A B 
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and describes each section separately, making it more accurate. Additionally, it selects more points, 

allowing for a better representation of  local variations within the achieved plane. However, this 

method is more complex to understand for non-technicians.  

 

Figure 10: Triangular structures are visualized on the achieved plane, followed by fitting a plane through the vertices of these 
triangles. 

The studies that randomly select points on the achieved plane use different methods. All three studies 

select multiple points in their 3D models. The first study determines the outward-oriented normal 

vectors from the achieved plane and intersect them with the planned plane (42). All normal vectors 

within a distance approximately equal to the thickness of the bone resection are considered to belong 

to the achieved plane (Fig. 11). This results in points on both sides of the achieved plane. This method 

is not automated, resulting in a lower precision. The second study converts the 3D model into closely 

spaced, discrete points on the outer cortices of the achieved plane using reverse engineering software 

(28) (Fig. 12). The discrete point method does not select points within the achieved plane, making it 

incapable of describing local variations within this plane. The third study converts the 3D model into 

a point cloud, resulting in points on the achieved plane (Fig. 13) (38). The discrete point and point 

cloud methods are the most accurate, as they divide the achieved plane into smaller sections. 

For an overview of the comparisons between the 2D and 3D methods, see Table 4. For an overview of 

the methods used in each study, see Table 5. For a complete overview, refer to Table 12 in Appendix 

B. 

 

Figure 11: Grey represents the planned proximal part of the femur, while beige represents the achieved distal part of the 

femur. Red points indicate regions where the normal vector (blue) exceeds the thickness of the bone resection, whereas green 

points fall within the acceptable range. 
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Figure 12: Multiple points on the outer cortex of the femur are 

 selected. 

 

 
Table 4: Subjective scoring of papers based on grounders to compare 2D and 3D methods for describing the achieved plane. 
(-) indicates poor performance, (+/-) indicates average performance, (+), indicates good performance, and (++) indicates 
excellent performance (e.g. ‘+’ for complexity means the method is not complex, and ‘+’ for implementation means the 
method is easy to implement). 

 
Table 5: Overview of the methods used to determine the achieved plane per study  

Achieved plane First author and year 

Determined in 2D 
- Visible intraoperative 

 
Wong, 2013; Cho, 2018 

Determined in 3D (alternative) 
- Coordinate measuring 

machine  
- Manual  

 
Cartiaux, 2014 
 
Gouin, 2014; Fujiwara, 2018 

Determined in 3D  
- Selecting points & plane fit  

o Single point  
o 3 points  
o 4 points  
o Mesh portions  
o Multiple points 

(manual)  
o Multiple points 

(random)  
o Unknown amount  

 
 
Brouwer de Koning, 2021; Dobbe, 2014 
Liu, 2024; Vanesa, 2021; Caiti, 2021 
Ackermann, 2021; Sternheim, 2015 
Modabber, 2022; Winnand, 2022 
Weijs, 2016 
 
Khan, 2013; Ter Braak, 2020; Ritacco, 2013 
Hasan, 2020 
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Complexity + - +/- + + ++ ++ - - + + 
Implementation + -- + ++ +/- ++ + ++ +/- +/- +/- 
Accuracy - ++ +/- + +/- +/- + ++ + ++ ++ 
Precision  - ++ - +/- + - +/- ++ + ++ ++ 
Local variations - ++ - +/- + - + ++ + -- ++ 

Figure 13. 3D model converted into point cloud 
model. Green indicates planned plane. Red 
indicates points on achieved plane. Arrows indicate 
distance between planned and achieved plane. 
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Figure 15: (A) Three-dimensional (3D) preoperative 
planning of the tibia. (B) 3D virtual model of the 
tumor surgical specimen (orange). (C) 
Superimposition of A and B. (D) Conversion of the 
virtual specimen into a point cloud. (E) Accuracy 
assessment by measuring point-to-point distances. 
Figure copied from the study by Ritacco et al. (2013) 
(38). 

Figure 14: Assessment of curved planes. 
(A) Example of curved resection plane.  
(B) curved plane was divided into 
several  adjacent straight planes. Figure 
copied from the study by Müller et al. 
(2020) (31). 

Figure 16: Selecting multiple 
points (si) in the achieved plane. 
Figure copied from the study by 
De Stavola et al. (2022) (21). 

3.3 Deviations within achieved plane 
A cutting plane is not necessarily flat. There are several methods to determine the local variations in 

the achieved plane. Twenty-four of the 36 studies do not describe local variations within the achieved 

planes. The remaining 12 studies are divided into four methods; intraoperative navigation system, 

flatness parameter, dividing into several planes, and selecting multiple points.  

The intraoperative navigation method is used in one study (46). Wong et al. (2013) determined the 

local variations within the achieved plane using an intraoperative navigation system by positioning 

virtual screws along the planned plane (46). This method cannot detect local variations when the 

navigation system is used incorrectly or is poorly positioned. Two studies use the flatness parameter 

method to evaluate the position of the achieved plane with respect to the planned plane, see Figure 

2 (18, 28). This method is easy to implement from both clinical and theoretical perspectives. 

Additionally, it is well-defined, which increases its precision compared to other methods. However, 

this method does not account for loc al variations within the achieved plane, as it evaluates the plane 

as a whole. Consequently, this leads to less accurate outcomes. The dividing into several planes 

method is used in one study, where the achieved plane is divided into multiple straight planes, see 

Figure 14 (31). This method requires more steps from a theoretical perspective, making it more 

complex to implement. The remaining eight studies belong to the multiple point selection method. 

These studies select points (ranging from three to infinite points) on the achieved and planned plane, 

with these points assigned either randomly (15, 38, 39, 41, 48) or manually (21, 24, 32). One of these 

studies creates a point cloud model from the resection specimen and the planned plane, allowing for 

the determination of multiple distances, see Figure 15 (38). This method along with the dividing into 

several planes method allows for deviation measurements per point or section, which makes them 

capable of describing local variations within the achieved plane. Specifically the point cloud model 

calculates multiple distances, which is particularly beneficial to describe these local variations. 

However, in the multiple point selection method, the points are often not specified, resulting in a 

lower precision than the dividing into several planes method. For an overview of the comparisons 

between the methods, see Table 6. For an overview of the methods used in each study, see Table 7. 

For a complete overview, refer to Table 12 in Appendix B. 
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Table 6: Subjective scoring of papers based on grounders for describing the deviation within the plane. (-) indicates poor 
performance, (+/-) indicates average performance, (+), indicates good performance, and (++) indicates excellent performance 
(e.g. ‘+’ for complexity means the method is not complex, and ‘+’ for implementation means the method is easy to 
implement).  

 Method 
1 
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Method 3 Method 
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Complexity - + + ++ 
Implementation + + +/- + 
Accuracy + +/- + + 
Precision + ++ + +/- 
Local variations  +/- - ++ + 

 

Table 7: Overview of the methods to determine the deviations within the achieved plane per study 

Deviations within achieved plane First author and year 

Intraoperative Wong, 2013 

Flatness parameter Cartiaux, 2014; Khan, 2013 

Dividing achieved plane into several 
straight planes 

Müller, 2020 

Selecting multiple points in achieved 
plane 

Bai, 2014; De Stavola, 2022; Gerbers, 2013; Otsuki, 2013; Siegel, 
2020;  Zhao, 2024; Sun, 2021; Ritacco, 2013 

 

3.4 Outcome measures  
Comparing two planes with each other requires both a description and quantification of their 

deviation. Several methods have been proposed to determine the linear and angular deviations 

between two planes.  

3.4.1 Linear deviation 

Of the 36 included studies, 34 describe linear deviations between the achieved and planned planes. 

Outcome measures include distance (error) and cutting accuracy.  

3.4.1.1 Distance (error) 

The distance (error) is categorized into five subgroups; mean distance between points, and between 

center of gravity (COG) or centroids, median distance between COG, and the cumulative distance 

between achieved and planned planes. 

Among the 27 studies (79%) that use distance (error), 18 (67%) rely on points (either randomly 

selected or landmarks) and belong to the mean distance between points subgroup (14, 21, 23, 24, 29, 

31-41, 45, 48). When multiple points are used, this subgroup accounts for local variations, making it 

better suited to describe these variations within the achieved plane. However, if the selected points 

are not well-defined, this subgroup exhibits lower precision. Four studies (15%) use the mean distance 

between the COG or centroids of the planes (16, 22, 27, 42), and two studies (7%) use alternative 

strategies (17, 30). One study belongs to the median distance between COG subgroup, which is based 

on the COG of the achieved and planned plane (17). This subgroup is more robust to outliers compared 

to the mean distance between COG subgroup. Another study belongs to the cumulative distance 
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subgroup, which describes the cumulative distance between the achieved and planned plane (30). 

This subgroup is also more robust to outliers. However it is only useful when working with a large 

dataset, as it attenuates the effect of individual deviations. Additionally, the point selection in this 

subgroup is not as well-defined as in the mean and median distance between COG and perpendicular 

distance subgroups, resulting in lower precision. The remaining three studies (11%) do not specify 

their method (15, 26, 47). Examples of the mean distance between points, and between COG or 

centroids subgroups are shown in Figure 15, 16 and 17. For an overview of the comparisons between 

the subgroups, see Table 8. 

From the studies using points, four use XYZ coordinates in a digital coordinate system (33-36). One 

study measures distance deviation for three specific points along the planned plane compared to the 

achieved plane (32). The remaining studies describe distance orientation using the distance between 

selected points (14, 21, 23, 24, 29, 31, 37-41, 48), with one using a validated index measurement to 

quantify deviation (21). This index measurement consists of three displacement errors; root mean 

square displacement error (δRMS), which represents the overall deviation from the planned plane; 

signed average displacement (δmean), which discriminates between a R0, and R1 or R2 resection; and 

residual standard deviations (δb), which serves as a quality parameter for plane fitting of the achieved 

plane. These displacement errors were computed based on the distances di of points si on the achieved 

plane from the planned plane, see Figure 18.  

Among the studies that do not specify their method, two describe distance orientation between 

planes (15, 26), while the third considers it inapplicable, as it evaluates the deviation for a single point 

on four sides of the tumor (47). For an overview of the methods used in each study, see Table 9. For a 

complete overview, refer to Table 12 in Appendix B. 

 

 

 

 

 

 

 

 

 
 
 

 

  

Figure 18: Achieved and planned plane delineation 
through the mandible, with outcomes including the 
distance between the planes’ centers of gravity, yaw 
and pitch angles. Figure copied from the study by 
Brouwer de Koning et al. (2021) (16). 

Figure 17: (A) Achieved and planned planes, defined 
by their normal vectors (np and na), are used to find 
two bone cross sections (dotted polygons). The 
distance error (derr) is the distance between the 
centroids of these cross sections. (B) Vectors are 
projected into sagittal and coronal planes of an 
anatomical coordinate system, with angular 
differences providing the sagittal plane angulation 
error (βerr) and coronal plane angulation error (ϒerr). 
Figure copied from the study by Dobbe et al. (2014) 
(22). 
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3.4.1.2 Cutting accuracy 

Cutting accuracy is categorized into four subgroups; location accuracy, surgical margin (errors) relative 

to tumor tissue, cross-section comparison, and flatness parameter.  

Among the seven studies (21%) using cutting accuracy, four studies (57%) belong to the location 

accuracy subgroup, using the maximum distance (18, 20, 25, 28), with three studies using ISO location 

accuracy standards (18, 25, 28). The fourth study evaluated location accuracy by measuring surgical 

margins on resection specimens, which were sectioned into two slices (20). The distance from the 

achieved plane to the bone cement, simulating a tumor, was measured at four locations per slice and 

considered the achieved surgical margin (Fig 4B). The resection error was the difference between the 

achieved and planned surgical margins, with the largest error used for each plane. Three of the four 

studies using location accuracy, evaluate cutting accuracy relative to tumor tissue (18, 20, 25), and 

one measures it between two planes (28). The location accuracy subgroup includes the maximum 

distance, which offers more insight into the amount of excessive tissue removed and provides a 

consistent, internationally recognized framework for evaluating cutting accuracy. This makes it useful 

for comparing results across studies or clinical settings and allows for a more comprehensive analysis 

of the achieved plane’s location.  

Four studies (57%) belong to the surgical margin (errors) subgroup, and use the surgical margin 

relative to tumor tissue (2, 18, 19, 25). Surgical margin is defined as the minimum distance between 

the achieved plane and the boundary of the tumor (Fig 1A.) The minimal distance is important for 

ensuring that all tumor tissue is removed, while the mean distance provides a more general 

evaluation. The surgical margin subgroup is clinically relevant as it directly relates to tumor resection 

margins.  

Two studies (29%) belong to the flatness parameter subgroup, and thus use ISO flatness parameter 

standards (18, 28). One study evaluates flatness relative to tumor tissue (18), while the other assesses 

flatness between two planes (28). This subgroup, along with the location accuracy subgroup, has a 

less straightforward outcome measure, making it more complex to understand. However, it is the only 

outcome measure that provides information about local variations in the achieved plane. 

The remaining study (14%) belongs to the cross-section comparison subgroup (Fig. 2A) (46). This study 

evaluates the achieved plane against the prosthesis template intraoperatively, but lacks distance 

orientation. This subgroup allows for a visual and direct comparison, but does not provide quantitative 

information. Additionally, the methodology is not well-defined, resulting in lower precision. This 

subgroup is also the least accurate. For an overview of the comparisons between the subgroups, see 

Table 8. For an overview of the methods used in each study, see Table 9.  
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Table 8: Subjective scoring of papers based on grounders for describing the outcome measures to determine the linear 
deviations between the achieved and planned plane. (-) indicates poor performance, (+/-) indicates average performance, (+), 
indicates good performance, and (++) indicates excellent performance (e.g. ‘+’ for complexity means the method is not 
complex, and ‘+’ for implementation means the method is easy to implement). 

 

 
 

 

 

 

 

 

 

 

Table 9: Overview of the linear deviation outcome measures per study. 

Outcome measure First author and year 

Mean distance (error)  
- Landmarks or points  

 
 

 
 

- COG  
 

- Alternative strategies  
- Method unknown 

 
Liu, 2024; Qu, 2015; Pietruski 2020; Pietruski 2019; Pietruski, 2019; 
Pietruski 2023; Zhao, 2024; Ackermann 2021; Sternheim, 2015; Sun, 
2021; Otsuki, 2013; De Stavola, 2022; Winnand 2022; Siegel, 2020; 
Fujiwara, 2018; Müller, 2020; Ritacco, 2013; Gerbers, 2013 
Brouwer de Koning, 2021; Hoving, 2018; Ter Braak, 2020; Dobbe, 
2014 
Modabber, 2022; Caiti, 2021 
Hasan, 2020; Wong, 2015; Bai, 2014 

Cutting accuracy  
- Location accuracy  
- Surgical margin (error)  
- Cross-section 
- Flatness (ISO)  

 
Gouin, 2014; Cartiaux, 2014; Khan, 2013; Cho, 2018 
Gouin, 2014; Cartiaux, 2014; Evrard, 2022; Chan 2022 
Wong, 2013 
Cartiaux, 2014; Khan, 2013 

 

3.4.2 Angular deviations 

Of the 36 included studies, 24 describe angular deviations between the achieved and planned 

planes(14, 16, 17, 19, 21-23, 26-30, 33-37, 40-45, 48). Outcome measures include Roll-Pitch-Yaw 

angles relative to the entry line of the achieved plane, and mean angle (error). The latter is determined 

using various methods. 

Six studies (25%) use Roll-Pitch-Yaw angles as outcome measure (16, 19, 26, 28, 40, 42), see Figure 17. 

The 18 remaining studies (75%) use mean angle (error) as angular outcome measure, which are 

categorized into four subgroups: normal vector angle, centerline angle, perpendicular angle, and 

cumulative angle. Roll, pitch and yaw angles are more clearly specified, resulting in higher precision. 

Additionally, they are more suitable for detailed 3D analyses, which make them particularly useful for 

complex tumor resections. However, this outcome measure is more complex to understand for non-

technicians. 
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Among the 18 studies describing mean angle (error) (75%), ten (56%) belong to the normal vector 

angle subgroup (17, 21, 22, 33-37, 41, 45). They calculate the angle using the normal vectors of the 

two planes (Fig. 17). One of these studies uses a validated index measure (21). This index measure 

consists of three angular errors; overall angular error (θtot), which represents the angle between the 

achieved and planned plane; signed around-tangent angular error (θt), which measures the angulation 

of the piezoelectric tool relative to the planned plane, distinguishing between R0, and R1 and R2 

resections; and around-normal angular error (θn), which describes the obliquity of the incisions in the 

mesial-distal or cranial-apical directions, indicating differences in the resected specimen from one cut 

end to the other. The normal vector angle subgroup is the least complex to understand compared to 

the other subgroups. Furthermore, it is easier to implement from a theoretical perspective. 

Three studies (17%) use alternative strategies (14, 27, 30). One study belongs to the centerline angle 

subgroup, which automatically generates cylinders around the bone segments with a maximum 

diameter and calculates the angle between the centerlines of these cylinders (27, 51) (Fig. 19). This 

subgroup is practical for cylindrical or anatomical straight structures. However, this method is not 

suitable for non-cylindrical structures. One study belongs to the perpendicular angle subgroup, which 

measures specific anatomical angles and compares the achieved to the planned angle (Fig. 20) (14). 

This subgroup provides a direct measurement in the perpendicular direction, which is particularly 

relevant for surgical precision. However, it is more complex to understand compared to the other 

subgroups. Another study belongs to the cumulative angle subgroup, and thus describes the 

cumulative angle (30), but does not report the plane orientation. 

The remaining five studies (28%) do not describe their method and plane orientation (23, 29, 43, 44, 

48). For an overview of the comparisons between the angular outcome measures and subgroups, see 

Table 10. For an overview of the angular outcome measures used in each study, see Table 11. For a 

detailed overview, see Table 12 in Appendix B. 

 

 

 

 

 

 

 
 

  

Figure 19: (A) Alignment of pre-(purple) and 
postoperative  (blue) 3D model. (B) Automated 
cylinders are situated on the fibula segments to 
determine the center point distances and axis 
deviations. Figure copied from the study by Schepers 
et al. (2015) (54). 

Figure copied from the study by Ackermann et al. 
(2021) (42). 

Figure 20: Projected osteotomy starting points, connecting 
vectors, and angles between supra- and retro-acetabular 
osteotomies (SRL, SRF), and between retro-acetabular and 
ischial osteotomies (RIL,RIF). SRL/RIL meaning planned, 
SRF/RIF meaning performed. Figure copied from the study 
by Ackermann et al. (2021) (14). 

A 

B 
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Table 10: Comparison of the outcome measures to determine the angular deviations between the achieved and planned 
plane. (-) indicates poor performance, (+/-) indicates average performance, (+), indicates good performance, and (++) 
indicates excellent performance (e.g. ‘+’ for complexity means the method is not complex, and ‘+’ for implementation means 
the method is easy to implement). 

 Roll, pitch and 
yaw angles 

Mean angle (error) 

S1 S1 S2 S3 S4 
 Angle between 

normal vectors 
Angle between 
centerlines 

Angle 
perpendicular 
to planned 
plane 

Cumulative 
angle  

Complexity +/- ++ +/- - + 
Implementation ++ ++ + + + 
Accuracy  ++ ++ ++ ++ + 
Precision ++ + + + + 
Local variations  -  - - - - 

 

Table 11: Overview of the angular deviation outcome measures per study 

Outcome measure First author and year 

Roll-Pitch-Yaw angles  
- Roll and pitch 
- Pitch and yaw  
- Roll and yaw 

 
Hasan, 2020; Chan, 2022; Khan, 2013; Sternheim, 2015 
Brouwer de Koning, 2021 
Ter Braak, 2020 

Mean angle (error) 
- Normal vectors  

 
 

- Alternative strategies  
- Unknown  

 
De Stavola, 2022; Qu, 2015; Pietruski, 2019; Pietruski, 2019; 
Pietruski, 2020; Pietruski, 2023; Winnand, 2022; Caiti, 2021; Dobbe, 
2014; Sun, 2021 
Hoving, 2018; Ackermann, 2021; Modabber, 2022 
Fujiwara, 2018; Liu, 2024; Vanesa, 2021; Weijs, 2016; Zhao, 2024 

 

3.4.3 Oncology 

Of the included studies, 19 have an oncological focus (2, 15, 18-20, 23-29, 31, 38-40, 46-48). When 

determining the outcome measures related to tumor tissue, other parameters become important, 

with the surgical margin being the most critical clinical outcome measure. Therefore, the achieved 

plane should be cut further away from the tumor rather than closer, see Figure 21. Additionally, while 

volume is not an important outcome measure in correction osteotomies for assessing the difference 

between achieved and planned planes, it may be a useful outcome measure for resection specimens, 

as it provides an initial indication of the outcome. Only one study with an oncological focus has already 

used volume as a postoperative outcome measure (48). 

Seven studies (37%) use cutting accuracy as linear outcome measure (2, 18-20, 25, 28, 46), while 

twelve studies (63%) use distance (error) (15, 23-27, 29, 31, 38-40, 47, 48). Of the latter group, eight 

(67%) rely on points (23, 24, 29, 31, 38-40, 48). The study of Gerbers et al. (2013) determined the 

mean gap distance between points on the host and donor bone (24), while the studies of Fujiwara et 

al. (2018) and Sternheim et al. (2015) determined the mean distance between entry and exit points 

(23, 40). The study of Liu et al. (2024) and determined the mean distance using landmark points (29), 

and the remaining five studies determined the mean distance using randomly selected points (29, 31, 

38, 39, 48). One out of 12 studies (8%) uses the mean distance between the COG of the planes (27), 

and they remaining three studies (25%) do not specify the method (15, 26, 47) 
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Nine out of 19 studies determine the margin using histological laboratory tests (2, 15, 20, 23-25, 31, 

46, 47) ,while seven studies use software for this purpose (18, 19, 27, 28, 38-40). The remaining four 

studies do not conduct margin assessments (15, 26, 29, 48). 

 

 

 

 

 

 

 

 

 

 

Histological laboratory tests are considered the gold standard for surgical margin determination due 

to their high precision and accuracy (52). They also provide valuable insights into tumor biology, 

including cellular atypia and invasion patterns (53). However, these tests are time-intensive  and 

require specialized equipment and trained pathologists. Additionally, only selected coupes of the 

margin are examined, which may result in missed areas of tumor involvement (54), see Figure 22. In 

contrast, software-based margin determination offers a faster alternative and enables more 

quantitative analysis through the use of algorithms, thereby reducing subjectivity. Additionally, it 

allows for the analysis of an unlimited number of sections, potentially addressing the question of 

whether a resection plane measuring 10 cm with a single 1 mm margin peak poses the same risk as a 

10 cm resection plane with a consistent 1 mm margin throughout (Fig. 23). However, its accuracy is 

highly dependent on the quality and resolution of the imaging modality used and lacks the ability to 

provide detailed tissue characterization.  

 

Figure 23: Surgical margin between achieved plane of 10 cm (green) and resection specimen. (A) single peak with 1 mm 
margin, (B) consistent 1 mm margin. The cases potentially have different risks for local recurrence.  

Eight studies with an oncological focus describe angular deviations. Fifty percent of these studies use 

Roll-Pitch-Yaw angles as the outcome measure (19, 26, 28, 40). The remaining 50% describe the mean 

angle (error) (23, 27, 29, 48). Within the mean angle (error) outcome measure, one study 

Figure 21: Bone tumor (red). Black line indicates planned 
plane. Green arrow indicates proximal area where 
achieved plane should be made. Red arrow indicates 
distal area where achieved plane should not be made 
(e.g. closer to tumor). 

 

Figure 22: Missed area of tumor involvement. Green line 
indicates achieved plane. Black lines indicate selected section 
of the margin determined by pathologists. Red arrow 
indicates missed area of tumor involvement. 

 

A B 
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automatically generates cylinders around the bone segments with a maximum diameter and 

calculates the angle between the centerlines of these cylinders (27, 51) (Fig. 19). The remaining three 

studies do not specify their methodology and  plane orientation (23, 29, 48).  

4.0 Discussion 
The aim of this scoping review was to summarize the methods used to describe the achieved plane, 

and the associated linear and angular outcome measures, in order to establish a more standardized 

approach for evaluating the procedural accuracy of resected bone (tumor) compared to the 

preoperative plan. We identified 36 primary studies addressing the linear and/or angular deviation 

between achieved and planned planes, published between 2013 and 2024. Our findings indicate that 

there is a lack of standardized methods and outcome measurements in this field.  

Most of the studies do not specify how the achieved plane is determined. While several 2D and 3D 

methods are described, 3D measurements provide a more accurate description of the achieved plane. 

3D methods with low complexity, easy implementation from both clinical and theoretical 

perspectives, high accuracy and precision, and the ability to describe local variations are promising.  

The point cloud method of Ritacco et al. (2013) (38), the mesh portions method of Modabber et al. 

(2022) (30) and the normal vector method of Brouwer de Koning et al. (2021) (16) have the most 

potential to describe the achieved plane according to these parameters (see Table 4). Future research 

will determine which method is best for standardization. Additionally, deviations within the achieved 

plane are often not specified, despite their importance. The dividing into several planes method of 

Müller et al. (2020) (31), and the point cloud method of Ritacco et al. (2013) (38) have the most 

potential to describe local variations within the achieved plane according to the same parameters (see 

Table 6). Future research will determine which method is best for standardization. 

Before the difference between the achieved and planned planes can be quantified, postoperative CT 

and/or MRI scans are required. Nine studies scanned resection specimens, while the others scanned 

patients. The primary advantage of the former method is that it eliminates additional radiation 

exposure to the patient. To determine the difference between the planes, the outcome measure 

should be corrected for the thickness of the saw blade to account for the loss of bone material (kerf) 

during resection (Fig. 1B). Most studies do not specify whether they accounted for kerf, although 

cutting loss can influence the dimensions of the resected specimen, leading to an underestimation of 

the postoperative tumor size. Additionally, cutting loss can affect the surgical margin, both of which 

have implications for follow-up treatment.  

When examining the outcome measures in studies describing osteotomy planes, most of the studies 

use the distance and angle (error). 63% of them use landmarks or points to determine the linear 

deviation and 56% use normal vectors of the achieved and planned planes to determine the angular 

deviation.  

When examining the outcome measures in studies with an oncological focus, most studies use 

distance (error) (63%) as well, with 67% focusing on mean distance between the achieved and planned 

planes. The remaining studies (37%) use cutting accuracy as outcome measure. Notably, all studies 

using cutting accuracy focus specifically on bone tumor resections. Eight studies determine the margin 

using histological laboratory tests, while seven studies use software for this purpose. The studies are 



33 
 

equally used on angular outcome measures, but those using mean angle (error) do not specify the 

orientation of the angles.  

Distance (error) outcome measures, including the mean distance between points, and the mean and 

median distance between COG, as well as cutting accuracy outcome measures, including surgical 

margin (errors) and  , have the most potential based on the established parameters. Mean angle 

(error) outcome measures, including angle between normal vectors of the achieved and planned 

plane, and roll, pitch and yaw angles have the most potential based on these same parameters. Future 

research will determine which linear and angular method is best for standardization. 

Our scoping review has some limitations. Firstly, identifying all relevant articles through a search is 

challenging. Secondly, the included studies use a variety of methodologies and outcome measures. 

Although these studies have been grouped into subgroups based on their closest relevance, this 

approach may lead to an inaccurate overall summary. Thirdly, several assumptions were made to 

address missing details from methods, such as the determination of the achieved plane, deviations 

within the plane, and the orientation used. These issues were discussed with a biomechanical engineer 

(B.K) and conclusions were drawn accordingly. However, these assumptions reduce our confidence in 

the result. Lastly, no quality assessment was performed on the included articles, which could 

potentially influence the overall findings.   

5.0 Conclusion 
In conclusion, there is a lack of standardized methods and outcome measures for determining the 

linear and angular deviations between the achieved and planned planes in bone (tumor) resections. 

Moreover, the majority of studies do not clearly describe their methodologies. Future research is 

needed to identify the most suitable methods and outcome measures  for standardization. 
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Appendix 

A – Search term PubMed 
(("cutting plane"[tw] OR "cutting planes"[tw] OR "cut plane"[tw] OR "cut planes"[tw] OR "cutting 

plane"[title/abstract:~0] OR "cutting planes"[title/abstract:~0] OR "cut plane"[title/abstract:~0] OR 

"cut planes"[title/abstract:~0] OR "sawing plane"[title/abstract:~0] OR "sawing 

planes"[title/abstract:~0] OR "sawe plane"[title/abstract:~0] OR "sawe planes"[title/abstract:~0] OR 

"sawed plane"[title/abstract:~0] OR "sawed planes"[title/abstract:~0] OR "cutting 

plane"[title/abstract:~2] OR "cutting planes"[title/abstract:~2] OR "cut plane"[title/abstract:~2] OR 

"cut planes"[title/abstract:~2] OR "sawing plane"[title/abstract:~2] OR "sawing 

planes"[title/abstract:~2] OR "sawe plane"[title/abstract:~2] OR "sawe planes"[title/abstract:~2] OR 

"sawed plane"[title/abstract:~2] OR "sawed planes"[title/abstract:~2] OR "cutting guides"[tw] OR 

"cutting guide"[tw] OR "cut guides"[tw] OR "cut guide"[tw] OR "cutting guides"[title/abstract:~2] OR 

"cutting guide"[title/abstract:~2] OR "cut guides"[title/abstract:~2] OR "cut guide"[title/abstract:~2] 

OR "resection planes"[tw] OR "resection plane"[tw] OR "planes resection"[title/abstract:~6] OR 

"planes resect"[title/abstract:~6] OR "planes resected"[title/abstract:~6] OR "planes 

resecting"[title/abstract:~6] OR "plane resection"[title/abstract:~6] OR "plane 

resect"[title/abstract:~6] OR "plane resected"[title/abstract:~6] OR "plane 

resecting"[title/abstract:~6]) AND ("Surgery, Computer-Assisted"[Mesh:noexp] OR "Computer Aided 

Surgery"[tw] OR "Computer Aided Surg*"[tw] OR "Computer Assisted Surgery"[tw] OR "Computer 

Assisted Surg*"[tw] OR "Image Guided Surgery"[tw] OR "Image Guided Surg*"[tw] OR "Surgical 

Navigation"[tw] OR "Computer-Aided Design"[mesh] OR "Computer Aided 

Surgery"[title/abstract:~6] OR "Computer Assisted Surgery"[title/abstract:~6] OR "Image Guided 

Surgery"[title/abstract:~6] OR "Surgical Navigation"[title/abstract:~6] OR "Patient-specific 

instrument"[tw] OR "Patient-specific instruments"[tw] OR "PSI"[tw] OR "Patient-specific 

instrument"[title/abstract:~6] OR "Patient-specific instruments"[title/abstract:~6] OR "Computer 

Aided"[tw] OR "Computer Assisted"[tw] OR "Computer Aided"[title/abstract:~6] OR "Computer 

Assisted"[title/abstract:~6] OR "patient specific"[tw]) AND ("Osteotomy"[Mesh] OR "osteotomy"[tw] 

OR "osteotom*"[tw] OR "tumor resection"[tw] OR "tumour resection"[tw] OR "tumor 

resection"[title/abstract:~6] OR "tumour resection"[title/abstract:~6] OR "tumors 

resection"[title/abstract:~6] OR "tumours resection"[title/abstract:~6] OR "tumor 

resected"[title/abstract:~6] OR "tumour resected"[title/abstract:~6] OR "tumors 

resected"[title/abstract:~6] OR "tumours resected"[title/abstract:~6]) AND ("Tomography, X-Ray 

Computed"[Mesh] OR "CT"[tw] OR "Computed Tomography"[tw] OR "Computer Tomography"[tw] 

OR "CAT Scan"[tw] OR "CAT Scans"[tw] OR "Computerized Tomography"[tw] OR "Computerised 

Tomography"[tw] OR "Computer Assisted Tomography"[tw] OR "Computed Tomogra*"[tw] OR 

"Computer Tomogra*"[tw] OR "Computerized Tomogra*"[tw] OR "Computerised Tomogra*"[tw] OR 

"Computer Assisted Tomogra*"[tw] OR "Magnetic Resonance Imaging"[Mesh:noexp] OR "Magnetic 

Resonance Imaging"[tw] OR "MRI"[tw] OR "MR Imag*"[tw] OR "Magnetic Resonance imag*"[tw]) 

AND (english[la] OR dutch[la]) AND ("accuracy"[tw] OR "validation"[tw] OR "evaluation"[tw] OR 

"accurate"[tw] OR "inaccurate"[tw] OR "accura*"[tw] OR "inaccura*"[tw] OR "validate"[tw] OR 

"validated"[tw] OR "validat*"[tw] OR "evaluation"[tw] OR "evaluat*"[tw] OR "Evaluation Study"[pt])



4 

B – Content of studies 
Table 12: Overview of the content of the studies. Yellow indicates that the specific topic is not determined in the study 
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Qu, 2015 X    X  X   X      X   X     X          X  
Otsuki, 2013  X   X  X   X      X     X  X            
Brouwer de Koning, 
2021 

X    X  X   X       X  X     X       X    

De Stavola, 2022 X    X  X   X      X     X  X          X  
Vanesa, 2021 X    X  X   X       X  X             X   
Weijs, 2016 X    X  X   X       X  X             X   
Fujiwara, 2018 X    X  X   X        X X    X         X   
Hasan, 2020 X    X  X   X       X  X      X      X    
Hoving, 2018 X    X  X X  X      X   X     X          X 

Liu, 2024 X    X  X   X       X  X    X         X   

Gouin, 2014 X    X  X X  X        X X        X X       

Bai, 2014 X    X  X   X      X     X    X          

Gerbers, 2013 X    X  X   X      X     X    X            

Evrard, 2022 X     X X X   X     X   X         X       

Müller, 2020 X     X X X  X      X      X  X            

Wong, 2013 X     X X X     X  X       X        X      

Ritacco 2013 X     X X X  X       X    X  X            
Wong, 2015 X     X X   X      X   X      X          
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Pietruski, 2019  X   X  X   X      X   X    X          X  
Pietruski, 2019  X   X  X   X      X   X    X          X  
Pietruski, 2020  X   X  X   X      X   X    X          X  
Pietruski, 2023  X   X  X   X      X   X    X          X  
Ter Braak, 2020  X   X  X   X       X  X     X       X    
Winnand, 2022  X    X X   X       X  X       X        X  
Chan, 2022  X   X  X       X  X   X         X   X    
Khan, 2013  X   X    X   X     X   X       X  X  X    
Cartiaux, 2014  X   X  X   X        X  X       X X X      
Siegel, 2020  X   X  X   X      X     X  X            
Zhao, 2024  X    X X   X      X     X   X         X   
Ackermann, 2021   X  X  X   X       X  X    X           X 

Dobbe, 2014   X  X  X   X       X  X     X         X  
Caiti, 2021   X  X  X   X       X  X       X        X  
Modabber, 2022   X   X X   X       X  X       X         X 
Sternheim, 2015   X  X  X   X       X  X    X        X    

Cho, 2018      X X      X  X    X        X        

Sun, 2021    X X  X   X      X     X  X          X  
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C – Content oncological studies  
Table 13: Overview of the content of the studies that describe tumor lesions. Yellow indicates that the specific topic is not determined in the study 
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Fujiwara, 2018 X    X  X   X        X X    X         X   
Hasan, 2020 X    X  X   X       X  X      X      X    
Hoving, 2018 X    X  X X  X      X   X     X          X 

Liu, 2024 X    X  X   X       X  X    X         X   

Gouin, 2014 X    X  X X  X        X X        X X       

Bai, 2014 X    X  X   X      X     X    X          

Gerbers, 2013 X    X  X   X      X     X    X            

Evrard, 2022 X     X X X   X     X   X         X       

Müller, 2020 X     X X X  X      X      X  X            

Wong, 2013 X     X X X     X  X       X        X      

Ritacco 2013 X     X X X  X       X    X  X            
Wong, 2015 X     X X   X      X   X      X          
Chan, 2022  X   X  X       X  X   X         X   X    
Khan, 2013  X   X    X   X     X   X       X  X  X    
Cartiaux, 2014  X   X  X   X        X  X       X X X      
Siegel, 2020  X   X  X   X      X     X  X            
Zhao, 2024  X    X X   X      X     X   X         X   
Sternheim, 2015   X  X  X   X       X  X    X        X    

Cho, 2018      X X      X  X    X        X        
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Achieved accuracy of 3D surgical plans 
in complex orthopedic procedures using 
computer assisted surgery or patient 
specific instruments 

Abstract 
BACKGROUND: Preoperative three-dimensional (3D) planning has become the standard of care for 

complex orthopedic procedures. Quantitatively evaluating whether the preoperative plan is 

successfully performed remains a challenge due to the lack of standardized measurements, which 

makes comparison across studies difficult. Therefore, standardized measurements are required to 

close the feedback loop to improve upon our procedures and achieve safer or closer resections.  

OBJECTIVE: This present study investigates the best suitable standardized approach for evaluating the 

procedural accuracu of the achieved plane compared to the preoperative plan, and to assess the 

achieved results in complex orthopedic procedures, with a main focus on bone tumor resections. 

DESIGN: This single-centre retrospective cohort study included 10 patients who underwent complex 

orthopaedic procedures (7 oncological, 3 non-oncological), between 2021 and 2024, with a total of 28 

cutting planes in patients and 17 in allografts. All patients had a 3D planned surgical approach with 

digital visualization and patient-specific instruments (PSIs). The achieved planes were determined 

using four methods (mesh, normal vector, manual and point cloud) and the procedural accuracy was 

assessed by multiple linear and angular outcome measures (distance between points, center of grafity 

(COG)-to-COG, COG-to-plane, angle between normal vectors and pitch and roll angles).   

RESULTS: The mesh and point cloud methods were superior in terms of ease of use and objectivity, 

with the point cloud method being the most accessible due to the lack of segmentation requirements. 

The point cloud method performed comparably to the mesh method for linear and angular deviations, 

with a mean deviation within 0.8 mm (millimeters) and 0.2 degrees for roll and pitch angles in patient 

cases. The average flatness according to the corrected ISO-1101 standard was 2.5 mm, and a surgical 

margin difference of 1 mm was observed. Significant differences were observed between the COG-to-

COG approach and other linear approaches for both methods, and between the corrected and non-

corrected ISO-standards for the mesh method. 

CONCLUSION: The point cloud method appeared to be a good alternative to the mesh method for 

identifying the achieved plane in bone (tumor) resections. Furthermore, the average outcomes 

observed in this study provide a useful baseline for assessing procedural accuracy in complex 

orthopaedic procedures using 3D planning and computer assisted surgery (CAS). Further research with 

larger sample sizes is needed to validate these findings.  

KEYWORDS: bone resection, computer-assisted surgery, linear deviation, angular deviation, cutting 

plane, procedural accuracy 
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1.0 Introduction 
Preoperative planning of cutting planes in orthopedic surgeries has improved procedural accuracy and 

increased the surgeon’s efficiency, leading to reduced operation time, complication rates, and 

postoperative hospitalization periods (1-3). Preoperative planning is defined as the digital preparation 

phase prior to the actual surgery. It consists of multiple steps; with the main components including 

visualization, modeling, analysis, and plan generation (4). Visualization involves presenting the original 

two-dimensional (2D) images, including the structures of interest. Modeling consists of creating three-

dimensional (3D) representations of the structures of interest. Analysis involves exploring the surgical 

options through simulation of the model, and plan generation includes selecting and designing the 

most appropriate solution for the surgical procedure based on the results of the visualization and 

analysis.  

Conventional methods typically use a 2D image representation obtained from radiography, computed 

tomography (CT), magnetic resonance imaging (MRI) or ultrasound to plan the cutting plane (5). CT 

imaging later allowed for 3D image reconstruction through volume rendering (5), providing a more 

comprehensive understanding of the patient’s anatomy. Currently, preoperative 3D planning has 

become standard of care in complex orthopedic procedures, such as multiplanar osteotomies and 

complex tumor resections. Accurate preoperative planning can be achieved through the use of 3D 

reconstructed bone models (6-8). These models are derived from CT, sometimes fused with MRI, and 

allow the surgeon to visualize the anatomy in 3D and virtually plan the procedure (5-8). It has already 

demonstrated significant value in joint preserving resections and complex reconstruction cases (6, 8). 

Similar practices are also in use in orthognathic or neurosurgical preoperative planning (7). Several 

techniques have been described to perform these plans, including navigation systems and patient-

specific instrumentation (PSI) (9-13). Similar outcomes have been reported for these techniques (14). 

Both offer advantages over conventional methods, including reduced surgical time, exposure and 

blood loss, as well as improved accuracy, resulting in better surgical margins and patient outcomes 

(14-16). 

Complex orthopedic procedures require high precision and accuracy. In the context of malignant bone 

tumors, a radical resection with safe tumor margins is the most critical prognostic factor that the 

surgeon can influence for a successful outcome, as it is strongly associated with a low local recurrence 

rate (17-24). However, excessive resection of healthy tissue can compromise reconstruction options 

and may lead to poor functional outcomes (21). For example, joint-replacing reconstructions (e.g. 

tumor prosthesis) are required, instead of joint salving (e.g. Capanna type intercalary reconstruction). 

The joint-replacing reconstructions have more limited durability (25).  

Orthopedic oncology continues to push its boundaries by striving to resect larger and complex tumors 

with more complex preoperative plans aiming for negative margins, while preserving adjacent critical 

structures to maintain postoperative function (26). Therefore, precise knowledge of the tumor’s 

involvement is essential prior to surgery, needing an accurate planning (11, 19). In this context, surgical 

margin is the crucial factor for maintaining a safe distance from the lesion while persevering as much 

healthy tissue as possible (27). 

Many studies have investigated the deviations between the 3D planned and achieved planes (6, 11, 

19, 23, 26-57). Quantitatively evaluating whether the preoperative plan is successfully performed 
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remains a challenge due to the lack of standardized measurements. These are however required to 

close the feedback loop to improve upon our procedures and achieve safer or closer resections. 

As preliminary research, a comparative literature review was conducted (58). In this review, various 

methodologies and outcome measures for determining the procedural accuracy of achieved planes 

were evaluated. Thirty-six articles were assessed (6, 11, 19, 23, 26-57). These articles used a wide range 

of methods, many of which were incomplete and/or poorly described, particularly in terms of achieved 

plane determination, local variations within this plane, and the assessment of linear and angular 

outcome measures. It can be concluded that a standardized and well-described methodology for 

evaluating procedural accuracy by comparing deviations between planned and achieved planes is 

imperative.  

Therefore, the purpose of this thesis is to investigate the best suitable standardized approach for 

evaluating the procedural accuracy of the achieved plane compared to the preoperative plan, and to 

assess the achieved results in complex orthopedic procedures, with a main focus on bone tumor 

resections. The procedural accuracy of the achieved plane will be determined in comparison with the 

planned plane. To our knowledge, this is the first study to compare different methods for assessing 

procedural accuracy. 

For simplicity, computer-assisted surgery (CAS) and/or PSI will be used as the overarching terms to 

refer to computer-generated 3D modeling, navigation, and PSIs in this thesis.  
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2.0 Materials and Methods 

2.1. Patients  
This single center, retrospective study evaluates the procedural accuracy in a cohort of patients who 

underwent a complex orthopedic procedure, including correction osteotomies or bone tumor 

resections, using a 3D planned surgical approach with digital visualization and PSIs (see Table 2.1 and 

2.2 for full details). Cutting planes were extracted both in patients and in allografts. In cases involving 

reconstruction with an allograft, a separate PSI was also designed for the allograft. These planes were 

included in the analysis but assessed in separate series, and are referred to as “allograft cases”. The 

procedures were performed between 2021 and 2024 at the Leids Universitair Medisch Centrum 

(LUMC). Surgical margins in case of oncological procedures, were classified as positive (R2), potential 

microscopic residual disease (R1, tumor at edge of resection specimen), or radical with no residual 

disease (R0). 

Tumor volume (Vtumor) was estimated by approximating the tumor as a cylinder. The radius of this 

cylinder was calculated as the average of half the tumor’s anterior-posterior (w) and lateral-medial (l) 

dimensions. The squared average radius was then multiplied by pi (π) and the cranial-caudal length (h) 

of the tumor (see Formula 2.1). 

𝑉𝑡𝑢𝑚𝑜𝑟 = 𝜋 ∗ (
𝑙∗𝑤

4
)2 ∗ ℎ      2.1 

Table 2.1: Patient demographics and surgical characteristics  

Patient 
# 

Pathology/ 
Diagnosis 

Location Site Resection 
Type 

Recon- 
struction 

Assistance 
Type 

Post- 
operative CT 
to surgery 
(days) 

1 Osteosarcoma  Dia/meta
physis  

Femur Hemi-cortical Capanna PSI 5 

2 Infected 
segmental defect  

Diaphysis Femur Osteotomy Capanna PSI 31 

3 Ewing sarcoma Diaphysis Tibia Intercalary  Capanna PSI 88 
4 Chondrosarcoma  PI Pelvic Hemi-cortical N/A  PSI 46 
5 Chondrosarcoma  Dia/meta

physis 
Femur Hemi-cortical Allograft PSI 13 

6 Malunion  Diaphysis Tibia Osteotomy Plate PSI 277 
7 Osteosarcoma  Diaphysis Femur Intercalary Capanna  PSI 5 
8 Chondrosarcoma PI-IV Pelvic Hemi-cortical N/A PSI+ 

navigation 
18 

9 Chondrosarcoma PII Pelvic Hemi-cortical Allograft PSI 1 
10 Malunion  Epiphysis Femur Osteotomy Plate PSI 2 

 

Table 2.2: Tumor characteristics  

Patient # Size (cm) Volume (cm3) Margins 
1 7x7.5x13.5 557 R0 
3 10.8x12.6x2.8 503 R0 
4 8.5x5.2x7.0 248 R0 
5 3.8x4.5x8.0 108 R0 
7 4.8x1.9x14.3 126 R0 
8 5.2x2.8x5.4 68 R1 
9 1.8x1.9x2.2 6 R0  
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2.2. Preoperative planning and simulation 
Initially, the surgeon provided the biomechanical engineer with a CT scan of the affected limb. In 

oncological cases, this also included a delineated tumor in STL format, generated based on the fusion 

of CT and MRI images using Element software (Brainlab, Germany). All 2D imaging data were imported 

into image-processing software (Mimics®, Materialise, N.V., Leuven, Belgium), where image 

segmentation was performed to generate a 3D digital model capturing the detailed bone anatomy. For 

oncological cases, the segmented tumor contours were integrated into this model.  

The segmented data were then exported as STL files into medical CAD software (3-matic®, Materialise 

N.V.) for further planning. The surgeon and engineer collaboratively determined the surgical approach. 

In correction osteotomies, cutting planes were established to guide translation and rotational 

corrections, whereas in oncological procedures, they defined intercalary or hemi-cortical resection 

margins (Fig. 2.1).  

   

Figure 2.1: Digital 3D models of bone sarcomas including PSIs. (A) Hemi-cortical resection of a osteosarcoma located in the 
distal femur. (B) Intercalary resection of an Ewing sarcoma located in the midshaft tibia. 

Once the preoperative plan was finalized and approved by both the surgeon and the biomechanical 

engineer, a PSI was designed to align with the intended cutting planes, ensuring intraoperative 

accuracy. Each PSI was engineered with unique geometries to accommodate the bone morphology of 

the specific patient (Fig. 2.1). An anatomical model, along with the PSI, was 3D printed in biocompatible 

polyamide (PA12) using the innovative Selective laser Sintering (SLS) technology by Oceanz (Oceanz 

B.V., Ede, The Netherlands) and sterilized prior to surgery 

2.3. Postoperative accuracy 
A scoping review was conducted to identify the most promising methodologies for describing an 

achieved plane, along with their associated outcome measures, using a subjective scoring system 

based on grounding criteria (58). Subsequently, an explorative experiment was performed to compare 

these methodologies in terms of their consistency and ease of use for describing a plane in five cases, 

which included 18 cutting planes. Finally, in the main experiment, two of the most promising methods 

were selected. Both the methodologies and their associated outcome measures were compared in ten 

cases, including 28 cutting planes in patient cases and 17 in allograft cases.    

A B 
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The point cloud method of Ritacco et al. (2013) (27), the mesh portions method of Modabber et al. 

(2022) (42), and the normal vector method of Brouwer de Koning et al. (2021) (30) showed potential 

for clearly describing the achieved plane. Additionally, the manual method of Gouin et al. (2014) (23) 

was tested as it offers a simple and fast approach. Local variations within the achieved plane were 

analyzed by using the flatness parameter (58). Suitable methods for describing linear and angular 

outcome measures included the mean distance between points, the mean distance between the 

center of gravity (COG), the angle between normal vectors, and the pitch and roll angles.  

The evaluation of procedural accuracy involved several steps (Fig. 2.2). The planning data consisted of 

predefined osteotomy planes from the preoperative plan, which in some cases included multiple 

planes per osteotomy. The actual data were derived from postoperative CT scans. Achieved planes 

were obtained either through segmentation or by placing points along the osteotomy site in Mimics.  

To enable comparison between the planned and achieved planes, 3D digital bone models generated 

from the segmentation process are required. The postoperative 3D model was first aligned with the 

preoperative 3D model in 3-Matic. In osteotomy cases, separate alignments were performed for the 

proximal and distal parts. These alignments used the Iterative Closest Point (ICP) registration 

technique applied to the corresponding bone models. Subsequently, the achieved planes were 

extracted from the postoperative 3D models. Finally, the linear and angular deviation between the 

planned and achieved planes were quantified, including an analysis of local variations within the 

achieved plane and, for oncological-cases, an assessment of the surgical margin. 

 

  
Figure 2.2: The preprocessing steps for data preparation in evaluating procedural accuracy. The planning data, including 
the patient-specific instrument (PSI), planned planes, and postoperative results, are collected from the preoperative plan, 
while the actual data is obtained from postoperative imaging. 3D models are created through segmentation, and the 
achieved plane is determined from the postoperative CT scan. Finally, the achieved 3D models are aligned with the 
preoperative 3D models, with separate alignments performed for the proximal and distal parts. Planned plane is shown in 
green, the achieved plane in red, and the allograft in orange.  

 



49 
 

B 

2.4. Method selection  
The achieved planes were determined using different methods. The mesh, normal vector, and manual 

methods used 3D digital bone models generated from the segmentation process, while the point cloud 

method used points along the osteotomy site.   

2.4.1. Mesh method 

For the mesh method areas on the achieved plane in the 3D bone model were manually delineated in 

3-Matic until all points on the achieved plane were identified and marked (Fig. 2.3). The marked mesh 

was then exported as a STL file. 

 

Figure 2.3: Selection of an area on the proximal achieved plane of the 3D bone model by the mesh method  

2.4.2. Normal vector method 

The normal vector method is another approach to select an area on the achieved plane in the 

postoperative 3D model in 3-Matic. It uses the plane click mark function with an acceptance angle 

deviation of five degrees. An initial starting point was manually chosen, and all points within an angular 

deviation of five degrees between the normal vector of the selected point and the normal vector of 

the other points in the 3D model were identified as part of the achieved plane (Fig. 2.4A). This process 

was repeated until all points on the achieved plane were identified and marked (Fig. 2.4B). The marked 

mesh was then exported as a STL file.  

  

 

 

 

 

 

Figure 2.4: Selection of proximal achieved plane on a 3D model using the normal vector method. (A) A single point selected on 
the achieved plane. (B) Multiple points selected on the achieved plane until all points were marked. 

2.4.3. Manual method 

The manual method creates a datum plane on the achieved plane by manually defining three points 

(Fig. 2.5). These points were manually selected such that the resulting datum plane included the 

achieved plane. The datum plane was then converted to a mesh and exported as a STL file. 

A 
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Figure 2.5: Postoperative 3D model of the bone in anterior (A,B) and lateral (C,D) view. (B,D) Selection of three points to 
determine the distal achieved plane from the bone using the manual method.  

2.4.4. Point cloud method 

In the point cloud method multiple points on the achieved plane are defined in the CT data directly 

using Mimics. These points were manually selected on coronal and sagittal slices where the osteotomy 

was clearly visible. Points were placed across the entire osteotomy plane in that specific slice (Fig. 2.6). 

  

Figure 2.6: Selection of the proximal achieved plane in the postoperative CT scan using the point cloud method.  

2.5. Achieved plane 
The STL and XML files were imported into the Python code and the points were extracted from these 

files. The XML files were first converted into CSV format. Subsequently, an initial plane was fitted to 

the points using singular value decomposition (SVD). The fitted plane was described by the general 

plane equation (Formula 2.2). A second plane was then fitted to the points within two standard 

deviations of the initial plane to correct for outliers. This process resulted in the determination of both 

the planned and achieved planes.  

𝑧 = 𝑎𝑥 + 𝑏𝑦 + 𝑐     2.2 

2.6 Local deviations within the achieved plane 
The flatness parameter (F) was defined as the minimum distance in millimeters (mm) between two 

parallel planes that included the achieved plane (Definitions Fig 2.). It was used to quantify the local 

deviation within the achieved plane. Two methods were used to calculate the flatness.  

The first method followed the ISO-1101standard (non-corrected ISO-1101 standard) (59). An initial 

plane was fitted to the points using SVD. Subsequently, the signed distances from each point to the 

A B C D 
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plane were calculated, using formula 2.3. The minimum (dmin) and maximum distances (dmax) were 

selected to define two parallel planes. The distance between these planes represented the flatness, 

see Formula 2.4 

𝑑𝑖 =  
𝑎𝑥𝑖+ 𝑏𝑦𝑖+ 𝑐𝑧𝑖−𝑑

√𝑎2+ 𝑏2+𝑐2
      2.3 

𝐹 = |𝑑𝑚𝑎𝑥 −  𝑑𝑚𝑖𝑛|       2.4 

The second method (corrected ISO-1101 standard) used the standard deviation. After fitting of the 

initial plane, the standard deviation of the point-to-plane distances was computed. Two parallel planes 

were then created, using the points within two standard deviations of the achieved plane. The distance 

between these planes was used as the flatness measure. 

2.7 Outcome measures 
Linear and angular outcome measures were used to assess procedural accuracy. Linear deviation is 

defined as the distance between the planes in mm, while angular deviation measures the difference 

in angle or orientation between the planes in degrees.  

For the angular outcome measures, an additional analysis was performed on the planes that meet the 

quality criteria. Planes that are highly elongated and/or have a small surface area are more susceptible 

to inaccurate results. For details on the quality criteria, see Section 2.7.2.1 

2.7.1. Linear deviation 

For the linear outcome measures, the mean distance to points (Point-to-Point) method and the COG 

method were used. In the first method, the deviation between the achieved and planned planes was 

quantified by computing the  convex hull (contour) of each plane after projecting the 3D surface points 

onto the corresponding plane. Within these contours, the mean, minimal, maximal and median signed 

distances were calculated between the planes. For each point on the grid of the achieved plane, the 

perpendicular distance to the planned plane was determined, resulting in a local  outcome measure 

(Fig. 2.7). 

  

Figure 2.7: Mean distance between points (Point-to-Point) method. The achieved plane is visualized in red and planned plane 
in green (A) Red points represent the sampled points on the achieved plane. (B) The perpendicular distance (black line) from 
each point to the planned plane is computed. 

A B 
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The distance between COGs method is focusing on translation error irrespective of direction. The 

achieved and planned bone contours were resampled at intervals of 1.0 mm and the COG of the 

contours were calculated. Subsequently, two approaches were used. The first, which is commonly used 

in the literature, calculated the absolute Euclidean distance between the COG of the achieved plane 

and that of the planned plane. (Fig. 2.8A). The second approach, determined the COG-to-plane signed 

distance by averaging the perpendicular distance between the COG of the achieved plane (point) and 

the planned plane (plane), and vice versa (Fig. 2.8B). Both approaches result in a global outcome 

measure.  

Positive signed distances indicate that less bone was resected relative to the preoperative plan, 

resulting in closer proximity to the tumor in oncological cases. 

 

Figure 2.8: Mean distance between COG-based methods. (A) The achieved plane and its COG are represented in red, while the 
planned plane and its COG are represented in green. (B) COG-COG method: the Euclidian distance between the achieved and 
planned COGs is visualized in black. COG-plane method: the perpendicular distance from the planned COG to the achieved 
plane is visualized in green, while the perpendicular distance from the achieved COG to the planned plane is visualized in red.  

2.7.2 Angular deviation 

For the angular outcome measures, the normal vector method and the roll and pitch method were 

used.  

The normal vector method provides a global measure of orientation error between the achieved and 

planned planes. First, the normal vectors of the achieved (n1) and planned (n2) planes were 

determined. The unsigned angle (θ) between these vectors was determined by calculating the inner 

product of the two vectors and dividing it by the magnitude of each vector, using Formulas 2.5 and 2.6. 

The resulting angle was converted to degrees. 

cos(𝜃) =  
𝑛1 ∙ 𝑛2

‖𝑛1‖ ∙ ‖𝑛2‖
       (2.5) 

𝜃 = arccos (cos(𝜃))      (2.6) 

The roll and pitch method is a local, direction-specific metric that captures deviations along clinically 

relevant anatomical axes. First, the entry and exit points were identified along the resampled contour 

A B 
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on the planned plane. The entry point was defined as the point on the bone contour where the saw 

blade first contacted the bone. The exit point was determined as the point located along the same axis 

as the entry point, but on the other side of the bone contour (Fig. 2.9).  

 

Figure 2.9: Roll and Pitch method (medial view of femur) (A) The planned plane (green), and corresponding bone contour 
(cyan). (B) Entry point (blue): where the saw blade (black) first contacts the bone. Exit point (orange): directly opposite on the 
bone contour. 

To compute roll and pitch angles, a local right-handed coordinate system was established at the entry 

point of the planned plane. Three orthogonal axes were defined: (1) the vector from the entry to exit 

point (x-axis), (2) the normal vector of the planned plane (z-axis), and (3) the cross product of vectors 

(1) and (2) (y-axis) (Fig. 2.10A). Roll was defined as the rotation of the achieved plane around the y-

axis and pitch as the rotation around the x-axis. The roll and pitch angles were then calculated using 

the arctangent of the cross-product and inner product between the local planned and achieved normal 

vectors, thereby preserving directional information regarding the rotational deviations. A positive roll 

was defined as a clockwise rotation of the achieved plane relative to the planned plane (Fig. 2.10B), 

while a positive pitch was defined as the achieved plane being tilted upwards (Fig. 2.10C). 

 

Figure 2.10: Roll and Pitch method. (A) Local coordinate system at entry point (blue) on planned plane (green). X-axis (red): 
vector from entry to exit (orange) point; Z-axis (black): normal vector of planned plane; Y-axis (yellow): cross product of the x- 
and z-axes. (B) Medial view of the femur, with the planned plane, and the achieved plane (red). A positive roll is defined as a 
clockwise rotation of the achieved plane relative to the planned plane. (C) Lateral view of the femur. A positive pitch is defined 
as an upward tilt of the achieved plane. 

A B 

A B C 
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2.7.2.1. Quality criteria 

To select planes that meet the quality criteria, the general size and shape of the point cloud was 

determined by conducting a principal component analysis (PCA) on the points of the planned plane 

(Pplanned) and the filtered points of the achieved plane (Pfiltered), which included all points within the two 

standard deviations from the initially fitted plane. The COGs of the planes were determined using the 

corresponding resampled contour points. Subsequently, the centered point sets (Cplanned and Cachieved) 

were constructed by substracting the respective COG from each point, as described by formula 2.7. 

Covariance matrices for the planned (Aplanned) and achieved (Aachieved ) planes were computed using 

formula 2.8. The eigenvalues (λplanned, λachieved ) were then obtained by solving formula 2.9, involving the 

identity matrix (I). 

𝐶𝑝𝑙𝑎𝑛𝑛𝑒𝑑 = {𝑃1𝑝𝑙𝑎𝑛𝑛𝑒𝑑 − 𝐶𝑂𝐺𝑝𝑙𝑎𝑛𝑛𝑒𝑑 , … , 𝑃𝑁𝑝 𝑝𝑙𝑎𝑛𝑛𝑒𝑑 − 𝐶𝑂𝐺𝑝𝑙𝑎𝑛𝑛𝑒𝑑 }                       (2.7) 

=  {𝐶1𝑝𝑙𝑎𝑛𝑛𝑒𝑑 , … , 𝐶𝑁𝑝 𝑝𝑙𝑎𝑛𝑛𝑒𝑑}                                                                                                                         

𝐶𝑎𝑐ℎ𝑖𝑒𝑣𝑒𝑑 = {𝑃1𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑 −  𝐶𝑂𝐺𝑎𝑐ℎ𝑖𝑒𝑣𝑒𝑑 , … , 𝑃𝑁𝑝𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑 −  𝐶𝑂𝐺𝑎𝑐ℎ𝑖𝑒𝑣𝑒𝑑} 

=  {𝐶1𝑎𝑐ℎ𝑖𝑒𝑣𝑒𝑑 , … , 𝐶𝑁𝑝 𝑎𝑐ℎ𝑖𝑒𝑣𝑒𝑑}  

             

                                                                     𝐴𝑝𝑙𝑎𝑛𝑛𝑒𝑑 =  𝐶𝑝𝑙𝑎𝑛𝑛𝑒𝑑𝐶𝑝𝑙𝑎𝑛𝑛𝑒𝑑
𝑇                                              (2.8) 

𝐴𝑎𝑐ℎ𝑖𝑒𝑣𝑒𝑑 =  𝐶𝑎𝑐ℎ𝑖𝑒𝑣𝑒𝑑𝐶𝑎𝑐ℎ𝑖𝑒𝑣𝑒𝑑
𝑇 

 

𝑑𝑒𝑡(∑ −𝜆𝑝𝑙𝑎𝑛𝑛𝑒𝑑𝐼) = 0                 (2.9) 

𝑑𝑒𝑡(∑ −𝜆𝑎𝑐𝑡𝑢𝑎𝑙𝐼) = 0                

The resulting eigenvalues describe the spread of the points along the head-axis. The smallest 

eigenvalue corresponds to the shortest axis of an ellipse (radius), while the largest eigenvalue 

corresponds to the longest axis (radius) (Fig. 2.11). Planes with a smallest eigenvalue below 10.0 mm 

were considered highly elongated, potentially making the angular outcomes unreliable. 

 

Figure 2.11: Ellipse. The smallest eigenvalue corresponds to the shortest axis (red). Largest eigenvalue corresponds to the 
longest axis (blue). 
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2.8. Surgical margin 
The surgical margin (SM) was defined as the signed minimum distance from the osteotomy plane to 

the tumor, as described by formula 2.10 (Definitions Fig. 1). To calculate this, the closest point on the 

tumor surface (ptumor) to the osteotomy plane was identified. The surgical margin was then computed 

as the signed distance from this tumor point to the corresponding perpendicular point on the 

osteotomy plane (pplane), ensuring that this point lay within the anatomical bone contour.  

𝑆𝑀 = (𝑝𝑡𝑢𝑚𝑜𝑟 −  𝑝𝑝𝑙𝑎𝑛𝑒)     (2.10)

  

2.9 Statistics 
Descriptive statistics, such as frequencies and percentages for categorical variables, were used to 

describe the study population. Deviations between achieved and planned planes were described using 

the mean (± SD), minima, maxima, and median. Statistical differences between the mean values of 

flatness, linear and angular outcome measures, and surgical margin obtained with the mesh and point 

cloud methods were assessed using a two-sided paired t-test, with p-values <0.05 considered 

statistically significant.  

An overall repeated measures ANOVA test was performed to assess differences among the three 

approaches for quantifying linear deviation, as well as differences in linear and angular deviations and 

flatness values across the four methods. Sphericity was checked with Mauchly’s test; when this was 

statistically significant, the Greenhouse-Geisser correction was applied when epsilon < 0.75 or the 

Huynh-Feldt correction when epsilon > 0.75. If the corrected p-value was significant, pairwise 

comparisons were performed using post-hoc LSD corrected tests, reporting mean differences with 95% 

confidence intervals (CIs). 

3.0 Results 

3.1 Study characteristics 
This study included ten patients, with a total of 28 cutting planes in patients and 17 cutting planes in 

allografts. Three cutting planes were excluded from analysis: one in a patient case and two in allograft 

cases.  

The most common indication was orthopedic oncology, with 4 patients (40%) diagnosed with 

chondrosarcoma, 2 patients (20%) with osteosarcoma, and 1 patient (10%) with Ewing sarcoma. Clear 

surgical margins were achieved in all patients, with 6 patients (86%) demonstrating wide negative 

margins (R0), and 1 patient (14%) exhibiting close negative margins (R1). Tumor volumes ranged from 

6 to 557 cm3, with a mean volume of 231 ± 201 cm3 (Table 2.1 and 2.2) 

Among the non-oncological cases, 2 patients (20%) were diagnosed with malunion, and 1 patient (10%) 

with an infected segmental defect. The majority of bone defects were located in the diaphysis (4 

patients, 40%), followed by the diaphyseal/metaphyseal junction (2 patients, 20%) and the epiphysis 

(1 patient, 10%). In the remaining three cases, the defect was located in the pelvis. One defect (10%) 

was located in pelvic region PI according to the Enneking classification, another one (10%) in regions 

PI-IV, and the last one (10%) in region PII. In terms of anatomical location, most defects were located 
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in the femur (5 patients, 50%), followed by the pelvis (3 patients, 30%) and the tibia (2 patients, 20%) 

(Table 2.1). 

Resection types included 5 hemi-cortical resections (50%) and 2 intercalary resections (20%). The 

remaining 3 patients underwent surgery for a correction osteotomy. Hemi-cortical resections were 

most frequently performed for chondrosarcoma (4 patients, 40%) and once for osteosarcoma (1 

patient, 10%). Intercalary resections were performed in cases of Ewing sarcoma (1 patient, 10%) and 

osteosarcoma (1 patient, 10%) (Table 2.1). 

Regarding reconstruction methods, 4 patients (40%) received a combination of a vascularized fibula 

and allograft (Capanna), 2 patients (20%) received allografts alone, 2 patients (20%) were treated with 

plate fixation only, and the remaining 2 patients (20%) did not need a reconstruction. PSIs were used 

in all patients (100%), and navigation was additionally used in 1 patient (10%). The postoperative CT 

scan was performed on average 48.6 ± 80.3 days after surgery (Table 2.1) 

3.2. Method selection 

3.2.1 Achieved plane 

The mesh, normal vector, and manual methods require a segmented postoperative 3D model, whereas 

the point cloud method requires a selection of points on a 2D CT scan along the contour of the removed 

bone.  

3.2.2. Linear deviation 

Linear deviation between two planes did not show statistically significant differences across the four 

methods when assessed using the Point-to-Point and COG-to-plane approaches, as indicated by 

repeated measures ANOVA (p=0.13, p=0.79, respectively; Table A1). However, a statistically significant 

difference was observed within the COG-to-COG-approach (p = 0.01; Table A1). Post-hoc pairwise 

comparisons showed statistically significant difference between the manual and mesh methods (3.23 

mm 95% CI [1.21,5.20], p=0.003), between the manual and normal vector methods (2.58 mm 95% CI 

[0.38,4.78], p=0.02), and between the mesh and point cloud methods (-1.91 mm 95% CI [-3.39,-0.44], 

p=0.01).  

The numbers of points used for plane fitting varied considerably between methods, with the mesh and 

normal vector methods using substantially more points (2552.1 ± 1875.1 and 2054.1 ± 1276.2, 

respectively; Table A1) than the manual and point cloud methods (6.0 ± 6.0 and 23.4 ± 23.1, 

respectively; Table A1). 

3.2.3. Angular deviation 

Angular deviation between two planes did not show statistically significant differences across the four 

methods when assessed using the angle between normal vector and roll approach, as indicated by 

repeated measures ANOVA (p=0.38, p=0.40, respectively; Table A1). However, a statistically significant 

difference was observed within the pitch approach (p = 0.03; Table A1). Post-hoc pairwise comparisons 

showed statistically significant difference between the manual and normal vector methods (3.88 mm 

95% CI[0.34,7.42]), and between the normal vector and point cloud methods (-4.13 mm 95% CI[-7.55,-

0.70]). 
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3.2.4. Flatness  

Flatness values obtained with both corrected and non-corrected ISO-1101 standards differed 

significantly across the four methods, as indicated by repeated measures ANOVA (p<0.001; Table A2). 

Within the non-corrected ISO-1101 standard, post-hoc pairwise comparisons showed significant 

differences between the manual and mesh methods (-3.92 mm 95% CI[-4.75,-3.08]), the manual and 

normal vector methods (-4.05 mm 95% CI[-5.55,-2.56]), and the manual and point cloud methods (-

3.70 mm 95% CI[-5.35,-2.05]). Similar results were observed for the corrected ISO-1101 standard.  

3.3 Outcome measures 

3.3.1 Linear outcomes  

Based on paired t-tests, no statistically significant differences were observed between the mesh and 

point cloud methods for either the Point-to-Point or the two COG-based approaches. In the Point-to-

Point approach the mean difference between the mesh and point cloud methods was 0.26 mm (95% 

CI [-0.15, 0.66], p=0.21) in patient cases and -0.70 mm (95% CI [-1.54,0.14], p=0.10) in allograft cases. 

Similarly, in the COG-based approaches, all mean differences had p-values > 0.05 (see Figure 3.1 and 

in Appendix Tables B1 and B2).  

In contrast, the overall repeated measures ANOVA revealed statistically significant differences 

between the three linear quantification approaches (Point-to-Point, COG-to-plane, and COG-to-COG) 

for both mesh and point cloud methods (p < 0.001). In patient cases, post-hoc analysis showed no 

significant difference between the Point-to-Point and COG-to-plane approaches for either the mesh (-

0.53 mm, 95% CI [-1.37, 0.31], p=0.21) or the point cloud method (-0.81 mm, 95% CI [-1.59, -0.20], 

p=0.05). However, the COG-to-COG approach differed significantly from both the Point-to-Point 

(mesh: 3.62 mm, 95% CI [2.32,4.91], p<0.001; point cloud: 5.01 mm, 95% CI [3.92, 6.09], p<0.001) and 

the COG-to-plane approach (mesh: 3.08 mm, 95% CI [2.35,3.82], p<0.001; point cloud: 4.20 mm, 95% 

CI [3.27,5.13], p<0.001). Similar results were found in allograft cases (see in Appendix Tables B1 and 

B2). 

The procedural accuracy of the point cloud method was -0.77 ± 2.03 mm (Point-to-Point), 0.04 ± 0.18 

mm ( COG-to-plane), and 4.24 ± 2.39 (COG-to-COG) in patient cases. In allograft cases, these values 

were 0.47 ± 2.32 mm, -0.03 ± 0.15 mm, and 4.41 ± 2.44 mm, respectively. For the mesh method, 

procedural accuracy was: -0.51 ± 2.16 mm, 0.02 ± 0.19 mm, and 3.10 ± 1.89 mm, respectively in patient 

cases, and -0.23 ± 1.60 mm, -0.07 ± 0.26  mm, and 4.22 ± 2.27 mm, respectively in allograft cases (see 

Figure 3.1 and in Appendix B Tables B1 and B2). For the Point-to-Point approach, the procedural 

accuracy is also reported separately for each patient, see Tables B3-B4 in Appendix B. 
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Figure 3.1: Mean linear deviation in mm between the planned and achieved planes for the COG-to-COG approach, 
COG-to-Plane approach and Point-to-Point approach in patient and allograft cases. The mesh method is presented 
in blue and the point cloud method in red. The values are positive(+)/negative(-) representing less bone resected 
compared to the planning. Statistical significant difference is indicated with (*). Patients: N=28; Allografts: N=17 

 

 

 

3.3.2 Angular outcomes 

Paired t-test showed no statistically significant differences between the mesh and point cloud methods 

for the angle between normal vectors (patients: 0.47 degrees (95% CI [-1.07,2.01], p=0.53; allografts: 

0.62 degrees (95% CI  [-1.78,3.02], p=0.59), for roll angle (patients: -0.07 degrees (95% CI [-1.12,0.98], 

p=0.84; allografts: -0.67 degrees (95% CI  [-1.67,0.33], p=0.17), and for pitch angle (patients: 0.79 

degrees (95% [-1.64,3.22], p=0.51; allografts: -1.96 degrees (95% CI [-4.63,0.70], p=0.14), (see Figure 

3.2 and in Appendix Tables C1 and C2).  

The procedural accuracy of the point cloud method was 6.13 ± 5.43 degrees (normal vector), 0.15 ± 

5.36 degrees (pitch), and -0.21 ± 3.88 degrees (roll), in patient cases. Values of 4.71 ± 2.92 degrees, 

2.91 ± 3.85 degrees, and 0.70 ± 2.30 degrees, respectively, were observed in allograft cases. For the 

mesh method, procedural accuracy was 6.60 ± 6.50 degrees, -0.63 ± 6.84 degrees, and -0.14 ± 4.01 

degrees, respectively in patient cases. Values of 5.33 ± 5.07 degrees, 0.98 ± 7.08 degrees, and 0.03 ± 

1.60 degrees, respectively, were observed in allograft cases (see Figure 3.2 and in Appendix Tables C1 

and C2). For the normal vector approach, the procedural accuracy is also reported separately for each 

patient, see Tables C3-C4 in Appendix C. 
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Figure 3.2: Mean angular deviation in degrees between the planned and achieved planes for the normal vector (NV) approach, 
and pitch and roll approach in patient and allograft cases. The mesh method is presented in blue and the point cloud method 
in red. The Pitch and Roll values are positive(+)/negative(-) representing the achieved plane positioned upwards and rotated 
clockwise compared to the planning. Patients: N=28; Allografts: N=17. 

3.3.2.1 Quality assessment 

In the quality assessment, a subset of planes was selected for further analysis. This resulted in the 

selection of 24 planes in patient cases and 12 in allograft cases using the mesh method, and 20 and 14 

planes, respectively, using the point cloud method. See appendix D for the scatterplots visualizing the 

selected planes in patient cases (Fig. D1A) and allograft cases (Fig. D1B) for the mesh method. 

Based on the normal vector approach, a mean angular deviation of 5.64 ± 5.32 degrees was observed 

in patient cases using the mesh method and 5.02 ± 2.68 degrees using the point cloud method. In 

allograft cases, the mean angular deviation was 3.75 ± 2.11 degrees using the mesh method and 4.98 

± 2.95 degrees using the point cloud method. 

Based on the pitch and roll angle approach, mean values of 1.39 ± 3.76 degrees and -0.39 ± 1.20 

degrees were observed in patient cases using the mesh method, whereas values of 2.85 ± 4.08 degrees 

and 0.66 ± 2.52 degrees were observed using the point cloud method. In allograft cases, mean values 

of -1.39 ± 3.76 degrees and -0.39 ± 1.20 degrees were observed using the mesh method, whereas 

values of 2.85 ± 4.08 degrees and 0.66 ± 2.52 degrees were observed using the point cloud method. 

See Appendix D Figure D2 for the boxplots illustrating the mean angular deviation before and after 

quality assessment. 

3.3.3 Flatness 

Paired t-test showed no significant difference between the mesh and point cloud methods for the 

corrected ISO-1101 standard in patient cases (0.30 mm 95% CI [-0.54,1.15], p=0.47). However, a 

significant difference was found in allograft cases (0.90 mm 95% CI [0.35, 1.46], p=0.003). For the non-

corrected ISO-1101 standard, significant differences were observed in both patient cases (1.70 mm 

95% CI [0.71,2.68], p=0.002) and allograft cases (1.67 mm 95% CI [0.99,2.35], p< 0.001) (Figure 3.3, and 

Appendix Tables E1 and E2). 
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For both patient and allograft cases, a statistical significant difference was observed between the 

corrected and non-corrected ISO-1101 standards when the mesh method was used (patient: -1.55 mm 

95% CI [-1.86, -1.23],p < 0.001; allograft: -0.90 mm 95% CI [-1.24,-0.56], p < 0.001). However, no 

significant difference was found when the point cloud method was used (patient: -0.15 mm 95% CI [-

0.38,0.07],p = 0.17; allograft: -0.14 mm 95% CI [-0.28,0.01], p= 0.07) (Figure 3.3, and Appendix Tables 

E1 and E2). 

Mean flatness values were 2.78 ± 1.19 mm (mesh) and 2.48 ± 2.14 mm (point cloud) using the corrected 

ISO-1101 standard in patient cases. According to the non-corrected standard, mean flatness values 

were 4.33 ± 1.74 mm (mesh) and 2.63 ± 2.30 mm (point cloud). In allograft cases, mean flatness values 

were 2.36 ± 0.90 mm (mesh) and 1.46 ± 0.62 mm (point cloud), according to the corrected ISO-1101 

standard, and 3.29 ± 1.17 mm and 1.60 ± 0.69 mm, respectively, according to the non-corrected 

standard (see in Appendix Tables E1 and E2). 

 

Figure 3.3: Mean Flatness in mm of the achieved planes for the corrected and non-corrected ISO-1101 standards. The mesh 
method is presented in blue and the point cloud method in red. Statistical significant difference is indicated with (*). Patients 
N=28; Allografts: 17. 

3.3.4 Surgical margin 

Paired t-test showed significant difference between the mesh and point cloud methods for the surgical 

margin (0.9 mm 98% CI [0.24,1.56], p=0.01) (Figure 3.4, and Table F1 in Appendix F). The achieved 

surgical margin measured with the mesh method was 10.2 ± 5.8 mm, and 11.1 ± 5.7 mm for the point 

cloud method (see Table F1 in Appendix F) 
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Figure 3.4: Mean deviation (mm) in surgical margin between planned and achieved planes for the mesh and point cloud 
methods. The mesh method is presented in blue and the point cloud method in red. Negative values(-) indicate that the 
achieved plane was cut farther from the tumor than planned. Statistical significant difference is indicated with (*). N=23. 
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4.0 Discussion 
Preoperative 3D planning has become the standard of care for complex orthopedic procedures, 

including multiplanar osteotomies and tumor resections. Many studies have reported the procedural 

accuracy between the 3D planned and achieved planes (6, 11, 19, 23, 26-57). However, as standardized 

measurement for procedural accuracy is still lacking, the studies are hard to compare. Standardized 

measurements would enable more reliable comparisons across studies and contribute to the 

development of best practices.   

This study therefore aimed to investigate the best suitable standardized approach for evaluating the 

procedural accuracy of the achieved planes compared to the preoperative plane, and to assess the 

achieved results in complex orthopedic procedures. Although only PSIs were used in this study, the 

findings are also applicable to CAS. The in-house assessment of the different methods described in 

literature clearly demonstrated the need for a standardized validated methodology.  

4.1 Results 
 

4.1.1Method selection  

The results highlight clear differences in usability among the four evaluated techniques (manual, 

normal vector, mesh and point cloud methods) for achieved plane determination. 

The manual method requires a complete 3D bone model, which can be generated relatively quickly. 

However, this method is highly subjective, relying heavily on user input and interpretation (Fig. 2.5). 

The normal vector method requires separate 3D models of the different bone segments (e.g. proximal 

part, distal part, resected part), making it more time-consuming. Additionally, this method is only 

suitable for relatively flat planes, as it becomes highly time-consuming for irregular surfaces (Fig. 2.4). 

The mesh method also depends on separate 3D bone models, but offers a more objective and 

reproducible approach compared to the manual and normal vector methods, and is faster than the 

normal vector method. The point cloud method allows for quick and simple positioning of points on 

the achieved plane and is the only method that does not require segmentation, which is an advantage 

as not everyone has the expertise to perform such a segmentation. In summary, both the mesh and 

point cloud methods are the best in terms of ease of use and objectivity compared to the manual and 

normal vector methods, with the point cloud method being the most accessible due to the lack of 

segmentation requirements. 

Furthermore, analyses of angular deviations and the flatness parameter within a subset of the data, 

demonstrated that the point cloud method performed comparably to the mesh method, with no 

statistically significant differences observed across the evaluated approaches (p>0.05). In contrast, 

analyses of linear deviations in this subset revealed a statistically significant difference between the 

mesh and point cloud methods within the COG-to-COG approach (-1.91 mm 95% CI [-3.39,-0.44], 

p=0.01). No statistically significant differences were found in the other two linear deviation 

approaches. Since the COG-to-COG approach is not considered a reliable measure for linear 

quantification (see below), this result does not affect the overall conclusion that the point cloud 

method performed comparably to the mesh method. This finding is promising for future research, 

particularly when larger datasets are assessed to quantify the linear and angular deviations between 

the planes.  
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4.1.2 Linear outcomes 

The linear results, measured across the entire datatset, indicate that there is no significant difference 

in mean distance between the point cloud and mesh methods for all three linear deviation approaches, 

in both patient and allograft procedures (p>0.05). However, when comparing the linear deviation 

approaches themselves, the COG-to-COG approach differed significantly from both the COG-to-plane 

and Point-to-Point approaches. For patients assessed with the mesh method, the COG-to-COG 

approach differed from the Point-to-Point approach by 3.62 mm (95% CI [2.32,4.91], p < 0.001) and 

from the COG-to-Plane approach by 3.08 mm (95% CI [2.35,3.82], p < 0.001). Using the point cloud 

method, COG-to-COG differed from Point-to-Point by 5.01 mm (95% CI [3.92,6.09], p < 0.001) and from 

COG-to-Plane by 4.20 mm (95% CI [3.27,5.13], p < 0.001)). Similar results were observed in allograft 

cases. The COG-to-COG approach is more sensitive to errors introduced by plane translation or 

inaccuracies in the convex hull. This is illustrated in Figure G1 in Appendix G, where the COG-to-COG 

approach yielded a deviation of 10.23 mm, while the COG-to-plane approach showed a deviation of 

only -0.16 mm. Despite these disadvantages, all studies included in the scoping review that used a 

COG-based method, applied the COG-to-COG approach (30, 36, 40, 51), suggesting that previously 

reported deviations may have been overestimated.  

Previous studies reported much smaller differences (approximately 0.5 mm) between COG-to-COG and 

Point-to-Point approaches. For example, Brouwer de Koning et al. (2021) reported a mean deviation 

of 0.9 ± 0.5 mm for the anterior plane and 2.0 ± 1.0 mm for the posterior plane in the maxillofacial 

region, using the COG-to-COG approach (30), while Liu et al. (2014) reported a mean deviation of 1.39 

± 1.05 mm in the same region using the Point-to-Point approach (41). This discrepancy may be 

attributed to anatomical differences. The relatively small planes in the maxillofacial region reduce the 

sensitivity of the COG-to-COG approach to plane translation and convex hull inaccuracies. 

A procedural accuracy of -0.77 ± 2.03 mm was observed between the planned and achieved planes 

using the point cloud method and Point-to-Point approach. This implies that the achieved plane was 

positioned further from the planned plane, resulting in more bone resected than intended in the 

preoperative plan. In contrast, the study of Ter Braak et al. (2020) reported an accuracy of 1.1 ± 0.6 

mm in plaster mandibular models (51). The higher variability observed in our study may reflect the 

complexity of working with actual bones with potentially unclear planes instead of plaster models 

4.1.3 Angular outcomes 

Two approaches were used to quantify angular outcome measures. The normal vector approach 

provides a global measure of orientation error between the achieved and planned planes. This method 

is computationally simpler and well suited for quick assessments, although it lacks directional 

specificity. In contrast, the roll and pitch method is a local, direction-specific metric that captures 

deviations along clinically relevant anatomical axes. However, it is more difficult to implement and 

interpret, particularly for non-technical users. 

Additionally, the results, measured across the entire dataset, indicate that there is no significant 

difference between the mesh and point cloud method when the normal vector, and roll and pitch 

approaches were used (p>0.05).  

For patients, the point cloud method yielded a procedural accuracy of 0.15 ± 5.36 degrees in pitch and 

-0.21 ± 3.88 degrees in roll between the planned and achieved planes. Following quality assessment, 

these values changed to 1.21 ± 3.94 degrees and -0.71 ± 2.97 degrees, respectively. Similar results 
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were observed with the mesh method and in allograft cases. Excluding elongated planes resulted in a 

more reliable estimation of angular deviation, evidenced by a reduced standard deviation. The 

observed shift in the mean indicates a possible bias caused by the inclusion of less reliable cutting 

planes in the first analysis.  

The study of Hasan et al. (2020) reported angular deviations of 6.7 ± 4.6 degrees in roll and 5.4 ± 1.5 

degrees in pitch in the mandibular region, using a navigation-assisted approach (39). The lower angular 

deviation observed in the present study may be attributed to differences in surgical guidance 

technique. Furthermore, anatomical differences likely play a role as the mandible presents smaller and 

more constrained bone surface areas, which may increase sensitivity to angular inaccuracies, as also 

reflected in the results of our quality assessment. 

4.1.4 Flatness 

The results, evaluated across the entire dataset, demonstrate a significant difference between the 

mesh and point cloud methods for both the corrected and non-corrected ISO-1101 standards in 

allograft cases (corrected: 0.98 mm 95% CI [0.43,1.54, p=0.002], non-corrected: 1.68 mm 95% CI 

[1.02,2.35], p<0.001). In patient cases, a significant difference was found only for the non-corrected 

ISO-1101 standard (1.67 mm 95% CI [0.68,2.65], p=0.002), while the corrected ISO-1101 standard did 

not show a significant difference (0.44 mm 95% CI [-0.41,1.29], p=0.30). This might be explained by the 

reduced sensitivity of the corrected standard to outliers. Interestingly, the corrected ISO-1101 

standard still revealed a significant difference in allograft cases. This may be attributed to the lower 

variability observed in the allograft data, resulting in smaller standard deviations and a narrower 

confidence interval. In this scenario, even a small, consistent difference can become statistically 

significant. Therefore, future studies with larger samples are needed to establish with greater certainty 

whether the point cloud method is comparable to the mesh method.  

Overall, flatness values were generally 1 mm higher in patient cases than in allograft cases. This may 

be attributed to the in vivo surgical environment, compared to the more controlled cutting conditions 

of allograft preparations outside the body.  

Furthermore no statistically significant differences were observed within the point cloud method when 

comparing the corrected and non-corrected standards themselves (patient: -0.15 mm 95% CI [-

0.38,0.07], p=0.17; allograft -0.14 mm 95% CI [-0.28,0.01], p=0.07). In contrast, significant differences 

were found within the mesh method, with an average difference of approximately 1 mm (patient: -

1.38 mm 95% CI [-1.69,-1.07], p<0.001; allograft: -0.84 mm 95% CI [-1.15,-0.53], p<0.001). These 

findings highlight the importance of standardizing the method used to define the achieved plane and 

show the influence of the chosen standard (corrected vs non-corrected) to the measured outcome.   

For patients, the point cloud method yielded a mean flatness of 2.63 ± 2.30 mm using the non-

corrected ISO-1101 standard and 2.48 ± 2.14 mm using the corrected standard. For allografts, mean 

flatness of 1.60 ± 0.69 mm and 1.46 ± 0.62 mm were observed, respectively. The study of Cartiaux et 

al. (2014) determined flatness using the non-corrected ISO-1101 standard on a synthetic pelvic 

sawbone model (32). Achieved planes were digitized directly on the 3D bone model using a 

coordinate measuring machine. They reported an average flatness in the posterior ilium of 0.8 mm 

(CI 0.6-1.0 mm), which is approximately two times lower than the value measured in our allograft 

cases (1.60 mm). This discrepancy may be attributed to differences in the type of bones used 

(synthetic sawbones versus actual bones presenting cortical and trabecular structures). 
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4.1.5 Surgical margin 

Although the error bars in the bar plot overlap (Fig. 3.4), analysis across the entire dataset using a 

paired-sample t-test revealed a significant difference between the mesh and point cloud method for 

surgical margin (0.9 mm 95% CI[0.24, 1.56], p=0.01), with the point cloud method showing a higher 

value. This is because the paired analysis accounts for the within-subject consistency of the differences, 

which is not reflected in the group-level error bars. The significant difference observed between the 

methods may be related to their different sensitivities to noise and outliers. The mesh method can be 

more susceptible to these factors, as noise and outliers can influence the shape of the triangles. In 

contrast, the point cloud method may be less affected by noise and outliers due to their smaller impact 

on the overall point distribution. Additionally, the significant difference can also be due to the small 

sample size (N=23).  

A surgical margin difference of -1.1 ± 2.2 mm was observed using the point cloud method. This implies 

that the achieved plane is generally located farther from the tumor than planned. In future 

preoperative 3D plannings this may allow for a reduction in the required surgical margins, potentially 

preserving more healthy tissue without compromising oncological safety. 

The study of Evrard et al. (2022) reported a mean surgical margin difference of -0.4 ± 1.8 mm across 

various bones (6), which differs by 0.7 mm with our result using the point cloud method and by only 

0.2 mm when using the mesh method. As the method used to determine the achieved plane in their 

study is not specified, the observed difference may be attributed to methodological variations.  

4.2 Limitations 
Several limitations of this study should be acknowledged. First, all measurements were performed by 

a single observer. The potential impact of inter- and intra-observer variability was therefore not 

assessed. It is possible that differences between the mesh and point cloud methods could be 

influenced by subjective interpretation of the cutting planes. Future studies should include repeated 

assessments by additional observers to validate the robustness of these methods.  

Second, registration errors were not corrected when analyzing the linear and angular outcome 

measures. These errors may have influenced the procedural accuracy results.  

Third, cases involving correction osteotomies and bone tumor resections were analyzed together. In 

oncological cases, the accurate positioning of the PSI is more critical than in non-oncological cases. 

Therefore, the results of correction osteotomies may have influenced the overall procedural accuracy 

in oncological cases, as the difference between the planned and achieved planes is likely smaller in 

these cases. 

Fourth, all cutting planes were considered separately. However, cutting planes within the same patient 

or allograft are often interdependent, as they tend to deviate by a similar factor if the PSI is not 

perfectly positioned. This may not hold true when a large connection bar is used (Fig. 2.1A). In such 

cases, the PSI is easier to position distally, while positioning it proximally is more challenging due to 

diaphyseal localization.  

Fifth, the achieved surgical margin can be determined more precisely. In this study, the surgical margin 

was defined as the minimal distance between the tumor and the achieved plane, without accounting 

for the kerf (Definitions Fig. 2). Future studies could address this limitation by either subtracting the 
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saw blade thickness for each individual case or by determining the achieved planes through a 

postoperative CT scan of the resection specimen, rather than scanning the patient.  

Lastly, the limited sample size reduces the reliability of this study. Postoperative CT scans after tumor 

resections and correction osteotomies are not routinely acquired as part of the clinical protocol. 

Follow-up often relies on radiographs for correction osteotomies, and radiographs at progressive 

intervals, with MRI/CT chest at specific intervals, up to 10 years after surgery, for tumor resections. 

However, postoperative CT scans are crucial for procedural feedback. Therefore a low-dose CT 

protocol could be implemented to improve this. Additionally, collaboration between multiple hospitals 

would be beneficial to increase the sample size and enhance the statistical power of future studies.  

4.3 Outliers 
In total, three cutting planes were excluded from analysis: one in a patient case and two in allograft 

cases. These cases are show in Appendix H. The excluded patient case involved a PSI with a curved 

plane designed to match the cartilage. However, according to the orthopedic surgeon, this cutting 

plane was manually sawn during surgery and therefore deviated from the intended plan. The allograft 

case concerns a typical Capanna reconstruction, in which the proximal part of the allograft was 

manually shortened during surgery to adapt to high soft tissue tension. Additionally, a groove was 

removed from the allograft to accommodate the vascular stem connection. These alterations resulted 

in cutting planes that were unsuitable for quantitative analysis.   
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5.0 Conclusion 
This study demonstrates that the mesh and point cloud method are well suited for determining the 

achieved plane in complex orthopedic procedures, particularly in terms of ease of use and objectivity. 

Analyses of linear and angular deviations showed that the point cloud method performed comparably 

to the mesh method with an average procedural accuracy of -0.77 ± 2.03 mm, -0.21 ± 3.88 degrees in 

roll, and 0.15 ± 5.36 degrees in pitch.  

Analysis of flatness values indicated that the point cloud method perfomed comparably to the mesh 

method only when using the corrected ISO-1101 standard, yielding an average flatness of 2.48 ± 2.14 

mm. Future research with larger sample sizes is needed to confirm whether the point cloud method is 

also comparable to the mesh method in allograft cases. Given the advantages of the corrected ISO-

1101 standard over the uncorrected standard, the significant difference between these standards, and 

the potentially non-significant differences observed between the mesh and point cloud method with 

the corrected standard in allograft cases, future research should carefully consider which approach to 

employ.  

Analysis of surgical margin values indicate that the point cloud method did not perform comparably to 

the mesh method, yielding an average surgical margin difference of -1.1 ± 2.2 mm and  -0.2 ± 2.2 mm, 

respectively. To exclude the possibility that the observed significant differences are due to the different 

ways in which the mesh and point cloud methods handle noise and outliers, future studies should 

include larger sample sizes.  

If future studies demonstrate that point cloud method performs comparably to the mesh method 

across all assessed parameters, the point cloud method should be adopted for determining the 

achieved plane, as its simplicity and speed of use would result in faster and easier quantification 

between planned and achieved planes.  

Within the linear outcome measures, significant differences were observed between the COG-to-COG 

approach and other linear approaches for both methods. As the COG-to-COG approach is not 

considered a reliable outcome measure (see 4.1.2), future research should use alternative linear 

outcome measures. For global assessment, the COG-to-plane approach is recommended, while the 

Point-to-Point approach is suitable for local assessment. Regarding angular outcome measures, the 

angle between normal vectors should be used as global outcome measure, and roll and pitch angles 

as local measure. 

The average outcome measures reported in this study provide a useful baseline for assessing 

procedural accuracy in complex orthopaedic procedures using 3D planning and CAS. Complementary 

studies with larger sample sizes are needed to fully validate the results observed here. Once 

completed, these results could contribute to the development of a more standardized approach for 

evaluating procedural accuracy in this field. 
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Appendix  

A – Method selection 
Table A1: Comparison of four methods to describe the achieved plane, including the number of points used for plane fitting 
and the resulting outcome measures. N=18.  (*) indicates a statistically significant difference. 

 

Table A2: Comparison of four methods to describe the achieved plane and resulting flatness outcome. N=18.  (*) indicates a 
statistically significant difference. 

Planned vs achieved 
planes - Patient cases 

Mesh 
method 

Normal vector 
method 

Manual 
method 

Point cloud 
method 

p-value 

Corrected 
ISO-1101 
standard 

Mean ± 
std 

2.62 ± 1.11 2.79 ± 2.10 0.00 ± 0.01 3.49 ± 3.17 <0.001 (*) 

Min 1.01 0.48 0.00 0.47  

Max 4.71 10.38 0.03 11.75  

Median 2.41 2.04 0.00 2.17  

Non 
corrected 
ISO-1101 
standard 

Mean ± 
std  

3.92 ± 1.63 4.06 ± 2.92 0.01 ± 0.02 3.70 ± 3.22 <0.001 (*) 

Min 1.48 1.49 0.00 0.44  

Max 7.48 15.20 0.08 11.28  

Median 3.24 3.56 0.00 2.69  

Planned vs achieved planes - 
Patient cases 

Mesh method Normal vector 
method 

Manual 
method 

Point cloud 
method 

p-
value 

Number of points 2552.1 ± 
1875.1 

2054.1 ± 
1276.2 

6.0 ± 6.0 23.4 ± 23.1 - 

Distance Point-
to-Point (in 
mm) 

Mean ± std -0.28 ± 1.55 0.03 ± 1.64 -0.02 ± 1.22 -0.54 ± 1.54  0.13 

Min -5.94 -6.01  -7.44 -5.37  

Max 2.98 4.90 5.13 3.65  

Median 0.04 0.40  -0.35 -0.71  

Distance COG-
to-plane (in 
mm) 

Mean ± std  0.00 ± 0.05 0.04 ± 0.15 0.01 ± 0.35 -0.01 ± 0.16 0.79 

Min -0.09 -0.09 -0.72 -0.33  

Max 0.14 0.55 0.78 0.28  

Median -0.01 -0.01 0.01 -0.01  

Distance COG-
to COG (in mm) 

Mean ± std  2.33 ± 1.50 2.95 ± 1.69 5.53 ± 4.22 4.24 ± 2.58 0.01 
(*) 

Min 0.79 0.96 0.41 1.35  

Max 6.57 6.72 16.00 10.22  

Median 1.99 2.22 4.49 3.24  

Angle between 
normal vectors 
(in degrees) 

Mean ± std 4.73 ± 2.41 6.32 ± 6.28 5.22 ± 4.37 6.85 ± 5.28 0.38 

Min 1.39 0.30 0.55 2.03  

Max 10.51 29.43 17.52 25.18  

Median 4.68 3.96 3.87 5.07  

Angle in roll (in 
degrees) 

Mean ± std -0.36 ± 2.10 1.63 ± 5.27 -0.07 ± 2.67 -1.25 ± 2.72 0.40 
Min -5.26 -20.15 -6.70 -7.49  
Max 4.67 5.00 6.23 4.84  
Median -0.26 -0.41 -0.30 -0.43  

Angle in pitch 
(in degrees) 

Mean ± std 1.19 ± 4.46 -2.11 ± 6.52 1.76 ± 5.86 2.01 ± 7.63 0.03 
(*) 

Min -10.31 -21.95 -13.01 -9.29  
Max 7.79 6.04 17.33 24.27  

Median 2.08 -0.37 1.89 2.16  
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B – Linear outcomes 
Table B1: Comparison of the mesh and point cloud methods across three quantification approaches, and resulting linear 
outcome measures in patient cases. The lower part presents pairwise comparisons between the approaches within both the 
mesh and point cloud methods, including mean differences, 95* CIs, and p-values. (*) indicates a statistically significant 
difference. N=28. 

Planned vs achieved planes 
Patient 

Mesh method Point cloud 
method 

Mean difference 
(95% CI) 

p-value  

Number of points 2771.9 ± 1964.5 27.8 ± 25.8 - - 

Distance 
Point-to-
Point (in mm) 

Mean ± std -0.51 ± 2.16 -0.77 ± 2.03 0.26 [-0.15, 0.66] 0.21  

Min -7.60  -5.37   

Max 5.32  6.82   

Median -0.21 -1.27   

Distance 
COG-to-plane 
(in mm) 

Mean ± std  0.02 ± 0.19 0.04 ± 0.18 -0.02 [-0.10,0.06] 0.62  

Min -0.66 -0.27   

Max 0.59 0.54   

Median 0.00 0.02  

Distance 
COG-to COG 
(in mm) 

Mean ± std  3.10 ± 1.89 4.24 ± 2.39 -1.14 [-2.30,0.03] 0.06 

Min 0.79 1.35   

Max 8.79 10.22  

Median 2.42 3.39   

Pairwise comparisons     

Point-to-Point vs COG-to-
plane 

-0.53 [-1.37, 0.31], 
p=0.21 

-0.81 [-1.59,-0.20],  
p=0.05 

COG-to-COG vs Point-to-
Point  

3.62 [2.32,4.91], 
p<0.001 (*) 

5.01 [3.92,6.09], 
p<0.001 (*) 

COG-to-COG vs COG-to-plane  3.08 [2.35,3.82], 
p<0.001 (*) 

4.20 [3.27,5.13],  
p<0.001 (*) 

 

Table B2: Comparison of the mesh and point cloud methods across three quantification approaches, and resulting linear 
outcome measures in allograft cases. The lower part presents pairwise comparisons between the approaches within both 
the mesh and point cloud methods, including mean differences, 95* CIs, and p-values. (*) indicates a statistically significant 
difference. N=17. 

Planned vs achieved planes 
Allograft 

Mesh method Point cloud 
method 

Mean difference 
(95% CI) 

p-value 

Number of points 2480.7 ± 2114.6 26.1 ± 17.5 - - 

Distance 
Point-to-
Point (in mm) 

Mean ± std -0.23 ± 1.60 0.47 ± 2.32 -0.70 [-1.54,0.14] 0.10  

Min -3.52  -3.96   

Max 5.07  6.72  

Median -0.44 0.36  

Distance 
COG-to-plane 
(in mm) 

Mean ± std  -0.07 ± 0.26 -0.03 ± 0.15 -0.04 [-0.05,0.29] 0.15  

Min -0.96 -0.29   

Max 0.34 0.25   

Median -0.03 0.00  

Distance 
COG-to COG 
(in mm) 

Mean ± std  4.22 ± 2.27 4.41 ± 2.44 -0.19 [-0.66,1.04] 0.64  

Min 0.20 0.84   

Max 7.72 9.91  

Median 4.17 3.75   

Pairwise comparisons     

Point-to-Point vs COG-to-
plane 

-0.08 [-0.93, 0.76], 
p=0.55 

0.50 [-0.71,1.71],  
p=0.45 
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COG-to-COG vs Point-to-Point 4.45[3.10,5.80], 
p<0.001 (*) 

3.94 [2.51,5.37], 
p<0.001 (*) 

 

COG-to-COG vs COG-to-plane  4.37 [3.09,5.64], 
p<0.001 (*) 

4.44 [3.11,5.77],  
p<0.001 (*) 

 

 

Table B3: Linear results using point-to-point distances of the mesh and point cloud methods in patient cases. N=28. 

Patient 
# 

Amount of 
cutting planes 

Method Mean ± std 
(mm) 

Min Max Median  

1  4 Mesh -0.81 ± 0.41 -1.48 -0.43 -0.66 
Point cloud -1.35 ± 0.27 -1.18 -1.08 -1.26 

2 2 Mesh -3.89 ± 0.72 -4.61 -3.17 -3.89 
Point cloud -3.14 ± 0.88 -4.02 -2.25 -3.14 

3  4 Mesh 0.99 ± 0.74 -0.02 2.05 0.96 
Point cloud -0.45 ± 1.18  -1.40 1.58 -0.98 

4 3 Mesh 0.26 ± 0.23 0.07 0.58 0.12 
Point cloud -0.88 ± 1.01 -1.80 0.53 -1.36 

5  5 Mesh 0.24 ± 0.85 -0.89 1.32 0.69 
Point cloud -0.05 ± 0.99 -1.49 1.58 -0.16 

6 1 Mesh 1.64 1.64 1.64 1.64 
Point cloud 0.59 0.59 0.59 0.59 

7  3 Mesh -0.64 ± 3.45 -3.22 4.24 -2.94 
Point cloud 0.01 ± 4.19 -3.10 5.92 -2.81 

8 1 Mesh -1.45 -1.45 -1.45 -1.45 
Point cloud -1.55 -1.55 -1.55 -1.55 

9  3 Mesh -3.76 ± 0.57 -4.25 -2.95 -4.07 
Point cloud -2.72 ± 0.29 -3.11 -2.43 -2.60 

10 2 Mesh 1.87± 0.62 1.26 2.49 1.87 
Point cloud 2.00 ± 0.15 1.85 2.16 2.00 

 

Table B4: Linear results using point-to-point distances of the mesh and point cloud methods in  allograft cases. N=17. 

Patient 
# 

Amount of 
cutting planes 

Method Mean ± std Min Max Median  

1  4 Mesh -0.48 ± 0.56  -1.15 0.07 -0.43 
Point cloud 0.14 ± 0.63 -0.91 0.71 0.38 

2  1 Mesh -0.55 -0.55 -0.55 -0.55 
Point cloud 0.17 ± 0.17 0.17 0.17 

3  4 Mesh -0.12 ± 0.65  -0.75  0.88 -0.31 
Point cloud 0.91±0.65 -0.19 1.45 1.18 

5  5 Mesh 0.13 ± 2.76 -3.12 4.72 -0.29 
Point cloud 0.78±2.57 -1.83 5.26 0.32 

7  3 Mesh -0.53 ± 0.65 -1.35 0.23 -0.46 
Point cloud -0.09±4.19 -3.20 5.82 -2.90 
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C – Angular outcomes 
Table C1: Comparison of the mesh and point cloud methods across two quantification approaches, and resulting angular 
outcome measures in patient cases. N=28. 

Planned vs achieved planes 
Patient 

Mesh method Point cloud 
method 

Mean difference (95% 
CI) 

p-value 

Number of points 2771.9 ± 1964.5 27.8 ± 25.8 - - 

Angle 
between 
normal 
vectors (in 
degrees) 

Mean ± std 6.60 ± 6.50 6.13 ± 5.43 0.47 [-1.07,2.01] 0.53  

Min 1.39 0.46   

Max 28.44 26.74  

Median 4.64 4.36  

Angle in roll 
(in degrees) 

Mean ± std -0.14 ± 4.01 -0.21 ± 3.88 -0.07 [-1.12,0.98] 0.89  

Min -6.79 -6.88   

Max 15.90  13.77   

Median -0.13 -0.25  

Angle in 
pitch (in 
degrees) 

Mean ± std -0.63 ± 6.84 0.15 ± 5.36 0.79 [-1.64,3.22] 0.51  

Min -23.62 -19.05  

Max 6.19 8.90  

Median 1.99 1.54  

 

Table C2: Comparison of the mesh and point cloud methods across two quantification approaches, and resulting angular 
outcome measures in  allograft cases. N=17. 

Planned vs achieved planes 
Allograft 

Mesh method Point cloud 
method 

Mean difference (95% 
CI) 

p-value  

Number of points 2480 ± 2114.6 26.1 ± 17.5  - 

Angle 
between 
normal 
vectors (in 
degrees) 

Mean ± std 5.33 ± 5.07 4.71 ± 2.92 0.62 [-1.78,3.02] 0.59  

Min 1.21 0.46   

Max 18.22 9.87  

Median 3.38 3.64  

Angle in roll 
(in degrees) 

Mean ± std 0.03 ± 1.60 0.70 ± 2.30 -0.67 [-1.67,0.33] 0.17  

Min -2.95 -2.80   

Max 4.02 7.57   

Median -0.19 0.43  

Angle in 
pitch (in 
degrees) 

Mean ± std 0.94 ± 7.08 2.91 ± 3.85 -1.96 [-4.63,0.70] 0.14 
 

Min -17.79 -3.88   

Max 18.07 9.36   
Median 1.16 3.21  

 

Table C3: Angular results using point-to-point distances of the mesh and point cloud methods in patient cases. N=28. 

Patient 
# 

Amount of 
cutting planes 

Method Mean ± std 
(mm) 

Min Max Median  

1  4 Mesh 3.39 ± 1.00 2.33 4.89 3.17 
Point cloud 3.23 ± 0.92 2.03 4.60 3.14 

2 2 Mesh 4.71 ± 0.25 4.46 4.96 4.71 
Point cloud 4.99 ± 0.75 4.24 5.75 4.99 

3  4 Mesh 7.55 ± 1.80 5.93 10.51 6.88 
Point cloud 5.01 ± 2.62 2.52 9.02 4.26 

4 3 Mesh 1.81 ± 0.50 1.39 2.52 1.51 
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Point cloud 8.02 ± 2.73 4.18 10.23 9.66 
5  5 Mesh 5.29 ± 2.01 2.86 8.26 4.99 

Point cloud 4.75 ± 1.64 2.14 6.99 4.41 
6 1 Mesh 2.79 2.79 2.79 2.79 

Point cloud 2.18  2.18 2.18 2.18 
7  3 Mesh 3.43 ± 1.00 2.50 4.82 2.97 

Point cloud 3.18 ± 2.18 0.46 5.76 3.61 
8 1 Mesh 3.22 3.22 3.22 3.22 

Point cloud 2.04  2.04 2.04 2.04 
9  3 Mesh 23.95 ± 3.74 19.29 28.44 23.82 

Point cloud 17.84 ± 7.95 7.44 26.74 19.33 
10 2 Mesh 5.94 ± 3.22 2.71 9.16 5.94 

Point cloud 6.60 ± 3.49 3.11 10.09 6.60 

 

Table C4: Angular results using point-to-point distances of the mesh and point cloud methods in  allograft cases. N=17. 

Patient 
# 

Amount of 
cutting planes 

Method Mean ± std Min Max Median  

1  4 Mesh 4.66 ± 1.35 3.38 6.87 4.20 
Point cloud 3.49 ± 1.73 1.35 6.18 3.21 

2  1 Mesh 8.88 8.88 8.88 8.88 
Point cloud 9.87 9.87 9.87 9.87 

3  4 Mesh 10.94 ± 7.27 3.32 18.22 11.11 
Point cloud 6.98 ± 2.24 3.64 9.32 7.48 

5  5 Mesh 2.32 ± 0.66 1.21 3.08 2.48 
Point cloud 3.72 ± 2.62 1.87 8.78 2.37 

7  3 Mesh 2.60 ± 1.62 1.27 4.88 1.64 
Point cloud 3.28 ± 2.18 0.46 5.76 3.61 
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D – Quality assessment 
All cutting planes with a smallest eigenvalue above 10 mm were selected. Twenty-four cutting planes 

were selected in patient cases and 12 in allograft cases using the mesh method, based on quality 

assessment of angular outcomes. Each patient is visualized in a different color.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure D1: Scatter plots visualizing excluded cutting planes. Four planes were excluded in patient cases (A) and five planes in 
allograft cases (B). Each patient is visualized in a different color 

A 

B 
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Figure D2: Boxplots illustrating the mean angular deviation before and after quality assessment for normal vector approach, 
and pitch and roll approach. (*) indicates extreme outliers (>3*IQR. (o) indicates mild outliers (>1.5*IQR). The mesh method 
is presented in blue and the point cloud method in red. 
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E – Flatness  
Table E1: Comparison of the mesh and point cloud methods across two quantification approaches, and resulting flatness 
outcome measure in patient cases and resulting flatness outcome measure. (*) indicates a statistically significant difference. 
N=28. 

Achieved plane  
Patient 

Mesh method Point cloud 
method 

Mean difference 
(95% CI) 

p-value  

Corrected 
ISO-1101 
standard 

Mean ± std 2.78 ± 1.19 2.48 ± 2.14 0.30 [-0.54,1.15] 0.47 
  Min 1.01 0.47  

Max 5.60 9.66   

Median 2.41 1.59  

Non 
corrected 
ISO-1101 
standard 

Mean ± std  4.33 ± 1.74 2.63 ± 2.30  1.70 [0.71,2.68] 0.002 (*)  

Min 1.48 0.44  

Max 8.00 9.77   

Median 3.94 1.62   

Pairwise comparisons     

Corrected vs non-corrected 
ISO-1101 standard 

-1.55 [-1.86,-1.23] 
p < 0.001 (*) 

-0.15 [-0.38,0.07] 
p = 0.17  

 

 

Table E2: Comparison of the mesh and point cloud methods across two quantification approaches, and resulting flatness 
outcome measure in  allograft cases and resulting flatness outcome measure. (*) indicates a statistically significant 
difference. N=17.  

Achieved plane  
Allograft 

Mesh method Point cloud 
method 

Mean difference 
(95% CI) 

p-value 

Corrected 
ISO-1101 
standard 

Mean ± std 2.36 ± 0.90 1.46 ± 0.62 0.90 [0.35, 1.46] 0.003 (*)  
 Min 0.54 0.51  

Max 3.83 2.74  

Median 2.22 1.36  

Non 
corrected 
ISO-1101 
standard 

Mean ± std  3.29 ± 1.17 1.60 ± 0.69  1.67 [0.99, 2.35] <0.001 (*)  
 Min 1.48 0.31  

Max 6.32 2.63   

Median 3.24 1.34   

Pairwise comparisons     

Corrected vs non-corrected 
ISO-1101 standard 

-0.90 [-1.24,-0.56] 
p < 0.001 (*) 

-0.14 [-0.28, 0.01] 
p = 0.07  

 

 

F – Surgical Margin 
Table F1: Comparison of the mesh and point cloud methods and resulting surgical margin. (*) indicates a statistically 
significant difference. N=23. 

Planned vs achieved SM Mean ± std Min Max Median 

Mesh 
method 

Planned 10.0 ± 5.8 0.8 22.0 7.2 

Achieved  10.2 ± 5.8 1.5 23.4 8.0 

Margin diff  -0.2 ± 2.2 -5.4 4.3 0.0 

Point cloud 
method 

Achieved  11.1 ± 5.7 4.3 23.4 8.7 

Margin diff  -1.1 ± 2.2 -4.6 5.8 -1.2 

Mean difference (95% CI)  0.9 [0.24, 1.56]   

P-value 0.01 (*)   
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G – COG-COG vs COG-Plane 
COG-COG approach results in a linear deviation of 10.23 mm, while the COG-to-plane approach results 

in a deviation of only -0.16 mm 

 

Figure G1: Planned plane and bone contour visualized in green. Achieved plane and bone contour visualized in red. 

H - Outliers 
Example of excluded cutting planes in allograft case: 

 

 

 

 

 

Example of excluded cutting plane in patient case: 
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User Guide 
When the STLs (mesh method) and XML (point cloud method) files are created, the Python script can 

be run. This scripts calculates the linear (Point-to-Point, COG-to-COG, and COG-to-plane) and angular 

(normal vector, and pitch and roll) outcome measures, flatness of the achieved plane (corrected and 

non-corrected ISO-standard). The surgical margin is calculated using another script. The results are 

exported to an Excel sheet. 

1. Start by opening XML_to_CSV.py files (in MSc\Python code) 

a. Add filepath of new XML files in filepaths and change output_dir to the location 

where the CSV file should be saved. 

b. Run the script 

2. Now, open functions.py 

a. Add the filepaths of the new STL and CSV files in the corresponding allografts or 

patients directory  

b. Run the script 

c. The results will be exported to an Excel file called results_patients.csv or 

results_allografts.csv. The Excel files will be saved in MSc\Results 

d. The Excel file has the following columns: 

i. Patient: contains patient code 

ii. Plane: contains specific cutting plane 

iii. Method: contains type of method (mesh/pointcloud) 

iv. Mean_Distance: contains the mean distance between points of achieved 

versus planned plane (mm) 

v. N_points_plane_fitting: contains number of points used for plane fitting 

vi. COG_COG_Distance: contains the distance between COG_planned and 

COG_achieved (mm) 

vii. COG_Plane_Distance: contains the average distance between COG_planned 

and achieved plane, and vise versa (mm) 

viii. Angle-NV: contains the angle between planned and actual normal vectors 

(degrees) 

ix. Roll: contains the angle between planned and actual normal vectors in 

medial-lateral direction (degrees) 

x. Pitch: contains the angle between planned and actual normal vectors in 

cranial-caudal direction (degrees) 

xi. Pitch-After: contains the pitch angle after quality assessment (degrees) 

xii. Roll-After: contains the roll angle after quality assessment (degrees) 

xiii. NV-After: contains the angle between normal vectord after quality 

assessment (degrees) 

xiv. Flatness_ISO: contains the uncorrected flatness ISO-1101 standard (mm) 

xv. Distance_between_planes: contains the corrected flatness ISO-1101 

standard (mm) 

3. Next, open surgical_margin.py 

a. Add the filepaths of the new STL and CSV files in the patients directory  

b. Run the script 
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c. The results will be exported to an Excel file called results_surgical_margin.csv. The 

Excel file will be saved in MSc\Results 

d. The Excel file has the following columns: 

i. Patient: contains patient code 

ii. Plane: contains specific cutting plane 

iii. Method: contains type of method (mesh/pointcloud) 

iv. Planned SM: contains the planned margin 

v. Actual SM: contains the achieved surgical margin 

vi. Margin difference: contains the surgical margin difference between the 

planned and achieved cutting plane 
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