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SUMMARY

The electrical power grid is a fundamental infrastructure in today’s society. The synchro-
nization of the frequency to nominal frequency over all the network is essential for the
proper functioning of the power grid. The current transition to a more distributed gen-
eration by weather dependent renewable power sources, which are inherently more prone
to fluctuations, poses great challenges to the functioning of the power grid. Among these
fluctuations, the frequency fluctuations negatively affect the power supply and stability of
the power grid. In this thesis, we focus on load frequency control laws that can effectively
suppress the frequency fluctuations, and methods that can improve the synchronization sta-
bility.

The load frequency control consists of a three-level control, primary control which syn-
chronizes the frequency, secondary frequency control which restores the nominal frequency
and tertiary control which guarantees the security and economic optimality of the power
system. Large frequency fluctuations are usually caused by power-imbalance which is the
imbalance between power supply and demand. The traditional secondary frequency con-
trol restores the nominal frequency by steering area control error to zero. Existing control
laws are usually of integral control type, which suffer from either a slow convergence to the
steady state or an overshoot problem. In order to effectively suppress the frequency fluctu-
ations, a faster reaction of the control input to the power imbalance is critical. To accelerate
this convergence, we propose a centralized control law, namely Power-Imbalance Alloca-
tion Control (PIAC), for the secondary frequency control to restore the nominal frequency
with a minimized control cost. In PIAC, a central coordinator collects from local nodes
frequency deviations and then calculates the control inputs for these local nodes by solv-
ing an economic power dispatch problem. By including a proportional control input into
the secondary frequency control, the total control inputs converges to the power-imbalance
exponentially with a speed determined by a control parameter. Thus the overshoot and
slow convergence are avoided. When implemented in a non-cooperative multi-area con-
trol, PIAC decouples the control actions of the areas such that the controllers of an area
is independent on the disturbances from its neighboring areas. Lyapunov stability analysis
shows that PIAC is locally asymptotic stable for strictly convex cost functions of the eco-
nomic power dispatch problem. Case studies indicate that PIAC can effectively accelerate
the convergence of the system to its steady state. Thus the large frequency fluctuations can
be effectively suppressed by PIAC.

Because of the overhead for communications and for extensive computations, the cen-
tralized control law, PIAC, is still not practical for large-scale power systems. Distributed
control can eliminate these drawbacks, which however generally suffers from a slow conver-
gence to the optimal steady state. With the idea of PIAC on suppressing the frequency fluc-
tuations, we propose a multi-level control law, called Multi-level Power-Imbalance Alloca-
tion Control (MLPIAC), for large-scale power system with several cooperative areas, where
there is a coordinator in each area. In MLPIAC, a centralized control law named Gather-
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broadcast Power-Imbalance Allocation Control (GBPIAC) is implemented in each area and
a distributed one named Distributed Power-Imbalance Allocation Control (DPIAC) is im-
plemented over the areas. As in PIAC, the total control input in MLPIAC also converges to
the power-imbalance exponentially with a speed determined by a control parameter. Thus
the frequency fluctuation can be effectively suppressed. In addition, because the number
of nodes in each area is smaller than that of the network, the overhead communications
and the complexity of the computations for the coordinator of each area can be greatly de-
creased. Because the number of areas is smaller than that of nodes, MLPIAC can obtain the
optimal steady state more efficiently than the pure distributed control law. Hence, the com-
mon drawback of centralized control and that of distributed control can be well balanced
in MLPIAC. Lyapunov stability analysis shows that if a sufficient condition for the control
parameters is satisfied, MLPIAC is locally asymptotic stable. Case studies demonstrate that
MLPIAC can also effectively accelerate the convergence to the optimal state of the system.

For the proposed control laws, PIAC, DPIAC and GBPIAC, we further investigate the
influences of the control parameters on the transient performance of the power system. We
model the disturbance at power loads as Gaussian white noise and measure the transient
performance of the frequency deviation and control cost by the H2 norm. Though it is hard
for general power systems, the H2 norms are calculated for specific power systems with
homogeneous parameters, which provides useful insights on the influences of the control
parameters. It is shown that a trade-off between the frequency deviation and control cost is
established. This trade-off is determined by the control parameters, which is demonstrated
by both analysis and case studies. Furthermore, it is found that with the same control cost,
PIAC is more efficient on suppressing the frequency than GBPIAC and by increasing a
control parameter, the transient performance of DPIAC converges to that of GBPIAC.

With respect to the synchronization stability of power systems, we investigate the syn-
chronous states and their stability of networks with a ring topology. The number of stable
equilibria is calculated and the synchronization stability of the equilibria is investigated.
The energy barrier is used to measure the synchronization stability, which is the potential
energy difference between the type-1 saddles and the stable equilibrium. We find from the
analytical calculation that when the generators and loads are evenly distributed in an al-
ternating way, the energy barrier decreases to a constant as the size of the ring approaches
infinity. Numerical simulation shows that for a heterogeneous distribution of generators and
loads, the energy barrier decreases with the size of the ring. In addition, it shows that the
more heterogeneous is the distribution of the generators and loads, the smaller is the energy
barrier. So the energy barrier can be increased either by adding small rings to the network
or decreasing the heterogeneity of the distribution of the generators and loads. In addition,
by comparing the energy barrier of a ring network and a tree network, we find that a line
connecting two nodes in a ring network is more robust than the one in a tree network when
they are transmitting the same amount of power. The smaller the ring network, the larger
is the energy barrier difference. Thus if the same robustness is expected, the line in a ring
network can transmit more power than a corresponding one in a tree network. Because the
synchronization stability of a network is usually limited by the lines that are less robust, the
security constraint should be more strict on the lines with tree connections than that on the
ones with ring connections.



SAMENVATTING

Het elektriciteitsnetwerk is een fundament van de infrastruktuur van de hedendaagse maat-
schappij. De gebruikers van het netwerk vereisen dat de frequentie van het netwerk die
wordt aangeboden overall gelijk is en niet veel afwijkt van de nominale frequentie. De
huidige ontwikkelingen naar een elektriciteitsnetwerk met meer gedistribueerde opwek-
king van energie geeft aanleiding tot nieuwe en grote uitdagingen voor de regeling van het
netwerk. Vanwege de vele variaties in de energieopwekking is er het gevaar dat de ener-
gieopwekking uitvalt of dat de stabiliteit van het elektrische netwerk verloren gaat. In dit
proefschrift worden regelwetten en methodes voorgesteld die de frequentie van het elektri-
citeitsnetwerk regelen zodanig dat variaties van de energieopwekking en van netwerkinsta-
biliteiten worden onderdrukt.

De frequentieregeling wordt in het algemeen onderscheiden naar drie onderdelen: de
eerste frequentieregeling die bij elke energieopwekker de lokale frequentie rond de nomi-
nale frequentie houdt; de tweede frequentieregeling die de frequentie in het gehele netwerk
terugbrengt naar de nominale frequentie; en de derde frequentieregeling die ervoor zorgt
dat de kosten van energieopwekking en -distributie geminimaliseerd worden en de veilig-
heid gewaarborgd is bij de gewenste nominale frequentie. Grote fluctuaties in de frequentie
worden meestal veroorzaakt doordat de energieopwekking en het energieverbruik niet in
evenwicht zijn, bij een frequentieonevenwichtigheid. De meest gebruikte tweede frequen-
tieregeling brengt de afwijking in de frequentie van de nominale waarde naar nul, welke
afwijking de gemiddelde netwerkfout wordt genoemd. De bestaande regelwetten voor de
tweede frequentieregeling zijn gebaseerd op het principe van geïntegreerde afwijkingen die
als nadeel hebben dat of de frequentie zeer langzaam teruggaat naar de nominale waarde
of de frequentie de nominale waarde voorbij schiet en pas na enkele fluctaties naar de no-
minale waarde convergeert. Voor een goede tweede frequentieregeling is het van groot
belang dat de frequentie zeer snel wordt teruggebracht naar de nominale waarde. Om een
goede tweede frequentieregeling te bereiken wordt in dit proefschrift een centrale regeling
voorgesteld die power imbalance allocation control (PIAC) wordt genoemd, (in het Ne-
derlands een toewijzingsregeling voor elektrisch vermogen). Het bijbehorende regeldoel
is de kosten van de energieopwekking in alle vermogensbronnen te minimaliseren. De
regelwet functioneert als volgt: als eerste ontvangst de centrale regelaar van alle andere
knooppunten informatie over de lokale frequenties; als tweede rekent, op basis van deze in-
formatie en een kostenfunctie, de centrale regelaar uit wat de nieuwe ingangssignalen zijn
van de energieopwekkers gedurende de komende korte periode; en als laatste worden elke
ingangswaarde toegezonden aan de corresponderende vermogensopwekker. Doordat de re-
gelwet gebaseerd is op proportionele en geïntegreerde frequentieafwijkingen convergeert
het ingangssignaal op een exponentiële wijze naar de evenwichtswaarde met een snelheid
die een parameter is van de regelwet. Op deze wijze wordt het voorbijschieten van de nomi-
nale frequentie en langzame convergentie voorkomen. Voor een elektriciteitsnetwerk met
niet-samenwerkende deelnetwerken, ontkoppelt de regelwet PIAC de ingangssignalen van
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elk beschouwd deelnetwerk van alle andere buurdeelnetwerken. Op deze wijze is de rege-
ling van een deelnetwerk onafhankelijke van de frequentieafwijkingen van de andere deel-
netwerken. Een stabiliteitsstelling toont aan dat het geregelde elektriciteitsnetwerk lokaal
asymptotisch stabiel is als een strikt convexe kostenfunktie wordt gebruikt. Een illustra-
tie van een elektriciteitsnetwork dat geregeld wordt met PIAC toont aan dat de frequentie,
na een opzettelijk aangebrachte verstoring, snel wordt teruggebracht naar de nominale fre-
quentie. De regelwet PIAC kan dus afwijkingen van de frequentie van de nominale waarde,
snel terugbrengen naar nul.

Voor een grootschalig elektriciteitsnetwork is de PIAC regelwet niet praktisch vanwege
de vele uitwisseling van informatie en vanwege de vereiste berekeningen van het ingangs-
signaal. Een gedistribueerde implementatie van de regeling kan deze bezwaren ondervan-
gen maar ten koste van een langzame convergentie naar de stabiele evenwichtstoestand.
Daarom wordt voorgesteld de multilevel power-imbalance allocation control (MLPIC) (in
het Nederlands, meer-niveau toewijzingsregeling voor elektrisch vermogen). Hierbij wordt
het elektriciteitsnetwerk opgedeeld in vele samenwerkende deelnetwerken met in ieder
deelnetwerk een regelaar. MLPIAC bestaat uit twee onderdelen: (1) gather-broadcast
power-imbalance allocation control (GBPIAC) (in het Nederlands verzamel-en-verzend-
toewijzingsregeling voor elektrische vermogen) die geïmplementeerd wordt in elk deelnet-
werk; en (2) distributed power-imbalance allocation control (DPIAC) (in het Nederlands
gedistribueerde toewijzingsregeling voor elektrische vermogen) die geïmplementeerd wordt
op een hoger niveau en dus de regelaars van elk deelnetwerk aanstuurt. In een elektrisch
netwerk dat geregeld wordt door MLPIAC convergeert de som van alle ingangssignalen ex-
ponentieel naar de som van de afwijkingen van het vermogen met een snelheid die bepaald
wordt door parameters van de regelwet. De frequentieafwijkingen van een grootschalig
elektriciteitsnetwwerk kunnen dus effektief worden onderdrukt. Omdat het aantal knoop-
punten van een deelnetwerk veel lager is dan dat van het gehele netwerk zijn in MLPIAC de
communicatielast en de berekeningslast voor regeling veel lager. Omdat het aantal deelnet-
werken kleiner is dan het aantal knooppunten kan de MLPIAC regelwet het gehele netwerk
efficiënter regelen dan een puur gedistribueerde regelwet. Daarom is MLPIAC een goed
alternatief voor zowel een centrale regelwet als een puur gedistribueerde regelwet. Een
elektriciteitsnetwerk dat geregeld wordt door MLPIAC is lokaal asymptotisch stabiel zoals
blijkt uit een Lyapunov stabiliteitsanalyse met een voorwaarde op de parameters van de
regelwet. Berekeningen voor een specifiek netwerk tonen aan dat MLPIAC de frequentie-
afwijkingen naar nul kan regelen met elke gewenste snelheid.

Het effekt van de parameters van de regelwet op het transiente gedrag van het elektrici-
teitsnetwerk is nader onderzocht voor de regelwetten PIAC, DPIAC en GBPIAC. Hiervoor
wordt het model uitgebreid met een Gaussische witte ruis signaal voor de vermogensbe-
lastingen van alle knooppunten met belastingen Verder worden bepaald de resulterende
varianties van de frequentieafwijkingen en van de ingangssignalen in termen van een H2

norm. In het algemeen is het een moeilijk probleem om de variantie te berekenen. Door
vereenvoudigingen is het mogelijk om een schatting te verkrijgen van deze varianties die
nuttig zijn voor een analyse van het effekt van de regeling. Er is een afweging mogelijk tus-
sen de variantie van de frequentieafwijkingen en die van de ingangssignalen. Door keuzes
te maken voor de waarden van de parameters van de regelwet kan een gewenste optimale
keuzes tussen deze varianties worden bepaald. De resultaten worden gepresenteerd in ana-



SAMENVATTING xv

lytische vorm en in de vorm van simulaties van het geregelde elektrische netwerk. Hieruit
blijkt dat bij gelijke kosten PIAC een lagere variantie bereikt bij gelijke variantie van het
ingangssignaal dan GBPIAC en dat het transiënte gedrag van DPIAC convergeert naar dat
van GBPIAC.

De stabiliteit van een geregeld elektriciteitsnetwerk is onderzocht door de bepaling van
synchrone toestanden en hun stabiliteit. Dit onderzoek is alleen verricht voor een ringnet-
werk met aanvullende eigenschappen. Het aantal synchrone toestanden is berekend en er is
bepaald welke van die toestanden stabiel zijn. Een maat voor de stabiliteit van de stabiele
synchrone toestanden is de energiebarrière die gedefinieerd is als het verschil in energie-
waarde tussen de stabiele synchrone evenwichtstoetand en die van het minimum van alle
nabije evenwichtstoestanden met één instabiele eigenwaarde, in feite dus zadelpunten. Er is
bewezen dat als de knooppunten in het netwerk afwisselend of energieopwekker of energie-
gebruiker zijn die gelijkmatig over de ring zijn gespreid dat dan de energiebarrière naar een
constante waarde convergeert als de straal van de ring naar oneindig gaat. Door simulatie
is aangetoond dat voor een niet-homogene verdeling van energieopwekkers en -gebruikers,
de energiebarrière daalt met de straal van de ring. Bovendien is aangetoond dat de energie-
barrière kleiner wordt als de verdeling van de opwekkers en gebruikers heterogener wordt.
De energiebarrière kan dus worden verhoogd of door toevoeging van kleine ringen of door
de verdeling van de energieopwekkers en -gebruikers minder heterogeen te maken. Door
vergelijking van een ringnetwerk en een boomnetwerk is bepaald dat een transmissielijn die
in een ringnetwerk twee knooppunten met elkaar verbind een meer robuust effect heeft op
het gedrag van het systeem dan een lijn in een boomnetwerk in het geval dat beide lijnen
dezelfde hoeveelheid vermogen overbrengen. De hoogte van de energiebarrière neemt af
als het ringnetwerk een grotere straal heeft. Als dezelfde mate van robuustheid is vereist
dan transporteert een lijn in een ring netwerk meer vermogen dan één in een boomnetwerk.
Omdat de stabiliteit van een netwerk meestal wordt bepaald door de lijnen die minder ro-
buust zijn moeten de veiligheidsvoorwaarden in een boomnetwerk meer stringent zijn dan
in een ringnetwerk.





1
INTRODUCTION

Today, to fight the climate change and move to more sustainable energy generations, in-
creasing more renewable energy such as wind turbines and solar Photo-Voltaic (PV) sys-
tem are installed for power generation. It is known that wind turbines and solar PV system
are weather dependent. The weather cannot be controlled or even accurately predicted by
humans. A challenge brought by this transition to renewable power generation is frequency
fluctuation that negatively affects the power supply and stability of the power system. For
large-scale power systems, we investigate how to effectively suppress the fluctuation and in-
crease the capability of keeping frequency synchronization from the perspective of control
theory and stability theory of power systems respectively. In this chapter, we give a brief
overview of the development trends of power systems and present the research problem and
corresponding research questions of this thesis.

1
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This chapter is organized as follows. First, the development trends of power systems
are described in Section 1.1. We then formulate the research problem and corresponding
research questions of this thesis in Section 1.2 and finally describe the thesis outline in
Section 1.3.

1.1. POWER SYSTEMS
Power system is one of the most complex man-made system ever which plays an impor-
tant role in human’s life since the late 19th century when it was first built. The power
system consists of three parts, namely power generation, transmission and distribution to
consumers as shown in Fig. 1.1. In traditional power system, power is generated by vari-
ous kind of power plants, such as coal plant, hydraulic plant, nuclear plant, oil plant and
gas plant, then it is transmitted by the transmission lines and distributed to the consumers.
The power generation is controlled to meet the power loads by steering the frequency to its
nominal value, e.g., 50 Hz in Europe and China or 60 Hz in North America.

Figure 1.1: Future smart grid. From https://trilliant.com/home/smart-grid.

In the past decade, three factors have driven the development of power systems, i.e.,
the rapid establishment of renewable energy on the generation side, small and widely-
distributed power sources, e.g., rooftop Photo-Voltaic (PV) systems, biomass generators,
on the load side and smart digital electronics, such as smart meters and infrastructures for
communication. In order to decrease the CO2 emissions from the traditional fossil fuel
power plants, there are more and more wind farms and solar PV farms established on the
generation side and rooftop solar PV system installed on the load side almost all over the
world. Fig. 1.2 shows the penetration rate of wind energy in the 28 states in EU (EU-28)
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in 2016. It can be observed that the wind energy penetration of the three highest countries,
Denmark, Ireland and Portugal, have reached more than 25% and the average penetration
of the EU-28 also is more than 10%. The wind power penetration of these countries are
still increasing, e.g., it is expected that 50% of the electricity generation in Denmark will
be covered by wind energy by 2020 [1]. Fig. 1.3 shows the share of solar energy in the total
power consumption in EU-28 in 2016. It can be seen that the solar PV accounted nearly 4%
of the power demand in the EU-28 and more than 7% in Italy and Germany. It is estimated
that the solar capacity can easily supply more than 15% of the power demand by 2030 if
Europe would build on its solar experience and utilize the low cost solar energy[2]. Parts
of this solar energy will be provided by solar farms and the other parts will be provided by
the distributed rooftop PV systems at the load side as shown in Fig. 1.1. The development
of digital electronics such as smart meters, Phase Measure Units, efficient communication
networks and large capacity batteries, drives the development of the power grid to a future
smart grid, in which the control center is able to monitor the power system accurately by
bi-direction communication with the consumers and control it effectively and automatically
[3].

The rapid increase of the weather dependent power energy, which is also called variable
renewable energy, brings several challenges to the power system. It is well known that these
renewable power generation depends on the weather which cannot be controlled or even ac-
curately predicted. In this case, unlike the traditional power system where the uncertainties
usually come from the load side only, the uncertainties now come from both the generation
and load side and thus will be harder to manage. These fluctuations do not only deteriorate
the quality of power supply but decrease the power system stability [4]. Furthermore, the
distributed power sources, such as the weather dependent rooftop PV systems, also inject
power into the power grid when good weather generates more energy than usual. Control
efforts are required to be extended to the load side [5]. This obviously increases the burden
of the already busy control center of the large-scaled power system considered. In order to
keep the power supply despite many disturbances and to guarantee the stability and the se-
curity operation of the large-scale power system, these challenges should be well addressed,
which is the focus of this thesis.

1.2. RESEARCH PROBLEM & RESEARCH QUESTIONS
Since power systems rely on the synchronous machines for power generation, a requirement
for normal system operation is that all the synchronous machines remain in synchronization.
The ability of a power system to maintain the synchronization when subjected to severe
transient disturbance such as short-circuit of transmission lines, loss of generation, is called
transient stability [6], which we will also refer to as synchronization stability in this thesis.
This stability depends on both the initial operating state of the system and the severity
of the disturbance. In order to prevent losing synchronization, the transmitted power by
transmission lines at the initial operating state cannot be too large, otherwise, the system
may easily lose the synchronization after a small disturbance, which may cause serious
blackouts. For a power system with a complex topology, the transmitted power of the
transmission lines at the operating state does not only depend on the power generation and
loads but also on the network topology.

As described in Section 1.1, the characteristics of the renewable energy such as wind
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Figure 1.2: Wind power penetration in EU-28 countries in 2016. From [1].

power and solar power is the uncertainty from the weather, which causes the frequency
fluctuations of the large-scale power system. These continuous fluctuations of the frequency
may further lead the system to losing the synchronization. With respect to the frequency
fluctuations and the synchronization stability, we focus on the following Research Problem
(RP) in this thesis.

Research Problem (RP): How to effectively suppress the frequency fluctuations and in-
crease the synchronization stability of the systems for the large-scale power systems inte-
grated with a large amount of weather dependent and distributed renewable energy and
with advanced infrastructure of communication network and sensor devices?

This research problem actually consists of the following two sub-problems.

Sub-Research Problem 1 (Sub-RP1): For the large-scale power systems with advanced
infrastructure of communication networks, how to effectively suppress the frequency fluc-
tuations from the uncertainties of weather dependent renewable energy?
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Figure 1.3: Solar power penetration in EU-28 countries in 2016. From [2].

Sub-Research Problem 2 (Sub-RP2): For the large-scale power systems, how to increase
the synchronization stability to avoid losing frequency synchronization caused by various
disturbances which may mainly come from the weather dependent power energy?

We consider Sub-RP1 from the perspective of control theory and Sub-RP2 from the
perspective of stability theory of power systems in this thesis.

Regarding to Sub-RP1, the traditional control laws to control the frequency to the de-
sired range usually focus on the steady state only without considering the transient per-
formance. However, the power system is never at a real steady state because of the con-
tinuously fluctuations of the power loads and the generation of the weather dependent re-
newable energy. So beside the steady state for theoretical analysis, we also focus on the
transient performance of the power system after a disturbance. With advanced communica-
tion infrastructures, state monitor systems and control actuators, we aim to design effective
control algorithms to address the large fluctuation problem of the frequency by answering
the following three Research Questions (RQs).

RQ 1. Does a stable control law exist that is able to effectively suppress large fluctua-
tions of the power system integrated with a large amount of weather dependent renewable
energy?

RQ 2. Could the proposed control law be used in a large-scale power system? If not, how
could it be reformulated for the large-scale power systems? Whether is the reformulated
control law for the large-scale power system still stable?

RQ 3. In the proposed control laws, how the control parameters influence the transient
performance of power system?

With respect to Sub-RP2, we study the influence of the topology and the distribution of
power generation and loads on the synchronization stability. The topology usually consists
of ring connections and tree connections. In this thesis, we also mention a ring as a cycle.
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The tree connection in the power system plays a similar role on the synchronization stability
as a single line. So we analyze the role of rings on the synchronization as formulated in the
following question.

RQ 4. How do the rings of the power network influence the synchronization stability?
How to increase the synchronization stability by controlling power generation and loads?

1.3. THESIS OUTLINE
This thesis is organized as follows.

(1) In Chapter 2, the mathematical model, traditional hierarchical control laws and stabil-
ity theory of power systems and the control architectures of network systems are in-
troduced. With these preliminaries, we next review existing control laws of the power
system and then mathematically explain the RP and its corresponding RQs. We finally
present the possibilities to solve the RP and to answer the RQs.

(2) In Chapter 3, for RQ 1, we propose a stable centralized control law to improve the
transient performance of the power system and compare it with the traditional control
laws by case studies.

(3) In Chapter 4, for RQ 2, based on centralized control and distributed control, we present
a multi-level control law that can be implemented in large-scale power systems with im-
proved transient performance. Asymptotic stability analysis and numerical simulations
are provided to show the performance of the proposed control law.

(4) In Chapter 5, RQ 3 is answered. We analyse the influence of the control parameters
on the transient performance of power system using the H 2 norm. We compare the
performance of the proposed centralized, distributed control laws in Chapter 3 and
Chapter 4.

(5) In Chapter 6, we focus on RQ 4. With cyclic power grids, we investigate how the rings
in the topology and the distribution of power generation and loads of the power system
influence the synchronization stability against disturbances.

(6) In Chapter 7, we conclude this thesis and introduce the research outlook on the control
and stability improvement of future smart grids.

The definitions, theorems and lemmas and so on, in the following chapters, are numbered
consecutively per section.



2
PROBLEM FORMULATION

In this chapter, we introduce the network model of power systems and the preliminaries of
load frequency control, transient stability of the power systems. Regarding load frequency
control, we first describe the traditional hierarchical control of power systems and control
architectures of network systems. We then review the existing secondary frequency control
approaches and formulate the problems that need to be solved to answer RQ 1-RQ 3 of
Chapter 1. Regarding the transient stability concerned in RQ 4, the energy barrier is in-
troduced to measure the stability. The connection between the setting of parameters in the
power flow optimization and the transient stability are explained. The ideas to answer the
four RQs are finally explained in this chapter.

7
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This chapter is organized as follows. The model and load frequency control of power
systems are introduced in Section 2.1 and 2.2 respectively. We then introduce the con-
trol architectures of network systems in Section 2.3 followed by the description of eco-
nomic power dispatch problem in secondary frequency control and corresponding control
approaches in Section 2.4. The transient stability and its measurement using energy barrier,
are introduced in Section 2.5. We finally formulate the problems that need to be solved in
the RQs and describe the ideas to answer these questions in Section 2.6.

2.1. POWER SYSTEMS-A NETWORK MODEL
There are three main components in power systems, namely power generators, transmission
network, and loads. We consider the power system described by a graph G = (V ,E ) with
nodes V and edges E ⊆ V ×V where a node represents a bus and edge (i , j ) represents the
direct transmission line connection between node i and node j . The buses connect to power
generators and loads.

Each bus has associate variables of voltage phasor, active and reactive power injections.
The voltage phasor at bus i is denoted by Vi = Vi ejθi = Vi∠θ where j2 = −1, Vi > 0 is
voltage magnitude and θi is phase angle. The apparent power at bus i is denoted by Sei =
Pei + jQei where Pei , Qei are the active and reactive power respectively.

The transmission lines can be modeled by so-called π-equivalent circuits [6, chapter
6]. The network admittance matrix is denoted by Y = Ĝ + jB̂ where Yi j = Ĝi j + jB̂i j is the
mutual admittance and equals the negative of the transfer admittance between bus i and j ;
Yi i = Ĝi i +jB̂i i is the self-admittance of bus i which includes all the admittance terminating
on bus i and any shunt admittance to ground Yi 0, and the matrices Ĝ and B̂ denote the real
and imaginary parts of the admittance matrix respectively.

In this thesis, we focus on the transmission network of power systems and assume the
transmission lines are lossless such that Ĝi j = 0 for all (i , j ). Denote the current at bus i

by Ii with its complex conjugate denoted by Ii , we obtain the apparent power based on the
Ohm’s law as

Sei =Vi Ii , Ii =
∑
j∈V

Yi j V j ,

which yields the power flow equations

Pei =
∑
j∈V

B̂i j Vi V j sin(θi −θ j ), (2.1a)

Qei =− ∑
j∈V

B̂i j Vi V j cos(θi −θ j ). (2.1b)

Since the control of the voltage and of the frequency can be decoupled when the transmis-
sion lines are lossless [7], we do not model the dynamics of the voltages and assume the
voltage of each bus is a constant which can be derived from power flow calculation [8].

We consider two types of generators, i.e., synchronous generators and frequency de-
pendent power generators such as power inverters of renewable energy, where the inertias
are small and are neglected[9, 10]. The dynamics of the synchronous generator at bus i is
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modeled by the classical swing equations [11, chapter 3],

θ̇i = ω̂i −ωR ,

Mi ˙̂ωi = Pi −Di (ω̂i −ωR )−Pei +ui ,

where ωR is the nominal frequency, i.e., ωR = 50 or 60 Hz, Mi > 0 is the moment inertia
of the machine, Pi is the injected mechanical power, Di > 0 is the droop control coefficient
including damping of the machine, Pei is the transmitted power as defined in (2.1a), ui is
the secondary frequency control input. Here, we have used θi to denote the rotor angle
of the machine since it is rigidly coherent with the bus phase angle when the voltage of
the system is constant [11, chapter 3]. The dynamics of the frequency dependent power
generator at bus i is specified by the differential algebraic equations,

θ̇i = ω̂i −ωR ,

0 = Pi −Di (ω̂i −ωR )−Pei +ui ,

where Pi is the operating point of power injection, Di > 0 is the droop control coefficient,
Pei and ui are the transmitted power and secondary frequency control input respectively.
This model can be used for the frequency dependent power loads when Pi < 0 and inverters
of wind farms when Pi > 0. The bus connected to a passive power load is modeled as

Pi −Pei = 0,

where Pi is the consumed power at bus i . Note that in secondary frequency control, the
transmitted power Pei may need to be measured, which depends on the control objectives
and constraints, e.g., congestion elimination [12].

Denote the set of buses of the synchronous machines, frequency dependent power
sources, passive loads by VM ,VF ,VP respectively, thus V = VM ∪VF ∪VP . We replace ω̂i −ωR

by ωi as the frequency deviation at the buses of synchronous machines and frequency de-
pendent power sources. The formula of Pei will not change because it only depends on the
phase angle differences (θi −θ j ), which is not changed by the replacement of ωi . Adding
secondary frequency control inputs to the nodes of synchronous machines and frequency
dependent power sources, we derive the dynamics of the power system described by the
following Differential Algebraic Equations (DAEs),

θ̇i =ωi , i ∈ VM ∪VF , (2.4a)
Mi ω̇i = Pi −Diωi −

∑
j∈V

Bi j sin(θi −θ j )+ui , i ∈ VM , (2.4b)

0 = Pi −Diωi −
∑
j∈V

Bi j sin(θi −θ j )+ui , i ∈ VF , (2.4c)

0 = Pi −
∑
j∈V

Bi j sin(θi −θ j ), i ∈ VP , (2.4d)

where ui is the secondary frequency control input at node i , and Bi j = B̂i j Vi V j . We assume
that the nodes participating in secondary frequency control are equipped with a primary
controller. Denote the set of nodes equipped with the secondary controllers by VK , thus
VK ⊆ VM ∪VF .
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This model and the ones with linearized sine function are widely studied, e.g.,[9, 10, 12–
16], in which the frequency dependent nodes are usually used to model the renewable power
inverters. It has been demonstrated in [17, 18] that frequency droop controlled Micro-Grids
which have some sort of energy storage and lossless transmission lines can also be modeled
by second-order swing equations (2.4a-2.4b).

2.2. LOAD FREQUENCY CONTROL
In this section, we introduce the hierarchical frequency control of power systems, i.e., pri-
mary, secondary and tertiary frequency control. In general, frequency control is imple-
mented at three different levels distinguished from fast to slow timescales [8, 11]. On a
short time scale, the power grid is stabilized by decentralized droop control, which is called
primary control. While successfully balancing the power supply and demand, and syn-
chronizing the power frequency, the primary control induces frequency deviations from the
nominal frequency, e.g., 50 or 60 Hz. The secondary frequency control regulates the fre-
quency back to its nominal frequency in a slower time scale than the primary control. On
top of the primary and secondary control, the tertiary control is concerned with global eco-
nomic power dispatch over the networks in a large time scale. Consequently it depends on
the energy prices and markets.

2.2.1. PRIMARY FREQUENCY CONTROL
Primary control is commonly known as frequency response. It balances the power demand
and supply quickly and synchronizes the frequencies of the power generators in a short
time-scale. The most fundamental, front-line control of the frequency is the action of gen-
erator governors which lets the generators maintain a constant stable system frequency.

In system (2.4), the control input of primary control is proportional to the frequency
deviation which is represented by the term −Diωi in (2.4b) and (2.4c). With the propor-
tional control input −Diωi , system (2.4) synchronizes at an equilibrium state, called the
synchronous state as in the Kuramoto-model [19] as follows.

Definition 2.2.1 Define a steady state of the power system (2.4) with constant power loads
(generation) such that,

ωi =ωs yn , i ∈ VM ∪VF (2.5a)
ω̇i = 0, i ∈ VM ∪VF , (2.5b)
θi =ωs yn t +θ∗i , i ∈ V , (2.5c)

θ̇i =ωs yn , (2.5d)

in which θ∗i is the rotor angle of bus i at the steady state, ωs yn ∈ R is the synchronized
frequency deviation.

Without the secondary frequency control input, i.e., {ui = 0, i ∈ VK }, substituting (2.5)
into system (2.4), we derive the explicit formula of the synchronized frequency deviation

ωs yn =
∑

i∈V Pi∑
i∈VM∪VF Di

, (2.6)
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which indicates that the frequency deviation is proportional to the power-imbalance

Ps =
∑
i∈V

Pi . (2.7)

The reference for primary control at node i is Pr e f = Pi and the primary control input is
{∆Pi = −Diωs yn , i ∈ VM ∪VF }, which are illustrated in Fig. (2.1a). We derive from (2.6)
that at the steady state it yields

−ωs yn
∑

i∈VM∪VF

Di +Ps = 0.

which indicates that the power supply and demand are balanced. Here, the power demand
includes the power losses on the damping of the machines. In addition, the allocation of the
power imbalance is only determined by {Di , i ∈ VM ∪VF }. However, if the power imbalance
Ps is nonzero, the frequency deviation will also be nonzero, which raises the necessity of
secondary frequency control.

P

ω̂

ωR

Pref(1)

ωsyn

∆Pi

P

ω̂

ωR

Pref(1) Pref(2)

(a) (b)

Figure 2.1: Primary and Secondary frequency response. The slop of the lines are −Di . (a). Primary frequency
response. (b) Secondary frequency response.

2.2.2. SECONDARY FREQUENCY CONTROL
Secondary frequency control is used to restore frequency to its nominal value, e.g., 50 or 60
Hz, following a disturbance. It calculates the generation references for primary control in a
slower time-scale than in primary control and maintains power allocation among the power
units in accordance with area dispatching needs.

For system (2.4) with secondary frequency control inputs, substituting (2.5) into system
(2.4), we derive the explicit formula of ωs yn as

ωs yn =
∑

i∈V Pi +∑
i∈VK ui∑

i∈VM∪VF Di
, (2.8)

The necessary condition to recover the nominal frequency such that ωs yn = 0 is

Ps +
∑

i∈VK

ui = 0,
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which can be satisfied by determining the appropriate values of {ui , i ∈ VK } with a control
law.

With the control input ui , the power generation references for primary control becomes
Pr e f = Pi +ui . The movement of the reference controlled by secondary frequency control
is illustrated in Fig. (2.1b).

An economic power dispatch problem is often involved into secondary frequency con-
trol law, which will be further discussed in Section 2.4.

2.2.3. TERTIARY CONTROL
Tertiary control calculates the operating point for primary and secondary control on the
slowest time-scale [20, chapter 9]. This control depends on the structure of the network and
the role that the power plant plays in the network. The operating point for individual power
plants are set based on economic power dispatch or more generally Optimal Power Flow
(OPF), which minimizes the control cost or maximizes the social welfare. The operating
point is such that the power demand is satisfied and the power interchange between areas is
scheduled under security constraints.

The operating point of the reactive power generation for voltage control is also calcu-
lated by tertiary control. With the prediction of the power loads (or generation of weather
dependent power sources) or scheduled power generation, a typical OPF model can be rep-
resented using the following security constrained optimization problem [21, chapter 8], [22,
chapter 6],

min
Pg

F (Pg ) = min
Pg

∑
i

Fi (Pi g ), (2.9a)

s.t. f (θ,V ,P,Q) = 0, (2.9b)
Pg min ≤ Pg ≤ Pg max, (2.9c)

Qg min ≤Qg ≤Qg max, (2.9d)
Vmin ≤V ≤Vmax. (2.9e)

|Pi j (θ,V )| ≤ Pi j max , (i , j ) ∈ E , (2.9f)

where Pg , θ, V , P, Qg , Pg min,Pg max,Qg min,Qg max,Vmax,Vmin are vectors, Pi j (θ,V ) and
Pi j max are scalars, Pg denotes the active power generation, Qg denotes the reactive power
generation, F (Pg ) is a specified objective function for generation cost of the power system,
f (θ,V ,P,Q) are the power flow equations, Pmax and Pmin are the specified upper and lower
limits for the active power generation (or loads), Qmin and Qmax are the upper and lower
bound for the reactive power generation, Vmax and Vmin are the upper and lower limits of
the voltage. Pi j (θ,V ) denotes the power flows through a line, which is limited by Pi j max

concerning system security. The power flow equations f (θ,V ,P,Q) may include the losses
on the transmission lines, which are different from the ones in (2.1). In this optimization
problem, power load shedding is allowed if the objective function contains the benefits from
the loads [22, chapter 6], which becomes the social benefits.

In practical implementation, a number of other optimization objectives and security
management functions, such as transmission losses and stability margins are included, for
which we refer to [21, 22].
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Because the power flow equations are satisfied, the power supply and demand are bal-
anced which leads to ωs yn = 0. The solution of the optimization problem (2.9) is the oper-
ating point of primary and secondary control which is denoted by (θ̂,V̂ , P̂ ,Q̂). Note that to
solve the OPF problem, a prediction of the power demand has to be available.

Remark 2.2.2 After the tertiary control actions, the generation Pg of traditional power
plants such as coal plant and nuclear plant can be set to their operating points P̂g , while
the weather dependent renewable generation and power loads usually deviate from their
operating points due to the uncertainties of the weather and the behaviors of power con-
sumers. This leads to a nonzero power-imbalance Ps in (2.7), which further results in a
nonzero frequency deviation. As increasingly more and more renewable power sources are
integrated into the power system, the power-imbalance Ps may fluctuate severely leading to
frequency fluctuations.

Remark 2.2.3 The parameters Pi j max for all lines are usually specified off-line concern-
ing the frequency and voltage stability. If the voltage is well controlled, the power flow in a
line is mainly determined by the phase angle difference between the two terminal buses. A
smaller Pi j max leads to a larger security margin for the synchronization stability. This will
be further explained in Section 2.5. From the perspective of the synchronization stability,
the phase angle differences should not be too large, otherwise the machines lose synchro-
nization easily after a disturbance, which could result in complete frequency collapse [23].
This requires a small parameter Pi j max to limit the phase angle difference. On the other
side, if Pi j max is too small, only a small amount of power can be transmitted, which limits
the economic efficiency of the transmission line. Furthermore, the feasible solution of the
optimization problem (2.9) may not exist for too small Pi j max.

2.3. CONTROL ARCHITECTURE OF NETWORK SYSTEMS
In this section, we introduce the different control architectures of network systems, i.e.,
centralized, distributed, decentralized control and multi-level control. The power system is
a good example of network systems, where each node represents a subsystem coupled with
its neighbors by transmission lines.

The centralized control of network systems is defined as follows.

Definition 2.3.1 Consider a network system with all the subsystems connected to a cen-
tral controller by a communication network. In centralized control, the central controller
gathers the state information from all the subsystems to compute the control commands and
then sends control commands to each subsystem via the communication network.

The diagram in Fig. (2.2) describes the centralized control architecture, where each sub-
system is represented by a box. In the centralized control architecture, the central controller
has to collect the state information and computes the control inputs for all the subsystems.
An advantage is the high control efficiency for achieving a control objective. The main
disadvantages are the overhead communications and computations for large-scale network
systems.

In contrast, in the distributed control architecture, the control inputs are computed lo-
cally by the subsystems, which is defined as follows.
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C

S1 S2 S3

Figure 2.2: Diagram for centralized control. The dashed lines denote communications and the solid lines denote
the coupling of the subsystems. The controller C collects the state information from the subsystem S1,S2,S3 and
then computes the control inputs and finally sends them to the subsystems.

Definition 2.3.2 Consider a network system with all subsystems equipped with local con-
trollers, and there is a communication network connecting all the local controllers. In
distributed control with communication between controllers, the local controller computes
the control input with the local state information and the information obtained from its
neighbors.

The diagram in Fig. (2.3) describes the distributed control architecture where the sub-
systems and the controllers are represented in two separated boxes. The advantage of this
control architecture is that it reduces the complexity of the computations and communi-
cations compared with the centralized control. The disadvantage is that for a large-scale
network system, the control efficiency for achieving a control objective is usually lower
than centralized control.

C1 C2 C3

S1 S2 S3

Figure 2.3: Diagram for distributed control. The dashed lines denote communications and the solid lines denote
the coupling of the subsystems. The controller Ci calculates the control input for Si with the local state information
and control information from its neighbors.

Without communications between the controllers, the distributed control reduces to the
decentralized control which is described in Fig. (2.4). The primary frequency control of the
power system actually is a decentralized control.

We use the term "multi-level" control to describe the control of the system with several
levels over the network in this thesis to distinguish from the hierarchical control over time,.
The power system has a multi-level architecture. For example, the systems at the level
of communities are subsystems of the systems at the level of provinces, which are further
subsystems at a higher level of the states. For a network with multi-level architecture, the
multi-level control architecture is defined as follows.

Definition 2.3.3 Consider a network system with a multi-level architecture, where the con-
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C1 C2 C3

S1 S2 S3

Figure 2.4: Diagram for decentralized control. The dahsed lines denote communications and the solid lines denote
the coupling of the subsystems. The controller Ci calculates the control input for Si with its local state information.
There are no communications between the controllers.

trollers at different levels are connected via a communication network. In multi-level con-
trol, the control input of the system is computed by controllers at different levels with var-
ious control objectives. The controllers at the highest level calculates the control input in
a centralized or distributed way with the information from its subsystems. The controllers
at the other levels calculate the control input either with the local state information at the
level only or with both the local state information and the control information from other
controllers at one level higher than this level.

We remark that this definition may have not included all kinds of multi-level control
laws. The essential aspect of the multi-level control is that the control input of the system
is calculated at different levels with various objectives. For the power system, for example,
the primary, secondary and tertiary control can also be seen as a three-level control where
the primary control balances the power supply and demand quickly with the local frequency
deviation, the secondary control recovers the nominal frequency with the local frequency
deviation, which may communicate with other controllers, and the tertiary control calcu-
lates the input with the predicted power demand of the network at different nodes.

C

C1 C2

S11 S12 S21 S22

Figure 2.5: Diagram of a two-level control. The dahsed lines denote communications and the solid lines denote
the coupling of the subsystems. The control Ci calculates the control input with the local state information of
S11,S12 and the control command from C at the top level.

The multi-level control may consist of centralized, distributed and decentralized control.
With a well designed multi-level control, the overhead communication and complicated
computations in the centralized control and the control efficiency in the distributed control
for a large-scale system can be well addressed.
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The selection of the control architecture depends on the scale of the system, the estab-
lished communication network and the desired performance.

2.4. SECONDARY FREQUENCY CONTROL WITH ECONOMIC
POWER DISPATCH

In this section, we introduce the secondary frequency control related to an economic power
dispatch problem and review the existing control laws for it.

2.4.1. ECONOMIC POWER DISPATCH
We consider the system (2.4) in this thesis, where the voltage is constant and the transmis-
sion lines are lossless.

As explained in Subsection 2.2.2 and 2.2.3, the power generation and loads usually
deviate from their operating point which leads to a nonzero power-imbalance and subse-
quently a nonzero frequency deviation from the nominal frequency. Secondary frequency
control restores the nominal frequency, for which we consider the following problem.

Problem 2.4.1 Design a control law with the inputs {ui , i ∈ VK } for the system (2.4) such
that, after a disturbance,

(i) the state converges to a synchronous state as in (2.5) with ωs yn = 0,

(ii) the control cost is minimized at the synchronous state.

In order to minimize the control cost at the synchronous state with ωs yn = 0, the fol-
lowing economic power dispatch problem is considered [11, chapter 13], [21, chapter 3].

min
{ui∈R,i∈VK }

∑
i∈VK

Ji (ui ), (2.10a)

s.t . Ps +
∑

i∈VK

ui = 0, (2.10b)

ui ≤ ui ≤ ui , (2.10c)

where the control costs Ji (ui ), i ∈ VK , of the controllers are different for various reasons
such as different device maintenance prices.

Remark 2.4.2 If the congestion problem in the transmission lines is considered in sec-
ondary frequency control, the constraints of (2.10) are replaced by

Pi −
∑
j∈V

Bi j sinθi j +ui = 0, i ∈ VM ∪VF , (2.11a)

Pi −
∑
j∈V

Bi j sinθi j = 0, i ∈ VP , (2.11b)

|θi j | ≤ γi j ≤ π

2
, (i , j ) ∈ E ,

ui ≤ ui ≤ ui , i ∈ VK ,
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where the power flow equations (2.11a) and (2.11b) determine the phase angle differences
θi j . We neglect the congestion constraints in the secondary frequency control in this thesis,
which can be guaranteed by tertiary control. In fact, as the power generation and loads Pi

do not deviate significantly from their operating points calculated from the tertiary control,
the congestion will not be triggered.

To simplify the problem, The following assumptions are made for the economic power
dispatch problem (2.10).

Assumption 2.4.3 For Problem (2.4.1), assume that

(i) the power-imbalance Ps defined in (2.7) is a constant,

(ii) the power imbalance can be compensated by the control inputs such that

−Ps ∈
[ ∑

i∈VK

ui ,
∑

i∈VK

ui
]
,

As explained in Remark (2.4.2),Assumption (2.4.3) is also realistic.
We integrate the constraint ui ∈ [ui ,ui ] into the cost function Ji (ui ), e.g., by barrier

functions [24, chapter 13]. The Lagrangian function of the economic power dispatch prob-
lem is

L(u,λ) = ∑
i∈VK

Ji (ui )−λ(Ps +
∑

i∈VK

ui ),

where u = col(ui ) is a vector consisting of ui , i ∈ VK , and λ ∈ R is a dual variable. The
necessary Karush-Kuhn-Tucker (KKT) optimality conditions require that [24]

∂L(u,λ)

∂u
= 0,

which leads to a necessary condition for solving the economic dispatch problem (2.10)

J ′i (ui ) = J ′ j (u j ) =λ,∀ i , j ∈ VK , (2.12)

where J ′i (ui ) = d Ji (ui )
dui

is the marginal cost of node i for all i ∈ VK and λ is the nodal price.
Note that if the power imbalance Ps is known, the optimization problem (2.10) can be

solved analytically with the necessary condition (2.12). However, Ps is unknown in practice
since the loads cannot be predicted precisely on a short timescale.

After a disturbance, the state of the power system experiences two phases: a transient
phase and a steady phase. However, the optimization problem (2.10) focuses on the steady
state only, e.g., [10, 13, 14, 16, 25, 26].

2.4.2. REVIEW OF EXISTING APPROACHES
In this subsection, we briefly outline existing secondary frequency control methods and
discuss their relevance for finding a solution to Problem (2.4.1).

ACE based AGC[11]: The Area Control Error (ACE) of an area is defined as

AC E(t ) = Bω(t )+Pex (t )−P∗
ex ,
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where B is a positive constant, ω is the frequency deviation of the area, Pex is the net power
export, and P∗

ex is the nominal value of Pex . The adjustment of the power injection of the
area is given as follows

u̇ =−k · AC E(t )

where k is a positive control gain coefficient. In the traditional Automatic Generation Con-
trol (AGC) method, the frequency deviation is measured at a local node and communicated
by a coordinator as the ACE to the controllers in the system, which calculate their control
inputs according to their participation factors. When the interconnected system is consid-
ered as a single area, the AGC has the form [10]

λ̇(t ) =−kωi∗ (t ), i ∈ V , ui (t ) = J ′−1
i (λ(t )), (2.13)

where k is a control gain coefficient, ωi∗ is the measured frequency deviation at a selected
node i∗. Note that λ can be seen as the nodal price which converges to the market clearing
price λ∗ as the power supply and demand is balanced. Note that the participation factor
is involved in the derivative of the cost function, J ′i (ui ). The frequency deviation of the
area is not well reflected in (2.13) since it is measured at only one node. Furthermore,
the communication network is not used efficiently because it only communicates the nodal
price λ from the coordinator to the controllers.

Gather-Broadcast (GB) Control [10]: In order to accurately reflect the frequency devi-
ation of the area and use the communication network efficiently, the GB method measures
the frequency deviations at all the nodes connected by the communication network. It has
the form

λ̇(t ) =−k
∑
i∈V

Ciωi (t ), i ∈ V , ui (t ) = J ′−1
i (λ(t )), (2.14)

where k is a control gain coefficient and Ci ∈ [0,1] is a set of convex weighting coefficients
with

∑
i∈V Ci = 1. As in the ACE based AGC method, a coordinator in the network also

broadcasts the nodal price to the controllers and the controllers compute the control inputs
according to their own cost functions.

Distributed Averaging Integral control (DAI): Unlike the ACE based AGC method and
GB method which are implemented in a centralized way, DAI is implemented in a dis-
tributed way based on the consensus control principle [26]. In the DAI method, there are
no coordinators and each controller computes its own nodal price and communicates to its
neighbors. A local node in the system calculates its control input according to the local
frequency deviation and the nodal prices received from its neighbors. As the state of the
interconnected system reaches a new steady state, the nodal prices of all the nodes achieve
consensus at the market clearing price, thus Problem (2.4.1) is solved. It has the form [27]

λ̇i (t ) =−kiωi (t )+ ∑
j∈V

wi j (λ j (t )−λi (t )), ui (t ) = J ′−1
i (λi (t )), (2.15)

where ki is a gain coefficient for the controller i and wi j denotes the undirected weighted
communication network. When wi j = 0 for all the lines of the communication network, the
DAI control law reduces to a Decentralized Integral (DecI) control law. The DAI control



2.4. SECONDARY FREQUENCY CONTROL WITH ECONOMIC POWER DISPATCH

2

19

has been widely studied on both traditional power grids and Micro-Grids, e.g., [25, 28].
Note that, ωi is the frequency deviation from the nominal frequency at node i , which should
be known for all nodes in VK . Wu et.al. [29] proposed a distributed secondary control
method where it is not necessary to know the nominal frequency for all the nodes in VK .

When a steady state exists for the nonlinear system (2.4), all the approaches above can
restore the nominal frequency with an optimized control cost. However, it can be easily
observed that the control approaches, e.g., (2.13) and (2.14), are in the form of integral
control where the control inputs are actually the integral of the frequency deviation. A
common drawback of integral control is that the control input suffers from an overshoot
problem with a large gain coefficient or slow convergence speed with a small one, which
causes extra oscillation or slow convergence of the frequency [30–32].

The methods that we discussed above are related to controlling the nonlinear system
(2.4) based on passivity methods. However, the linearized version of the evolution equa-
tions (2.4) was also addressed based on primal-dual method in the literature.

Li et al. proposed an Economic AGC (EAGC) approach for the multi-area frequency
control [16]. In this method each controller exchanges control signals that are used to
successfully steer the state of the system to a steady state with optimized dispatch, by a
partial primal-dual gradient algorithm [33]. Unfortunately, transient performance was not
considered in the method. A potentially very promising method to the control of the linear
system was recently proposed by Zhao et al. In [12] a novel framework for primary and
secondary control, which is called Unified Control (UC), was developed. The advantage of
UC is that it automatically takes care of the congestions that may occur in the transmission
lines. Numerical simulations results show that the UC can effectively reduce the harmful
large transient oscillations in the frequency. However, so far a theoretical analysis on how
the UC improves the transient performance is lacking. Other recently reported studies are
by Liu et al. in [34] and by Z. Wang et al. in [35]. They investigated distributed real-time
optimal power flow control, while at the same time they provide a stability analysis. These
methods both optimize control costs and manage power flow congestion using the principle
of consensus control, but cannot prevent large frequency deviations at short times. For more
details of distributed frequency control, we refer to the survey paper [36].

Finally, we mention here control methods whose underlying principle is neither based
on integral control nor on primal-dual method. A robust approach is based on the concept
of the Active Disturbance Rejection Control (ADRC) [37]. It was pursued by Dong et al.
[38]. The method is robust against model uncertainties, parameter variations and large per-
turbations. It was employed to construct a decentralized load frequency approach for inter-
connected systems. However, the decentralized control employed in this method prevents
a solution to the economic power dispatch. Frequency control treated by optimal control
[39, 40] as introduced in Appendix A.2, concerns primarily the transient performance. In
that optimal control framework, the control objective is to minimize the control cost and
frequency deviation over a short horizon. However, the solution of the optimal secondary
frequency control cannot be solved directly since an exact forecast of the fluctuating loads
is needed, which is impossible in practice.

Problem (2.4.1) focuses on the steady state only and the transient performance of the
corresponding control methods is poor, as extra frequency oscillations are caused by the
overshoot of controllers. The traditional method to eliminate the overshoot is to calculate
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the control gain coefficients by analyzing the eigenvalue of the linearized systems [41, 42].
However, the improvement of the transient performance obtained by the eigenvalue analysis
is still poor because of the dependence of the eigenvalues on the control law structure, and
the large scale, complex topology and heterogeneous power generation and loads of the
power system.

There are also other control laws have been proposed to address the slow convergence
problem, e.g., sliding mode based control laws [43, 44], and H2/H∞ control based control
laws [45, Chapter 5] and [46] et al, and fuzzy PI control law [47], which are able to shorten
the transient phase while avoiding the overshoots and large frequency deviations. However,
they focus on the linearized system and did not consider the economic power dispatch
problem (2.10) at the steady state.

As explained in Remark (2.2.2), the fluctuations in the power supply become faster and
larger as more and more renewable power sources are integrated into the power system.
There is a need to design a control law that has a good transient performance without the
overshoot problem and with a high convergence speed.

2.5. STABILITY OF POWER SYSTEMS
In this section, we introduce the synchronization stability of power systems.

A large excursion of the state variables of the power system, such as the voltage and the
phase angle, usually occur after a disturbance. Transient stability is defined as the ability of
a power system to remain the synchronization when subjected to various disturbances [6].
This stability is influenced by the nonlinearity of the power system. The basin of attraction
(also called the stability region) of a nonlinear system is defined as the set of the starting
points of the trajectories which converge to the equilibrium as the time goes to infinity. For
a nonlinear system with a small basin of attraction, the trajectory usually has a small escape
time from the region when subjected to disturbances. The stability region of power systems,
has been analyzed by Chiang [48] and Zaborszky et al [49, 50]. However, because of the
large-scale and complexity of the power network, the basin of attraction which is related to
the transient stability is still hard to be well estimated.

In order to investigate the stability, basin stability [51, 52] has been proposed to mea-
sure the transient stability, which however is hard to be analytically calculated due to the
nonlinearity. In this thesis, inspired by the direct method to estimate whether the power
system is stable after a disturbance [53–56], we use the energy barrier to measure the tran-
sient stability which is explained through the following Single Machine Infinite Bus (SMIB)
system as shown in Fig. 2.6(a).

The SMIB model is described by the following equations.

δ̇=ω,

Mω̇= P −Dω−B sinδ,

which can be directly derived from (2.4). Here P and B are the transmitted power and
the capacity of the line respectively, the voltages are also assumed as constants, δ is the
angle difference between the synchronous machine and the infinite bus, which should be in
a small range in order keep the synchronization. This requires ω= 0 and P = B sinδ at the
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Figure 2.6: (a) The SMIB model. (b) The potential energy landscape of the SMIB system.

synchronized state. The potential energy of this system is

V(δ) =−B cosδ−Pδ.

Fig. 2.6(b) plots the potential energy difference V(δ)−V(δ0) where δ0 = arcsin P
B is the

phase angle difference at the steady state. In the figure, the position and the moving speed
of the circle are δ and ω respectively. The potential energy possesses three extreme points
in the range (− 3π

2 , 3π
2 ), which include two unstable equilibria and one stable equilibrium.

It can be observed that the trajectory will converge to the minimum of V(δ) if its kinetic
energy is smaller than the potential energy ∆V1 and ∆V2. If obtaining enough energy from
a disturbance to overcome the potential energy, the trajectory will go out of the valley and
thus leads to a desynchronization. Hence, the energy barrier ∆V1 and ∆V2 which are the
potential energy differences between the two unstable equilibria and the stable equilibrium,
can be used to measure the synchronization stability, which have the following formula [53]

∆V1 = P (−π+2arcsin
P

B
)+2

√
B 2 −P 2, (2.17a)

∆V2 = P (π+2arcsin
P

B
)+2

√
B 2 −P 2. (2.17b)

It can be obtained from the above equations that ∆V1 decreases while ∆V2 increases as the
transmitted power P increases. As shown in Fig. 2.6(b), it is much easier for the trajectory
to overcome ∆V1 to escape from the valley. So ∆V1 provides a conservative approximation
of the basin of attraction and can be used to measure the transient stability.

2.6. PROBLEM FORMULATION
In this section, regarding to the power system (2.4), we formulate the problems that need
to be solved to answer the RQs introduced in Chapter 1 and describe the ideas to answer
them.
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Regarding to the fluctuation suppression problem in Sub-RP1, as described in Subsec-
tion 2.4.2, it is critical to accelerate the convergence speed of the control input and avoid
the overshoot problem for the frequency. Based on the framework of PI control, this thesis
focuses on the transient performance and aims to design secondary frequency control meth-
ods that remedies the drawbacks mentioned above of the existing methods. To this end, we
consider the following problem concerning the transient performance of the power system
(2.4) after a disturbance.

Problem 2.6.1 For the power system (2.4) with primary and secondary controllers, design
a secondary frequency control law which computes inputs {ui , i ∈ VK } to the mechanical
power so as to eliminate the extra fluctuations of the frequency caused by the controllers,
thus improving the transient performance of the system after a disturbance through an
accelerated convergence of the control inputs.

The control laws for Problem (2.6.1) can be of different control architectures as intro-
duced in Section 2.3. Each of them has their own advantages and disadvantages.

Centralized control can achieve a control objective with high efficiency, such as mini-
mizing control cost while recovering the nominal frequency of a power system. However,
the centralized control is usually limited by the overhead of communications and computa-
tional complexity and is applicable only for relatively small-scale power system. The dis-
tributed control architecture can effectively reduce the communications and computations,
which however has a lower efficiency on achieving the control objective than the central-
ized control. So for large-scale power systems, we resort to multi-level control architecture
to balance the advantages and disadvantages of centralized and distributed control.

The primary objective of Problem (2.6.1) is to improve the transient performance of the
systems after a disturbance. For the power system controlled by the designed centralized,
multi-level control laws, we analyze how to improve the transient performance by tuning
the control parameters. The ideas to answer RQ1-RQ3 are summarized as follows.

(i) To answer RQ 1, we design a centralized control law so as to solve Problem (2.4.1)
and Problem (2.6.1) for the power system (2.4). This is accomplished in Chapter 3.

(ii) To answer RQ 2, we design a distributed control law and further a multi-level con-
trol law so as to solve Problem (2.4.1) and Problem (2.6.1) for the large-scale power
system (2.4). This is accomplished in Chapter 4.

(iii) To answer RQ 3, we investigate the relationships between the control parameters of
the proposed centralized, distributed and multi-level control laws and the transient
performance of the corresponding closed-system. This is accomplished in Chapter 5.

With respect to the enhancement of the synchronization stability in Sub-RP2, the prob-
lem is to find a suitable measurement for the transient stability. We select the energy barrier
as defined in Section 2.5 to measure this stability in this thesis.

In the following, we connect the parameter setting in the optimal power flow calculation
and the synchronization stability. To increase the synchronization stability, the transmitted
power by the lines should be small, which is considered as a constraint in (2.9). As de-
scribed in Remark (2.2.3), when the voltage is well controlled such that each bus voltage
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is close to its nominal value, the power flows are mainly determined by the phase angle
differences, which should not be too large in order to keep the frequency synchronization
of the generators. The parameters (γi j ) constrain the phase angle differences. It is actually
not necessary to set the parameters (γi j ) identical for all lines. This is because for the syn-
chronization stability, the effect of the various transmission line are different because of the
complex topology of the network, e.g., a line with a large phase angle difference may have
small threat to the synchronization while the one with a small angle difference may destroy
the synchronization easily. The lines which have small influences on the synchronization
stability should transmit more power, and the parameter γi j for this line should be larger.
It can be observed from the power flow equations that at a steady state, the phase angle
differences depend on the topology of the power network and the distribution of the power
generators and loads.

The topology of a power network is complex due to various locations of power gener-
ation and demand. It usually consists of cycles and single tree branches. A transmission
line of the power network is either a single branch or in a cycle. The energy barriers for
a tree power network can be calculated analytically as in (2.17), which however is hard to
be calculated for general networks. In this thesis, we focus on the synchronization stabil-
ity of cyclic power grids, for which the energy barrier can be calculated analytically and
numerically. The idea to answer RQ 4 is summarized as follows

(iv) To answer RQ 4, we calculate analytically and numerically the energy barrier of
cyclic power grids and investigate the influence of the size and the distribution of
power generation (loads) on the synchronization stability.





3
POWER-IMBALANCE

ALLOCATION CONTROL

The traditional secondary frequency control of power systems restores nominal frequency
by steering Area Control Errors (ACEs) to zero. Existing methods are a form of integral
control with the characteristic that large control gain coefficients introduce an overshoot
and small ones result in a slow convergence to a steady state. In order to deal with the large
frequency deviation problem, which is the main concern of the power system integrated with
a large number of renewable energy, a faster convergence is critical. In this chapter, we
propose a secondary frequency control method named Power-Imbalance Allocation Control
(PIAC) to restore the nominal frequency with a minimized control cost, in which a coordi-
nator estimates the power imbalance and dispatches the control inputs to the controllers
after solving an economic power dispatch problem. The power imbalance estimation con-
verges exponentially in PIAC, both overshoots and large frequency deviations are avoided.
In addition, when PIAC is implemented in a multi-area controlled network, the controllers
of an area are independent of the disturbance of the neighbor areas. A Lyapunov stability
analysis shows that PIAC is locally asymptotically stable. For a power system with time-
varying power-imbalance, a bound is derived for the synchronized frequency. Simulation
results demonstrate that PIAC can effectively suppress the frequency fluctuations.

Parts of this chapter have been published in:
K. Xi, J. L. A. Dubbeldam, H.X.Lin and J. H. van Schuppen. Power-imbalance allocation control of power
systems-Secondary frequency control. Automatica, 92: 72-85, (2018).
K. Xi, J. L. A. Dubbeldam, H. X. Lin and J. H. van Schuppen. Power-imbalance allocation control of secondary
frequency control of power systems. In proceedings of the 20th IFAC World Congress, Toulouse, France. 4382-
4387 (2017).
K. Xi, H. X. Lin and J. H. van Schuppen. Power-imbalance allocation control of power systems-A Frequency
bound for time-varying loads. In proceedings of the 36th Chinese Control Conference, Dalian, China. 10528-
10533 (2017).
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3.1. INTRODUCTION
The secondary frequency control is the focus of this chapter. An interconnected electric
power system can be described as a collection of subsystems, each of which is called a
control area. The secondary control in a single area is regulated by Automatic Generation
Control (AGC), which is driven by Area Control Error (ACE). The ACE of an area is cal-
culated from the local frequency deviations within the area and power transfers between
the area and its neighbor areas. The AGC controls the power injections to force the ACE to
zero, thus restores the nominal frequency. Due to the availability of a communication net-
work, other secondary frequency control approaches have recently been developed which
minimize the control cost on-line [9], e.g., the Distributed Average Integral Method (DAI)
[27], the Gather-Broadcast (GB) method [10], economic AGC (EAGC) method [16], and
distributed real time power optimal power control method [34]. These methods suffer from
a common drawback, namely that they exhibit overshoot for large gain coefficients and
slow convergence for small gain coefficients. This is due to the fact that they rely on the
integral control which is well-known to give rise to the two phenomena mentioned above.
Note that the slow convergence speed results in a large frequency deviation which is the
main concern of low inertia power systems.

The presence of fluctuations is expected to increase in the near future, due to the pres-
ence of generators with low inertia, such as solar and wind energy. These renewable power
sources often cause serious frequency fluctuations and deviation from the nominal fre-
quency due to the uncertainty of the weather. This demonstrates the necessity of good
secondary frequency control methods whose transient performance is enhanced with re-
spect to the traditional methods. We have recently derived such a method called Power
Imbalance Allocation Method (PIAC) in [57], which can eliminate the drawback of the in-
tegral control based approach. This chapter is the extended version of the conference paper
[57] with additional stability analysis and the extension of PIAC to multi-area control.

We consider the power system (2.4) with lossless transmission lines, which comprise
traditional synchronous machines, frequency dependent devices (e.g., power inverters of
renewable energy or freqeuncy dependent loads) and passive loads. We assume the system
to be equipped with the primary controllers and propose the PIAC method in the framework
of Proportional-Integral (PI) control, which first estimates the power imbalance of the sys-
tem via the measured frequency deviations of the nodes of the synchronous machines and
frequency dependent power sources, next dispatches the control inputs of the distributed
controllers after solving the economic power dispatch problem. Since the estimated power
imbalance converges exponentially at a rate that can be accelerated by increasing the con-
trol gain coefficient, the overshoot problem and the large frequency deviation problem is
avoided. Hence the drawback of the traditional ACE method is eliminated. Furthermore,
the control gain coefficient is independent to the parameters of the power system but only
relies on the response time of the control devices. Consequently the transient performance
is greatly enhanced by improving the performance of the control devices in PIAC. When
implemented in a multi-area power network, PIAC makes the control actions of the areas
independent, while the controllers of each area handles the power imbalance of the local
area only.

The chapter is organized as follows. We present the secondary frequency control ap-
proach for the system (2.4), Power-Imbalance Allocation Control (PIAC), based on esti-
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mated power imbalance in Section 3.2, then analyze its stability invoking the Lyapunov/LaSalle
stability criterion in Section 3.3 and present a bound of the synchronized frequency of the
power system with time-varying loads in Section 3.4. Finally, we evaluate the performance
of PIAC by simulations on the IEEE-39 New England test power system in Section 3.5 and
3.6. Section 3.7 concludes with remarks.

3.2. POWER IMBALANCE ALLOCATION CONTROL
The aim of this chapter is to design a centralized control law which solves Problem (2.4.1)
and (2.6.1) for system (2.4).

After integration of the constraint (2.10c) into the cost function, e.g., in the form of
barrier functions as in [24], the economic power dispatch problem (2.10) can be rewritten
as

min
{ui∈R,i∈VK }

∑
i∈VK

Ji (ui ), (3.1a)

s.t . Ps +
∑

i∈VK

ui = 0, (3.1b)

With respect to the existence of the solution of the economic power dispatch problem
(3.1), we make the following assumption.

Assumption 3.2.1 The cost functions Ji : R→ R, i ∈ VK are twice continuously differen-
tiable and strictly convex such that J ′′(ui ) > 0 where J ′′(ui ) is the second order derivative
of J (ui ) with respect to ui .

Assumption (3.2.1) is realistic because the constraint ui ∈ [ui ,ui ] can be incorporated
in the objective function Ji (ui ) for i ∈ VK in a smooth way. Since in practice the power
imbalance is uncertain with respect to the fluctuating power loads, the economic power
dispatch problem (3.1) cannot be solved directly.

The communication network is necessary for solving Problem (2.4.1), for which we
make the following assumption.

Assumption 3.2.2 All the buses in VM∪VF can communicate with a coordinator at a central
location via a communication network. The frequency deviations ωi , i ∈ VM ∪VF , can be
measured and subsequently communicated to the coordinator. For i ∈ VK , the control input
ui can be computed by the coordinator and dispatched to the controller at node i via the
communication network.

In Assumption (3.2.2), the local nodes need to provide the coordinator the local fre-
quency deviation which are the differences between the measured frequencies by meters
and the nominal frequency. We remark that there usually are time-delay in the measure-
ment and communications which are neglected in this thesis.

In the following, we first define an abstract frequency deviation of the power system,
for which we design a control law to eliminate the overshoot of the control input, then
introduce the PIAC method for the power system controlled as a single area and followed
by a multi-area approach in subsection (3.2.2) and (3.2.3) respectively.
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3.2.1. ABSTRACT FREQUENCY DEVIATION
With Assumption (3.2.2), the power system can be viewed as a machine, in which all the
state information can be collected and all the disturbances can be estimated accurately via
the state information. For the power system, we define abstract frequency deviation as
follows.

Definition 3.2.3 For the power system (2.4), define an abstract frequency deviationωs such
that

Msω̇s = Ps −Dsωs +us , (3.2)

where Ms =∑
i∈VM Mi , Ps =∑

i∈V Pi , Ds =∑
i∈V Di , and us =∑

i∈VK ui .

Note that ωs (t ) is a virtual global frequency deviation, which neither equals to ωi (t )
nor ωs yn(t ) in general. However, if the frequencies {ωi , i ∈ VM ∪VF } synchronize quickly,
the differences between ωi (t ) and ωs (t ) are negligible, i.e., ωi (t ) =ωs (t ), by summing all
the equations of (2.4), (3.2) is derived.

At the steady state of (3.2), we have ω∗
s = (Ps + us )/Ds which leads to ω∗

s = ω∗
s yn

by (2.8). Then the objective of the secondary frequency control that restores the nom-
inal frequency of the system (2.4) is equivalent to controlling ωs of (3.2) to zero, i.e.,
limt→∞ωs (t ) = 0.

Since the frequencies {ωi , i ∈ VM ∪ VF } of system (2.4) with primary controllers syn-
chronize quickly, the extra oscillations of ωi are actually introduced by the overshoot of the
total amount of control inputs us in the traditional control approach (2.13). This is because
it is in the form of integral control. It will be explained in an extreme case where system
(2.4) is well controlled by primary controllers such that ωi =ωs for all i ∈ V . It can then be
obtained easily for (2.13) by substituting ωi by ωs that the total amount of control inputs,
us , is calculated as follows,

λ̇s =ωs , (3.3a)
us =−kλs , (3.3b)

which is in the form of integral control. Note that (3.3) can also be obtained similarly for
the GB method (2.14) and for the DAI method (2.15) with a special setting of control gain
coefficients ki and communication weight wi j e.g., {ki , i ∈ Vk } are all identical and wi j

forms a Laplacian matrix, L = (wi j ), such that
∑nK

i=1 wi j = 0 for all j = 1, · · · ,nK ( nK is the
number of nodes in VK ).

In order to eliminate the extra oscillations of the frequency, the overshoot of us should
be avoided. Similar to the PI cruise control of a car [58], for ωs in (3.2), we introduce the
following control law to eliminate the overshoot,

η̇s = Dsωs , (3.4a)
us =−kMsωs −kηs , (3.4b)

where k ∈ (0,+∞) is a parameter to be chosen by engineers. Details on the setting of this
parameter will be further discussed after introducing the PIAC method in this section. From
(3.4) and (3.2), we obtain

u̇s (t ) =−k
(
Ps +us (t )

)
, (3.5)
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which indicates that us is an estimate of −Ps and converges to the power imbalance −Ps

exponentially. Hence, the overshoot of us is eliminated. With the value of us obtained from
(3.4), the control input ui for node i ∈ VK is computed by solving the following economic
power dispatch problem,

min
{ui∈R,i∈VK }

∑
i∈VK

Ji (ui ), (3.6)

s.t . −us (t )+ ∑
i∈VK

ui (t ) = 0.

However, us cannot be calculated as in (3.4) since ωs is a virtual frequency deviation which
cannot be measured in practice. In the following, we introduce the PIAC method where us

also converges to −Ps exponentially as in (3.5).

3.2.2. SINGLE-AREA IMPLEMENTATION OF PIAC
We consider the power system controlled as a single area without any power export (or
import). The PIAC method is defined as follows.

Definition 3.2.4 Consider the power system described by (2.4) with assumption (2.4.3),
(3.2.1) and (3.2.2), the PIAC control law is defined as the dynamic controller,

η̇(t ) = ∑
i∈VM∪VF

Diωi (t ), (3.7a)

us (t ) =−k
(
η(t )+ ∑

j∈VM

M jω j (t )
)
, (3.7b)

0 =−us (t )+∑
i

J ′−1
i (λ(t )), (3.7c)

ui (t ) = J ′−1
i (λ(t )), i ∈ VK , (3.7d)

where k ∈ (0,∞) is a parameter of the control law, η is a state variable introduced for the
integral term as ηs in (3.4a), and λ is an algebraic variable for solving the optimization
problem (3.6).

For the special case with quadratic cost function Ji (ui ) = 1
2αi u2

i for node i , the control
law becomes

η̇= ∑
i∈VM∪VF

Diωi ,

us =−k(
∑

i∈VM

Miωi +ηs ),

ui = αs

αi
us , i ∈ VK ,

1

αs
= ∑

i∈VK

1

αi
,

where αi ∈R is the control price of node i .
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The control law is based on the design principle of coordination. The local nodes in
VM ∪VF send the measured frequency deviations to the coordinator. The coordinator com-
putes the control inputs {ui , i ∈ VK } or marginal cost λ using the local measurements and
sends them to all local controllers of the nodes indexed by VK . The procedure is similar
to the Gather-Broadcast control which gathers the locally measured frequency deviation
from the nodes and broadcasts the nodal price to the controllers. The control procedure and
properties of PIAC are summarized in the following procedure and theorem respectively.

Procedure 3.2.5 If the assumptions (2.4.3),(3.2.1) and (3.2.2) hold, then the secondary
frequency control approach of the power system (2.4), PIAC, is implemented as follows.

(i) Collect the measured frequency deviations

{ωi , i ∈ VM ∪VF },

(ii) Calculate the total amount us (t ) of control inputs by (3.7b),

(iii) Solve the optimization problem (3.6) by (3.7c,3.7d),

(iv) Allocate the power compensation {ui , i ∈ VK } to the controllers.

Theorem 3.2.6 Consider the power system (2.4) and the PIAC control law, the controller
has the following properties,

(a) at any time, t ∈ T , us (t ) satisfies (3.5). Thus it is an estimate of the power imbalance
−Ps;

(b) at any time, t ∈ T , the input values {ui (t ), i ∈ VK } are computed by solving the optimiza-
tion problem (3.6). So the total amount of control inputs, us (t ), are dispatched to the
local nodes of VK economically;

(c) at the steady state, ω∗
i = 0 for all i ∈ VM ∪VF and the power-imbalance Ps is optimally

compensated by the local controllers. Hence Problem (2.4.1) is solved;

Proof: (a). From (2.4) it follows,∑
i∈VM

Mi ω̇i =
∑
i∈V

Pi −
∑

i∈VM∪VF

Diωi +
∑
i∈V

ui . (3.9)

It follows from (3.7a,3.7b) that,

u̇s (t ) =−k
( ∑

i∈VM∪VF

Diωi (t )+ ∑
j∈VM

M j ω̇i (t )
)

by (3.9),

=−k
( ∑

i∈VK

ui (t )+ ∑
j∈V

Pi

)
by (3.7d),

=−k
( ∑

i∈VK

J ′−1
i (λ)+ ∑

j∈V

Pi

)
by (3.7c),

=−k
(
us (t )+Ps

)
,
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Thus (3.5) is obtained which indicates that us (t ) is an estimate of −Ps with k ∈ (0,∞), i.e.,
us (t ) converges to −Ps exponentially with a speed determined by k.

(b). According to the definition of the PIAC control law that at any time, t ∈ T ,

J ′i (ui (t )) = J ′j (u j (t )) =λ(t ), ∀ i , j ∈ VK .

Thus the necessary condition (2.12) for economic dispatch of us (t ) to all the local nodes
is satisfied and at any time t ∈ T , the control inputs {ui , i ∈ VK } solve the optimization
problem (3.6). Hence, {ui (t ), i ∈ V } achieve minimal cost.

(c). It follows from (3.5) that u∗
s =−∑

i∈V Pi at the steady state, which yields ωs yn = 0
by (2.8). Thus ω∗

i = 0 for all i ∈ VM ∪VF by (2.5). It follows from (b) that the control inputs
{ui , i ∈ V } achieve minimal cost at the steady state. So the optimization problem (3.1) is
solved at the steady state. Hence, Problem (2.4.1) is solved. ■

Note that in Theorem (3.2.6c), we have assumed that the steady state exists which will
be further described in Assumption (3.3.1) in Section 3.3. Because

us (t ) =−k
∑

i∈VM

Miωi −k
∫ t

0

∑
j∈VM∪VF

D jω j d t ,

the PIAC control law is of proportional-integral type.
With the abstract frequency deviation ωs and control inputs us , we decompose the dy-

namic process of the power system (2.4) into three sub-processes,

(i) the convergence process of us to −Ps as in (3.5) with a speed determined by k.

(ii) the convergence process of ωs to zero as in (3.2) with a speed determined by us and
Ds .

(iii) and the synchronization process of {ωi , i ∈ VM ∪VF } to ωs described by (2.4) and with
the synchronization speed mainly determined by {Di , i ∈ VM ∪VF }.

The transient performance of the power system can be improved by tuning the correspond-
ing control gain coefficients for the sub-processes. PIAC focuses on the first two sub-
processes only in which the transient behaviors of us and ωs can be improved by increasing
the parameter k, and the primary control focuses on the synchronization of {ωi , i ∈ VM ∪VF }
which can be improved by tuning the coefficient {Di , i ∈ VM ∪VF } as in [9, 59]. As us con-
verges to −Ps exponentially, the control inputs {ui , i ∈ VK } in (3.7d) also converge to the
desired optimal values in an exponential way without any overshoots and their convergence
speed increase with a large k. Thus the extra oscillation caused by the overshoot of us is
avoided and Problem (2.6.1) is solved by PIAC.

With the process decomposition, the improvement in the transient performance by the
UC control law [12] can be explained, and the control gain coefficients of the primal-dual
based control laws, e.g. [35], without triggered constraints of line flows, which also estimate
the power disturbance, can be tuned to improve the transient performance.

In the following, we introduce the properties of PIAC in the implementation for the
power system controlled as a single area.

On the communications in PIAC, note that the communicated data include dynamic
data and static data. The dynamic data are the frequency deviations {ωi , i ∈ VM ∪VF } and
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the control inputs {ui i ∈ VK }, both should be communicated frequently. The static data are
the moment inertia {Mi , i ∈ Vi }, the droop control coefficients {Di , i ∈ VM ∪VF } and the cost
functions {Ji (ui ), i ∈ VK }, which are constant in a short time as in Assumption (2.4.3) and
are not necessary to communicate as frequently as the dynamic data.

In the computing of the control inputs {ui , i ∈ VK }, solving the optimization problem
(3.6) is equivalent to solving the equations (3.7c) and (3.7d). So the computation includes
calculating the integral of frequency deviation in (3.7a) and solving the algebraic equation
(3.7c,3.7d). For quadratic cost functions Ji (ui ) = u2

i /αi , the computation requires approxi-
mately 4nM +nF arithmetic operations that are ×, +, − etc. For non-quadratic and nonlinear
cost functions, an iteration method is used to solve the one dimension nonlinear algebraic
equation (3.7c) for λ, which needs more computing than for the quadratic cost functions.

Remark 3.2.7 PIAC is a centralized control where the communications and computations
increase as the scale of the power systems increases. In a large-scale power system, a
large number of devices communicate to the coordinator simultaneously. In that case, the
time-delay due to the communications and computing is not negligible, in such a situation
further investgation for the transient performance and stability of the nonlinear system is
needed.

On the dynamics of us , it can be observed from (3.5) that us converges exponentially
with a speed that can be accelerated by increasing the control gain coefficient k which does
not depend on any parameters of the power system and the cost functions. Hence, when
the dynamics of the voltages are considered which does not influence the dynamics of us in
(3.5), the power supply and demand can also be balanced.

On the control gain coefficient k, we remark that it does neither depend on the parame-
ters of the system nor on the economic power dispatch problem, and can be set very large
from the perspective of theoretical analysis. However, it relies on how sensitive the control
devices are to the fluctuation of power imbalance. In this case, it can be tuned according
to the response time of the control devices and the desired range of the frequency devia-
tion. The control actuators of traditional hydraulic and steam turbines are their governor
systems. For details of the model of the governor system and its response time, we refer to
[6, chapter 9,11]

By Assumption (3.2.2), the PIAC method requires that all the nodes in VM ∪VF can com-
municate with the coordinator. However, our initial numerical experiments show that PIAC
can still restore the nominal frequency even without all the frequency deviation collected,
where the estimated power imbalance converges to the actual power imbalance although
not exponentially. This is because PIAC includes the integral control which drives the syn-
chronized frequency deviation to zero.

In PIAC, the frequency dependent nodes are allowed to participate in secondary fre-
quency control, which releases the control burden of the tradition power generators on
frequency oscillation suppression.

Remark 3.2.8 In practice, the state of the power system is never at a true equilibrium
state, because of the fluctuating of the power imbalance caused by the power loads. Fur-
thermore, the fluctuating becomes even more serious when a large amount of renewable
power sources are integrated into the power system. In this case, it is more practical to
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model the power imbalance as a time-varying function. For the power system with time-
varying power imbalance, analysis and numerical simulations show that PIAC is also able
to effectively control the synchronized frequency to any desired range by increasing the
control gain coefficient k [60].

3.2.3. MULTI-AREA IMPLEMENTATION OF PIAC
When a power system is partitioned into several control areas, each area has either an export
or an import of power. After a disturbance occurred, the power export or the power import
of an area must be restored to the nominal value calculated by tertiary control. In this
subsection, we introduce the implementation of PIAC for multi-area control where each
area has power export (or import).

Denote the set of the nodes in the area Ar by VAr , the set of the boundary lines between
area Ar and all the other areas by EAr . Denote VMr = VM ∩ VAr and VFr = VF ∩ VAr . The
multi-area control of PIAC in the area Ar is defined as follows.

Definition 3.2.9 Consider the power system (2.4) controlled as several areas with Assump-
tion (2.4.3), (3.2.1) and (3.2.2), the multi-area implementation of PIAC for area Ar is de-
fined as the dynamic controllers,

η̇r (t ) = ∑
i∈VMr ∪VFr

Diωi (t )+Pex (t )−P∗
ex , (3.11a)

ur (t ) =−kr (
∑

i∈VMr

Miωi (t )+ηr (t )), (3.11b)

0 =−ur +
∑

i∈VK

J ′−1
i (λr ), (3.11c)

ui = J ′−1
i (λr ), i ∈ VMr ∪VFr . (3.11d)

where Pex =∑
i∈VAr ,(i , j )∈EAr

Bi j sin(θi j ) is the export power of area Ar , P∗
ex is the nominal

value of Pex , which is also the desired value at the steady state, kr ∈ (0,∞) is a control gain
coefficient, ηr is a state variable for the integral term as ηs in (3.4a) and λr is an algebraic
variable for the controller.

It can be observed from (3.11) that the control law for the coordinator in area Ar is
similar to Procedure 3.2.5 but the power export deviation, Pex −P∗

ex , should be measured.
This measurement can be done either via Phase Measurement Units or active power mea-
surement unit. If there are more than one transmission line between two areas, all the
transmitted power should be measured. In that case, the total amount of power exchange
between the two areas can converge to its setpoint at the steady state. However, the trans-
mitted power of a line may deviate from its setpoint at the steady state, which will be further
illustrated in the case study in Subsection 3.5.2.

The sum of the three terms in the right hand side of (3.11a) is actually the ACE of the
area [61]. PIAC has the proportional control input included in secondary frequency control,
which is consistent with the PI based secondary frequency control [20, Chapter 9] and [45,
Chapter 4]. In PIAC, the weights of the frequency deviation of node i are specified as
the inertia Mi and the droop coefficient Di for the proportional input and integral input
respectively. The proportional input is used to estimate the power stored in the inertia at the
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transient phase, which is usually neglected in the traditional ACE method. The control gain
coefficient kr can be different for each area, which can be tuned according to the sensitivity
of the control devices in the area. By (3.11a), as the synchronous frequency deviation is
steered to zero, Pex also converges to the nominal value P∗

ex . Similar as the derivation of
(3.5) for PIAC (3.7), we derive for (3.11) that

u̇r (t ) =−kr

( ∑
i∈VAr

Pi +P∗
ex +ur (t )

)
which indicates that the controllers in area Ar only respond to the power imbalance

∑
i∈VAr

Pi .
Hence, in the network, the control actions of all the areas can be done in an asynchronous
way where each area can balance the local power supply-demand at any time according to
the availability of the devices.

In particular, PIAC becomes a decentralized control method if each node is seen as a
single area and VP =;, VK = VM ∪VF , i.e., for all i ∈ VM ∪VF ,

η̇i = Diωi +
∑
j∈V

Bi j sin(θi j )− ∑
j∈V

Bi j sin(θ∗i j ),

ui =−ki (Miω+ηi ),

where {θ∗i , i ∈ V } are the steady state calculated by tertiary control. Since ui is track-
ing −Pi +∑

j∈V Bi j sin(θ∗i j ), each node compensates the power imbalance locally and the
control actions of the nodes are irrelevant to each other. However, the control cost is not
optimized by the decentralized control method.

3.3. ASYMPTOTIC STABILITY OF PIAC
In this section, we analyze the stability of PIAC with the Lyapunov-LaSalle approach as in
[13, 14]. The stability proof makes use of Theorem (A.1.3) stated in the Appendix A.

We first prove the stability of PIAC implemented in a single-area network. Extension
to multi-area control networks then follows immediately. With the control law (3.7), the
closed-loop system of PIAC is

θ̇i =ωi , i ∈ VM ∪VF , (3.13a)

Mi ω̇i = Pi −Diωi −
∑
j∈V

Bi j sin(θi j )+ J ′−1
i (λ), i ∈ VM , (3.13b)

0 = Pi −Diωi −
∑
j∈V

Bi j sin(θi j )+ J ′−1
i (λ), i ∈ VF , (3.13c)

0 = Pi −
∑
j∈V

Bi j sin(θi j ), i ∈ VP , (3.13d)

η̇= ∑
i∈VM∪VF

Diωi , (3.13e)

0 = ∑
i∈VK

J ′−1
i (λ)+k(

∑
i∈VM

Miωi +η), (3.13f)

0 = J ′−1
i (λ), i ∉ VK . (3.13g)
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where θi j = θi −θ j is the phase angle differences between the nodes connected by a trans-
mission line.

We denote the angles in the sets VM ,VF ,VP by vectors θM ,θF ,θP , the frequency de-
viations by vectors ωM ,ωF ,ωP , the angles in V by θ = (θT

M ,θT
F ,θT

P )T , and the frequency
deviations by ω= (ωT

M ,ωT
F ,ωT

P )T .
Note that the closed-loop system may not have a synchronous state if the power injec-

tions {Pi , i ∈ V } are much larger than the line capacity Bi j . For more details on the syn-
chronous state of the power system, we refer to [62, 63]. Therefore, we make Assumption
(3.3.1).

Assumption 3.3.1 For the closed-loop system (3.13), there exists a synchronous state
(θ∗,ω∗,η∗,λ∗) ∈Rn ×Rn ×R×R with ω∗

i =ωs yn and

θ∗(t ) ∈Θ= {θ ∈Rn ||θi −θ j | < π

2
, ∀(i , j ) ∈ E }.

The condition θ∗ ∈Θ is commonly referred to as a security constraint [14] in power system
analysis. It can be satisfied by reserving some margin of power flow when calculating the
operating point in tertiary control [11].

Since the power flows {Bi j sin(θi −θ j ), (i , j ) ∈ E } only depend on the angle differences
and the angles can be expressed relative to a reference node, we choose a reference angle,
i.e., θ1, in VM and introduce the new variables

ϕi = θi −θ1, i = 1,2, · · · ,n

which yields ϕ̇i = ωi −ω1. Note that θ1 is selected as a reference angle for the stability
analysis only, which can be the angle of any node in VM . It can be easily obtained that
ϕ1 = 0,ϕ̇1 = 0 for all t > 0. With ωi = ϕ̇i +ω1 for i ∈ VF , the closed loop system (3.13) can
be written in the DAE form as (A.1) in the Appendix,

ϕ̇i =ωi −ω1, i ∈ VM (3.14a)

Mi ω̇i = Pi −Diωi −
∑
j∈V

Bi j sin(ϕi j )+ J ′−1
i (λ), i ∈ VM , (3.14b)

Di ϕ̇i = Pi −Diω1 −
∑
j∈V

Bi j sin(ϕi j )+ J ′−1
i (λ), i ∈ VF , (3.14c)

0 = Pi −
∑
j∈V

Bi j sin(ϕi j ), i ∈ VP , (3.14d)

η̇= ∑
i∈VM∪VF

Diωi , (3.14e)

0 = ∑
i∈VK

J ′−1
i (λ)+k(

∑
i∈VM

Miωi +η), (3.14f)

where ϕi j =ϕi −ϕ j , and the equations (3.14a-3.14d) are from the power system and (3.14e-
3.14f) from the controllers. We next recast the system (3.14) into the form of the DAE sys-
tem (A.1), the state variables are x = (ϕM ,ϕF ,ωM ,η) ∈RnM−1×RnF ×RnM ×R, the algebraic
variables are y = (ϕP ,λ) ∈ RnP ×R, the differential equations are (3.14a-3.14c,3.14e) and
the algebraic equations are (3.14d, 3.14f). Here ϕM is with the components {ϕi , i ∈ VM }
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besides ϕ1 which is a constant, ϕF with components {ϕi , i ∈ VF }, and ϕP with compo-
nents {ϕi , i ∈ VP }. Note that the variables {ωi , i ∈ VF } are not included into the state vari-
able or algebraic variables since the terms {Diωi , i ∈ VF } in (3.14e) can be replaced by
{Pi −∑

j∈V Bi j sin(ϕi j )+ J ′−1
i (λ), i ∈ VF } . (3.13g) is neglected since it is irrelevant to the

following stability analysis.
When mapping θ to the coordinate of ϕ, Assumption (3.3.1) yields

ϕ ∈Φ= {ϕ ∈Rn ||ϕi −ϕ j | < π

2
, ∀(i , j ) ∈ E , and ϕ1 = 0}.

We remark that each equilibrium state of (3.14) corresponds to a synchronous state of
(3.13). In the new coordinate, we have the following theorem for the stability of system
(3.14).

Theorem 3.3.2 If the assumptions (2.4.3), (3.2.1), (3.2.2) and (3.3.1) hold, for the system
(3.14), then

(a) there exists an unique equilibrium state z∗ = (ϕ∗,ω∗
M ,η∗,λ∗) ∈Ψ whereΨ=Φ×RnM ×

R×R.

(b) there exists a domain Ψd ⊂Ψ such that for any initial state z0 ∈Ψd that satisfies the
algebraic equations (3.14d) and (3.14f), the state trajectory converges to the unique
equilibrium state z∗ ∈Ψ.

Note that the cost functions are not required to be scaled for the local asymptotically stable
of PIAC as assumed in [10], and the size of the attraction domain of the equilibrium state
z∗ is not determined in Theorem (3.3.2) which states the stability of the PIAC method.
The proof of Theorem (3.3.2) is based on the Lyapunov/LaSalle stability criterion as in
Theorem (A.1.3). In the following, we first present the verification of the Assumption
(A.1.1) and (A.1.2) in the Appendix for the DAE system (3.14), then prove the stability of
(3.14) by designing a Lyapunov function as V (x, y) in Theorem (A.1.3). Lemma (3.3.3)
states that (3.14) possesses an equilibrium state, which verifies Assumption (A.1.1), and
Lemma (3.3.4) claims the regularity of the algebraic equation (3.14d, 3.14f), which verifies
Assumption (A.1.2).

Lemma 3.3.3 There exists at most one equilibrium state z∗ = (ϕ∗,ω∗
M ,η∗,λ∗) of the system

(3.14) such that z∗ ∈Ψ and

ω∗
i = 0, i ∈ VM , (3.15a)∑

i∈V

Pi +
∑

i∈VK

J ′−1
i (λ∗) = 0. (3.15b)∑

i∈V

Pi −kη∗ = 0. (3.15c)

Proof: At the synchronous state, from (3.5) and (3.7b) it follows that

k(
∑

i∈VM

Miω
∗
i +η∗) = ∑

i∈V

Pi . (3.16)
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Substitution into the algebraic equation (3.14f) yields (3.15b). Substitution of (3.15b) into
(2.8) with ui = J ′−1

i (λ∗), we obtain ωs yn = 0 which yields {ω∗
i = 0, i ∈ VM }. Hence this and

(3.16) yield ∑
i∈VK

J ′−1
i (λ∗)+kη∗ = 0.

which leads to (3.15c). It follows from [64, 65] that the system (3.13) has at most one power
flow solution such that θ ∈ Θ. Hence there exists at most one equilibrium for the system
(3.14) that satisfies ϕ ∈Φ. ■

With respect to the regularity of the algebraic equations (3.14d, 3.14f), we derive the
following lemma.

Lemma 3.3.4 For any ϕ ∈ Φ and strictly convex functions of {Ji (ui ), i ∈ VK } in the opti-
mization problem (3.1), the algebraic equations (3.14d, 3.14f) are regular.

Proof: Since (3.14d) and (3.14f) are independent algebraic equations with respect to ϕP

and λ respectively, the regularity of each of them is proven separately.
First, we prove the regularity of (3.14d) by showing that its Jacobian is a principle minor

of the Laplacian matrix of a weighted network. In the coordination of θ, we define function

U (θ) = ∑
(i , j )∈E

Bi j (1−cos(θi −θ j )).

The Hessian matrix of U (θ) is

L =


B 11 −B12 cos(θ12) . . . −B1n cos(θ1n)

−B21 cos(θ12) B 22 . . . −B2n cos(θ2n)
...

...
. . .

...
−Bn1 cos(θn1) −Bn2 cos(θn2) . . . B nn

 ,

where B i i =∑
j∈V Bi j cos(θi j ) and θi j = θi −θ j . L is the Laplacian of the undirected graph

G defined in Section 2.1 of chapter 2 with positive line weights Bi j cos(θi −θ j ). Hence L
is semi-positive definite and all its principle minors are nonsingular[66, Theorem 9.6.1]. In
the coordination of ϕ, we define function

U (ϕ) = ∑
(i , j )∈E

Bi j (1−cos(ϕi −ϕ j )), (3.17)

with Hessian matrix

L =


B22 −B23 cos(ϕ23) . . . −B2n cos(ϕ2n)

−B32 cos(ϕ32) B33 . . . −B3n cos(ϕ3n)
...

...
. . .

...
−Bn2 cos(ϕn2) −Bn2 cos(ϕn3) . . . Bnn

 (3.18)

where Bi i =∑
j∈V Bi j cos(ϕi j ), ϕi j =ϕi−ϕ j , andϕ1 = 0. Because Bi j cosϕi j = Bi j cosθi j ,

L is a principle minor of L and is nonsingular. Hence the Jacobian of (3.14d) with respect
to ϕP , which is a principle minor of L, is nonsingular.
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Second, because Ji is strictly convex by Assumption (3.2.1) such that J ′′i > 0, we obtain
(J ′−1

i )′ = 1
J ′′i

> 0 which yields
(∑

i∈VK J ′−1
i (λ)

)′ > 0. Hence (3.14f) is nonsingular. ■
What follows is the proof of Theorem (3.3.2) with the Lyapunov/LaSalle stability crite-

rion.
Proof of Theorem (3.3.2): Lemma (3.3.3) and Assumption (3.3.1) states that the equi-

librium state z∗ = (ϕ∗,ω∗
M ,η∗,λ∗) ∈Ψ is unique. The proof of the statement (b) in Theorem

(3.3.2) is based on Theorem (A.1.3). Consider an incremental Lyapunov function candidate,

V (ϕ,ωM ,η,λ) =V1 +αV2 +V3. (3.19)

where V1 is the classical energy-based function [14],

V1(ϕ,ωM ) =U (ϕ)−U (ϕ∗)−∇ϕU (ϕ∗)(ϕ−ϕ∗)+ 1

2
ωT

M MMωM ,

and V2,V3 are positive definite functions

V2(λ) = 1

2
(
∑

i∈VK

J ′−1
i (λ)− ∑

i∈VK

J ′−1
i (λ∗))2,

V3(ωM ,η) = k2

2
(

∑
i∈VM

Miωi +η−η∗)2.

Note that the definition of U (ϕ) is in (3.17) and V2 =V3 by (3.14f). V3 is introduced to
involve the state variable η into the Lyapunov function.

First, we prove that V̇ ≤ 0. From the dynamic system (3.14) and the definition of V1, it
yields that

V̇1 =− ∑
i∈VM∪VF

Diω
2
i +

∑
i∈VK

ωT (J ′−1
i (λ)− J ′−1

i (λ∗)), (3.20)

by (3.14f), we derive

V̇2 =−k
[ ∑

i∈VK

J ′−1
i (λ)− ∑

i∈VK

J ′−1
i (λ∗)

][ ∑
i∈VM

Mi ω̇i + η̇
]

by summing (3.14b-3.14e)

=−k
[ ∑

i∈VK

J ′−1
i (λ)− ∑

i∈VK

J ′−1
i (λ∗)

][ ∑
i∈V

Pi +
∑

i∈VK

J ′−1
i (λ)

]
by (3.15b)

=−k
[ ∑

i∈VK

J ′−1
i (λ)− ∑

i∈VK

J ′−1
i (λ∗)

]2
, (3.21a)

by expanding the quadratic

=−k
∑

i∈VK

[
J ′−1

i (λ)− J ′−1
i (λ∗)

]2 −2k
∑

i 6= j ,i , j∈VK

[
J ′−1

i (λ)− J ′−1
i (λ∗)

][
J ′−1

j (λ)− J ′−1
j (λ∗)

]
by Newton-Leibniz formula

=−k
∑

i∈VK

[
J ′−1

i (λ)− J ′−1
i (λ∗)

]2 −2k
∑

i 6= j ,i , j∈VK

[∫ λ

λ∗
(J ′−1

i )′d s
][∫ λ

λ∗
(J ′−1

j )′d s
]

. (3.21b)
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and by V3 =V2 and (3.21a), we obtain

V̇3 =−k
[ ∑

i∈VK

(J ′−1
i (λ)− J ′−1

i (λ∗))
]2

. (3.22)

Hence, with (3.20,3.21b,3.22), we derive

V̇ =− ∑
i∈VM∪VF

Diω
2
i +

∑
i∈VK

ωT [
J ′−1

i (λ)− J ′−1
i (λ∗)

]−kα
∑

i∈VK

[
J ′−1

i (λ)− J ′−1
i (λ∗)

]2

−kα
∑

i 6= j ,i , j∈VK

[∫ λ

λ∗
(J ′−1

i )′d s
][∫ λ

λ∗
(J ′−1

j )′d s
]
−k

[ ∑
i∈VK

J ′−1
i (λ)− ∑

i∈VK

J ′−1
i (λ∗)

]2

=− ∑
i∈VK

Di

2
ω2

i −
∑

i∈VK

Di

2

[
ωi −

J ′−1
i (λ)− J ′−1

i (λ∗)

Di

]2 − ∑
i∈VK

[
kα− 1

2Di

][
J ′−1

i (λ)− J ′−1
i (λ∗)

]2

−2kα
∑

i 6= j ,i , j∈VK

[∫ λ

λ∗
(J ′−1

i )′d s
][∫ λ

λ∗
(J ′−1

j )′d s
]

−k
[ ∑

i∈VK

J ′−1
i (λ)− ∑

i∈VK

J ′−1
i (λ∗)

]2 − ∑
i∈VM∪VF /VK

Diω
2
i

where the equation ∑
i∈VM∪VF

Diω
2
i =

∑
i∈VK

Diω
2
i +

∑
i∈VM∪VF \VK

Diω
2
i

is used due to the fact that VK ⊆ VM ∪VF . Since Ji (ui ) is strictly convex and (J ′−1
i )′ = 1

J ′′i > 0,
we derive

kα
∑

i 6= j ,i , j∈VK

[∫ λ

λ∗
(J ′−1

i )′d s
][∫ λ

λ∗
(J ′−1

j )′d s
]
> 0,

Thus by setting α> 1
kDi

, we obtain V̇ ≤ 0.
Second, we prove that z∗ = (ϕ∗,ω∗

M ,η∗,λ∗) is a strict minimum of V (ϕ,ωM ,η,λ) such
that ∇V |z∗ = 0 and ∇2V |z∗ > 0. It can be easily verified that V |z∗ = 0 and

∇V |z∗ = col(∇ϕV ,∇ωM V ,∇ηV ,∇λV )|z∗ = 0 ∈Rn+nM+1

where

∇ϕV =∇ϕU −∇ϕU∗,

∇ωM V = MωM +M
(
k2(

∑
i∈VM

Miωi +η−η∗))1nM

)
,

∇ηV = k2(
∑

i∈VM

Miωi +η−η∗)),

∇λV =α
( ∑

i∈VK

J ′−1
i (λ)− ∑

i∈VK

J ′−1
i (λ∗)

)( ∑
i∈VK

J ′−1
i (λ)

)′
.

Here k2(
∑

i∈VM Miωi +η−η∗)1nM is a vector with all components equal to k2(
∑

i∈VM Miωi +
η−η∗)). The Hessian matrix of V is

∇2V |z∗ = blkdiag(L, H ,Λ),
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which is a block diagonal matrix with block matrices L,H , and Λ. L is positive definite by
(3.18),

Λ=α
(( ∑

i∈VK

J ′−1
i (λ∗)

)′)2 > 0

which is a scalar value, and H is the Hessian matrix of the function

V = 1

2
ωT

M MMωM + k2

2

( ∑
i∈VM

Miωi +η−η∗
)2

which is positive definite for any (ωM ,η−η∗), thus H is positive definite. Hence, we have
proven that z∗ is a strict minimum of V .

Finally, we prove that the invariant set{
(ϕ,ωM ,η,λ)|V̇ ((ϕ,ωM ,η,λ) = 0

}
contains only the equilibrium point. V̇ = 0 implies that {ωi = 0, i ∈ VM ∪ VF }. Hence
{ϕi , i ∈ V } are constants. By lemma (3.3.3), there is at most one equilibrium with ϕ ∈
Φ. In this case, z∗ is the only one equilibrium in the neighborhood of z∗ , i.e., Ψd =
{(ϕ,ωM ,η,λ)|V (ϕ,ωM ,η,λ) ≤ c,ϕ ∈Φ} for some c > 0. Hence with any initial state z0 that
satisfies the algebraic equations (3.14d) and (3.14f), the trajectory converges to the equilib-
rium state z∗. ■

For the multi-area implementation of PIAC, we choose a Lyapunov candidate function

V (ϕ,ωM ,η,λ) =V1 +
∑
Ar

(αV2r +V3r ),

where λ= col(λr ) is a column vector consisting of the components λr , V1 is defined as in
(3.19) and V2r and V3r are defined for area Ar as

V2r = 1

2

( ∑
i∈VKr

J ′−1
i (λr )− ∑

i∈VKr

J ′−1
i (λ∗

r )
)
,

V3r = k2

2

( ∑
i∈VMr

Miωi +ηr −η∗r
)2.

Following the proof of Theorem (3.3.2), we can obtain the locally asymptotic stability of
PIAC implemented in multi-area control.

Remark 3.3.5 The assumptions (2.4.3), (3.2.1), (3.2.2) and (3.3.1) are realistic at the same
time. Assumption (2.4.3) and (3.2.2) are necessary for the implementation of PIAC to solve
Problem (2.4.1). Assumption (3.2.1) and (3.3.1) are general sufficient conditions for the sta-
bility of the nonlinear systems (2.4) controlled by PIAC. Assumption (2.4.3) and (3.3.1) can
be guaranteed by tertiary control and Assumption (3.2.2) by an effective communication
infrastructure. Assumption (3.2.1) usually holds for frequently used convex cost functions,
e.g., quadratic cost function, where the requirement of scale cost functions in [10, Assump-
tion 1] is not needed.
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3.4. A FREQUENCY BOUND FOR TIME-VARYING LOADS
As mentioned in Remark (3.2.8), the power system is never at a true equilibrium state
in practice because of the fluctuating of power loads and unexpected equipment failures.
Furthermore, as more renewable power sources are integrated into the power grid, the power
imbalance becomes more fluctuating with more ramping. Even through the imbalance can
be predicted, a prediction bias can still exist, which causes a time-varying power imbalance.
Note that if the power imbalance is unknown and time-varying, it is almost impossible to
design a control law with ui such that ωs yn = 0. In this case, it is practical to balance
the power supply and demand such that the frequency deviation ωi is within a prespecified
range. In this section, we describe time-varying loads and generation as time-varying power
imbalance. Because the frequencies of the nodes in the system usually synchronize quickly,
it is practical to neglect the differences between the frequency deviations at all the nodes
and make the following assumption for the time-varying power imbalance.

Assumption 3.4.1 The power-imbalance Ps (t ) = ∑
i∈V Pi (t ) changes relative slowly such

that the frequencies of all the nodes in VM ∪VF are in a synchronized state, i.e., ωi −ωs = 0.
Furthermore, assume P (t ) is Lipschitz-continuous, i.e., there exists a constant L ∈ [0,+∞)
such that |P (t1)−P (t2)| ≤ L|t1 − t2| for all t1 > 0, t2 > 0.

For the system (2.4) with a time-varying power imbalance Ps (t ), the objective of the
secondary frequency control is to design a control law u(t ) to control the frequency devia-
tion ωi to a prespecified range, i.e., |ωi | ≤ω for all i ∈ VM ∪VF . With Assumption (3.4.1),
the following problem for the time-varying power imbalance needs to be solved as an alter-
native of Problem (2.4.1).

Problem 3.4.2 For the system (3.2) with a slowly changing time-varying power imbalance
as in Assumption (3.4.1), determine the input us (t ) at time t > 0 so as to achieve: (i) the
control objective of a balance of power supply and demand in terms of |ωs | <ω where ω> 0
gives a prespecified range of ωs , and (ii) the control cost is minimized at every time t > 0,
equivalently, the following economic dispatch problem (3.25) is solved at every time t ,

min
u j ∈R, j∈VK

∑
i∈VK

Ji (ui ) (3.25a)

s.t .−us (t )+ ∑
i∈VK

ui (t ) = 0, (3.25b)

where Ji (ui ) is as defined in (3.1).

In Problem (3.4.2), us (t ) is determined first for (3.2) such that |ωs (t )| <ω and {ui (t ), i ∈
VK } are calculated by solving optimization problem (3.25) then. Note that Problem (3.4.2)
focuses on the transient phase while Problem (2.4.1) focuses on the steady state of the
power system only.

We remark that when ωi is not synchronized at ωs yn at a t > 0, ωi is considered as
a local frequency deviation and ωs yn as a global frequency deviation which is a virtual
frequency and can be used to measure the power imbalance. In this case, Problem (3.4.2)
still focuses on the global frequency deviation.

To guarantee the stability of the system, we make the following assumption
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Assumption 3.4.3 The power imbalance is relatively small such that there is no congestion
occurring in the lines during the transient, i.e., for all t > 0, |θi (t )−θ j (t )| < γi j < π

2 for all
the lines in E , where γi j is a positive value derived from the flow limit of the line connecting
node i and node j .

Assumption (3.4.3) is commonly referred to as a security constraint [14] in power sys-
tem analysis. It can be satisfied by reserving of a margin of power flow when calculating
the operating point in the tertiary control [11].

It follows from Theorem (3.2.6) that us (t ) estimates the time-varying imbalance −P (t ).
Define the estimation error as

e(t ) =−P (t )−us (t ).

The following theorem states the bound of the estimation error e(t ) and of the frequency
deviation ωs .

Theorem 3.4.4 If assumptions (2.4.3), (3.4.1), (3.4.3), (3.3.1) hold, then for the power
system (2.4) under control of PIAC, the error

|e(t )| ≤ L

k
+o(e−kt ), (3.26)

where k is the control gain coefficient. Hence the synchronized frequency deviation

|ωs yn | ≤ L

kD
+o(e−kt ). (3.27)

Proof: Since the set of continuous and differentiable functions is dense in the set of Lips-
chitz functions, it only needs to be proven that, when Ps (t ) is a continuous and differentiable
function such that |P ′

s (t )| < L, the inequality (3.26) holds. From the definition of e(t ) and
(3.5), it yields

ė(t ) = P ′(t )− u̇s (t ) = P ′(t )−ke(t )

Define w(t ) such that ẇ(t ) = L −kw(t ) and w(0) = e(0) which is the initial value of e(t ),
then

ė(t )− ẇ(t ) = P ′(t )−L−k(e(t )−w(t )) ≤−k(e(t )−w(t ))

which yields e(t )− w(t ) ≤ (e(0)− w(0))e−kt = 0 by Gronwall inequality. Hence e(t ) ≤
w(t ) = L

k +(e0− L
k )e−kt . The lower bound of e(t ) is derived similarly with e(t ) ≥− L

k +(e0+
L
k )e−kt . Then

|e(t )−e0e−kt | ≤ L

k
(1−e−kt )

which yields

|e(t )| ≤ L

k
(1−e−kt )+|e0|e−kt .
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By plugging e(t ) into (3.2) with the term o(e−kt ) neglected, the bound of ωs yn can be
derived similarly. ■

From Theorem (3.4.4), by neglecting the term o(e−kt ), the control gain coefficient k can
be tuned such that k > L

Dω , which yields |ωs yn | <ω. By (3.7b, 3.7c,3.7d), the optimization
problem (3.25) is solved. Hence Problem (3.4.2) is solved subsequently.

Note that k depends on the power imbalance function, the acceptable range of the fre-
quency deviation, and the droop control coefficients {Di , i ∈ VM ∪ VF }. In practice, it also
depends on how sensitive the control devices are to the power imbalance. Theorem (3.4.4)
confirms that if there are sufficient communication lines and the control devices are sen-
sitive enough, the synchronized frequency can be steered to any desired range. Therefore,
the larger and faster fluctuations from the renewable power sources can be addressed by
improving the communication network and the sensitivity of control devices using PIAC.
When the global frequency deviation is steered to a desired range, the local frequency devi-
ation ωi can also be steered to a desired range by the primary control which is independent
on the secondary frequency control of PIAC.

3.5. CASE STUDY-1
In this section, we evaluate the performance of the PIAC method and compare it with with
those of the GB (2.14), DAI (2.15) and DecI control laws on the IEEE New England power
grid shown in Fig. 3.1, where DecI is a special case of DAI without communications be-
tween the controllers. The data are obtained from [67]. In the test system, there are 10
generators, and 39 buses and it serves a total load of about 6 GW. The voltage at each bus
is a constant which is obtained by power flow calculation with the Power System Analysis
Toolbox (PSAT) [22]. In the network, there actually are 49 nodes, i.e., 10 nodes for the
generators, 39 nodes for the buses. Each synchronous machine is connected to a bus and
its phase angle is rigidly tied to the rotor angle of the bus if the voltages of the system are
constants, e.g., the classical model of synchronous machines [11]. We simplify the test
system to a system of 39 nodes by considering the generator and the bus as one node. This
is reasonable because the angles of the synchronous machine and the bus have the same
dynamics. The 10 generators are in the set VM = {30,31,32,33,34,35,36,37,38,39} and the
other buses are in the set VF which are assumed to be frequency dependent loads. The
nodes participating in secondary frequency control are the 10 generators, thus VK = VM . In
order to compare the result of [10, 27], the frequency dependent nodes do not participate
in the secondary frequency control even though they can help release the control burden
in PIAC. The inertias of the generators as stated in [67] are all divided by 100 in order to
obtain the desired frequency response as in [10, 27]. This makes the comparison of PIAC
with GB, DAI and DecI on the frequency response more explicit. The buses in VM ∪VF and
controllers in VK are connected by a communication network.

As in [10, 27], we set the droop control coefficient Di = 1 (p.u. power/p.u. frequency
deviation) for i ∈ VF ∪ VM under the power base of 100 MVA and frequency base of 60
Hz with the nominal frequency f ∗ = 60 Hz, and we choose the quadratic cost function

Ji (ui ) = u2
i

2ai
, i ∈ VK . The economic dispatch coefficients ai are generated randomly with a

uniform distribution on (0,1). It can be easily verified that the quadratic cost functions are
all strictly convex.
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Figure 3.1: IEEE New England test power system.

In the simulations, the system is initially at a supply-demand balanced state with nom-
inal frequency denoted by f ∗ = 60 Hz. At time t = 0.5 second, a step-wise increase of 33
MW of the loads at each of the buses 4, 12, and 20, amounting to a total power imbalance
of 99 MW, causes the frequency to drop below the nominal frequency. The loads at the
other nodes do not change.

Table 1. The control parameters
PIAC GB DAI DecI

k kGB Ci ki wi j ki

5 60 1
39 50 -20 50

We conduct the simulations with the open source software PSAT and use the Euler-
Forward method to discretize the ordinary differential equations and the Newton-Raphson
method to solve the nonlinear system. We first evaluate the performance of PIAC on the
network which is assumed as a single area. We compare the PIAC method with the GB,
DAI and DecI control laws. For illustrations of the overshoot phenomena of other control
laws, we refer to the simulation results of the literature published recently, e.g., [13, 16].
Then we implement the PIAC method in the network separated into two areas and show that
the control actions of the areas are totally decoupled by PIAC as described in the subsection
3.2.3. Finally, we verify the analysis in Theorem (3.4.4) on the bound of the synchronized
frequency when the loads of the system are time-varying in subsection 3.5.3.
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3.5.1. SINGLE-AREA IMPLEMENTATION OF PIAC
In this subsection, the network is seen as a single area. The parameters for PIAC, GB,
DAI and DecI are listed in Table 1. For DAI, the communication network is a weighted
network as shown in Fig. 3.1 by the black dotted lines. The weight wi j for line (i , j ) is set
as in Table 1 and wi i = −∑

(i , j ) wi j . The settings of these gain coefficients are chosen for
a fair comparison in such a way that the slopes of the total control inputs, which reflect the
required response time of the actuators, show close similarity (see Fig. 3.2d1-3.2d4).

Fig. 3.2 shows the comparison of the performances between the four control laws.
Fig. 3.2a-3.2d show the responses of frequenciesωi =ωi+ f ∗ for all i ∈ VM , virtual standard
frequency ωs = ωs + f ∗, relative frequency {ωi −ωs , i ∈ VM } and control input us respec-
tively. The latter three illustrate the three-subprocesses decomposed from the dynamics of
the system (2.4). Here, the responses of ωs are obtained from (3.2) with us as the total
amount of control inputs of the PIAC and GB method respectively. It can be observed from
Fig. 3.2a1 and 3.2a4 that both all the control laws can restore the nominal frequency. How-
ever, the frequency deviation under the PIAC method is much smaller than under the other
three control laws which introduces extra oscillations to the frequency. This is because the
sum of control inputs of the GB, DAI and DecI method overshoots the desired value as
Fig. 3.2d2 shows, while the one of the PIAC method converges exponentially as Fig. 3.2d1

shows. Because of the overshoot, the GB, DAI and DecI control laws require a maximum
mechanical power input of about 140 MW from the 10 generators after the disturbance
while the PIAC method only requires 99 MW in this simulation. This scenario is also well
reflected in the response of the virtual frequency ωs as shown in Fig. 3.2b1 and Fig. 3.2b4.
Note that the convergences of the relative frequencies {ωi −ωs , i ∈ VM } to zero as shown
in Fig. 3.2c1 and 3.2c4 are the main concern of primary frequency control [9, 59]. Since
the economic power dispatch is solved on-line, it can be observed in Fig. 3.2e1 and 3.2e2

that the marginal costs of all the controllers are the same during the transient phase under
the control of PIAC. This is the same as for the control of the GB method. In contrast with
PIAC and GB, the marginal costs of DAI are not identical during the transient phase even
though they achieve a consensus at the steady state. Because there are no control coordina-
tions between the controllers in DecI, the marginal costs are not identical even at the steady
state as shown in Fig. 3.2e4. Since ui =αiλ, the control inputs of the PIAC method and the
GB method have similar dynamics as those of their marginal costs as shown in Fig. 3.2f1-
3.2f2. Note that as shown in Fig. 3.2f4, the control inputs of DecI are very close to each
other because of the identical setting of ki and the small differences between the frequency
deviations. As shown in Fig. 3.2f1-Fig. 3.2f3, the control inputs of some generators in the
PIAC, GB and DAI control laws are small due to the high control prices.

We remark that the larger the gain of the GB method the larger are the oscillations of
frequency deviations even though the frequencies converge to the nominal frequency faster.
However, the control inputs of the PIAC method converge to the power imbalance faster
under larger control gain k, which leads to smaller frequency deviations. As shown in
Fig. 3.2a1, the frequency drops about 0.4 Hz which can be even smaller when k is larger.
However, k is related to the response time of the control devices and cannot be infinitely
large. If the step-wise increase of the loads is too big and the gain coefficient k is not large
enough, i.e., the controllers cannot response quickly enough, the frequency might become
so low that they damage the synchronous machines.
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Figure 3.2: Part1: Comparison of PIAC and GB method (single area implementation). In (d1-d2), the black dashed
lines denote the power imbalance of the network. In these simulations, the inertias {Mi , i ∈ VM } obtained from
[67] are all divided by 100.
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Figure 3.2: Part 2: Comparison of the DAI and DecI method (single area implementation). In (d3-d4), the black
dashed lines denote the power imbalance of the network. In these simulations, the inertias {Mi , i ∈ VM } obtained
from [67] are all divided by 100.
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3.5.2. MULTI-AREA IMPLEMENTATION OF PIAC
In this subsection, the network is separated into two areas by the red dashed line with
the purpose of illustrating the properties of PIAC on decoupling the control actions of the
areas. This separation is done such that there are controllers in both the two areas, which
only react to the disturbances of their own area. All the parameters of the controllers are
the same to the ones in the single-area implementation. There are 3 generators in area A1

and 7 generators in the area A2 i.e., VM1 = {30,37,38},VM2 = {31,32,33,34,35,36,39}. The
boundary lines of area A1 are in EA1 = {(1,39), (3,4), (17,16)}. As in subsection 3.5.1, the
secondary frequency controllers are installed at the nodes of the generators. After the step-
wise increase of the loads at buses 4, 12 and 20 with the total amount of 99 MW in the
area A2, the multi-area implementation of PIAC recovers the nominal frequency as shown
in Fig. 3.3a and the power export deviation of area A1 converges to zero as shown by the
black dashed lines in Fig. 3.3b. Fig. 3.3b also shows that as the system converges to a new
state, the power flows in the three line in EA1 are different from the ones before the step-wise
increase of the loads in area A2. A characteristic of PIAC is that it decouples the control
actions of the areas, which can be observed in Fig. 3.3c. Since the step-wise increase of
the power loads at the buses 4, 12 and 20 happen in area A2, the control inputs of area A1

are zero and the power is balanced by the controllers in the area A2. This shows that with
the PIAC method, the power can be balanced locally in an area without influencing to its
neighbours. This characteristic of PIAC is attractive for such a non-cooperative multi-area
control of a power system that different areas might have different amount of renewable
energy. It is fair for the area with a large amount of renewable energy to respond to the
disturbance in its own area. As mentioned in subsection 4.2, this characteristic allows
the controllers in different areas control the system in an asynchronous way at any time
according to the power imbalance within the area.
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Figure 3.3: Multi-area control implementation of PIAC. The inertias {Mi , i ∈ VM } obtained from [67] are all
divided by 100.
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3.5.3. THE BOUND OF THE SYNCHRONIZED FREQUENCY

In this subsection, we still focus on the IEEE New England test system. But now the power
imbalance is a time-varying function instead of a constant as in the previous subsections.
The system is initially at a supply-demand balanced state with 60 Hz frequency. The loads
at bus {4,12,20} deviate from their nominal loads at t = 0.5 with time-varying functions
P4(t ) = 0.33sin(t −0.5), P12(t ) = 0.33sin(2t −1), P20 = 0.33sin(3t −1.5). The load de-
viations lead to P (t ) = −0.33

(
sin(t −0.5)+ sin(2t −1)+ sin(3t −1.5)

)
with |P ′(t )| ≤ 1.98,

which yields the Lipschitz coefficient L = 1.98 in Eq. (3.26). We compare our result with
the Gather-Broadcast control method. We set the control gain k = 10 for the PIAC method
and kGB = 5 for the Gather-Broadcast control method (2.14) respectively. We choose kGB

that leads to the fastest convergence without overshoot above the nominal frequency 60 Hz.

Fig. 3.4 shows the performance of PIAC. Under PIAC, it can be seen that the control
input u is closely tracking P (t ) in Fig. 3.4a. In contrast, the control input of the GB method
is not tracking the power imbalance and the primary control has to be used to balance the
power supply and demand. Fig. 3.4b shows the frequency response to the power imbalance.
We remark that all the synchronous machines are close to a synchronous state, i.e., ωi ≈ω j ,
under the PIAC method, Gather-Broadcast control and open-loop system respectively. So
we only plot the frequency at bus 34 to evaluate the performance of the PIAC and Gather-
Broadcast control methods. We do not plot the marginal costs of the controllers since they
are the same and are with the same shape of control input u in Fig. 3.4a.

Under PIAC, the bound derived by Theorem (3.4.4) for the frequency deviation is
|ωs yn | ≤ L/kD = 0.0051. Converting it to the bound of the real frequency whose nom-
inal frequency is 60 Hz, we obtain the upper bound ω+ = 60(1+ L/kD) = 60.3 and the
lower bound ω− = 60(1−L/kD) = 59.7 of the frequency. Both the upper bound and the
lower bound are plotted by dotted horizontal lines in Fig. 3.4b, by which the frequency is
bounded under PIAC. However, compared to the frequency deviation of the open-loop sys-
tem, the frequency deviation is not suppressed so much by the GB method. We remark that
the GB method can also effectively suppress the frequency deviation with a large control
gain coefficient for the system with time-varying power imbalance, but extra oscillations
are introduced when disturbances happen and the bound of the frequency deviation has not
been obtained as in Theorem (3.4.4).
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Figure 3.4: (a). The control input u of PIAC and Gather-Broadcast control, and the power imbalance P (t ). (b).
The response of the frequency at bus 34 under PIAC, Gather-Broadcast control and open-loop system. In this
simulation, the inertias {Mi , i ∈ VM } obtained from [67] are all divided by 100.
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3.6. CASE STUDY-2
In Section 3.5, the inertia Mi for the generators in the IEEE 39-bus system obtained from
[67] are all divided by 100 in order to compare the results with those in the literature
[10, 27]. In this section, we compare the performance of PIAC, GB, DAI and DecI us-
ing the original data of Mi . As in Section 3.5, the 10 generators are in the set VM =
{30,31,32,33,34,35,36,37,38,39}, the other buses are in the set VF which are assumed to
be frequency dependent loads. The nodes participating in secondary frequency control are
the 10 generators, thus VK = VM . The buses in VM ∪VF are connected by a communication
network.

We set the droop control coefficient Di = 70 (p.u. power/p.u. frequency deviation) for
i ∈ VM and Di = 1 (p.u. power/p.u. frequency deviation) for i ∈ VF under the power base
of 100 MVA and frequency base of 60 Hz with the nominal frequency f ∗ = 60 Hz. The
droop coefficients are set in such a way that the frequency response factor of this system
is β = −1.2 p.u./0.1 Hz, which equals to that of the Quebec power grids of Canada which
connects to this system via bus 1 [61]. Here, the unit p.u./0.1Hz is commonly used in load
frequency control [61]. The frequency response factor is calculated in the following way.

β=− ∑
i∈VM∪VF

Di =−729,

with unit (p.u power base /p.u. frequency base). Transferring the unit of β into (p.u. power
base/0.1 Hz), we derive β=−729×0.1/ f ∗ =−1.2 (p.u. power base/0.1 Hz). This setting of
Di is more realistic than in the case study in Section 3.5.

We choose the quadratic cost function Ji (ui ) = u2
i

2ai
, i ∈ VK . The economic dispatch

coefficients ai are generated randomly with a uniform distribution on (0,1). It can be easily
verified that the quadratic cost functions are all strictly convex.

In the simulations, the system is initially at a supply-demand balanced state with the
nominal frequency. At time t = 5 second, a step-wise increase of 66 MW of the loads at
each of the buses 4, 12, and 20, amounting to a total power imbalance of 198 MW, causes
the frequency to drop below the nominal frequency. We show the simulation results in the
following two subsections.

3.6.1. SINGLE-AREA IMPLEMENTATION OF PIAC

Table 2. The control parameters
PIAC GB DAI DecI

k kGB Ci ki wi j ki
0.4 0.6 Di 0.6Di -1 0.6Di

In this subsection, the network is seen as a single area. The parameters for PIAC, GB,
DAI and DecI are listed in Table 2. For the DAI method, the communication network is
a weighted network as shown in Fig. 5.2 by the black dotted lines. The weight wi j for
line (i , j ) is set as in Table 2 and wi i =−∑

(i , j ) wi j . As in Subsection 3.5.1, the settings of
these gain coefficients are chosen for a fair comparison in such a way that the slopes of the
total control inputs, which reflect the required response time of the actuators, show close
similarity (see Fig. 3.5d1-3.5d4).
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Figure 3.5: Part1: Comparison of PIAC with GB, DAI and DecI (single area implementation). In (d1-d2), the
black dashed lines denote the power imbalance of the network.
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Figure 3.5: Part2: Comparison of PIAC with GB, DAI and DecI (single area implementation). In (d1-d2), the
black dashed lines denote the power imbalance of the network.
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As in Subsection 3.5.1, we also observe the dynamics of the frequency ωi + f ∗, abstract
frequency ωs = ωs + f ∗, relative frequency ωi −ωs , total control input us , marginal cost
ui
ai

and control inputs ui . Fig. 3.5 shows the comparison of PIAC with GB, DAI and DecI
control laws, which demonstrates a similar advantage of PIAC over the integral control
laws as in Fig. 3.2. With the inclusion of the proportional input into secondary frequency
control, the transient performance can be improved such that the convergence of the system
state is accelerated without overshoot problems.

3.6.2. MULTI-AREA IMPLEMENTATION OF PIAC
In this subsection, with all the settings of the parameters being the same as in Subsection
3.6.1, we implement PIAC in multi-area control. The network separation into two areas are
shown by the red dashed line in Fig. 3.1. The boundary lines are (1,39), (3,4), (17,16). The
sets of the generators in area A1 and A2 are VM1 = {30,37,38} and VM1 = {31,32,33,34,35,36,39}
respectively. The step-wise increase of loads also occur at buses 4, 12 and 20 with total
amount of 198 MW. We remark that compared with the case study in Subsection 3.5.2, the
differences are the setting of Mi , Di and the size of the step-wise increase as buses 4, 12
and 20.
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Figure 3.6: Multi-area control implementation of PIAC.

Fig. 3.6 illustrates the performance of PIAC when implemented in multi-area control.
As in the case study in Subsection 3.5.2, this case study demonstrated that PIAC decouples
the control actions of the two areas, i.e., the controllers in area A1 are independent on the
disturbance of area A2.
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3.7. CHAPTER CONCLUSION
In this chapter, we proposed a secondary frequency control approach, called PIAC, to re-
store the nominal frequency of power systems with a minimized control cost. A main fea-
ture of PIAC is that the estimated power imbalance converges exponentially with a speed
that only depends on a gain coefficient which can be tuned according to the sensitivity of
the control devices. Hence PIAC eliminates the drawback of the traditional integral control
based secondary frequency control approach, in which large control gain coefficients lead
to an overshoot problem of the control inputs and small ones result in a large frequency de-
viation of the power systems. When implemented in a network with multiple areas, PIAC
decouples the control actions of the areas such that the power supply and demand of an
area can be balanced locally in the area without any influences to the neighbors. For the
power systems with a large amount of integrated renewable energy, the large transient fre-
quency deviation can be reduced by PIAC with advanced control devices and communica-
tion networks. Furthermore, a frequency bound of the system with a Lipschitz-continuous
power-imbalance has been derived, which shows that besides a better transient performance
compared to the traditional integral control based methods, PIAC can steer the synchronized
frequency to any desired range by tuning a control gain coefficient.

However, in practice, there usually is some noise from the measurement of frequency
and time delays and even information losses in the communication. In addition, the resis-
tance of the transmission lines cannot be neglected in some power networks, e.g., distri-
bution grids of power systems or Micro-Grids. Hence, further investigation on the perfor-
mance of PIAC on such a lossy power network with noisy measurements and time delays
is needed.



4
MULTI-LEVEL

POWER-IMBALANCE
ALLOCATION CONTROL

A centralized control law, PIAC, is proposed in Chapter 3. In this chapter, we propose a
multi-level control law, named Multi-Level Power-Imbalance Allocation Control (MLPIAC)
for large-scale power systems partitioned into several cooperative areas, each of which pos-
sesses a central controller. In MLPIAC, a centralized control law and a consensus based
distributed control law are applied within each area and over all the areas respectively. Be-
sides restoring nominal frequency with a minimized control cost, MLPIAC also considers
the transient behavior of the system after a disturbance. As in PIAC, the total control input
of MLPIAC converges to the power-imbalance without any oscillations. Thus the transient
performance of the power system can also be improved through an accelerated convergence
without overshoot problems. Because the number of nodes in each area is smaller than the
total number of nodes in the network, the communications overhead and computation com-
plexity of the central controller of each area can be decreased. Because the number of areas
is smaller than that of nodes in the entire network, MLPIAC is more efficient in minimizing
control cost than the purely distributed control law. The asymptotic stability of MLPIAC is
proven using the Lyapunov method and the performance is evaluated through simulations.
This chapter is currently revised based on comments of reviewers for the corresponding
journal paper.

Parts of this chapter are based on:
K. Xi, H. X. Lin, Chen Shen, J. H. van Schuppen. Multi-Level Power-Imbalance Allocation Control for Secondary
Frequency of Power Systems. under review (2018).
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4.1. INTRODUCTION
Power systems are often geographically extended and supply power to tens of millions
of inhabitants and many companies over a large domain. A major objective of the power
companies is to provide alternating current at the standard frequency, 60 Hz in the USA, and
50 HZ in the main parts of Europe and in Asia. The power demand fluctuates continuously
due to switching on or off loads. Consequently, the frequency of the power systems also
fluctuates continuously. So the power grids must be controlled to maintain the frequency as
close as possible to the agreed reference value.

For load frequency control there are three forms of control: primary, secondary, and ter-
tiary frequency control with control operations distinguished from fast to slow timescales.
Primary frequency control synchronizes the frequencies of the synchronous machines and
balances the power supply and demand of the power system at a small time-scale. How-
ever, the synchronized frequency may deviate from its nominal value. Secondary frequency
control restores the nominal frequency at a medium time-scale. With a prediction of power
demand, tertiary control calculates the operating point stabilized by primary and secondary
control at a large time-scale, which concerns the security and economy optimality of the
power system.

The focus of this chapter is on secondary frequency control. The initial approach to
control synthesis of secondary frequency control is to apply centralized control [10, 68, 69].
In the centralized control architecture, a central controller collects state information via
communication network and computes control inputs for local actuators. In practice today’s
power systems are becoming so large that they cannot be effectively controlled by a central
controller. The communication overhead and the control computations carried out at the
central controller take so much time that the control objectives cannot be satisfactorily
achieved.

Therefore, a form of distributed control is implemented for control of power systems
[12, 13, 15, 16, 27, 28, 34–36, 41, 70]. In distributed control, each node is equipped with a
controller, which aims to achieve the control objective of the entire network via coordina-
tions and cooperations. However, the distributed control usually suffers a slow convergence
to the optimal steady state because of the large scale of the power system.

In this chapter, we aim to synthesize a multi-level control law for secondary frequency
control of large-scale power systems, which is able to balance the advantages and disad-
vantages of the centralized and distributed control. We consider a large-scale power system
consisting of several areas, each of which has a central controller. The control objectives
can be described as: restore the frequency to its nominal value, prevent oscillations and
overshoots caused by the controllers, and minimize the economic cost in the operation of
the power system. The control law is to be implemented in the form of centralized control
within each area and in the form of distributed control over all the areas of the network.

We first present a centralized and a distributed secondary frequency control approach,
called Gather-Broadcast Power-Imbalance Allocation Control (GBPIAC) and Distributed
Power-Imbalance Allocation Control (DPIAC). Both approaches have the nice transient be-
havior such as in PIAC through an accelerated convergence of the control inputs without
any extra oscillations. Then a multi-level control, Multi-Level Power-Imbalance Alloca-
tion Control (MLPIAC), which comprises the GBPIAC and DPIAC method for large-scale
power systems is proposed. In MLPIAC for the large-scale power system consisting of a
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number of areas, there are two control levels in MLPIAC, i.e., control within each area and
control over the areas. GBPIAC is implemented within each area and DPIAC over the ar-
eas. Within each area, the local control inputs are calculated by solving an economic power
dispatch problem. Over the areas, the marginal costs of areas are exchanged via a com-
munication network based on the consensus control principle, thus a consensus marginal
cost is achieved at the steady state. So the control cost of the system is minimized at the
steady state. As in PIAC, the overshoot of the control inputs caused by oscillations are
eliminated and the transient behavior of the system can be improved through an acceler-
ated convergence of the control inputs in MLPIAC. Since the scale of the network in the
distributed control on the control level over the areas becomes smaller, the marginal cost
usually achieves the consensus faster. Furthermore, the consensus speed of the marginal
cost can also be accelerated by increasing a single control gain coefficient, which results in
a smaller control cost.

To simplify the description of MLPIAC, the two special cases of MLPIAC, the GBPIAC
and DPIAC method are introduced before the MLPIAC method. This chapter is organized
as follows. We formulate the control objective in Section 4.2, and propose the GBPIAC
and DPIAC method in Section 4.3. We synthesize the MLPIAC method in Section 4.4 and
analyze the asymptotic stability in Section 4.5. Finally, we provide case study to evaluate
the performance of MLPIAC in section 4.6. Concluding remarks are given in Section 4.7.

4.2. MULTILEVEL CONTROL
The aim of this chapter is to synthesize a multi-level control law for system (2.4) to solve
Problem (2.4.1) and (2.6.1). In this section, we define a multi-level architecture for system
(2.4) and formulate the problem caused by the disadvantages of centralized and distributed
control.

Multi-Level control systems have been defined before for several classes of systems
[71, 72]. In the past the term hierarchical system was used to describe a system with at
the highest-level one subsystem, at the next lower level two or more subsystems and the
second lower level even more subsystems. The relations of a subsystem with its parent
at the next-higher level and its children at the next-lower level have then to be defined.
Because we focus on the hierarchy over the network of the power system rather than the
one for frequency control with primary, secondary and tertiary control as in [11, 73], the
term multi-level system will be used in this chapter.

Definition 4.2.1 Define a multi-level architecture for a large-scale power system (2.4) as
level 1 of the entire network partitioned into several areas, level 2 of areas consisting of
more than one nodes and level 3 of nodes.

Besides Problem (2.4.1) for the steady state, Problem (2.6.1) concerning the transient
phase, the shortcomings of centralized and distributed control are also considered in this
chapter as follows.

Problem 4.2.2 Design a secondary frequency control law for {ui , i ∈ VK } of a multi-level
power system as defined in (4.2.1) such that the shortcomings of centralized and distributed
control can be well addressed.
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We consider quadratic cost functions in the economic power dispatch problem (2.10),
which is rewritten as

min
{ui∈R,i∈VK }

∑
i∈VK

Ji (ui ) = ∑
i∈VK

1

2
αi u2

i , (4.1a)

s.t . Ps +
∑

i∈VK

ui = 0, (4.1b)

Where αi > 0 is the control price at node i , and Ps =∑
i∈V Pi denotes the power imbalance

of the system. We assume the constraints ui ∈ [ui ,ui ] for all i ∈ VK are satisfied.
A communication network is required for the control law to solve the economic power

dispatch problem (4.1), for which we make the following assumption.

Assumption 4.2.3 Consider the system (2.4) with secondary controllers, assume all the
nodes in VM ∪VF are connected by a communication network.

With Assumption (4.2.3), the power system can be viewed as a machine, in which all
the state information can be collected and all the disturbances can be estimated accurately
via the state information. Furthermore, the central controller of each area can communicate
its control commands to the central controllers in the neighboring areas and to the local
controllers in its area. There usually are time-delays and noises in the measurement of the
frequency and communications which are neglected in this chapter.

With the optimization problem (4.1), the PIAC method is defined as follows.

Definition 4.2.4 (PIAC) Consider the power system described by (2.4) with Assumption
(2.4.3) and (4.2.3), and with the optimization problem (4.1), the PIAC control law is defined
as the dynamic controller

η̇(t ) = ∑
i∈VM∪VF

Diωi (t ), (4.2a)

us (t ) =−k
(
η(t )+ ∑

j∈VM

M jω j (t )
)
, (4.2b)

ui (t ) = αs

αi
us (t ), (4.2c)

1

αs
= ∑

i∈VK

1

αi
, (4.2d)

where k ∈ (0,∞) is a parameter of the control law and αs is a constant.
The total control input us (t ) is computed by (4.2b) and then economically dispatched to

every local node i ∈ V according to (4.2c). Because us (t ) converges to the power imbalance
−Ps exponentially, the convergence of the frequency to the steady state can be accelerated.
Hence, PIAC solves Problem (2.4.1) and (2.6.1). However, PIAC is a centralized control in
which the main control procedure is implemented by a central controller. In order to solve
Problem (2.4.1), (2.6.1) and (4.2.2), we need to synthesize a control law in which the total
control input us also converges to the power imbalance directly without oscillations.

In the following sections, we present the GBPIAC and DPIAC methods both of which
solve Problem (2.4.1) and (2.6.1) as the PIAC method, followed by MLPIAC which com-
bines GBPIAC and DPIAC to further solve Problem (4.2.2).
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4.3. GATHER-BROADCAST AND DISTRIBUTED PIAC
In this section, we introduce the GBPIAC and DPIAC method respectively as a preparation
for the multi-level control approach. To simplify the exposition, we first define an ab-
stract frequency deviation for the system in Subsection 4.3.1, then introduce the GBPIAC
method, which inherits the main characteristics of PIAC in Subsection 4.3.2, and introduce
the DPIAC method in Subsection 4.3.3.

4.3.1. CONTROL OF THE ABSTRACT FREQUENCY DEVIATION
As explained in Chapter 3, the overshoot of us usually causes extra frequency oscillations
mentioned in Problem (2.6.1). We remark that this overshoot of us is caused by the oscil-
lation of us around −Ps . In order to clearly illustrate the principle to avoid this overshoot
problem, we focus on the abstract frequency defined in (3.2) in Chapter 3, which is rewritten
as follows.

Msω̇s = Ps −Dsωs +us , (4.3)

where Ms =∑
i∈VM Mi , Ps =∑

i∈V Pi , Ds =∑
i∈V Di , and us =∑

i∈VK ui .
In order to let us converge to −Ps without any oscillations, we construct the following

dynamic control law for system (4.3),

η̇s = Dsωs , (4.4a)

ξ̇s =−k1(Msωs +ηs )−k2ξs , (4.4b)
us = k2ξs . (4.4c)

With the control law (4.4), the closed-loop system of the system (4.3) is as follows,

Msω̇s = Ps −Dsωs +k2ξs , (4.5a)
η̇s = Dsωs , (4.5b)

ξ̇s =−k1(Msωs +ηs )−k2ξs . (4.5c)

Let υs = (Msωs +ηs ), from (4.5), it yields

υ̇s = Ps +k2ξs , (4.6a)

ξ̇s =−k1υs −k2ξs , (4.6b)

from which we derive the dynamics of the control input us ,

υ̇s = Ps +us , (4.7a)
u̇s =−k2

(
k1υs −us

)
, (4.7b)

where Ps is a constant value. The eigenvalues of the linear system (4.7) are

µ=
−k2 ±

√
k2

2 −4k1k2

2
. (4.8)

To avoid the sinusoid oscillations of us , which causes overshoots of us , the imaginary part
of the eigenvalues in (4.8) should be zero, which leads to k2 ≥ 4k1. Hence if k2 ≥ 4k1, us
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converges to −Ps without any oscillations and subsequently the abstract frequency deviation
ωs (t ) converges to zero without any extra oscillations, thus ωs yn = 0. Furthermore, the
convergence of us to −Ps is determined by k1.

Remark 4.3.1 We use us to estimate the power-imbalance −Ps in system (4.7) which can
be seen as an observer of −Ps . Similar to the high gain observer [74], there may be over-
shoot in the initialization of the controller due to the initial condition of the state. To the
best of our knowledge, there do not seem general sufficient conditions on the system which
guarantee that for all initial conditions the behavior of every state component is free of zero
crossings and further eliminate this kind of overshoot. In this chapter, we mention the os-
cillation as the one where the trajectory fluctuates periodically and mention the overshoot
of us as the one caused by this oscillation.

If us is known, the control inputs during the transient phase can be computed by solving
the optimization problem (3.6) which is rewritten as

min
{ui∈R,i∈VK }

∑
i∈VK

Ji (ui ) = ∑
i∈VK

1

2
αi u2

i , (4.9)

s.t . −us (t )+ ∑
i∈VK

ui (t ) = 0.

which is solved by (4.2c,4.2d). It follows from (4.2c,4.2d) that as us (t ) converges to −Ps

without any oscillations, ui (t ) also converges to the desired value without any oscillations,
thus the extra oscillation of the frequency is avoided. However, us cannot be directly calcu-
lated as in (4.4) sinceωs is a virtual frequency deviation and cannot be measured in practice.
For the power system (2.4), the dynamics of the total control input us as in (4.7) is desired
to avoid oscillations in this chapter. This is different from the PIAC method with dynamics
of us as in (3.5), which will be explained in Remark (4.3.5) in Subsection 4.3.3. In the
following two subsections, we will introduce the GBPIAC and DPIAC method where the
total control input us also satisfies (4.7).

4.3.2. GATHER-BROADCAST PIAC
With the idea of the control law (4.4) for system (4.3), we return to the power system (2.4)
and synthesize a control law in which us converges to the power imbalance −Ps without
any oscillations as in (4.7). The GBPIAC method is defined as a dynamic control law as
follows.

Definition 4.3.2 (GBPIAC) Consider the power system (2.4) of a single area with As-
sumption (2.4.3) and (4.2.3), and with the optimization problem (4.1), the Gather-Broadcast
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Power-Imbalance Allocation Control method is defined as the dynamic controller,

η̇s =
∑

i∈VF

Diωi , (4.10a)

ξ̇s =−k1(
∑

i∈VM

Miωi +ηs )−k2ξs , (4.10b)

ui = αs

αi
k2ξs , i ∈ VK , (4.10c)

1

αs
= ∑

i∈VK

1

αi
, (4.10d)

where ηs , ξs are state variables of the controller, k1, k2 are positive parameters and αs is
a constant.

It can be easily obtained for GBPIAC that k2ξs provides the total control input at any
time t ∈ T , i.e., k2ξs (t ) = us (t ). The procedure of the centralized control approach (4.10)
is similar to that of the PIAC method. A central controller first collects the frequency
deviations {ωi , i ∈ VM ∪ VF }, then calculates the total control input k2ξs by (4.10a,4.10b)
and local inputs {ui , i ∈ VK } by (4.10c,4.10d), finally allocates the control input ui to the
local controller at node i via the communication network.

It will be shown in the next section that GBPIAC is a special case of MLPIAC, in which
the power system is controlled as a single area. The properties of GBPIAC directly follows
Theorem 4.4.2 which will be present in the next section. As illustrated in Theorem 4.4.2,
the total control input us satisfies (4.7), the control gain coefficients should be such that
k2 ≥ 4k1 to eliminate the overshoot problem. Because the objective of Problem (2.6.1) is to
avoid the extra oscillation of the frequency caused by the overshoot of us , we set k2 ≥ 4k1

in the remaining of this chapter,
Similar to the PIAC method, the dynamics of the power system can also be decomposed

into three sub-processes,

(i) the convergence process of us (t ) to −Ps as in (4.7) with a speed determined by k1.

(ii) the convergence process of the global frequency deviation ωs (t ) to zero as in (4.3)
with a speed determined by us (t ) and Ds .

(iii) the synchronization process of the local frequency deviation ωi (t ) to ωs (t ) which is
described by (2.4), and the synchronization speed is determined by {ui (t ), i ∈ VK } and
{Di , i ∈ VM ∪VF }. Here, ui (t ) is the solution of the optimization problem (4.9).

The transient performance of the power system can be improved with GBPIAC by tun-
ing the control parameters k1, {Di , i ∈ VM ∪VF } for the three subprocesses. Similar to PIAC,
GBPIAC also focuses on the first two-subprocess in which the convergence of us and ωs

can be accelerated with a large k1. Primary control focuses on the synchronization of ωi to
ωs which can be improved by tuning {Di , i ∈ VM ∪VF } as in [9, 59].

Theorem 4.4.2 indicates that the performance of GBPIAC is quite similar to that of
PIAC, in which the optimization problem (4.9) is solve during the transient phase, the over-
shoot problem is avoided and the convergence can be accelerated. Hence Problem (2.4.1)
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and (2.6.1) are solved by GBPIAC. However, GBPIAC also suffers from the overhead com-
munications and complicated computations of the central controller. In the next section, we
present a distributed control method for system (2.4) which eliminates this drawback.

4.3.3. DISTRIBUTED PIAC
In this subsection, we introduce the DPIAC method where the total control input us also
has the dynamics (4.7).

Definition 4.3.3 (DPIAC) Consider the power system (2.4) where each node is controlled
as an area with Assumption (2.4.3) and (4.2.3), and with the optimization problem (4.1).
Define the Distributed Power-Imbalance Allocation Control method as a dynamic controller
of the form: for each node i ∈ VK ,

η̇i = Diωi +k3
∑
j∈V

li j (k2αiξi −k2α jξ j ), (4.11a)

ξ̇i =−k1(Miωi +ηi )−k2ξi , (4.11b)
ui = k2ξi , (4.11c)

where ηi ,ξi are state variables of the controller, k1,k2 and k3 are positive gain coefficients,
li j ∈ [0,∞) is the weight of the communication line connecting node i and node j . li j

defines a weighted undirected communication network with Laplacian matrix (Li j )

Li j =
{
−li j , i 6= j ,∑

k 6=i li k , i = j ,
(4.12)

In DPIAC, the local controller at node i needs to calculate the control input ui with
locally measured data of ωi , marginal costs αiξi and the marginal costs k2α jξ j of its
neighboring areas connected by communication lines. Hence no central controller as in
the PIAC and GBPIAC methods is needed. However, with the coordination on the marginal
costs by the local controllers, the control cost still can be minimized at the steady state as
the marginal costs achieve a consensus.

It will be shown in the next section that DPIAC is actually a special case of the MLPIAC
method, in which each node is controlled as an area. So the properties of DPIAC also fol-
lows Theorem 4.4.2 directly. In particular, the dynamics of us and ωs satisfy (4.7) and (4.3)
respectively, where k1 determines the convergence speed of us (t ), and k1 and Ds determine
the convergence speed of ωs (t ). In this case, DPIAC also eliminates the overshoot of the
control input as in GBPIAC.

Unlike GBPIAC, DPIAC involves in the consensus process of the marginal cost k2αiξi

with a consensus speed determined by the coefficient k3 and matrix (Li j ). The decomposi-
tion of the dynamics of the power system controlled by DPIAC is summarized as follows.

(i) the convergence process of us (t ) to −Ps as in (4.7) with a convergence speed deter-
mined by k1.

(ii) the convergence process of the global frequency deviation ωs (t ) to zero as in (4.3)
with a convergence speed determined by us (t ) and Ds .
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(iii) the synchronization process of the local frequency deviation ωi (t ) to ωs (t ) which is
described by (2.4), and the synchronization speed is determined by ui (t ) and {Di , i ∈
VM ∪VF }.

(iv) the consensus process of the marginal cost k2αi ui (t ) with a consensus speed deter-
mined by k3 and (Li j ).

We remark that the control input ui in DPIAC cannot converge directly to its optimal
solution as in GBPIAC, which may have oscillations. This type of oscillations can be
effectively suppressed by increasing the consensus speed of the marginal cost with a larger
k3. This can be observed in Fig.4.3e2 and Fig. 4.3e3 and will be further analyzed in Chapter
5. In addition, with the same values of k1 and Ds , the control cost of DPIAC is larger than
that of GBPIAC since the optimization problem (4.9) is not solved simultaneously in the
transient phase as in GBPIAC.

Remark 4.3.4 Without the coordination on the marginal costs of nodes, DPIAC reduces to
a decentralized control method as follows

η̇i = Diωi , (4.13a)

ξ̇i =−k1(Miωi +ηi )−k2ξi , (4.13b)
ui = k2ξi (4.13c)

in which the abstract standard frequency deviation ωs behaves identically as that of DPIAC
and of GBPIAC even though the economic dispatch problem is not solved.

The following remark explains the motivation of the introduction of ξs and dynamics of
us in (4.4).

Remark 4.3.5 To utilize the consensus principle, the state variable ξi is introduced in
DPIAC. This is practical since ξi can be used to describe the dynamics of the generator
turbine which is neglected in (2.4)[6, 75]. In this case, it is natural to introduce ξs in (4.10)
in order to evaluate the global performance of DPIAC on the abstract standard frequency
deviation ωs . On the other hand, without introducing ξi , as in the DAPI method [15], the
variable ηi for the integral control can be exchanged between the nodes in the distributed
control with the form

η̇i = Diωi +k3
∑
j∈V

li j (αiηi −α jη j ) (4.14a)

ui =−kMiωi −kηi . (4.14b)

where the term −kMiωi is added to the secondary control input ui (t ) such that us con-
verges to −Ps exponentially without an overshoot as in (3.5). Hence the behavior of the
abstract frequency deviation ωs is similar as in GBPIAC and DPIAC. However, −∑

i∈VK kηi

does not estimate the power imbalance Ps during the transient phase, thus the control cost
cannot be decreased by increasing the gain coefficient k3.

As GBPIAC, DPIAC solves Problem (2.4.1) and (2.6.1), and decreases the overhead
communications and complexity computations for each local controllers. However, the
consensus speed of the marginal costs becomes slow as the number of nodes in the network
increases, which further decreases the convergence of the control inputs to the optimal state.
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4.4. MULTILEVEL PIAC
In this section, we introduce the MLPIAC method for secondary frequency control of large-
scale power systems, which addresses Problem (4.2.2).

For a large-scale power system A, we partition the network into m areas such that

A = A1 ∪·· ·∪ Ar ∪·· ·∪ Am , Zm = {1,2, · · · ,m}, (4.15a)
Ar ∩ Aq =;, ∀ r 6= q, r, q ∈ Zm . (4.15b)

Denote the set of the nodes in area Ar by VAr , the nodes of the synchronous machines
by VMr , the nodes of the frequency dependent power sources by VFr and the nodes with
secondary controllers by VKr . Denote the marginal cost of area Ar by λr . Denote Zmr as
the set of the neighboring areas of area Ar connected by communication lines.

As in Definition (4.2.1), we refer the control over the areas to as level 1 and the control
within the area as level 2 and the primary control at a node in an area as level 3. The diagram
in Fig. 4.1 illustrates the control architecture of MLPIAC. MLPIAC focuses on secondary
frequency control at level 1 and 2.

Figure 4.1: Diagram of the multi-level control of power systems.

The MLPIAC method is defined as follows.

Definition 4.4.1 (MLPIAC) Consider a large-scale power system (2.4) partitioned as in
(4.15) with Assumption (2.4.3) and (4.2.3) and with the optimization problem (4.1). At level
2, the dynamic control law in area Ar is described by the equations

η̇r =
∑

i∈VMr ∪VFr

Diωi +k3vr , (4.16a)

ξ̇r =−k1

( ∑
i∈VMr

Miωi +ηr

)
−k2ξr , (4.16b)

0 = λr

αr
−k2ξr , (4.16c)

ui = λr

αi
, i ∈ VKr , (4.16d)

1

αr
= ∑

i∈VKr

1

αi
(4.16e)
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where ηr ,ξr are state variables of the controller, vr is an algebraic variable, k1,k2,k3 ∈
(0,∞) are parameters, αr is a constant defined as the control price of area Ar . At level 1,
the coordination between area Ar and its neighboring areas is described by the following
algebraic equation

vr =
∑

Aq⊂A
lr q (λr (t )−λq (t )) (4.17a)

where {λr (t ),r ∈ Zm} and lr q ∈ [0,∞) is the weight of the communication line connecting
area Ar and node Aq . lr q defines a weighted undirected communication network with
Laplacian matrix (Lr q ) ∈Rm×m

Lr q =
{
−lr q , r 6= q,∑

k 6=q lr k , r = q,
(4.18)

In MLPIAC, at level 2, within an area Ar , a central controller collects the local fre-
quency deviation {ωi , i ∈ VM ∪ VF } and calculates the area control input k2ξr = ∑

i∈VKr
ui

by (4.16a, 4.16b), the marginal cost of λr area Ar by (4.16c) and the local control inputs
{ui , i ∈ VKr } by (4.16d). In the remaining of this chapter, we denote the total control input
of area Ar by ur = k2ξr .

In MLPIAC, at level 1, the central controllers of the areas exchange the marginal cost
in order to achieve a consensus marginal cost which is a necessary condition for the global
economic power dispatch as stated in (2.12). The weight lr q of the communication lines
can be chosen to accelerate the consensus speed.

For the large-scale power system, the multi-level control approach (4.16) reduces to the
DPIAC method (4.11) if each area consists of a single node, while it reduces to the GBPIAC
method (4.10) if the entire network is controlled as a single area. Hence the DPIAC and
GBPIAC methods are two special cases of MLPIAC.

In the following we focus on the properties of MLPIAC at the transient phase and steady
state, which is described in Theorem (4.4.2)

Theorem 4.4.2 Consider a large-scale power system partitioned as in (4.15), the MLPIAC
method has the following properties,

(a) at any time t ∈ T , the total control input us of the system satisfies (4.7), thus it converges
to −Ps without any oscillations if k2 ≥ 4k1;

(b) at any time t ∈ T , within an area Ar , the input values {ui , i ∈ VKr } are computed by
solving the optimization problem

min
{ui∈R,i∈VKr }

∑
i∈VKr

1

2
αi u2

i (4.19)

s.t . −ur (t )+ ∑
i∈VKr

ui = 0.

So the total control input ur is dispatched to the local controllers economically;

(c) if there exists a steady state as in (2.5) for the system, Problem (2.4.1) is solved, i.e.,
{ω∗

i = 0, i ∈ VM ∪VF } and the optimization problem (4.1) is solved.
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Proof: (a) By definition of the Laplacian matrix (Lr q ) ∈Rm×m in (4.18), we derive that∑
r,q∈Zm

Lr q (λr −λq ) = 0. (4.20)

By summing all the equations in (2.4), it is obtained that∑
i∈VM

Mi ω̇i = Ps −∑
i∈VM∪VF Diωi +us . (4.21)

Summing all the control inputs {ur , r ∈ Zm} with ur = k2ξr , we derive the total control
input of the system as us =∑

r∈Zm k2ξr . It follows from (4.20) and (4.16b) that

u̇s (t ) =−k2

(
k1(

∑
i∈VM

Miωi +ηs )+us (t )
)
, (4.22)

where ηs =∑
r∈Zm ηr and following (4.16a) with derivative

η̇s =
∑

i∈VM∪VF

Diωi (4.23)

Let υs (t ) = ∑
i∈VM Miωi + ηs , we derive (4.7a) from (4.21) and (4.23), and (4.7b) from

(4.22). Hence us satisfies (4.7). Following the formula (4.8) of the eigenvalues, we derive
that us converges to −Ps directly without any overshoots if k2 ≥ 4k1.
(b) Following (4.16d), we derive that at any time t ∈ T ,

αi ui =α j u j =αr k2ξr ,∀i , j ∈ VKr .

Thus the necessary condition (2.12) for the optimization problem (4.19) is satisfied. Since∑
i∈VKr

ui (t ) = ur (t ). Hence the optimization problem (4.19) is solved at any time t .
(c) This follows Proposition 4.4.4 directly. ■

With MLPIAC (4.16), the dynamics of the power system can also be decomposed into
4 subprocesses as that of DPIAC (4.11). However, the consensus process concerns the ar-
eas’ marginal costs {λr , Ar ⊂ A} with consensus speed determined by k3 and (Lr q ). In this
case, as in DPIAC, the transient behavior of the power system controlled by MLPIAC can
also be greatly improved by tuning the related coefficients of the 4 subprocesses, i.e., the
primary control focuses on the synchronization of the frequencies, in which the transient
behavior can be improved by tunning the parameters {Di , i ∈ VM ∪ VF } as in [9, 59], the
secondary control focuses on recovering the nominal frequency, in which the convergence
of the total control input can be accelerated by a large k1 eliminating the extra oscillation of
the frequency, the consensus control focuses on the consensus of the marginal costs, which
can be accelerated by a larger k3. Note that because the optimization problem (4.1) is not
solved simultaneously as in GBPIAC, the control input ur in MLPIAC may have oscilla-
tions. These oscillations can be also suppressed by a large k3 as in DPIAC, which will be
further analyzed in Chapter 5. Hence, Problem (2.6.1) is solved by MLPIAC. Furthermore,
for a system with several areas, the number of areas is smaller than that of the nodes, the
speed of achieving a consensus marginal cost of the areas is much faster than in DPIAC,
and within each area, the number of nodes is smaller than the total number of nodes, the
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communications and computation complexity for the area controller is decreased. Hence
Problem (4.2.2) is solved by MLPIAC.

In the optimal control framework (A.3) in Appendix A.2, the control objective actually
is a trade-off between the control cost and frequency deviations, which is determined by R1

and R2 in (A.3). In MLPIAC, because the transient performance of the frequency can be
improved by tuning corresponding control gain coefficients, a trade-off between the control
cost and the frequency deviation is also established, which can be determined by k1 and k3.
This will be further discussed in Chapter 5.

Before illustrating the properties of the steady state of the power system controlled by
MLPIAC, we introduce the closed-loop system as follows.

θ̇i =ωi , i ∈ VM ∪VF , (4.24a)

Mi ω̇i = Pi −Diωi −
∑
j∈V

Bi j sinθi j + αr

αi
k2ξr , i ∈ VMr ⊂ VM , (4.24b)

0 = Pi −Diωi −
∑
j∈V

Bi j sinθi j + αr

αi
k2ξr , i ∈ VF r ⊂ VF , (4.24c)

0 = Pi −
∑
j∈V

Bi j sinθi j , i ∈ VP , (4.24d)

η̇r =
∑

i∈VMr ∪VFr

Diωi +k2k3
∑

q∈Zm

lr q (αr ξr −αqξq ),r ∈ Zm , (4.24e)

ξ̇r =−k1(
∑

i∈VMr

Miωi +ηr )−k2ξr , r ∈ Zm (4.24f)

where θi j = θi −θ j for (i , j ) ∈ E , r is the index for areas defined in (4.15).
As in the Kuramoto model [19], the closed-loop system (4.24) may not have a syn-

chronous state if the power injections {Pi , ∈ V } are much larger that the line capacity
{Bi j , (i , j ) ∈ E }. For more details of the synchronous state of the power systems and Ku-
ramoto model, we refer to [9] and [62]. So we make an assumption for the power system
to ensure there exists a synchronous state, which can be satisfied by reserving margins in
the line capacity in tertiary control which calculates the operating point of the primary and
secondary frequency control.

Assumption 4.4.3 For the closed-loop system (4.24), there exists a synchronous state such
that ω∗

i =ωs yn and

θ∗ ∈Θ=
{
θi ∈R, ∀i ∈ V

∣∣|θi −θ j | < π

2
,∀(i , j ) ∈ E

}
where the condition θ∗i ∈ Θ is commonly referred to as a security constraint [14] and re-
stricts the space of the equilibrium to desired power flows.

Note that the equilibria with θ out of Θ usually leads to undesired power flows which
either have cyclic power flows or be unstable [62].

For the synchronous state of the closed-loop system, we have the following proposition.
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Proposition 4.4.4 If the assumptions (2.4.3), (4.2.3) and (4.4.3) hold, then there exists at
most one synchronous state for the closed-loop system (4.24) such that

θ∗i ∈Θ, i ∈ V (4.25a)
ω∗

i = 0,VM ∪VF , (4.25b)
Ps +k2

∑
r∈Zm

ξ∗r = 0, (4.25c)

k1η
∗
r +k2ξ

∗
r = 0, r ∈ Zm , (4.25d)

αr ξ
∗
r −αqξ

∗
q = 0, ∀ r, q ∈ Zm , (4.25e)

αi u∗
i −k2αr ξ

∗
r = 0, i ∈ VKr ⊂ VK . (4.25f)

Proof: If follows Theorem 4.4.2 that the dynamics of us satisfies (4.7), which yields that
u∗

s = −Ps at the synchronous state. Thus (4.25c) is derived with us (t ) = ∑
r∈Zm k2ξr (t ).

Following (2.8), we further derive that ωs yn = 0, which yields (4.25b) with the definition
of the synchronous state (2.5). By (4.24f), ω∗

i = 0 and ξ̇∗i = 0 for all i ∈ VK , we derive
(4.25d). By (4.24e) and ω∗

i = 0, we obtain (4.25e). By (4.16c) and (4.16d), we arrive at
(4.25f). From (4.25e,4.25f) it follows that αi u∗

i =α j u∗
j for all i , j ∈ VK , thus the necessary

condition (2.12) is satisfied. Following (4.25c), it yields P +∑
i∈VK u∗

i = 0 and the economic
dispatch problem (4.1) is solved subsequently. If follows [64, 65] that there exists at most
one synchronous state such that θ∗i ∈Θ. ■

In the following, we focus on the asymptotic stability of MLPIAC. The power flows
{Bi j sin(θi j ), (i , j ) ∈ E } only depend on the angle differences. As in [57], we choose a
reference angle θ1 ∈ VM and transform the system into a new coordinate such that

ϕi = θi −θ1, i ∈ V .

which yields ϕ̇i =ωi −ω1 for all i in VM ∪VF . In the new coordinate, the closed-loop system
(4.24) becomes

ϕ̇i =ωi −ω1, i ∈ VM ∪VF , (4.26a)

Mi ω̇i = Pi −Diωi −
∑
j∈V

Bi j sinϕi j + αr

αi
k2ξr , i ∈ VM , (4.26b)

Di ϕ̇i = Pi −Diω1 −
∑
j∈V

Bi j sinϕi j + αr

αi
k2ξr , i ∈ VF , (4.26c)

0 = Pi −
∑
j∈V

Bi j sinϕi j , i ∈ VP , (4.26d)

η̇r =
∑

i∈VMr ∪VFr

Diωi +k2k3
∑

q∈Zm

lr q (αr ξr −αqξq ), r ∈ Zm , (4.26e)

ξ̇r =−k1(
∑

i∈VMr

Miωi +ηr )−k2ξr , r ∈ Zm (4.26f)

which is in the form of DAEs (A.1) in Appendix A.1, i.e., the algebraic equations are
(4.26d) and algebraic variables are ϕi , i ∈ VP . Following Assumption (4.4.3), ϕi satisfies

ϕ ∈Φ= {
ϕi ∈R, i ∈ V ||ϕi −ϕ j | ≤ π

2
,∀(i , j ) ∈ E , ϕ1 = 0

}
.
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We make the following assumption on the control gain coefficients k1,k2,k3, which will
be proven as a sufficient condition of the asymptotic stability of MLPIAC in subsection
4.5.2.

Assumption 4.4.5 Assume the control gain coefficients, k1,k2,k3, satisfy that

k2

k1
> 2(αD)max

(αD)min(1+2k3λmin)

where (αD)min = min{αi Di , i ∈ VK }, (αD)max = max{αi Di , i ∈ VK } and λmin is the smallest
nonzero eigenvalue of matrix LαR where L = (Lr q ) ∈ Rm×m is defined in (4.18) and αR =
diag(αr ) ∈Rm×m .

We rewrite the state and algebraic variables into a vector form, (ϕ,ω,η,ξ) ∈ Rnt ×Rn ×
Rm ×Rm . The following theorem illustrates the asymptotic stability of the equilibrium of
MLPIAC.

Theorem 4.4.6 If assumptions (2.4.3,4.2.3,4.4.3) and (4.4.5) hold, then for the closed-loop
system (4.24),

(a) there exists an unique equilibrium state z∗ = (ϕ∗,ω∗,η∗,ξ∗) ∈Ψ where Ψ =Φ×Rn ×
Rm ×Rm .

(b) there exists a domain Ψd ⊂Ψ such that for any initial state z0 ∈Ψd that satisfies the
algebraic equations (4.26d), the state trajectory converges to the unique equilibrium
state z∗ ∈Ψ.

The proof of Theorem (4.4.6) is provided in Subsection 4.5.2.

Remark 4.4.7 In MLPIAC, Assumptions (2.4.3, 4.2.3, 4.4.3) and (4.4.5) are both neces-
sary and realistic at the same time. Assumptions (2.4.3) and (4.2.3) are necessary for the
implementation of MLPIAC to solve Problem 2.4.1. Assumptions (4.4.3) and (4.4.5) are
general sufficient conditions for the stability of MLPIAC. Assumption (2.4.3) and (4.4.3)
can be guaranteed by tertiary control and Assumption (4.2.3) by an effective communica-
tion infrastructure. Regarding Assumption (4.4.5), we refer to Remark (4.4.8).

Remark 4.4.8 The inverse of damping coefficient, 1
Di

, can be viewed as the control cost
of primary control [9]. When α = γD−1, γ ∈ R is a positive number, which indicates the
secondary frequency control prices are proportional to the primary control price and leads
to (αD)min = (αD)max, DPIAC is asymptotically stable if k2 > 2k1. Specially, Assumption
(4.4.5) is relaxed in the GBPIAC method in the theoretical analysis as will be explained in
Remark (4.5.5) in Subsection 4.5.2. For DPIAC and MLPIAC, our initial numerical sim-
ulations and numerical eigenvalue analysis of the linearized system of (4.24) have shown
that the control law is asymptotically stable even though Assumption (4.4.5) is not satisfied.
This will be shown in Section 4.6.

Remark 4.4.9 The principle in PIAC and DPIAC to eliminate the extra frequency oscilla-
tions caused by the controllers is to let the us converge to −Ps directly. Because the total
control input us satisfies (3.5), which is different from (4.7) in DPIAC, PIAC is not com-
patible with DPIAC in the multi-level control where the areas cooperate with each other
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to minimize the control cost of the whole network. However, they are compatible for the
power system with multi areas which is controlled in a non-cooperative way as the multi-
area control method in [69]. In that case, the controllers in an area only respond to the
disturbances occurring in the area.

Remark 4.4.10 MLPIAC actually includes proportional and integral control input, which
are the terms k1

∑
i∈VMr

Miωi and k1ηr respectively in (4.16b). In order to get a desired
performance, the parameters Mi and Di should be known. In practice, they are known for
traditional synchronous machines [6]. However, they may not be known for the frequency
dependent nodes. In that case, the uncertainties from these parameter can be added to
the power-imbalance, which becomes a time-varying value and can be compensated by the
controllers at the steady state because of the included integral control input. Theoretical
analysis on the robustness of MLPIAC with these uncertainties needs to be further studied.

4.5. ASYMPTOTIC STABILITY OF MLPIAC
In this section, we provide the proof of Theorem 4.4.6 in Section 4.4. For simplicity of
expression, we introduce the notations in Subsection 4.5.1 for the analysis in Subsection
4.5.2.

4.5.1. NOTATIONS & SYMMETRIZABLE MATRIX
Denote the number of nodes in the sets VM ,VF ,VP and VK by nm ,n f ,np ,n respectively, the
total number of buses in the power system by nt . So n = nm +n f and nt = nm +n f +np .

To express simply, we write a diagonal matrix β= diag({βi , i · · ·n}) ∈ Rn×n with βi ∈ R
as diag(βi ). It is convenient to introduce the matrices D = diag(Di ) ∈Rn×n , M = diag(Mi ) ∈
Rn×n , α= diag(αi ) ∈ Rn×n . Denote the identity matrix by In ∈ Rn×n . Note that Mi = 0 for
i ∈ VF and Mi > 0 for i ∈ VM . Denote the n dimension vector with all elements equal to one
by 1n . Denote θ = col(θi ) ∈ Rnt , ω= col(ωi ) ∈ Rn , P = col(Pi ) ∈ Rnt and ϕ= col(ϕi ) ∈ Rnt

where ϕi = θi −θ1 for all i ∈ V . Denote η= col(ηi ) ∈Rn ,ξ= col(ξi ) ∈Rn .
The number of areas is denoted by m, the control price of area r is αr . Denote αR =

diag(αr ) ∈ Rm×m . Define matrix R = (ri r ) ∈ Rn×m with ri r = 1 if node i belongs to area r ,
otherwise ri r = 0. Note that α,αR ,R satisfy

RTα−1R =α−1
R , (4.27a)

1n = R1m . (4.27b)

Denote L ∈ Rm×m as the Laplacian matrix of the communication network as defined in
(4.18).

For symmetric matrices A and B , we say A > 0 (or A ≥ 0 if A is positive-definite (or
semi-positive-definite), and say A > B (or A ≥ B) if (A −B) is positive-definite (or semi-
positive-definite).

The following inequality is used frequently in the following stability analysis of the
control laws. For any x ∈Rm , y ∈Rm , the following inequality holds

xT y ≤ 1

2
xT εx + 1

2
yT ε−1 y,
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where ε ∈ Rm×m is an invertible positive-definite diagonal matrix. The inequality follows
from [

x
y

]T [
ε −Im

−Im ε−1

][
x
y

]
≥ 0.

For the asymptotic stability analysis of MLPIAC, we introduce the properties of a sym-
metrizable matrix defined as follows.

Definition 4.5.1 A matrix B ∈ Rm×m is symmetrizable if there exists a positive-definite
invertible diagonal matrix A ∈Rm×m and a symmetric matrix L ∈Rm×m such that B = L A.

Theorem 4.5.2 Consider the Laplaciam matrix L ∈ Rm×m as defined in (4.18) and the
positive-definite diagonal matrix αR ∈ Rm×m as defined in Subsection (4.5.1). The matrix
LαR is a symmetrizable matrix and there exists an invertible matrix Q such that

Q−1LαRQ =Λ, (4.28)

where Λ= diag(λi ) ∈Rm×m , λi is the eigenvalue of Lα and λ1 = 0.
Denote Q−1 = [Qv1,Qv2, · · · ,Qvm]T and Q = [Q1,Q2, · · · ,Qm], we have

Qv1 = 1m , (4.29a)
αRQ1 = 1m , (4.29b)

QTαRQ = Im , (4.29c)

Q−1α−1
R (Q−1)T = Im , (4.29d)

Q−1 =QTαR . (4.29e)

Furthermore, the new matrix W = [Qv2, · · · ,Qvm] ∈ Rn×(m−1) and S = [Q2, · · · ,Qm] ∈
Rm×(m−1) satisfy that

W T S = I(m−1), (4.30a)

W Tα−1
R W = I(m−1), (4.30b)

STαR S = I(m−1), (4.30c)
Qvi =αRQi , (4.30d)

W =αR S. (4.30e)

Proof : Let T =p
αR which is a diagonal matrix, then

T LαR T −1 =p
αR L

p
αR .

Hence, there exists an invertible matrix Γ−1 = ΓT such that

Γ−1T LαR T −1Γ= Γ−1pαR L
p
αRΓ=Λ.

Let Q = T −1Γ, we derive Q−1LαRQ =Λ. Since L is a Laplacian matrix as defined in (4.18),
we have 1T

mLαR = 0, then there is a zero eigenvalue, i.e., λ1 = 0. Denote Γ= [Γ1,Γ2, · · · ,Γm],
then Γ−1 = ΓT = [Γ1,Γ2, · · · ,Γm]T .
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Since Γ1 is the eigenvector corresponding to λ1 = 0 of
p
αR L

p
αR such that L

p
αRΓ1 =

0, from which we derive
p
αRΓ1 = 1m . Hence by Q = T −1Γ, we obtain Q1 = (

p
αR )−1Γ1 =

α−1
R 1m . Similarly we derive Qv1 = ΓT

1 T = ΓT pαR =p
αRΓ1 = 1m .

By Q = T −1Γ, we derive ΓTαRQ = ΓT T −1αR T −1Γ = Im . Q−1α−1
R (Q−1)T = RT R = Im

can be obtained similarly.
(4.30a) is yielded directly from Q−1Q = Im . (4.29c) and (4.29d) yields ( 4.30b) and

(4.30c). ■

4.5.2. ASYMPTOTIC STABILITY ANALYSIS
In this subsection, we provide the proof of Theorem (4.4.6) for MLPIAC. The closed-loop
system (4.26) is rewritten in a vector form as follows,

˙̃ϕ=ω−ω11n , (4.31a)

Mω̇= P −Dω−P t +k2α
−1RαRξ, (4.31b)

0 = P̃ − P̃ t , (4.31c)

η̇= RT Dω+k2k3LαRξ, (4.31d)

ξ̇=−k1(RT Mω+η)−k2ξ, (4.31e)

where ϕ̃= col(ϕi ) with i ∈ VM ∪VF , P = col(Pi ) ∈Rn for i ∈ VM ∪VF , P̃ = col(P j ) ∈Rnp for
j ∈ VP , P t = col(P t

i ) ∈Rn with P t
i =

∑
j∈V Bi j sinϕi j for i ∈ VM ∪VF , P̃ t = col(P̃ t

i ) ∈Rnp with
P̃ t

i = ∑
j∈V Bi j sinϕi j for i ∈ VP . Note that ϕ̃ only includes the variables {ϕi , i ∈ VM ∪VF }

while ϕ defined in Subsection 4.5.1 includes {ϕi , i ∈ V }. For the definitions of M ,D,R,αR ,
we refer to Subsection 4.5.1.

We transform the control law (4.31d,4.31e) to a new coordinate as a preparation for the
stability analysis of DPIAC. Following Theorem 4.5.2, let ρ = Q−1η and σ = Q−1ξ. The
vector form (4.31d,4.31e) becomes

ρ̇ =Q−1RT Dω+k2k3Λσ,

σ̇=−k1Q−1RT Mω−k1ρ−k2σ,

where all the components (ρi , σi ) of (ρ, σ) are decoupled from each other. When writing
the dynamics of (ρi , σi ) separately, we derive

ρ̇i =QT
vi RT Dω+k2k3λiσi , (4.33a)

σ̇i =−k1QT
vi RT Mω−k1ρi −k2σi , (4.33b)

where Q−1 is decomposed into vectors, i.e., Q−1 = (Qv1,Qv2, · · · ,Qvn). In (4.33), the
controller of component i calculates the output σi with the input ω for the power sys-
tem. In the following, we investigate the dynamic behavior of the component (ρ1,σ1) and
{(ρi ,σi ), i = 2, · · · ,n} of (ρ,σ) respectively.

For the first component (ρ1,σ1) of (ρ,σ), we have the following lemma.

Lemma 4.5.3 The dynamics of (ρ1,σ1) described by (4.33) is identical to that of (ηs ,ξs ) in
(4.10) if they have the same initial values.
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Proof: By (4.33) and (4.27b), λ1 = 0 and Qvi = 1m from (4.30a), we derive the dynamics
of (ρ1,σ1) as follows

ρ̇1 = 1mRT Dω= ∑
i∈VM∪VF

Diωi , (4.34a)

σ̇1 =−k1(1mRT Mω+ρ1)−k2σ1 (4.34b)
=−k1(

∑
i∈VM

Miωi +ρ1)−k2σ1. (4.34c)

In addition, by summing all the equations in (4.31b), (4.31b) for all i ∈ V , we derive

∑
i∈VM

Mi ω̇i = Ps −
∑

i∈VM∪VF

Diωi +k21T
nα

−1RαRξ

by (4.27)
= Ps −

∑
i∈VM∪VF

Diωi +k21T
mξ

by (4.29a)
= Ps −

∑
i∈VM∪VF

Diωi +k2σ1. (4.35)

So k2σ1 is the control input for the power system (2.4) as k2ξs . Furthermore, the initial
values of (ρ1,σ1) and (ηs ,ξs ) are identical, which are both computed from {ωi (0), i ∈ VK },
so the dynamics of (ρ1,σ1) is identical to that of (ηs ,ξs ) in (4.10) if they have the same
initial values. ■

As described in Remark 4.4.10, MLPIAC includes proportional and integral control
input. With the superposition principle, we decompose the dynamics of (ρi ,σi ) for i =
2, · · · ,m for the proportional and the integral input into the following two independent dy-
namics.

ρ̇mi = k2k3λiσmi ,

σ̇mi =−k1QT
vi RT Mω−k1ρmi −k2σmi ,

and

ρ̇di =QT
vi RT Dω+k2k3λiσdi ,

σ̇di =−k1ρdi −k2σdi ,

from which it can be easily derived that ρi = ρmi +ρdi and σi =σmi +σdi .

In the coordinate of (ϕ,ω,ρ1,σ1,ρm ,σm ,ρd ,σd ), the closed-loop system (4.31) be-
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comes

˙̃ϕ=ω−ω11n , (4.38a)

Mω̇= P −Dω−P t +k2α
−1RαRQσ, (4.38b)

0 = P̃ − P̃ t , (4.38c)

ρ̇1 = 1T
mRT Dω, (4.38d)

σ̇1 =−k11T
mRT Mω−k1ρ1 −k2σ1, (4.38e)

ρ̇m = k2k3Λσm , (4.38f)

σ̇m =−k1W T RT Mω−k1ρm −k2σm , (4.38g)

ρ̇d =W T RT Dω+k2k3Λσd , (4.38h)
σ̇d =−k1ρd −k2σd , (4.38i)

where σ= col(ρi ), ρi = ρmi +ρdi for i = 2, · · · ,m, W is defined as in Theorem (4.5.2). Note
thatΛ ∈R(m−1)×(m−1) only includes the nonzero eigenvalues of LαR , which is different from
the one in Subsection 4.5.1.

Following Proposition (4.4.4), for the closed-loop system (4.38) we have the following
Lemma on the equilibrium state.

Lemma 4.5.4 In the coordinate of (ϕ,ω,ρ1,σ1,ρm ,σm ,ρd ,σd ), the unique equilibrium
state (θ∗,ω∗,η∗,ξ∗) of the closed-loop system (4.24) proposed in Proposition (4.4.4) is
equivalent to (ϕ∗,ω∗,ρ∗

1 ,σ∗
1 ,ρ∗

m ,σ∗
m ,ρ∗

d ,σ∗
d ) ∈Φ×Rn ×R×R×Rm−1×Rm−1×Rm−1×Rm−1

such that

ϕ∗ ∈Φ= {
ϕ ∈Rnt ||ϕi −ϕ j | < π

2
, ∀(i , j ) ∈ E ,ϕ1 = 0

}
, (4.39a)

ω∗
i = 0, i ∈ VM ∪VF , (4.39b)

k1ρ
∗
1 +k2σ

∗
1 = 0, (4.39c)

k2σ
∗
1 +Ps = 0, (4.39d)
ρ∗

mi = 0, i = 2, · · · ,n, (4.39e)
σ∗

mi = 0, i = 2, · · · ,n, (4.39f)
ρ∗

di = 0, i = 2, · · · ,n, (4.39g)
σ∗

di = 0, i = 2, · · · ,n, (4.39h)

Proof: When mapping θ to ϕ, we can easily obtain ϕ ∈Φ= {
ϕ ∈Rnt ||ϕi −ϕ j | < π

2 , ∀(i , j ) ∈
E ,ϕ1 = 0

}
, ω∗ = 0 can be directly derived from Proposition (4.4.4).

By Lemma (4.5.3), we have (ρ∗
1 ,σ∗

1 ) = (η∗s ,σ∗
s ) at the steady state, which yields (4.39c)

and (4.39d).
By the dynamics (4.33) of (ρmi ,σmi ) and that of (ρdi ,σdi ), we derive that (ρ∗

mi ,σ∗
mi ) =

(0,0) and (ρ∗
di ,σ∗

di ) = (0,0) for all i = 2, · · · ,n, at the steady state, which lead to (4.39e)-
(4.39h). ■

In order to prove the asymptotic stability of the equilibrium (θ∗,ω∗,η∗,ξ∗), we only
need to prove the asymptotic stability of the equilibrium (ϕ∗,ω∗,ρ∗

1 ,σ∗
1 ,ρ∗

m ,σ∗
m ,ρ∗

d ,σ∗
d ).
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We define function

U (ϕ) = ∑
(i , j )∈E

Bi j (1−cos(ϕi −ϕ j )) (4.40)

and variable υs =∑
i∈VM Miωi +ρ1. By (4.35) and (4.34), we obtain dynamics of (υs ,σ1),

υ̇s = Ps +k2σ1, (4.41a)
σ̇1 =−k1υs −k2σ1, (4.41b)

with equilibrium state (υ∗s ,σ∗
1 ) = ( 1

k1
Ps ,− 1

k2
Ps ).

In the following, we prove the equilibrium (θ∗,ω∗,ρ∗
1 ,σ∗

1 ,ρ∗
m ,σ∗

m ,ρ∗
d ,σ∗

d ). is locally
asymptotically stable following Lyapunov method.

Proof of Theorem (4.4.6): Since the closed-loop system (4.24) is equivalent to (4.38),
we prove the equilibrium (ϕ∗,ω∗,ρ∗

1 ,σ∗
1 ,ρ∗

m ,σ∗
m ,ρ∗

d ,σ∗
d ) of (4.38) is locally asymptotically

stable. The proof follows Theorem (A.1.3). It follows [57, Lemma 5.2] that the algebraic
equations (4.26d) are regular. In addition, there exists an unique equilibrium for the closed-
loop system (4.38) following Lemma (4.5.4), we only need to find a Lyapunov function
V (x, y) as in Theorem (A.1.3).

Before introducing the Lyapunov function candidate, we define the following functions.

V0 =U (ϕ)−U (ϕ∗)−∇ϕU (ϕ∗)(ϕ−ϕ∗)+ 1

2
ωT Mω,

V1 = (c1 +1)
( 1

2k1
(k1υs −k1υ

∗
s )2 + 1

2k2
(k2σ1 −k2σ

∗
1 )2

)
+ 1

2k2
(k2σ1 −k2σ

∗
1 )2 + 1

2k1
(k1υs +k2σ1)2,

where c1 ∈ R and k1υ
∗
s +k2σ

∗
1 = 0 has been used. Denote xm = k1ρm , ym = k2σm , zm =

k1ρm +k2σm , xd = k1ρd , yd = k2σd , zd = k1ρd +k2σd and define

Vm = βm

2
xT

mCm xm + (1+βm)k1k3

2k2
yT

mCmΛym + 1

2
zT

mCm zm ,

Vd = βd cd

2
xT

d xd + (1+βd )cd k1k3

2k2
yT

d Λyd + cd

2
zT

d zd ,

where βm ∈ R, βd ∈ R, cd ∈ R are positive and Cm = diag(cmi ) ∈ R(m−1)×(m−1) with all
the diagonal elements cmi > 0, and Λ ∈ R(m−1)×(m−1) is a diagonal matrix with diagonal
elements being the nonzero eigenvalues of LαR .

In the following, we focus on the derivatives of the functions V0,V1,Vm ,Vd . The deriva-
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tive of V0 is

V̇0 =−ωT Dω+ (k2σ−k2σ
∗)T QTαR RTα−1ω

by Q = [Q1,Q2, · · · ,Qn] and S = [Q2, · · · ,Qn].

=−ωT Dω+ (k2σ1 −k2σ
∗
1 )QT

1 αR RTα−1ω+ (k2σ−k2σ
∗)T STαR RTα−1ω

=−ωT Dω+ (k2σ1 −k2σ
∗
1 )QT

1 αR RTα−1ω+ (k2σm −k2σ
∗
m)T STαR RTα−1ω

+ (k2σd −k2σ
∗
d )T STαR RTα−1ω,

by STαR =W T , QT
1 αR =QT

v1
, σ∗

m = 0

=−ωT Dω+ (k2σ1 −k2σ
∗
1 )QT

v1
RTα−1ω+ (k2σm)T W T RTα−1ω+ (k2σd )T W T RTα−1ω

=−ωT Dω+ (k2σ1 −k2σ
∗
1 )QT

v1
RTα−1ω+ yT

mW T RTα−1ω+ yT
d W T RTα−1ω.

The derivative of V1 is

V̇1 =−(c1 +1)(k2σ1 −k2σ
∗
1 )2 − k2

k1
(k1υ+k2σ1)2

plus a term and minus it

=−(k2σ1 −k2σ
∗
1 )QT

v1RTα−1ω+ (k2σ1 −k2σ
∗
1 )QT

v1RTα−1ω

− (c1 +1)(k2σ1 −k2σ
∗
1 )2 − k2

k1
(k1υ+k2σ1)2.

By inequalities

(k2σ1 −k2σ
∗
1 )QT

v1RTα−1ω≤ 1

8
ωT εDω+2(k2σ1 −k2σ

∗
1 )2QT

v1RTα−2(εD)−1RQv1,

we obtain

V̇1 ≤−(k2σ1 −k2σ
∗
1 )QT

v1RTα−1ω+ 1

8
ωT εDω+2(k2σ1 −k2σ

∗
1 )2QT

v1RTα−2(εD)−1RQv1

− (c1 +1)(k2σ1 −k2σ
∗
1 )2 − k2

k1
(k1υs +k2σ1)2

let c1 = 2QT
v1RTα−2(εD)−1RQv1

=−(k2σ1 −k2σ
∗
1 )QT

v1RTα−1ω+ 1

8
ωT εDω− (k2σ1 −k2σ

∗
1 )2 − k2

k1
(k1υ+k2σ1)2.
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The derivative of Vm is

V̇m =−k2zT
mCm zm −βmk1k3 yT

mCmΛym −k1k2zT
mCmW T RT Mω

− (1+βm)k2
1k3 yT

mCmΛW T RT Mω

=−yT
mW T RTα−1ω+ yT

mW T RTα−1ω−k2zT
mCm zm −βmk1k3 yT

mCmΛym

−k1k2zT
mCmW T RT Mω− (1+βm)k2

1k3 yT
mCmΛW T RT Mω

=−yT
mW T RTα−1ω+

n∑
i=2

ymi QT
vi RTα−1ω−k2

n∑
i=2

cmi z2
mi −βmk1k3

n∑
i=2

cmiλi y2
mi

−k1k2

n∑
i=2

cmi zmi QT
vi RT Mω− (1+βm)k2

1k3

n∑
i=2

(
cmiλi ymi QT

vi RT Mω
)

=−yT
mW T RTα−1ω−k2

n∑
i=2

cmi z2
mi −βmk1k3

n∑
i=2

cmiλi y2
m

−k1k2

n∑
i=2

(
cmi zmi QT

vi RT Mω
)
+

n∑
i=2

ymi
(
QT

vi RTα−1 −QT
vi (1+βm)k2

1k3cmiλi RT M
)
ω.

By the following inequalities

k1k2cmi zmi QT
vi RT Mω≤ ωT εDω

8(n −1)
+ rm z2

mi ,

where rz = 2(n −1)(k1k2cmi )2QT
vi RT (Dε)−1M 2RQvi , and

ymi QT
vi RT (

α−1 − (1+βm)k2
1k3cmiλi M

)
ω≤ ωT εDω

8(n −1)
+ rz y2

mi ,

where
ry = 2(n −1)QT

vi RT (
(α−1 − (1+βm)k2

1k3cmiλi M
)2(εD)−1RQvi ,

we obtain

V̇m ≤−yT
mW T RTα−1ω+ 1

4
ωT εDω−

n∑
i=2

z2
mi (k2cmi − rz )−

n∑
i=2

y2
mi (βmk1k3cmiλi − ry ).

The derivative of Vd is

V̇d =−cd k2zT
d zd − yT

d (cdβd k1k3Λ)yd + zT
d ((1+βd )cd k1)W T RT Dω

− yT
d (βd cd k1In−1)W T RT Dω

=−yT
d W T RTα−1ω+ yT

d W T RTα−1ω− cd k2zT
d zd

− yT
d (cdβd k1k3Λ)yd + zT

d ((1+βd )cd k1)W T RT Dω− yT
d (βd cd k1)W T RT Dω

=−yT
d W T RTα−1ω− cd k2zT

d zd − yT
d (cdβd k1k3Λ)yd

+ zT
d ((1+βd )cd k1)W T RT Dω+ yT

d W T RT (α−1 −βd cd k1D)ω.
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By λmin ≤λi for all i = 2, · · · ,n, and inequalities

zT
d W T RT ((1+βd )cd k1)Dω≤ 1

2
ωT DωT + 1

2
zT

d Xz zd ,

where Xz =W T RT ((1+βd )cd k1αD)2D−1RW , and

yT
d W T RT (α−1 −βd cd k1D)ω≤ 1

2
ωT (D −εD)ω+ 1

2
yT

d X y yd ,

where X y =W T RT (α−1 −βd cd k1D)2(D −εD)−1RW , we derive

V̇d ≤−yT
d W T RTα−1ω− cd k2zT

d zd − cdβd k1k3λmin yT
d yd

+ zT
d W T RT ((1+βd )cd k1)Dω+ yT

d W T RT (α−1 −βd cd k1D)ω

≤−yT
d W T RTω+ωT Dω− 1

2
ωT εDω

− zT
d

(
cd k2 − 1

2
Xz

)
zd − yT

d

(
cdβd k1k3λmin − 1

2
X y

)
yd .

We consider the following Lyapunov function candidate,

V =V0 +V1 +Vm +Vd .

In the following, we prove that (i) V̇ ≤ 0, (ii) equilibrium z∗ = (ϕ∗,ω∗,ρ∗
1 ,σ∗

1 ,ρ∗
m ,σ∗

m ,ρ∗
d ,σ∗

d )
is a strict minimum of V (·) such that ∇V |z∗ = 0 and ∇2V |z∗ > 0, and (iii) z∗ is the only iso-
lated equilibrium in the invariant set {z ∈Φ×Rn×R×R×Rm−1×Rm−1×Rm−1×Rm−1|V̇ (z) =
0} step by step according to Theorem (A.1.3).

(i). V has derivative

V̇ ≤G0 +G1 +Gm +Gd , (4.57)

where the terms yT
mW T RTα−1ω, yT

d W T RTα−1ω have vanished and the terms G0,G1,Gm ,Gd

are mainly from V̇0,V̇1,V̇m ,V̇d respectively with the following form,

G0 =−1

8
ωT εDω,

G1 =−(k2σ1 −k2σ
∗
1 )2 − k2

k1
(k1υ+k2σ1)2,

Gm =−
n∑

i=2
z2

mi (cmi k2 − rz )−
n∑

i=2
y2

mi (βmk1k3cmiλi − ry ),

Gd =−zT
d (cd k2 − 1

2
Xz )zd − yT

d (cdβd k1k3λmin − 1

2
X y )yd .

It is obvious that G0 ≤ 0 and G1 ≤ 0. In the following, we first focus on Gm and then on
Gd . If there exist cmi and βm such that cmi k2 − rz > 0 and βmk1k3cmiλi − ry > 0, we have
Gm ≤ 0 for all zm and ym . We verify that such cmi and βm do exist. By (4.27a) and (4.30b),
we have

QT
vi RTα−1RQvi =QT

viα
−1
R Qvi = 1.
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So we only need to prove there exist cmi and βm such that

QT
vi RT (cmi k2α

−1)RQvi − rz > 0,

QT
vi RT (βmk1k3cmiλiα

−1)RQvi − ry > 0.

which yields

cmi k2α
−1 > 2(n −1)(cmi k1k2M)2(εD)−1, (4.61a)

(βmk1k3cmiλiα
−1) > 2(n −1)(α−1 − cmi (1+βm)k1k3λi M)2(εD)−1, (4.61b)

From (4.61), we derive

cmi Im−1 < εD

2(n −1)k2
1k2M 2α

,

Im−1

2a +b +
p

4ab +b2
< cmi Im−1 < 2a +b +

p
4ab +b2

2a2 ,

where a = (1+βm)k2
1k3λi Mα), b = βm k1k3αλi εD

2(n−1) . There exists cmi > 0 satisfying (4.61) if( In−1

2a +b +
p

4ab +b2

)
max

<
( εD

2(n −1)k2
1k2M 2α

)
min

which can be satisfied by choosing a large βm . This is because

lim
βm→∞

( 1

2a +b +
p

4ab +b2

)
max

= 0,

while the term
(

εD
2(n−1)k2

1 k2M 2α

)
min

does not depend on βm . Hence there exist cmi > 0 and

βm > 0 satisfying (4.61) and Gm ≤ 0 has been proven. Here (·)max and (·)min are as defined
in Assumption (4.4.5).

In the following, we focus on Gd . If there exist cd and βd such that

cd k2Im−1 − 1

2
Xz > 0,

cdβd k1k3λminIm−1 − 1

2
X y > 0,

we have Gd ≤ 0. We prove such cd and βd do exist with Assumption (4.4.5). By (4.27a)
and (4.30b), we derive

W T RTα−1RW =W Tα−1
R W = Im−1.

So we only need to prove there exist cd and βd such that

W T RT (cd k2α
−1)RW − 1

2
Xz > 0,

W T RT (cdβd k1k3λmin)RW − 1

2
X y > 0,
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which yields

cd k2α
−1 > 1

2
(1+βd )2(cd k1D)2D−1, (4.68a)

cdβd k1k3λminα
−1 > 1

2
(α−1 −βd cd k1D)2(D −εD)−1, (4.68b)

In the following, we prove that with assumption (4.4.5), there exist cd and βd satisfying the
above two inequalities (4.68). We derive from (4.68) that

cd Im−1 < 2k2

(1+βd )2k2
1αD

,

1

βd k1αDbd
< cd Im−1 < bd

βd k1αD
,

where
bd = 1+k3λmin(1−ε)+

√
k2

3λ
2
min(1−ε)2 +2k3λmin(1−ε).

There exists a cd satisfying the two inequalities (4.68) if there exists a βd such that

1

βd k1(αD)minbd
< 2k2

(1+βd )2k2
1(αD)max

. (4.70)

Since

lim
ε→0

bd (ε) = 1+k3λmin +
√

k2
3λ

2
min +2k3λmin > 1+2k3λmin,

there exists a small ε> 0 such that bd (ε) > 1+2k3λmin. Subsequently (4.70) can be satisfied
if

1

βd k1(αD)min(1+2k3λmin)
< 2k2

(1+βd )2k2
1(αD)max

. (4.72)

With assumption (4.4.5), we can obtain that there exist βd > 0 satisfying (4.72). Hence
Gd < 0 is proven and V̇ ≤ 0 subsequently.

(ii). We prove that the equilibrium z∗ is a strict minimum of V (·). It can be easily
verified that V |z∗ = 0 and

∇V |z∗ = col(∇ϕV ,∇z̃V )|z∗ = 0,

where z̃ = (ω,ρ1 −ρ∗
1 ,σ1 −σ∗

1 ,ρm ,σm ,ρd ,σd ). Here, we have used (ω∗,ρ∗
m ,σ∗

m ,ρ∗
d ,σ∗

d ) =
0. The Hessian matrix of V at z∗ is

∇2V |z∗ = blkdiag(Lp , H),

where Lp is Hessian matrix of V respect to ϕ with ϕ1 = 0 and H is the Hessian matrix of V
respect to z̃. It follows [57, Lemma 5.3] that L is positive definite. Since the components in
V related to z̃ are all quadratic and positive definite, H is positive definite. Thus ∇2V |z∗ > 0.



4.6. CASE STUDY

4

81

(iii). The equilibrium is the only isolated one in the invariant set {(ϕ,ω,ηm ,ξm ,ηd ,ξd )|V̇ =
0}. Since V̇ = 0, it yields from (4.57) that z̃ = 0. Hence ϕi are all constant. By Proposition
(4.4.4), we prove that z∗ is the only isolated equilibrium in the invariant set.

In this case, z∗ is the only one equilibrium in the neighborhood of z∗ , i.e., Ψd =
{(ϕ, z̃)|V (ϕ, z̃) ≤ c,ϕ ∈Φ} for some c > 0. Hence with any initial state z0 that satisfies the
algebraic equations (4.26d), the trajectory converges to the equilibrium state z∗. ■

Remark 4.5.5 Note that when the power system is controlled as a single area, MLPIAC
reduces to GBPIAC. The dynamics of (ρm ,σm ,ρd ,σd ) vanish and the one of (ρ1,σ1) is left
only. In the Lyapunov function V (·), with Vm = 0 and Vd = 0, we can prove the equilibrium
of GBPIAC is locally asymptotically stable without Assumption (4.4.5).

Remark 4.5.6 The asymptotic stability analysis is only valid for quadratic cost functions.
Whether MLPIAC is still stable when the cost functions are general convex functions needs
a further study.

4.6. CASE STUDY
In this section, we evaluate the performance of the multi-level control approach, MLPIAC,
on the IEEE-39 buses system as shown in Fig. 4.2. The GBPIAC and DPIAC method are
two special cases of the MLPIAC method, so we compare GBPIAC, DPIAC and MLPIAC
by observing the sub-processes identified in Section 4.3 respectively. The data of the
test system are from [67]. The system consists of 10 generators, 39 buses, which serves
a total load of about 6 GW. The voltage at each bus is a constant which is derived by
power flow calculation with PSAT [22]. There are 49 nodes in the network including 10
nodes of generators and 39 nodes of buses. In order to involve the frequency dependent
power sources, we change the buses which are not connected to synchronous machines
into frequency dependent loads. Hence VM = {G1,G2,G3,G4,G5,G6,G7,G8,G9,G10}, VP =
{30,31,32,33,34,35,36,37,38,39} and the other nodes are in set VF . The nodes in VM ∪VF

are all equipped with secondary frequency controllers such that VK = VM ∪VF . We remark
that each synchronous machine is connected to a bus and its phase angle is rigidly tied to the
rotor angle of the bus if the voltages of the system are constants, e.g., the classical model of
synchronous machine [11]. Thus the angles of the synchronous machine and the bus have
the same dynamics. The droop control coefficients are set to be Di = 70 (p.u./p.u. frequency
deviation) for all i ∈ VM and Di = 1 (p.u./p.u. frequency deviation) for all i ∈ VF under the
power base 100 MVA and frequency base 60 Hz. As in Subsection 3.6, these setting of Di

leads to a frequency response factor −1.2 p.u which equals to that of Quebec power grid
connected by bus 1 [61]. The economic power dispatch coefficient αi = 1/βi where βi is
generated randomly with a uniform distribution on (0,1). In the simulations, the setting of
{Di , i ∈ VK } and randomly generated coefficients {αi , i ∈ VK } yield that (αD)min = 7.0 and
(αD)max = 42560. The communication network is assumed to be a spanning tree network
as shown by the red dashed lines in Fig. 4.2 and the requirement on the communication net-
work in Assumption (4.2.3) is satisfied with the spanning tree network. For the GBPIAC
method, the entire network is controlled as a single area. For the DPIAC method, each node
i ∈ VK is controlled as a single area. For the MLPIAC method, the network is divided into
three areas by the dash-dotted black lines as shown in Fig. 4.2.
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Figure 4.2: IEEE New England test power system.

We set li j = 1 if node i and j are connected by a communication line in DPIAC (4.11)
and set lr q = 1 if area r and q are connected by a communication line in MLPIAC (4.16).
Note that area 1 and 2 are connected by communication line (1,2) and area 1 and 3 are
connected by (4,14). However, area 1 and 3 are not connected by a communication line
directly. So the marginal cost cannot be exchanged between area 1 and 3. With the control
prices α and the Laplacian matrix of the communication network, it can be computed that
λmin = 0.0365 for DPIAC and λmin = 0.1933 for MLPIAC.

At the beginning of the simulations, the power generation and loads are balanced with
nominal frequency f ∗ = 60 Hz. At time t = 5 second, a step-wise increase of 66 MW of the
loads at each of the buses 4, 12 and 20, amounting to a total power imbalance of 198 MW,
causes the frequency to drop below the nominal frequency.

In the following, we evaluate the performance of the control approaches on restoring
the nominal frequency with a minimized control cost. Besides the three sub-processes
shared with GBPIAC, i.e., the convergence processes of us (t ) to −Ps , ωs (t ) to zero, and
the synchronization process of ωi to ωs (t ), DPIAC considers the consensus process of
the marginal costs of all the local nodes and MLPIAC considers the consensus process of
the marginal costs of all the areas. On the dynamics of the frequency, we focus on the
dynamics of the frequency ωi (t ) = ωi (t )+ f ∗ and abstract frequency ωs (t ) = ωs (t )+ f ∗
instead of ωi (t ) and ωs (t ) respectively. Here, the response of ωs are obtained from (4.3)
with us as the total control input of the three methods respectively. For illustrations of the
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extra oscillation of frequency caused by the overshoot of us , we refer to the simulations in,
e.g., [9, 13, 16, 27, 69].

The results are shown in Fig. 4.3 where there are 20 plots in 5 rows and 4 columns. The
plots in the rows from top to bottom illustrate the dynamics of the frequency ωi (t ) ∈ VM ,
control input us (t ), abstract standard frequency ωs (t ), relative frequency ωi (t )−ωs (t ) for
all i ∈ VM , and marginal costs of the controllers at the nodes of the synchronous machines
in DPIAC and of the areas in MLPIAC, and the plots in the column from left to right
illustrate the results of GBPIAC, DPIAC with k3 = 10, DPIAC with k3 = 20, and MLPIAC
control with k3 = 10 respectively. In these four simulations, k1 = 0.4,k2 = 1.6. Note that
Assumption (4.4.5) is not satisfied in the simulations of DPIAC and MLPIAC, i.e., k2

k1
= 4

while the values of 2(αD)max
(αD)min+2k3λmin

are about 1203 and 1152 for DPIAC and MLPIAC with
k3 = 10 respectively. We remark that the relative frequency describes the synchronization
process of ωi (t ) to ωs (t ), which is the main concern of primary control.

Let us first focus on the performance of GBPIAC in the plots in the first column. It
can be observed from the plots from top to bottom that the frequencies are restored to the
nominal frequency without any extra oscillations, the control input converges to the power
imbalance without an overshoot, the abstract standard frequency converges to the nominal
frequency without an overshoot, the frequencies synchronize to the abstract frequency ωs ,
the marginal costs are identical at the nodes of the synchronous machines. Hence the per-
formance of GBPIAC is similar to that of PIAC method [57]. So GBPIAC solves Problem
2.4.1 and 2.6.1.

Second, we turn to the performance of DPIAC method in the plots in the second and
third columns. Compared with the GBPIAC method by observing the plots from top to
bottom, the dynamics of ωi are similar as in GBPIAC, the control input us (t ) and ωs (t ) are
identical to that in GBPIAC, the synchronization of ωi to ωs is similar as in GBPIAC with
a little bit smaller magnitude of oscillations, the marginal costs are identical at the steady
state. However, the marginal costs are not identical in the transient phase, which is different
from that in GBPIAC. By comparing result of DPIAC method with k3 = 10 and k3 = 20 in
the second and third column, it can be found that the consensus speed of the marginal cost is
accelerated and the control cost in the transient phase is decreased by a large k3. However,
the coefficient k3t influences the synchronization of ωi little by comparing the subprocess
of the synchronization of ωi (t ) to ωs (t ).

Third, we observe the performance of the MLPIAC method. It can be seen from
Fig. 4.3a4, Fig. 4.3b4, Fig. 4.3c4 and Fig. 4.3d4 that, the subprocesses of us (t ), ωs (t ) and
ωi −ωs are similar as in GBPIAC and DPIAC. However, the marginal costs of the three
areas shown in Fig. 4.3e4 achieve consensus much faster than in the DPIAC method even
though the control gain k3 for the consensus process equals to the one in DPIAC method.
Hence, for a large-scale network, the multi-level control is more effective in decreasing the
control cost than the distributed method.
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Figure 4.3: part 1: The simulation results of the GBPIAC, DPIAC and MLPIAC method with k1 = 0.4,k2 = 1.6 on
IEEE 39-bus test system. The black dashed lines in b1-b4, denote the power imbalance of the network.
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Figure 4.3: part 2: The simulation results of the GBPIAC, DPIAC and MLPIAC method with k1 = 0.4,k2 = 1.6

on IEEE 39-bus test system. The black dashed lines in b1-b4, denote the power imbalance of the network.
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4.7. CHAPTER CONCLUSION
In this chapter, we proposed a multi-level secondary frequency control, named Multi-Level
Power-Imbalance Allocation control (MLPIAC), for a large-scale power system consisting
of synchronous machines, frequency dependent power sources and passive nodes. For a
power system partitioned into several areas, a centralized control approach, GBPIAC, is
implemented within each area and a consensus control based distributed control approach,
DPIAC, is implemented over the areas. At the steady state, the nominal frequency is re-
stored with a minimized control cost and at the transient phase, the transient behavior of the
system can be improved by tuning the control gain coefficients. Because the convergence
of the total control input of the system can be accelerated without an overshoot by increas-
ing the gain coefficient k1, the extra oscillations of the frequency caused by the overshoot
is eliminated, thus as in PIAC [69] the transient behavior of the frequency is improved.
Because the consensus of the marginal costs of the areas can be accelerated by increasing
the gain coefficient k3, the minimized control cost can be obtained faster. Furthermore,
the large-scale network can be controlled with a minimized cost more effectively than the
purely distributed control due to the number of areas is smaller that that of nodes in the
system.

However, Assumption (4.4.5) is still required in the theoretical analysis of asymptotic
stability of MLPIAC even though it is not required in the numerical simulations. How to
relax Assumption (4.4.5) theoretically still needs further consideration. Furthermore, there
usually are time-delays in the measurement of the frequency, inertias and damping coeffi-
cients and communications in practice, in which case the robustness of MLPIAC needs to
be evaluated.



5
TRANSIENT PERFORMANCE

ANALYSIS

In this chapter, for the proposed control laws, PIAC, GBPIAC and DPIAC, we investigate
the influence of the control parameters on the transient performance of the power systems.
The disturbance of power loads (variable power generation) are modelled by Gaussian
white noise and the H2 norm is used to measure the transient performance. It is hard to
analytically calculate the H2 norm for the power systems with heterogeneous parameters,
instead we analyze the H2 norms for the power systems with homogeneous parameters
which can provide us insights on the performance of these control laws. The analytical
result shows that in these control laws a trade-off between frequency deviation and control
cost is established, which is also demonstrated by case studies. This trade-off needs to be
resolved by determining the control gain coefficients. Comparison of these methods shows
that with the same control cost, PIAC is more efficient on suppressing the frequency devia-
tion than GBPIAC, and the performance of the distributed control law, DPIAC, converges
to that of GBPIAC as a control gain coefficient increases.

Parts of this chapter is based on:
K.Xi, H. X. Lin and J. H. van Schuppen. Transient Performance of Power Systems with Distributed Power-
Imbalance Allocation Control, to be submitted, 2018.
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5.1. INTRODUCTION
Concerning the transient performance of power systems, we have proposed a centralized
control method, Power-Imbalance Allocation Control (PIAC) in Chapter 3 and a multi-level
control law, Multi-Level Power-Imbalance Allocation Control (MLPIAC) in Chapter 4 for
secondary frequency control of power systems. In this chaper, we analyze the impact of
the control parameters of these control laws on the transient performance of the frequency
deviation and the control cost after a disturbance.

We model the disturbances at power loads (or generation) as Gaussian white noises,
and use the H2 norm for a linearization of the closed-loop systems to measure the transient
performance. This H2 norm has been widely used to investigate the transient performance
of linear systems and of power systems [42, 76–79].

Because of the heterogeneity of the parameters in the power system, e.g., inertias of
the synchronous machines and network topology, it is hard to calculate the corresponding
H2 norms analytically for MLPIAC. Instead, we investigate the transient performance of
the power system controlled by PIAC and by the two special cases of MLPIAC, namely
Gather-Broadcast Power-Imbalance Allocation Control (GBPIAC) and Distributed Power-
Imbalance Allocation Control (DPIAC). We calculate the H2 norms of the frequency de-
viation and control cost for the closed-loop systems of PIAC, GBPIAC and DPIAC with
homogeneous parameters. Through the analytical form of these norms, we find in these
control laws that a trade-off between the frequency deviation and control cost is established,
which is determined by the control parameters. The frequency deviation can be controlled
to a small range at the expense of control cost. We also compare the performance of these
three control laws. With the same control cost, PIAC is more efficient on suppressing the
frequency fluctuations than GBPIAC. As a control parameter of DPIAC goes to infinity, the
performance of DPIAC converges to that of GBPIAC.

This chapter is organized as follows. We first introduce notations and the H2 norm for a
linear input/output system with Gaussian white noise in Section 5.2, then calculate the H2

norms for the closed-loop systems of PIAC, GBPIAC and DPIAC and analyze the impact of
the control parameters on the transient performance of the frequency deviation, control cost
and the coherence of the marginal cost in Section 5.3, and finally conclude with remarks in
Section 5.5.

5.2. NOTATIONS & THE H 2 NORM
In this section, we introduce the notations for the power system (2.4) and the definition of
the H2 norm of a linear input/output system.

Denote the number of nodes in the sets VM ,VF ,VP and VK by nm ,n f ,np ,n respectively,
the total number of buses in the power system by nt . So n = nm+n f and nt = nm+n f +np .
We write a diagonal matrix β = diag({βi , i · · ·n}) ∈ Rn×n with βi ∈ R as diag(βi ). It is
convenient to introduce the matrices D = diag(Di ) ∈ Rn×n , M = diag(Mi ) ∈ Rn×n , α =
diag(αi ) ∈ Rn×n . Denote the identity matrix by In ∈ Rn×n . Note that Mi = 0 for i ∈ VF and
Mi > 0 for i ∈ VM . Denote the n dimension vector with all elements equal to one by 1n .
Denote θ = col(θi ) ∈Rnt , ω= col(ωi ) ∈Rn , P = col(Pi ) ∈Rnt , η= col(ηi ) ∈Rn ,ξ= col(ξi ) ∈
Rn . Here, col(·) denotes a column vector.

The H2 norm of the transfer matrix of a linear system is defined as follows.
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Definition 5.2.1 Consider a linear time-invariant system,

ẋ = Ax +B w, (5.1a)
y =C x, (5.1b)

where x ∈ Rn , A ∈ Rn×n is Hurwitz, B ∈ Rn×m , C ∈ Rz×n , the input is denoted by w ∈ Rm

and the output of the system is denoted by y ∈ Rz . The squared H2 norm of the transfer
matrix H of the linear plant model (A,B ,C ) from the input w to the output y is defined as

||H ||22 = tr(B T QoB) = tr(CQcC T ), (5.2a)

Qo A+ AT Qo +C T C = 0, (5.2b)

AQc +Qc AT +BB T = 0, (5.2c)

where tr(·) is the trace of a matrix, Qo ,Qc ∈ Rn×n are the observability Gramian of (C , A)
and controllability Gramian of (A,B) respectively [76],[77, chapter 2].

There are several interpretations of the H2 norm. When the input w is modeled as the
Gaussian white noise such that wi ∼ N (0,1) for all i = 1, · · · ,m, the matrix Qv =CQcC T is
the variance matrix of the output at the steady state, i.e.,

Qv = lim
t→∞E [y(t )yT (t )]

where E [·] denotes the expectation. Thus

||H ||22 = tr(Qv ) = lim
t→∞E [y(t )T y(t )]. (5.3)

When the input w is modelled as Dirac impulse with w(t ) = eiδ(t ) where ei ∈ Rm is a
vector with the i th component being one and others zero, and δ(t ) is a Dirac impulse. The
corresponding output to eiδ(t ) is denoted by yi ∈Rz for i = 1, · · · ,m. Then the squared H2

norm satisfies [80]

||H ||22 =
m∑

i=1

∫ ∞

0
yi (t )T yi (t )d t . (5.4)

which measures the sum of the L2 norm of the outputs.
The H2 norm can also be interpreted as the expected L2 norm of the output y with

w = 0 and a random initial condition x0 such that E [x0xT
0 ] = BB T , or equivalently,

||H ||22 =
∫ ∞

0
E [yT (t )y(t )]d t . (5.5)

The H2 norm has been often used to investigate the performance of secondary fre-
quency control methods , e.g., [42, 78, 79], to study the optimal virtual inertia placement in
Micro-Grids [81] and the synchrony level of power systems [80].

Since the phase angle difference θi j are usually small in practice, sinθi j can be approx-
imated by θi j , e.g., [16, 27]. Rewriting (2.4) into a vector form by replacing sinθi j by θi j ,
we obtain

θ̇ =ω (5.6a)
Mω̇=−Bθ−Dω+P +u. (5.6b)
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where B = (Bi j ) is a Laplacian matrix with Bi j being the effective susceptance of the line
connecting node i and j . When Pi is modeled as a constant with a disturbance, we can
obtain the same linear system as (5.6) by linearizing the system (2.4) at an equilibrium
point. So we model Pi as a disturbance directly such that Pi ∼ N (0,1) for i = 1, · · · ,n, in
this paper.

For the system (5.6), denote the squared H2 norm of the transfer matrix of (5.6) with
output y = ω by ||H(ω)||22, thus following (5.3), the expected value of ωT (t )ω(t ) at the
steady state is

||H(ω)||22 = lim
t→∞E [ω(t )Tω(t )],

and denote the squared H2 norm of the transfer matrix of (5.6) with output y = u by
||H(u)||22, thus the expected value of u(t )T u(t ) at the steady state is

||H(u)||22 = lim
t→∞E [u(t )T u(t )].

These two norms are used to measure the transient performance of the frequency deviation
ω(t ) and control cost u(t ) respectively.

5.3. THE TRANSIENT PERFORMANCE ANALYSIS
In this section, we calculate the H2 norms for the closed-loop systems of the PIAC, GBPIAC
and DPIAC control laws and analyze the transient performance of the system under these
control laws. First, we begin with recalling these three control laws. We consider the opti-
mization problem (2.10) with quadratic cost functions, which is rewritten as follows

min
{ui∈R,i∈VK }

∑
i∈VK

1

2
αi u2

i , (5.7a)

s.t .
∑
i∈V

Pi +
∑

i∈VK

ui = 0, (5.7b)

where αi > 0 is a constant.

Definition 5.3.1 (PIAC) Consider the power system (2.4) with the economic power dis-
patch problem (5.7), the Power-Imbalance Allocation Control (PIAC) law is defined as
[69]

η̇s =
∑

i∈VM∪VF

Diωi , (5.8a)

us =−k(
∑

i∈VM

Miωi +ηs ), (5.8b)

ui = αs

αi
us , i ∈ VK , (5.8c)

1

αs
= ∑

i∈VK

1

αi
. (5.8d)

where ηs ∈R is a state variable of the central controller, k is a positive control gain coeffi-
cient, αs is a constant calculated from αi , i = 1, · · · ,n.
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The GBPIAC is defined as a centralized dynamic control law as follows.

Definition 5.3.2 (GBPIAC) Consider the power system (2.4) with the economic power dis-
patch problem (5.7), the Gather-Broadcast Power-Imbalance Allocation Control (GBPIAC)
is defined as [82]

η̇s =
∑

i∈VM∪VF

Diωi , (5.9a)

ξ̇s =−k1(
∑

i∈VM

Miωi +ηs )−k2ξs , (5.9b)

ui = αs

αi
k2ξs , i ∈ VK , (5.9c)

1

αs
= ∑

i∈VK

1

αi
. (5.9d)

where ηs ∈R, ξs ∈R are state variables of the central controller, k1,k2 are positive control
gain coefficients, αi , αs are similar as in PIAC.

In order to compensate the power-imbalance quickly, k2 should be such that k2 ≥ 4k1

[82]. In this chapter, we set k2 = 4k1.
The DPIAC is defined as a distributed dynamic control law as follows.

Definition 5.3.3 (DPIAC) Consider the power system (2.4) with the economic power dis-
patch problem (5.7), define the Distributed Power-Imbalance Allocation Control (DPIAC)
as a dynamic controller of the form for node i ∈ VK [82],

η̇i = Diωi +k3
∑

j∈VK

li j (k2αiξi −k2α jξ j ), (5.10a)

ξ̇i =−k1(Miωi +ηi )−k2ξi , (5.10b)
ui = k2ξi , (5.10c)

where ηi ∈ R, ξi ∈ R are state variables of the local controller at node i , k1,k2 and k3 are
positive gain coefficients, (li j ) defines a weighted undirected communication network with
Laplacian matrix (Li j )

Li j =
{
−li j , i 6= j ,∑

k 6=i li k , i = j ,

and li j ∈ [0,∞) is the weight of the communication line connecting node i and node j . The
marginal cost at node i is αi ui = k2αiξi .

To simplify the calculation of the H2 norms, we make the following assumption.

Assumption 5.3.4 For PIAC, GBPIAC and DPIAC, assume that Mi = m, Di = d , αi = 1,
VF =;, VP =;. For DPIAC, assume that the topology of the communication network is the
same as the one of the power system such that L = B or equivalently,

Li j =
{
−Bi j , i 6= j ,∑

k 6=i Bi k , i = j ,

and set k2 = 4k1.
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Assumption 5.3.4 restricts our analysis for the power system with homogeneous param-
eters. From the practical point of view, the analysis with Assumption (5.3.4) is valuable,
which provides us insights on how to improve the transient behavior of the power system
by tuning the parameters. With Assumption (5.3.4), we have nt = nm = n and n f = np = 0,
and following the stability analysis [69, 82], the closed-loop systems of the PIAC, GBPIAC,
DPIAC control laws are all asymptotically stable. For the power systems with heteroge-
neous parameters, it is hard to calculate the norms analytically.

For the symmetric matrix L, we have the following lemma which will be used in the
following calculations.

Lemma 5.3.5 For the symmetric Laplacian matrix L ∈ Rn×n , there exist an invertible ma-
trix Q ∈Rn×n such that

Q−1 =QT , (5.11a)

Q−1LQ =Λ, (5.11b)

Q1 = 1p
n

1n , (5.11c)

where Q = [Q1, · · · ,Qn], Λ= diag(λi ) ∈Rn , Qi ∈Rn is the unit eigenvector of L correspond-
ing with eigenvalue λi , thus QT

i Q j = 0 for i 6= j . Because L1n = 0, λ1 = 0 is one of the
eigenvalues with unit eigenvector Q1.

In Subsection 5.3.1-5.3.3, we calculate the H2 norms of the frequency deviation and
control cost for PIAC, GBPIAC and DPIAC, and analyze the impact of the control param-
eters. The performance of PIAC, GBPIAC and DPIAC will be compared in subsection
5.3.4.

5.3.1. TRANSIENT PERFORMANCE ANALYSIS FOR PIAC
With Assumption (5.3.4), αi = 1 for all i ∈ V , the control input at node i is ui = us

n . We
obtain the closed-loop system of PIAC from (5.6) and (5.8) as follows

θ̇ =ω, (5.12a)

mInω̇=−Lθ−d Inω− k

n
(m1T

nω+ηs )1n +P, (5.12b)

η̇s = d1T
nω. (5.12c)

for which we have the following theorem for the H2 norms of the frequency deviation and
control cost.

Theorem 5.3.6 Consider the closed-loop system (5.12). The power loads (or generation)
P = col(Pi ) are modeled as Gaussian noise such that Pi ∼ N (0,1), the squared H2 norm of
the frequency deviation ω and control cost u are

||HP (ω)||22 =
n −1

2md
+ 1

2m(km +d)
, (5.13a)

||HP (u)||22 =
k

2
. (5.13b)
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Proof: Let Q ∈ Rn×n be defined as in Lemma (5.3.5) and let x1 = Q−1θ, x2 = Q−1ω, the
closed-loop system (5.12) becomes

ẋ1 = x2,

ẋ2 =− 1

m
Λx1 − d

m
In x2 −

k(m1T
n Qx2 +ηs )

nm
QT 1n + 1

m
QT P,

η̇s = d1T
n Qx2,

where Λ is the diagonal matrix as defined in Lemma (5.3.5). Following Lemma (5.3.5),
1n is an eigenvector of L corresponding to eigenvalue λ1 = 0, thus Q−11n = [

p
n,0, · · · ,0]T .

Hence, the dynamics of x1 and x2 can be decoupled as for i = 1,

ẋ11 = x21, (5.15a)

ẋ21 =−(
d

m
+k)x21 − k

m
p

n
ηs + 1

m
QT P, (5.15b)

η̇s = d
p

nx21, (5.15c)

and for i = 2, · · · ,n,

ẋ1i = x2i , (5.16a)

ẋ2i =−λi

m
x1i − d

m
x2i + 1

m
QT

i P, (5.16b)

The decoupled systems (5.15) and (5.16) are rewritten in a general form as (5.1) with

x =
x1

x2

ηs

 , A =

 0 I 0
− 1

mΛ − d
m In −kV − k

m
p

n
v

0 d
p

nvT 0

 ,B =
 0

1
m Q−1

0

 ,

where vT = [1,0, · · · ,0] ∈ Rn , V = diag(vi ) ∈ Rn×n with v1 = 1, v2 = ·· · = vn = 0. The
input P is a vector with all its components being Gaussian white noise as in (5.1). Since
the closed-loop system (5.12) is asymptotically stable, it can be easily obtained that A is
Hurwitz regardless the rotations of the phase angle θ.

For the transient performance of ω(t ), we set y = ω = Qx2 and C = [0,Q,0,0], the
observability Gramian of (C , A) is in the form

Qo =
Qo11 Q012 Qo13

Qo21 Qo22 Qo24

Qo31 Qo32 Qo33

 .

Then, we obtain the squared norm of ω(t ) in PIAC as

||HP (ω)||2 = tr(B T QoB) = tr(QQo22QT )

m2 = tr(Qo22)

m2 , (5.17)

So we only need to calculate the trace of Qo22 ∈Rn×n . Since

C T C =
0 0 0

0 In 0
0 0 0

 ,
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only includes an identity matrix, the diagonal elements Qo22(i , i ) of Qo22 can be calculated
by solving the observability Gramian Q̃i of (Ci , Ai ) such that

Q̃1 A1 + AT
1 Q̃1 +C T

1 C1 = 0,

where

A1 =

0 1 0
0 − d

m −k − k
m
p

n
0 d

p
n 0

 ,C T
1 =

0
1
0

 ,

and

Q̃i Ai + AT
i Q̃i +C T

i Ci = 0, i = 2, · · · ,n,

where

Ai =
[

0 1

−λi
m − d

m

]
,C T

i =
[

0
1

]
.

The diagonal elements of Qo22 satisfies that Qo22(i , i ) = Q̃i (2,2) for i = 1, · · · ,n. By solving
the observability Gramian of (Ci , Ai ) for i = 1, · · · ,n, we obtain

tr(B T QoB) = n −1

2md
+ 1

2m(km +d)
(5.18)

which results in (5.13a) subsequently. With the same procedure, we set y = us (t ) =−k(m1T
nω+

ηs ) =−k(m
p

nx21 +ηs ) and C = [0,km
p

nvT ,k] ∈R2n+1, we derive

||HP (us )||22 =
kn

2
.

Because ui = us
n for i = 1, · · · ,n and u(t )T u(t ) =∑n

i=1 u2
i , we obtain (5.13b). ■

Theorem (5.3.6) indicates that as k increases, the frequency deviations decrease while
the control cost increases. Thus, a trade-off between the frequency deviation and control
cost must be resolved by selecting a control law coefficient k. In the right hand side of
(5.13a), the first term depends on the primary control and the second one depends on the
secondary control, which verifies that the decomposition of the dynamics of the power
system into three sub-processes is reasonable [69]. It follows from (5.13a) that

lim
k→∞

||HP (ω)||22) = n −1

2md
,

which indicates that the frequency deviation cannot be arbitrarily small even though k is
sufficiently large at the expense of the control cost.

5.3.2. TRANSIENT PERFORMANCE ANALYSIS FOR GBPIAC
By Assumption (5.3.4), we derive the control input at node i as ui = 1

n k1ξs in (5.9). With
the notations in Section 5.2 and Assumption (5.3.4), and the setting k2 = 4k1, we obtain



5.3. THE TRANSIENT PERFORMANCE ANALYSIS

5

95

from (5.6) and (5.9) the closed-loop system of GBPIAC written in a vector form as follows.

θ̇ =ω, (5.19a)

mInω̇=−Lθ−d Inω+ 4k1ξs

n
1n +P, (5.19b)

η̇s = d1T
nω, (5.19c)

ξ̇s =−k1m1T
nω−k1ηs −4k1ξs . (5.19d)

For the transient performance of the frequency deviation ω(t ) and the control cost u(t )
in GBPIAC, the following theorem can be proved.

Theorem 5.3.7 Consider the closed-loop system (5.19), where power generation (or loads)
P = col(Pi ) are modeled as Gaussian white noise such that Pi ∼ N (0,1), the squared H2

norm of the frequency deviation ω and control inputs u are

||HG (ω||22 =
n −1

2md
+ d +5mk1

2m(2k1m +d)2 , (5.20a)

||HG (u)||22 =
k1

2
. (5.20b)

Proof: This proof is similar to the one of Theorem (5.3.6). With the linear transform
x1 = Q−1θ, x2 = Q−1ω where Q is defined in Lemma (5.3.5), we derive from (5.19) that

ẋ1 = x2,

ẋ2 =− 1

m
Λx1 − d

m
In x2 + 4k1ξs

mn
Q−11n + 1

m
Q−1P,

η̇s = d1T
n Qx2,

ξ̇s =−k1m1T
n Qx2 −k1ηs −4k1ξs .

where Λ is the diagonal matrix defined in Lemma (5.3.5). Since 1n is an eigenvector of
L corresponding to λ1 = 0, we obtain Q−11n = [

p
n,0, · · · ,0]T . Thus the components of x1

and x2 can be decoupled as for i = 1,

ẋ11 = x21, (5.22a)

ẋ21 =− d

m
x21 + 4k1

m
p

n
ξs + 1

m
QT

1 P, (5.22b)

η̇s = d
p

nx21, (5.22c)

ξ̇s =−k1m
p

nx21 −k1ηs −4k1ξs (5.22d)

and for i = 2, · · · ,n,

ẋ1i = x2i , (5.23a)

ẋ2i =−λi

m
x1i − d

m
x2i + 1

m
QT

i P, (5.23b)
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We rewrite the decoupled systems of (5.22) and (5.23) in the general form as (5.1) with

x =


x1

x2

ηs

ξs

 , A =


0 I 0 0

− Λ
m − d

m In 0 4k1
m
p

n
v

0 d
p

nvT 0 0
0 −k1m

p
nvT −k1 −4k1

 ,B =


0

Q−1

m
0
0

 ,

where vT = [1,0, · · · ,0] ∈Rn . The H2 norm of a state variable e.g., the frequency deviation
and the control cost, can be determined by setting the output y equal to that state variable.
Because the closed-loop system (5.19) is asymptotically stable, A is Hurwitz regardless the
rotations of the phase angle θ.

For the transient performance of ω(t ), setting y = ω = Qx2 and C = [0,Q,0,0] and fol-
lowing (5.2), we obtain the observability Gramian Qo of (C , A) (5.2b) in the form,

Qo =


Qo11 Qo12 Qo13 Qo14

Qo21 Qo22 Qo24 Qo25

Qo31 Qo32 Qo33 Qo34

Qo41 Qo42 Qo43 Qo44

 .

Thus,

||HG (ω)||22 = tr(B T QoB) = tr(QQo22QT )

m2 = tr(Qo22)

m2 . (5.24)

Because

C T C =


0 0 0 0
0 In 0 0
0 0 0 0
0 0 0 0

 ,

the diagonal elements Qo22(i , i ) of Qo22 can be calculated by solving the observability
Gramian Q̃i of (Ci , Ai ) which satisfies

Q̃1 A1 + AT
1 Q̃1 +C T

1 C1 = 0

where

A1 =


0 1 0 0

0 − d
m 0 4k1

m
p

n
0 d

p
n 0 0

0 −k1m
p

n −k1 −4k1

 ,C T
1 =


0
1
0
0


and

Q̃i Ai + AT
i Q̃i +C T

i Ci = 0, i = 2, · · · ,n,

where

Ai =
[

0 1

−λi
m − d

m

]
,C T

i =
[

0
1

]
.
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In this case, the diagonal elements of Qo22 satisfies Qo22(i , i ) = Q̃i (2,2) for i = 1, · · · ,n. We
thus derive from the observability Gramian Q̃i that

tr(B T QoB) = n −1

2md
+ d +5mk1

2m(2k1m +d)2 , (5.25)

which yields (5.20a) directly. Similarly by setting y = us (t ) = 4k1ξs (t ) and C = [0,0,0,4k1],
we derive the norm of us (t ) as

||HG (us )||22 =
k1n

2
, (5.26)

Because ui = us
n for i = 1, · · · ,n and ||u(t )||2 = u(t )T u(t ) =∑n

i u2
i (t ), we further derive the

norm (5.20b) of the control cost u(t ). ■
It can be observed from Theorem (5.3.7) that the influence of k1 on the transient per-

formance of the system in GBPIAC is quite similar to that of k in PIAC. The frequency
deviation decrease as k1 increase which however increase the control cost. Thus, a trade-off
between the frequency deviation and control cost can also be determined by k1 in GBPIAC.
As in Theorem (5.3.6), the norm of the frequency deviation ω(t ) in (5.20a) also includes
two terms, the first term on the right-hand side describes the relative oscillations and the sec-
ond one describes the abstract frequency deviation. Since the relative oscillations described
by the first term on the right-hand side of (5.20a) cannot be influenced by the secondary
controllers, the frequency deviation cannot be controlled within an arbitrarily small range.

Remark 5.3.8 As k1 goes to infinity, the norm of the control cost also goes to infinity.
However, for a deterministic disturbance, the control cost will converge to a value that
depends on the disturbance which will be demonstrated in the simulations in Section 5.4.

5.3.3. TRANSIENT PERFORMANCE ANALYSIS FOR DPIAC
With Assumption (5.3.4), we derive the closed-loop system of DPIAC from (5.6) and (5.10)
as

θ̇ =ω, (5.27a)
Mω̇=−Lθ−Dω+4k1ξ+P (5.27b)
η̇= Dω+4k1k3Lξ, (5.27c)

ξ̇=−k1Mω−k1η−4k1ξ. (5.27d)

Note that L = (Li j ) ∈ Rn×n is the Laplacian matrix of the power network and also of the
communication network. Because the differences of the marginal cost can be fully repre-
sented by 4k1Lξ(t ), we use the squared norm of (4k1Lξ(t )) to measure the coherence of the
marginal cost in DPIAC. Denote the squared H2 norm of the transfer matrix of (5.27) with
output y = 4k1Lξ by ||H(4k1Lξ)||2, thus the expected value of (4k1ξ)T (4k1ξ) at the steady
state is

||H(4k1Lξ)||22 = lim
t→∞E [(4k1Lξ)T (4k1Lξ)]. (5.28)

In this subsection, we also calculate the squared H2 norm of 4k1Lξ as an additional metric
of the influence of k3 on the control cost.
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The following theorem states the properties of the H2 norm of the frequency deviation,
control cost and the coherence of the marginal cost in DPIAC.

Theorem 5.3.9 Consider the closed-loop system (5.27) where power generation (or loads)
P = col(Pi ) are modeled as the Gaussian white noise with Pi ∼ N (0,1) for i = 1, · · · ,n, the
squared H2 norm of the frequency deviation ω(t ), control inputs u(t ) and 4k1Lξ are

||HD (ω)||22 =
d +5mk1

2m(2k1m +d)2 + 1

2m

n∑
i=2

b1i

ei
, (5.29a)

||HD (u)||22 =
k1

2
+

n∑
i=2

b2i

ei
, (5.29b)

||HD (4k1Lξ)||22 =
n∑

i=2

λ2
i b2i

m2ei
, (5.29c)

where

b1i =λ2
i (4k2

1k3m −1)2 +4dmk3
1 +k1(d +4k1m)(4dλi k1k3 +5λi +4dk1),

b2i = 2dk3
1(d +2k1m)2 +2λi k4

1m2(4k1k3d +4),

ei = dλ2
i (4k2

1k3m −1)2 +16dλi k4
1k3m2 +d 2λi k1 +4k1(d +2k1m)2(dk1 +λi +dλi k1k3).

Proof: Let Q ∈ Rn×n be defined as in Lemma (5.3.5) and let x1 = Q−1θ, x2 = Q−1ω, x3 =
Q−1η, x4 =Q−1ξ, we obtain the closed-loop system in the general form as (5.1) with

x =


x1

x2

x3

x4

 , A =


0 I 0 0

− 1
mΛ − d

m In 0 4k1
m In

0 d In 0 4k1k3Λ

0 −k1mIn −k1In −4k1In

 ,B =


0

Q−1

M
0
0

 .

whereΛ is the diagonal matrix defined in Lemma (5.3.5). The block matrices in A are either
zero matrix or diagonal matrix, so the components of the vector x1 ∈ Rn , x2 ∈ Rn , x3 ∈
Rn , x4 ∈Rn can be decoupled.

With the same method for obtaining (5.25) in the proof of Theorem (5.3.7), for the
norm of the frequency deviation ω(t ), setting y = ω = Qx2, C = [0,Q,0,0] and with the
same method for obtaining (5.25), we derive (5.29a). For the norm of the control cost u(t ),
setting y(t ) = u(t ) = 4k1ξ(t ) and C = [0,0,0,4k1Q], we derive (5.29b). For the coherence
measurement of the marginal cost, ||4k1Lξ(t )||2, setting y = 4k1Lξ and C = [0,0,0,4k1LQ],
we derive (5.29c). ■

In the following part of this subsection, we analyze the impact of k1 and k3 on the
transient performance of the frequency deviation, control cost and marginal cost coherence
in DPIAC based on Theorem (5.3.9),

THE FREQUENCY DEVIATION
Let us focus on the influences of k1 and k3 on the frequency deviation respectively. When
k3 is fixed, we derive from (5.29a) that

lim
k1→∞

||HD (ω)||22 =
1

2m

n∑
i=2

λ2
i k2

3

dλ2
i k2

3 +d(1+2λi k3)
,
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which indicates that when k3 is a nonzero constant, even with a large gain coefficient k1,
the frequency deviations cannot be decreased anymore. This is consistent with PIAC and
GBPIAC. However, when k3 = 0, we derive

||HD (ω)||22 ∼O(k−1
1 ), (5.32)

which states that with a sufficiently large k1 in the decentralized control without coordina-
tion, the frequency deviation can be controlled within an arbitrarily small range. But this
sacrifices the control cost of the entire network, which will be further explained later. So
similar to the PIAC and GBPIAC control laws, if the economic power dispatch is consid-
ered, the frequency deviation cannot be controlled to an arbitrarily small range in DPIAC.

Remark 5.3.10 (5.32) indicates that if all the nodes in the network are equipped with the
secondary frequency controllers, the frequency deviation can be controlled to any prespec-
ified range even without communications. However, as k in PIAC, k1 cannot be arbitrarily
large, which depends on the response time of the control devices [6].

Remark 5.3.11 This analysis is based on Assumption (5.3.4) which requires that each node
in the network is equipped with a secondary frequency controller. However, for the power
systems without all the nodes equipped with the secondary frequency controllers, the dis-
turbance from the node without a controller must be compensated by some other nodes with
controllers. In that case, the equilibrium of the system is changed and oscillation can never
be avoided even though the controllers of the other nodes are sufficiently sensitive to the
disturbances.

It can be easily observed from (5.29a) that when k1 is fixed, the order of k3 in the term
b1i is two which is the same as in the term ei , so k3 has little influences on the frequency
deviation.

THE CONTROL COST
We first analyze the influence of k1 on the cost and then that of k3.

For any k3 ≥ 0, we derive from (5.29b) that

||HD (u)||22 ∼O(k1).

which indicates that the control cost goes to infinity as k1 increases. Further with Remark
(5.3.10), we conclude that the control cost always conflicts with the frequency deviation.
Hence, a trade-off should also be determined to obtain the desired frequency deviation with
an acceptable control cost.

From (5.29b), we obtain that

||HD (u)||22 ∼
k1

2
+O(k1k−1

3 ),

where the second term in the right hand side is positive. It shows that as k3 increases,
the control cost decreases. This is because as k3 increases, the consensus speed of the
marginal cost is accelerated which deceases the control cost. Because k3 has little influence
on the frequency deviation, the control cost can be decreased by k3 without sacrificing the
frequency deviation much.
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THE COHERENCE OF THE MARGINAL COSTS
The coherence of the marginal cost which is measured by the norm of ||HD (4k1Lξ)||2. From
(5.29c), we obtain

||HD (4k1Lξ)||22 =O(k−1
3 )

which confirms that the consensus speed can be increased by increasing k3.

Remark 5.3.12 In practice, similar to k1, the coefficient k3 depends on the communica-
tion devices and cannot be arbitrarily large. In addition, the communication delay also
influences the transient performance of the marginal cost, which still needs further investi-
gation.

So we have confirmed, for the power system controlled by DPIAC with Assumption
(5.3.4), that:

(i) as k1 increases, the frequency deviation decreases while the control cost increases.

(ii) as k3 increases, the consensus speed of the marginal cost is accelerated and the con-
trol cost is decreased, which however does not influence so much to the frequency
deviation.

Hence, the trade-off between the frequency deviation and the control cost can be determined
by k1 and k3 in DPIAC.

5.3.4. COMPARISON OF PIAC, GBPIAC AND DPIAC
In this subsection, we compare the performance of the PIAC, GBPIAC and DPIAC control
laws. As will be shown, the performance of DPIAC converges to that of GBPIAC, so we
only investigate the differences between PIAC and GBPIAC, and between GBPIAC and
DPIAC.

THE PIAC AND GBPIAC CONTROL LAWS
These two control laws are both centralized control. From Theorem (5.3.6) and (5.3.7),
when the control cost for them are identical, i.e.,

||HP (u)||2 = ||HG (u)||2,

we derive k1 = k which results in

||HP (ω)||2 < ||HG (ω)||2.

So with the same control cost, the expected frequency deviation of PIAC is smaller than
GBPIAC. This shows that PIAC is more efficient on suppressing the frequency deviation
than GBPIAC.

Remark 5.3.13 As introduced in [82], the GBPIAC and DPIAC control laws can be ap-
plied in the MLPIAC control law which takes the advantages of the centralized and dis-
tributed control architectures. However, in contrast to GBPIAC, the PIAC method cannot
be implemented together with DPIAC to minimize the control cost of the entire network.
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DPIAC1 DPIAC2 PIAC

S1 S2 S3 S4

Line 2Line 1 Line 3

Figure 5.1: Implementation of PIAC and DPIAC in a power system.

This is because the combination of PIAC and DPIAC cannot improve the transient perfor-
mance of the marginal costs. But PIAC is compatible with DPIAC in such a way that DPIAC
is implemented over the regions with cooperations while PIAC is implemented in the other
regions without cooperations. As shown in Fig. (5.1), the four subsystems are coupled by
line 1, line 2 and line 3. With a scheduled power flow in line 2, the control cost of the region
consisting of S1 and S2 can be minimized by DPIAC and the one of the region consisting of
S3 and S4 can be minimized by PIAC, while the control cost of the entire system including
Si , i = 1, · · · ,4, cannot be minimized due to the scheduled power flow in line 2. Note that
each line coupling the subsystems in Fig. (5.1) may be a set of lines connecting the buses
between the subsystems.

THE GBPIAC AND DPIAC
These two methods can be combined to form the MLPIAC method [82]. With a positive
k1, we can easily obtain from (5.20b) and (5.29b) that

||HG (u)|| < ||HD (u)||. (5.35)

which is due to the differences of the marginal cost at the transient phase. The difference
of the control cost between these two control laws can be decreased by accelerating the
consensus speed of the marginal cost as explained in the previous subsection. In fact, from
(5.29a) and (5.29b) we derive that

lim
k3→∞

||HD (ω)||22 =
n −1

2md
+ d +5mk1

2m(2k1m +d)2 = ||HG (ω)||2,

lim
k3→∞

||HD (u)||22 =
k1

2
= ||HG (u)||2.

Hence, as k3 goes to infinity, the transient performance of the frequency deviation in DPIAC
converges to the one in GBPIAC.

5.4. CASE STUDY
In this section, we evaluate the impact of the control parameters on the transient behavior
of the frequency and marginal cost for GBPIAC and DPIAC through simulations on the
IEEE 39-bus test system as in Fig. (5.2). The trade-off between the frequency deviation
and control cost determined by the control parameters will be demonstrated. Because PIAC
and GBPIAC are both centralized control, the role of k1 and k1 are similar, the trade-off in
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PIAC is similar as in GBPIAC, which will not be studied in this section. The data of the test
system are from [67]. All the setting of parameters for GBPIAC and DPIAC are the same
as in Section 4.6 of Chapter 4 as follows. In the system, Assumption 5.3.4 is not satisfied,
where Mi , αi are heterogeneous.

Figure 5.2: IEEE New England test power system

The system consists of 10 generators, 39 buses, which serves a total load of about 6 GW.
The voltage at each bus is a constant which is derived by power flow calculation with PSAT
[22]. There are 49 nodes in the network including 10 nodes of generators and 39 nodes
of buses. In order to involve the frequency dependent power sources, we change the buses
which are not connected to synchronous machines into frequency dependent loads. Hence
VM = {G1,G2,G3,G4,G5,G6,G7,G8,G9,G10}, VP = {30,31,32,33,34,35,36,37,38,39} and
the other nodes are in set VF . The nodes in VM ∪ VF are all equipped with secondary fre-
quency controllers such that VK = VM ∪VF . We remark that each synchronous machine is
connected to a bus and its phase angle is rigidly tied to the rotor angle of the bus if the
voltages of the system are constants, e.g., the classical model of synchronous machine [11].
Thus the angles of the synchronous machine and the bus have the same dynamics. The
droop control coefficients are set to be Di = 70 (p.u./p.u. frequency deviation) for all i ∈ VM

and Di = 1 p.u for all i ∈ ∪VF under the power base 100 MVA and frequency base 60 Hz.
The economic power dispatch coefficient αi = 1/βi where βi is generated randomly with
a uniform distribution on (0,1). The communication network is assumed to be a spanning
tree network as shown by the red lines in Fig. 5.2 and the requirement on the communi-
cation network in Assumption (4.2.3) is satisfied with the spanning tree network. For the
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GBPIAC method, the entire network is controlled as a single region. We set li j = 1 if node
i and j are connected by a communication line in DPIAC (4.11). Note that the topology
of the communication network and the weight li j also influence the transient behaviors,
which however is not the main concern of this chapter. In the simulations, the system is
initially in a supply-demand balanced state at the nominal frequency f ∗ = 60 Hz. At time
t = 5 second, a step-wise increase of 66 MW of the loads at each of the buses 4, 12 and
20, amounting to a total power imbalance of 198 MW, causes the frequency to drop below
the nominal frequency. We study the L2 norm of the frequency deviation and control cost,
which reflect the H2 norm as integrated in (5.5).

In the following, we explain how the trade-off between the frequency deviation and the
control cost can be determined by the control coefficient k1 and k3.

Gain coefficient k1
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Figure 5.3: (a). The cost S of frequency deviations and the cost C of the control input as functions of k1 (see
(5.37) and (5.38). The results are of the GBPIAC method. (b). S and C as functions of k3. The results are of the
DPIAC method.

Following the objective of the optimal control in Appendix A.2, which is actually a
trade-off between the frequency deviation and control cost, we calculate the frequency de-
viation of the nodes in VM ∪VF during the transient by

S = ∑
i∈VM∪VF

∫ T0

0
ω2

i (t )d t (5.37)

and the control cost by

C = ∑
i∈VM∪VF

∫ T0

0

1

2
αi u2

i (t )d t (5.38)

where the simulation time T0 is taken to be 50 seconds in our case. Because the role of k1

in GBPIAC is the same as that in DPIAC, we only study the impact of k1 on the transient
performance in GBPIAC.

Fig. 5.3a shows the control cost C and the frequency deviation S as functions of k1. It
can be observed in Fig. 5.3a that as k1 increases, the control cost over the transient phase
also increases while the frequency deviations S decreases. In an extreme case where the
frequency deviation is required to be arbitrarily small, the k1 must be arbitrarily large. On
the contrast, if the control cost is required to be small, k1 should be close to zero where
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the frequency deviation will be very large. This verifies the analysis of the influences of
k1 on the transient performance in Section 5.3. Fig. 5.3b indicates that k3 does not have
as much influence to the frequency deviation S as to the control cost C . As k3 increases,
the consensus speed increases leading to a small control cost. Hence, the trade-off can be
resolved by the control gain coefficients.

In this case study, we conclude that the influences of the control parameters in the power
systems with heterogeneous parameters are similar as in the power system with homoge-
neous parameter, which still needs further theoretical analysis.

5.5. CHAPTER CONCLUSION
In this chapter, we investigated the influence of the control parameters of the PIAC, DPIAC
and GBPIAC control laws on the transient behavior of the power systems. The H2 norm
is used to measure the transient performance. We have found that a trade-off between the
frequency deviation and control cost has been established in these methods. The conver-
gence of the total control input can be accelerated by increasing a control gain coefficient,
which leads to a small frequency deviation without overshoot problem. However, this re-
quires a high control cost. Specially, in DPIAC, the consensus of the marginal cost can
also be accelerated by increasing another gain coefficient, which decreases the control cost.
Hence, as in optimal control of power systems, a trade-off between the the control cost and
frequency deviations can be determined by the parameters.

The calculation of the H2 norms are valid for the power systems with homogeneous
parameters. To generalize our findings for power systems with heterogeneous parameters
and for MLPIAC, the influences of these control gain coefficients on the transient perfor-
mance still need further investigation. In addition, there usually are noises and delays in the
measurement of the frequency and communications in practice, which are neglected in this
chapter. How these factors influence the transient behaviors of the frequency and marginal
cost will be studied further.



6
SYNCHRONIZATION OF CYCLIC

POWER GRIDS

Synchronization is essential for the proper functioning of power grids, we investigate the
synchronous states and their stability for cyclic power grids. We calculate the number
of stable equilibria and investigate both linear and nonlinear stability of the synchronous
state. The linear stability analysis shows that the stability of the state, determined by the
smallest nonzero eigenvalue, is inversely proportional to the size of the network. We use the
energy barrier to measure the nonlinear stability and calculate it by comparing the poten-
tial energy of the type-1 saddles with that of the stable synchronous state. We find that the
energy barrier depends on the network size (N ) in a more complicated fashion compared to
the linear stability. In particular, when the generators and consumers are evenly distributed
in an alternating way, the energy barrier decreases to a constant when N approaches in-
finity. For a heterogeneous distribution of generators and consumers, the energy barrier
decreases with N . The more heterogeneous the distribution is, the stronger the energy bar-
rier depends on N . Finally, we find that by comparing situations with equal line loads in
cyclic and tree networks, tree networks exhibit reduced stability. This difference disappears
in the limit of N →∞. This finding corroborates previous results reported in the literature
and suggests that cyclic (sub)networks may be applied to enhance power transfer while
maintaining stable synchronous operation.

Parts of this chapter have been published in:
K. Xi, J. L. A. Dubbeldam and H. X. Lin. Synchronization of Cyclic Power Grids: Equilibria and Stability of the
Synchronous State. Chaos 27, 013109 (2017).
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6.1. INTRODUCTION
The electrical power grid is a fundamental infrastructure in today’s society and synchro-
nization is essential for the proper functioning of the power grid. The current transition to
a more distributed generation of energy by renewable sources, which are inherently more
prone to fluctuations, poses even greater challenges to the functioning of the power grid.
As the contribution of renewable energy to the total power being generated is surging, it
becomes more challenging to keep the synchronization against large disturbances.

In power grids, the topology of the network and the distribution of power generation
and consumption play important roles on the synchronization [19, 51, 59, 83–87]. The
linear stability of the synchronized state against small size disturbances has been widely
studied using the master stability formalism of Pecora and Carroll [88], e.g., [51, 59, 84,
87]. Complementary work on large disturbances was described by Menck et al. [51] with
the concept of basin stability which was applied to estimate the basin of attraction of the
synchronous state. In practice, the significance of stable operation of the power grid was
acknowledged long ago and has led to general stability studies for the power grid using
direct methods [53, 54, 89], which focus on the potential energy landscape of nonlinear
power systems.

The primary interest of this chapter is to study the influence of cycles and of the distri-
bution of generators and consumers on the synchronization. In particular, we study cyclic
power grids to analyze the impact of the size of the cycle and of the heterogeneity of the
power distribution on the synchronization.

We focus on the potential energy landscape of the nonlinear systems and use the energy
barrier to measure the nonlinear stability. The energy barrier prevents loss of synchro-
nization and is defined as the potential energy difference between the type-1 equilibria
and the corresponding stable equilibrium. Starting from the commonly used second-order
swing equations, we reduce our model to a system of first-order differential equations us-
ing the techniques developed by Varaiya and Chiang [23, 54] to find stability regions for
synchronous operation of electric grids after a contingency. After this reduction we are left
with a first-order Kuramoto model with nearest neighbor coupling.

For the case of a cyclic power grid with a homogeneous distribution of power generation
and consumption, we derive analytical expressions for the stable equilibria and for their
number, which generalize earlier work of DeVille [90]. Furthermore, we investigate the
more general case with random distributions of generators and consumers numerically. To
this end we develop a novel algorithm that allows fast determination of the stable equilibria,
as well as the saddle points in the system.

Subsequently, the stability of the equilibria is studied both using linearization tech-
niques for linear stability and direct (energy) methods for determining the nonlinear sta-
bility. By comparing our stability results for different network sizes we show that the
linear stability properties differ greatly from the energy barrier obtained by direct meth-
ods when the system size increases. More specifically, the linear stability, measured by
the first nonzero eigenvalue approximately scales with the number of nodes (N ) as 1/N .
This is consistent with the findings by Lu et al. [91] on the linear stability of a chain or
cyclic network. However, this is in contrast to the nonlinear stability result in this study,
which shows that the potential energy barrier decreases to a nonzero value for N →∞. For
large size cyclic power grids, small perturbations of the power supply or consumption may
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lead to desynchronization. Moreover, comparison of a ring topology with a tree topology
reveals enhanced stability for the ring configuration. This result suggests that the finding
that dead-ends or dead-trees diminish stability by Menck et al. [51] can be interpreted as
a special case of the more general fact that tree-like connection desynchronizes easier than
ring-like connection. This confirms the earlier result in [92, 93] that forming small cycles
can increase the stability of the synchronous state. However, it does not mean stability can
be increased by arbitrary adding more cycles in the network because of the well-known
Braess’ paradox which has also been found in power systems [86, 87]. In this situation, the
stability of the synchronous state decreases after the introduction of additional lines to the
network. Hence when a cycle is added to the network to improve the stability, the Braess’s
paradox should be avoided.

The chapter is organized as follows. We define the model in section II and calculate the
(number of) stable equilibria of cyclic networks in section III. We next analyze the linear
stability of the synchronous states in section IV and the nonlinear stability in section V.
Finally we conclude with a summary of our results in section VI.

6.2. THE MODEL
We consider the second order Kuramoto model defined by the following differential equa-
tions

d 2δi

d t 2 +αdδi

d t
+K

∑
j

Ai j sin(δi −δ j ) = Pi , (6.1)

where the summation is over all N nodes in the network. In Eq. (6.1) δi is the phase of the
i−th generator/load and Pi is the power that is generated (Pi > 0) or consumed (Pi < 0) at
node i and α > 0 is the damping parameter that we take equal for all nodes. The link or
coupling strength is denoted by K and Ai j is the coefficient in the adjacency matrix of the
network. The model also is called second-order Kuramoto model, see e.g., [51, 84, 94–96].

When we consider the case of a ring network, Eq. (6.1) reduce to

d 2δi

d t 2 +αdδi

d t
+K [sin(δi −δi+1)+ sin(δi −δi−1)] = Pi , (6.2)

with i = 1,2, . . . , N . In writing Eq. (6.2) we assumed that δN+i = δi . We usually rewrite the
second-order differential equations as the first-order system

δ̇i =ωi ,

ω̇i = Pi −αωi −K [sin(δi −δi+1)+ sin(δi −δi−1)]. (6.3)

Note that in an equilibrium, the total consumption equals to the total amount of generation,
i.e.,

∑N
i=1 Pi = 0.

The line load of a line is defined as follows

Li , j = K |sin(δi −δ j )|, (6.4)

which measures the power transmitted by the line connecting node i and node j .
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In this chapter, we focus on the power distribution with the form

Pi = (−1)i+1P +ξi , i = 1,2, . . . N −1.

ξi ∈ N (0,σ), and
N∑

i=1
Pi = 0, (6.5)

where N (0,σ) is the normal distribution with standard deviation σ ≥ 0 and mean 0, and
(ξ1, . . . ,ξN−1) are independent and that ξN = −∑N−1

j=1 ξ j . We refer the model with σ = 0
as the homogeneous model in which power P is generated at the odd nodes and −P is
consumed at the even nodes, i.e.,

Pi = (−1)i+1P. (6.6)

Further, we refer the model with σ> 0 as the heterogeneous model which is obtained by a
Gaussian perturbation of the homogeneous model. The degree of heterogeneity of Pi in the
heterogeneous model is measured by σ.

To investigate the linear stability of the synchronous (equilibrium) state, Eqs. (6.3)
are linearized around an equilibrium state (δs

i ,0), i = 1, . . . , N . Using vector notation
δ = (δ1, . . . ,δN )T and ω = (ω1, . . . ,ωN )T , the linearized dynamics is given by the matrix
differential equation (

δ̇

ω̇

)
=

(
0 IN

L −α
)(

δ

ω

)
= J

(
δ

ω

)
, (6.7)

with L the (negative) Laplacian matrix defined by

Li ,i−1 = K cos(δi −δi−1),

Li ,i+1 = K cos(δi −δi+1),

Li ,i =−K [cos(δi −δi−1)+cos(δi −δi+1)]. (6.8)

The eigenvalues of L, denoted by λi , are related to the eigenvalues of J , denoted by µi ,
according to the following equation

µi± =−α
2
±1

2

√
α2 +4λi , i = 1,2, . . . , N −1. (6.9)

These 2N −2 eigenvalues are supplemented by two eigenvalues 0; one corresponding to a
uniform frequency shift, the other to a uniform phase shift. For α> 0, the real part of µi±
is negative if λi < 0. The type- j equilibria are defined as the ones whose Jacobian matrix
J have j eigenvalues with a positive real part.

6.3. THE EQUILIBRIA OF RING NETWORKS
In this section, we study a ring network consisting of an even number of nodes (N ) with N /2
generators and N /2 consumers, e.g., as shown in Fig. 6.1. The phase differences between
neighbors are

θ1 ≡ δ1 −δN (mod 2π), θi+1 ≡ δi+1 −δi(mod 2π).
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Figure 6.1: A ring network with alternating consumer and generator nodes. Circle nodes are generators and
square nodes are consumers.

To find the equilibrium points we set (δi , δ̇i ) = (δs ,0) in Eqs. (6.3) from which we find
the following equations for θi ,

sinθi − sinθi+1 = Pi /K , i = 1, · · · , N (6.10)

which is the power flow equation for this ring network.
Because all phase differences θi are restricted to one period of θi , the following addi-

tional requirement holds

N∑
i=1

θi = 2mπ, m ∈ {−bN /2c, . . . ,−1,0,1, . . . ,bN /2c}, (6.11)

where bN /2c denotes the floor value of N /2, that is, the largest integer value which is
smaller than or equal to N /2. Each equilibrium corresponds to a synchronous state whose
stability we wish to determine. We first calculate the number of stable equilibria of the
homogeneous model. Note that these equilibria correspond to phase-locked solutions of a
first-order Kuramoto model that was explored by DeVille [90] for the case P = 0. In the
following three subsections, we first present an algorithm for finding all type-j equilibria of
the power system, then we derive an analytical formula of the equilibria of the homogeneous
model. Finally, we investigate the effect of the distribution of Pi on the equilibria of the
heterogeneous model.

6.3.1. AN ALGORITHM FOR FINDING ALL TYPE- j EQUILIBRIA
The equilibria of the cyclic power grids without any power generated and consumed, i.e.,
P1 = P2 = ·· · = PN = 0, have been derived by DeVille [90]. Here, we determine all the
type- j equilibria of general cyclic power grids with some power generated at some nodes,
e.g., Pi 6= 0. As described in Theorem (6.4.1) which will be present in Section 6.4.1, if all
the phase differences have positive cosine values, the related equilibria are stable and can
be obtained directly by solving the following equations

N∑
i
θi = 2mπ, (6.12)

Pi −K sinθi +K sinθi+1 = 0, i = 1, · · · , N −1, (6.13)
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with limiting θi into [−π/2,π/2] for i = 1, · · · , N and m into (−N /4, N /4). Note that for
heterogeneous distribution of Pi with σ > 0, not all the stable equilibria can be found by
solving the above equations.

In the following, we turn to the case with some phase differences having negative cosine
values, i.e, phase differences exceeding π/2 (mod 2π).

If the phase difference θi has a negative cosine value, the line load is si = K sinθi . There
must be a θ∗i = arcsin(si /K ) such that θi = −π−θ∗i which can be plugged in Eq. (6.12)
directly, the sign of the coefficient of θi is changed and the right hand side of Eq. (6.12)
is added by π. Assume the first i edges have negative cosine values. The problem is then
reduced to solving the equations

−θ1 −·· ·−θi +θi+1 +·· ·+θN = mπ, (6.14)
Pi −K sinθi +K sinθi+1 = 0, i = 1, · · · , N −1, (6.15)

where θi ∈ [−π/2,π/2], and m ∈ (−N /2, N /2) is an even integer for even i and is an odd
integer for odd i .

Assuming that β= sinθN in Eqs. (6.14, 6.15) is known, we derive all other variables as
follows.

θi = arcsin
(∑i

j=1 P j

K
+β

)
, i = 1, · · · , N −1. (6.16)

By substituting the values for θi from Eq. (6.14), we arrive at a one-dimensional nonlinear
equation for β= sinθN

N∑
i=1

ai arcsin
(∑i

j=1 P j

K
+β

)
−mπ= 0. (6.17)

Where the coefficient ai = 1 if edge i has phase difference θi with a positive cosine value
otherwise ai =−1. All solutions to Eq. (6.17) can easily be found using the interval method
[97].

We denote the number of phase differences leading to negative cosine values by Nn .
Following the result on the spectral of weighted graph in Ref. [98], to find all the type- j
equilibria, it only need to solve the equilibria with Nn = j −1, j , j +1.

We construct the following algorithm to find all the type- j equilibria of the cyclic power
grids.
Algorithm 6.1 Finding all the type- j equilibria of cyclic power grids

1: for Nn = j −1, j , j +1 do
2: Collect all the combinations with Nn lines whose phase difference have negative cosine

values and determine the coefficient ai in Eq. (6.17). Store all the combinations and cor-
responding ai in a set C .

3: if Nn is an odd integer then
4: Collect odd numbers of m in (−N

2 , N
2 ) and store in a set Sm ,

5: else
6: Collect even numbers of m in (−N

2 , N
2 ) and store in a set Sm .

7: end if
8: for all the combinations in C do
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9: for all m in Sm do
10: Solve the one dimensional Eq. (6.17) by interval method;
11: if the solution β exists then
12: Calculate all the phase difference θi by Eq.(6.16). The ones with negative cosine

values are π−θi .
13: Adjust θN such that

∑N
i=1 θi = 0.

14: if the equilibrium is type- j then
15: Save the equilibrium.
16: end if
17: end if
18: end for
19: end for
20: end for
Note that the computation complexity for finding all the equilibria will definitely in-

crease at least exponentially with the number of nodes N . However, on finding all the type-
1 equilibria, we have Nn ≤ 2. The computational cost on solving all the type-1 equilibria
is therefore O(N 3). We remark that this algorithm can be extended to networks without so
many cycles.

6.3.2. THE EQUILIBRIA OF THE HOMOGENEOUS MODEL
In this subsection, the number of stable equilibria is determined by solving the nonlinear
system analytically. Our approach is similar to that of Ochab and Góra [99]. Note that for
general ring networks, an upper bound of the number of stable equilibria has been derived
by Delabays et al. [100], which is a linear function of the size N . Here, we focus on the
special case with the homogeneous model as described in Eq. (6.6), we have the following
proposition.

Proposition 6.3.1 Assume P ≤ 2K , the equilibria of the ring network with homogeneous
distribution of generation and consumption as in Eq.(6.6) are given by θi = θ1 for odd i ,
and θi = θ2 for even i , where

θ1 = arcsin

[
P

2K cos 2mπ
N

]
+ 2πm

N
, (6.18a)

θ2 =−arcsin

[
P

2K cos 2mπ
N

]
+ 2πm

N
, (6.18b)

and m is an integer such that

|m| ≤ b N

2π
arccos

(√
P

2K

)
c.

The total number of stable equilibria is given by

Ns = 1+2b N

2π
arccos

(√
P

2K

)
c. (6.19)
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Proof: In the homogeneous model as described in Eq. (6.6), it can easily be shown that
the relative phase differences θi for all even values are either the same, that is θ2i = θ2, or
satisfy θ2i =π−θ2 for all i = 1,2, · · ·N /2. Similarly, for odd values of i the θi are all equal
to θ1 or to π−θ1. By Theorem (6.4.1) which will be provided in Section 6.4, the stable
equilibria is with θi ∈ [−π/2,π/2], which yields θi = θ1 for all odd i and θi = θ2 for all even
i . So we need only consider Eq. (6.10) for a single value of i , which we take to be i = 1.
The equations for homogeneous model read

sinθ1 − sinθ2 = P/K , (6.20a)

θ1 +θ2 = 4πm

N
, (6.20b)

We substitute the value for θ2 = 4πm
N −θ1 in Eq. (6.20a) and solve for θ1, which is given

by Eqs. (6.18). Imposing the requirement θ1,θ2 ∈ [−π/2,π/2], we obtain the following
inequality

arcsin

(
P

2K cos(2πm/N )

)
≤ π

2
− 2mπ

N
.

As sin x is a monotonic and positive function for x ∈ [0,π/2], the inequality holds true when
taking sin on both sides. Using some trigonometry we arrive at the bound of m, and after
counting the possible values of m, we derive the total number of stable equilibria. ■

It follows from Proposition (6.3.1) that when P = 0, Ns reaches the upper bound derived
by Delabays et al. [100].

In the following we denote the stable equilibra as θm
S = (θm

1 ,θm
2 , . . . ,θm

1 ,θm
2 ) where

θm
1 ,θm

2 can be calculated by Eqs. (6.18).
In Fig. 6.2(a), we show the total number of stable equilibria NS as a function of P/K . It

can be clearly seen from this figure that the total number of stable equilibria decreases with
P/K and reaches 0 when P/K = 2. In the remaining of this chapter, when analysing the
properties of the equilibria, we assume the capacities of the lines are large enough where
there exist equilibria.

6.3.3. THE EQUILIBRIA OF THE HETEROGENEOUS MODEL
To investigate the effect of the distribution of Pi , we performed Monte Carlo (MC) simula-
tions of the system (6.3) with the distribution of Pi given by Eq. (6.5).

All the equilibria of small size power systems can be found using a software package
Bertini [101–103]. However, we perform numerical calculations using Algorithm (6.1)
since the size of the networks is relatively large. The algorithm amounts to finding all
solutions for β of

N∑
i=1

ai arcsin

(
i∑

j=1
P j /K +β

)
= mπ,

where ai = 1 when the phase difference θi ∈ [−π/2,π/2] and ai = −1 if θi ∈ (π/2,3π/2].
The bounds on the values of m can be found in subsection 6.3.1. Since the number of
equilibria is known to increase exponentially with N as in [104, 105], it is not feasible to
find all equilibria for large networks. Therefore, we developed an algorithm based on a
recent theoretical paper of Bronski and DeVille [98] for finding all equilibria of type- j . We
are particularly interested in type-1 equilibria, as a union of the stable manifolds of these
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equilibria can be used to approximate the basin of stability of the stable equilibria. The
algorithm is capable to find type-1 equilibria at a computational cost of O

(
N 3

)
and hence

can be applied to rather large networks. We remark that this algorithm might be extended
to more general networks. Employing this algorithm, the number of stable equilibria are
investigated as follows.
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Figure 6.2: (a) The number of stable equilibria according to Eq. (6.19) compared to the numerically calculated
number of stable equilibria. (b) The number of stable equilibria as a function of N , P/K = 0.5. With a larger σ, it
becomes more difficult for the power system to synchronize to a stable state.

Algorithm 6.1 was applied to networks with P/K = 0.5 described by the heterogeneous
model. In the simulations we average over 1000 independent runs for each value of σ.
In Fig. 6.2(b) the number of stable equilibria is plotted as a function of the number of
nodes that we vary from N = 6 to N = 102, for 4 different values of σ = 0, 0.1, 0.2, 0.3.
It can clearly be seen that for σ = 0.2 or σ = 0.3 the number of stable equilibria attains
a maximum value and then decreases. The same behavior is also expected for σ = 0.1.
However, the decrease is expected to set in at larger values of N , hence such behavior
cannot be observed from Fig. 6.2(b). The occurrence of a maximum for nonzero σ can
be understood as follows. If the number of nodes increases, the probability that a phase
difference between two nodes exceeds π/2 also increases. Even though for moderately
large N (1 < N < 50) the fact that more equilibria can be found increases linearly with N ,
as was shown in Eq. (6.19), this increase is much smaller than the decrease caused by the
arising probability of phase differences beyond π/2. This may be explained by the fact that
in larger networks the probability to form clusters in which neighboring nodes i and i +1
have large ∆P = |Pi −Pi+1| increases more rapidly than linearly with N . As a larger ∆P is
associated with larger phase differences, such clusters with large fluctuations in ∆P between
its members are likely to result in asynchronous behavior. This finding is in agreement with
the well-known result that no synchronous states exist for an infinite Kuramoto network;
see also [106].

Note that for a certain distribution of Pi , equilibria can be found with at least one phase
difference exceeding π

2 , but nevertheless being stable. This is in accordance with the graph
theoretical result of [98] and numerical findings of Mehta et al. [101].
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6.4. LINEAR STABILITY OF EQUILIBRIA
To determine the stability of the equilibria, the eigenvalues of the matrix corresponding
to the system of second-order differential equations are required. These can be calculated
analytically for single generator coupled to an infinite bus system for any value of damping
parameter α, in which case the system is described by a single second-order differential
equation. Such an approach was also taken by Rohden et al. [84, 95].

The eigenvalues of the linearized system Eq. (6.7) can be explained in forms of the
eigenvalues of L as shown in Eq. (6.9). Thus, the stability of equilibrium is determined by
the eigenvalues of L, i.e., a positive eigenvalue λi of L results in a corresponding eigenvalue
µi with positive real part [50].

We focus on the stable equilibrium with all eigenvalues of L negative and all N − 1
pairs of eigenvalue in Eq. (6.9) are complex valued with negative real part. The most stable
situation arises when the damping coefficient α is tuned to the optimal value αopt described
by Motter et al. [59]: αopt = 2

√
−λ1, where λ1 is the least negative eigenvalue of L, in that

case µ1 =−
√
−λ1. So the linear stability of the power grid is governed by the eigenvalues

of L, which is further investigated in this section.
The entries of the matrix L that arises after linearization around the synchronized state

(δs ,0) are easily calculated and from that we find that L is the following Laplacian matrix

L =


−c2 − c1 c2 0 · · · 0 c1

c2 −c2 − c3 c3 0 · · · 0

0
. . . . . . . . . . . . 0

0 · · · 0 cN−2 −cN−2 − cN−1 cN−1

c1 0 · · · 0 cN−1 −c1 − cN−1

 , (6.21)

where ci = K cos(δi −δi−1) = K cosθi . As matrix L is a (symmetric) Laplacian matrix with
zero-sum rows, λ= 0 is an eigenvalue. This reflects a symmetry in the system: if all phases
are shifted by the same amount β, the system of differential equations remains invariant.
It is well known that when all entries ci > 0, L is negative definite, hence all eigenvalues
are non-positive which implies stable equilibria with the phase differences |δi −δi−1| ≤
π/2 (mod 2π), for all i = 1, . . . , N .

6.4.1. THE LINEAR STABILITY OF THE HOMOGENEOUS MODEL
For the homogeneous model, we derive a theorem which shows that type-1 equilibria ap-
pear if a single phase difference between two nodes has negative cosine value and type- j
equilibria with j > 1 appear if more than one phase differences have negative cosine value.
In the following, we write a phase difference exceeds π/2 (mod 2π) if it has negative co-
sine value. We summarize our findings in the following theorem which slightly generalizes
similar results obtained in [90, 107].

Theorem 6.4.1 All stable equilibria of a power grid with ring topology and homogeneous
distribution of power consumption and generation as described in Eq. (6.6) are given by
Eq. (6.18). Stability of the synchronous states in the network, corresponding to negative
eigenvalues of the matrix J , is guaranteed as long as |δi −δi−1| ≤ π/2 (mod 2π). If a
single phase difference exceeds π/2 (mod 2π) this synchronous state turns unstable and
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the corresponding equilibrium is type-1. Moreover, synchronized states with more than one
absolute phase difference exceeding π/2 (mod 2π) correspond to equilibria with at least
two unstable directions, that is, to type- j equilibria with j > 1.

Proof: Since one positive eigenvalue of J corresponds to one eigenvalue with positive real
part of L, we only need to analyze the eigenvalues of L. The proof follows after Theorem
(6.4.2). ■
Theorem 6.4.2 The matrix L has non-positive eigenvalues if and only if |δi−δi−1|≤ π

2 (mod 2π)
for i = 1, . . . , N . A single phase difference |δi −δi−1|≥π/2 (mod 2π) will result in one pos-
itive eigenvalue. If there are more than one phase differences |δi −δi−1|≥π/2 (mod 2π),
the number of positive eigenvalues of L is larger than 1.

Proof: The proof that all eigenvalues of L, are non-positive can easily be established from
Gershgorin’s circle theorem.

We now prove that each phase difference exceeding π/2 (mod 2π) leads to a positive
eigenvalue. We will use matrix theory and Weyl’s inequality to prove this, which is in
the same spirit as the proof of DeVille [90] in the case of a single frequency Kuramoto
network. We use the notation θm

S to denote an stable equilibrium with a fixed value for
m, chosen such that θm

1 , θm
2 in the interval [−π/2,π/2]. The vector θm

S reads in compo-
nents (θm

1 ,θm
2 , . . . ,θm

1 ,θm
2 ). An equilibrium which has a single phase difference, say be-

tween node j and j −1, exceeding π/2 (mod 2π) will be denoted by Tm
j = (θm

1 ,θm
2 , . . . ,π−

θm
1 , . . .θm

1 ,θm
2 ). Depending on the j being odd or even, a θm

1 or a θm
2 is replaced by π−θm

1
or π−θm

2 , respectively. As the system is rotationally symmetric we might as well choose
the first phase difference to be larger than π/2.

When all the phase differences are restricted to [−π/2,π/2] for θm
S , the Laplacian

matrix L takes the following form

L =



−a −b a 0 . . . 0 b
a −a −b b 0 . . . 0

0 b −a −b a 0
...

...
. . . a −a −b b

...

0
. . . 0 b −a −b a

b 0 . . . 0 a −a −b


, (6.22)

with a = K cos(θm
1 ) > 0 and b = K cos(θm

2 ) > 0. It will be transformed to the Laplacian
matrix L′:

L′ =



a −b −a 0 . . . 0 b
−a a −b b 0 . . . 0

0 b −a −b a 0
...

...
. . . a −a −b b

...

0
. . . 0 b −a −b a

b 0 . . . 0 a −a −b


, (6.23)
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when going from the equilibrium state θm
S to the equilibrium state Tm

j . Both matrix L and L′

have an eigenvalue λ= λ′ = 0, with eigenvector 1. Furthermore, all other eigenvalues of L,
which are real due to symmetry of L are negative, and therefore we can order the eigenvalues
of L as λ0 = 0≥λ1≥λ2 . . . . As matrix L′ = L+xT x, with x = a/

p
2[1 −1 0 . . . 0], we can use

Weyl’s matrix inequality to relate the eigenvalues of L′: {λ′} to that of L as follows:

λ′
0≥λ0 = 0≥λ′

1≥λ1. (6.24)

Hence, at most one eigenvalue of L′ is negative. We can prove that one of the λ′ is negative
by calculating the determinant of the reduced (N − 1)× (N − 1) matrix that results after
removing the eigenvalue 0. L′ and L′

red have the same spectrum apart from λ= 0.

L′
red =



2a −b a +b . . .
b −a −b b 0 . . . 0

0 b −a −b a 0
...

...
. . . a −a −b b

...

0
. . . 0 b −a −b a

−b −b . . . −b a −b −a −2b


, (6.25)

We find, using recurrence relations, that the determinant of reduced L′ for general values
of N > 4 (even) is given by

det (L′
red) = aN /2a−1b−1bN /2×[

3

2
bN 2 +20bN +56b +14aN +40a +aN 2

]
.

Since the term in square brackets is always positive and N is even in our case, this implies
that the determinant of the reduced matrix with dimensions (N − 1)× (N − 1) is positive
and hence there will indeed be exactly one positive eigenvalue. For the case N ≤4 direct
calculation of the determinant gives the result.

For the case when there are two phase differences exceeding π/2 (mod 2π), the same
argument can be applied, now starting from the matrix L′ and defining a new matrix L′′
in a similar fashion as above. Both the case that two neighboring phase differences ex-
ceed π/2 (mod 2π) and the case that the two non-neighboring phase differences exceed
π/2 (mod 2π) must be treated. Here we shall present the case for two non neighboring
phase differences exceeding π/2 (mod 2π). More precisely the equilibrium is (π−θ1,θ2,π−
θ1,θ2, · · · ,θ2). The matrix L′′ is in this case

L′′ =



a −b −a 0 . . . 0 b
−a a −b b 0 . . . 0

0 b a −b −a 0
...

...
. . . −a a −b b

...

0
. . . 0 b −a −b a

b 0 . . . 0 a −a −b


, (6.26)
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We remark again that the matrices L′ and L′′ are related by L′′ = L′ + xT x, where x =
a/

p
2[0 0 1 −1 0 . . . 0]. Using Weyl’s matrix inequality we can provef that L′′ will have 2

positive eigenvalues, when the reduced L′′
red matrix, which is constructed analogous to L′

red,
has a negative determinant. Using again recurrence relations, we can find det (L′′

red) and
hence the product of the eigenvalues of L′′ (with λ= 0 removed)

det L′′
red =−aN /2bN /2a−1b−2 [

(16a2 +52ab −12b2) (6.27)

+ (−13

2
a2 −20ab +3b2)N + 3

4
(a2 +3ba)N 2

]
.

This expression is valid for even N and N ≥4, and is negative. Thus there will be two
positive eigenvalues for L′′ in this case. For N < 4, we can easily check our result by
direct calculation. The case with two neighboring nodes having phase differences exceeding
π/2 (mod 2π) can be treated in a similar fashion. In addition, it can be proven directly by
Weyl’s matrix inequality that L has more than one positive eigenvalue if there are more than
two phase differences exceeding π/2 (mod 2π). ■

A elegant proof using graph theory can be constructed as well, using the very general
approach in [98]. However, here we prefer direct calculation of the reduced determinant to
show that a direct calculation is feasible in this case.

Theorem (6.4.1) confirms that Eqs. (6.18) indeed capture all the stable equilibria of the
homogeneous model, on which we make two remarks on the homogeneous model.

Remark I We notice that for the case N≡0 (mod 4) an infinite number of equilibria
exist for the homogeneous model. We will not consider this non-generic case here, but
refer to the work of DeVille [90] for more details about this case.

Remark II The stable equilibria depend on m. For practical purposes the case m = 0
is most desirable for transport of electricity, as in this case direct transport of power from
the generator to the consumer is realized. Direct transport from generator to consumer
minimizes energy losses that always accompany the transport of electrical power. The
power is transported clockwise if m < 0 and counterclockwise if m > 0 as shown in Fig.
6.3(a). Note that the loop flows of the equilibria with m 6= 0 may exist in general networks
with cycles, see [100, 108] for more details.



6

118 6. SYNCHRONIZATION OF CYCLIC POWER GRIDS

(a) (b)

Figure 6.3: (a). A cyclic power grid with alternating consumers and generators, which may have stable equilibria
with the power transported around the cycle clockwise with m < 0 and counterclockwise with m > 0. The practical
synchronization state is the one with m = 0, in which the line load L = P/2. (b). A tree power grid with 3 nodes.
The line load of line 1 L = P/2.

For the case m = 0, the stable equilibrium is θS = (θ1,θ2, · · · ,θN ) with θ1 = −θ2 =
arcsin

[ P
2K

]
as follows from Eqs.(6.18). It is interesting to explore the ramifications of our

results for the eigenvalues of L of the second-order model. We write the eigenvalues of the
matrix L that result after linearizing around the stable state (6.18) with m = 0, which can
easily be determined:

λn =−2
√

4K 2 −P 2 sin2
(πn

N

)
, n = 0,1, · · · , N −1 (6.28)

The first nonzero eigenvalue, λ1 = −2
p

4K 2 −P 2 sin2(π/N ), gives rise to an associated
eigenvalue pair for matrix J

µ1,+ = −α
2

+
√
α2 −8sin2 (π/N )

p
4K 2 −P 2

2
,

µ1,− = −α
2

−
√
α2 −8sin2 (π/N )

p
4K 2 −P 2

2
, (6.29)

whose optimal value with the largest absolute value of the real part is obtained if α is tuned
to the value which makes the square root vanish [59]. For this value of α, µ1,+=µ1,−=µopt,
which equals

µopt =−
√

−λ1 =−(
4K 2 −P 2)1/4p

2sin(π/N ) . (6.30)

From Eq. (6.30) we easily observe that µopt increases to 0 with a rate of 1/N for N suffi-
ciently large. This suggests that networks with many nodes are much more susceptible to
perturbations, hence it is more difficult for the power grid to remain synchronized.
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Figure 6.4: (a). −µopt as a function of N for σ= 0 and σ= 0.6. (b). −µopt as a function of σ with N = 30. (c).
The distribution of −µopt for σ= 0.2 and σ= 0.4 and N = 22. (d). The density of −µopt for σ= 0.2 and σ= 0.4
where N = 30. P/K = 0.125 is kept fixed in all panels.

6.4.2. THE LINEAR STABILITY OF THE HETEROGENEOUS MODEL
To investigate the effect of more heterogeneous distribution of power generation and con-
sumption, we determine the linear stability of the stable equilibria found using Algorithm
6.1. We perform MC simulations to generate heterogeneous distributions of power gener-
ation and consumption using the method given in Eq. (6.5), and average over 1000 runs.
In all runs we set P = 1 and K = 8, so P/K = 0.125. In Fig. 6.4(a) we plotted the value of
−µopt for two values of σ as a function of N . Indeed the dependence on N is as predicted,
and the two curves almost coincide, which means the eigenvalue is not so sensitive to the
heterogeneity of power distribution for the setting of P and K . In Fig. 6.4(b) we explore
the dependence on σ. Here we see as the heterogeneity of Pi increases, the expected linear
stability decreases. However only a very mild dependence on σ can be seen, so the het-
erogeneity does not seem to be very important for this value of P/K . To better understand
how each configuration of consumers and generators rather than the averaged configuration
changes its stability with increasing heterogeneity, we plotted the distribution of −µopt in
Fig. 6.4(c) and (d). These show that besides a small shift of the maximum toward smaller
values of −µopt the distribution is also broader, which indicates that certain configuration
will be less stable than others. We remark that the value of y axis is relatively large, which
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means that the −µopt is very close to the average value.

6.5. NONLINEAR STABILITY OF EQUILIBRIA
We next discuss the stability of synchronous operation when the system is subject to per-
turbations of such a degree that render the linear stability analysis of the previous section
inappropriate. A measure for the stability of the stationary states is then provided by the
basin of attraction of the equilibria. For high-dimensional systems this is a daunting task.
However, it is possible to estimate the volume of the basin either by numerical techniques,
such as for example, the recently introduced basin stability S, by Menck et al. [51, 52], in
which the phase space is divided into small volumes. Choosing initial conditions in each
of the small volumes and recording convergence to a stable equilibrium for each attempted
initial condition, a number S between 0 and 1 which is a measure for the size of the vol-
ume of the attracting phase space, can be obtained. Since this technique is computationally
demanding and also labels solutions which make large excursions through phase space as
stable [109], as they do belong to the stable manifold of the equilibrium, we will follow a
different approach.

The stability region has been analyzed by Chiang [48] and independently Zaborszky
[49, 50] and the direct method was developed by Varaiya [23, 54] to find a conservative
approximation to the basin of stability. The approximation actually is the minimal energy
barrier which prevents loss of synchronization.

Here, we measure the nonlinear stability by the energy barrier. We define an energy
function E(δ,ω) by

E(δ,ω) = 1

2

N∑
i=1

ω2
i −

N∑
i=1

Piδi −K
N∑

i=1
(cos(δi+1 −δi ))

= 1

2

N∑
i=1

ω2
i +V (δ), (6.31)

where the potential V (δ) is

V (δ) =−K
N∑

i=1
cos(δi+1 −δi )−

N∑
i=1

Piδi . (6.32)

It can easily be shown that
dE(δ,ω)

d t
=−α

N∑
i=1

ω2
i ≤ 0.

The primary idea behind estimating the region of attraction of a stable equilibrium by
the direct method, is that this region is bounded by a manifold M of the type-1 equilibria
that reside on the potential energy boundary surface (PEBS) of the stable equilibrium. The
PEBS can be viewed as the stability boundary of the associated gradient system [53, 54]

dδi

d t
=−∂V (δ)

∂δi
. (6.33)

The closest equilibrium is defined as the one with the lowest potential energy on the PEBS
[55, 56]. By calculating the closest equilibrium with potential energy Vmin and equating this
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to the total energy, it is guaranteed that points within the region bounded by the manifold
M = {(δ,ω)|E(δ,ω) =Vmin}, will always converge to the stable equilibrium point contained
in M .

The idea of estimating the region of stability by type-1 equilibria is probably best illus-
trated by considering a simple example of a three-node network depicted in Fig. 6.5(a). We
choose this network only for illustration purposes as this small three-node network allows
direct evaluation. For this network we set P1/K = 0.125,P2 =−0.125,P3/K = 0 and α= 0.
Equipotential curves were plotted in Fig. 6.5(b). The type-1 equilibria (saddles) are dis-
played as little stars and pentagrams, numbered 1 to 6. It is clear that the type-1 equilibria
indeed surround the stable equilibria which are shown as local minima in the potential V .
Equilibrium 1 is the closest equilibrium with the smallest potential energy on the PEBS
plotted by a black dash-dotted line. A small perturbation in the direction to saddle point 1,
depicted by the red dashed curve leads to desynchronization, whereas a larger perturbation
in a different direction (blue solid curve) eventually decays toward the stable equilibrium
point and hence the system stays synchronized. This shows the conservativity of the direct
method and the challenges in calculating the region of stability, as it depends on both the
direction and size of the perturbation. One approach to this problem is to determine the
so-called controlling unstable equilibrium, e.g., [48, 89]. We will not consider this method
here, but rather restrict ourselves to the potential energy of all the type-1 saddles on the
PEBS, to the energy barriers in special which are the potential energy differences between
the type-1 saddles and the stable equilibrium. As displayed in Fig. 6.5(b), there are two
type-1 saddles corresponding to the absolute value |θi | of a phase difference exceeding π/2.
The potential energy of these two saddles are different and the one with smaller potential
energy is more susceptible to perturbations. In the following study, all the type-1 equilibria
are divided into two groups: (I) a group that corresponds to |θi | exceeding π/2 with smaller
energy and (II) the other group with larger energy. In Fig. 6.5(b), direct calculation shows
that the saddles (1-3) constitute group I and (4-6) constitute group II.

We remark that closest equilibrium 1 corresponds to the line connecting node 1 and 2
with the largest line load. This makes sense since the line with higher line load is easier to
lose synchronization first.

In subsection 6.5.1, we derive the analytical approximation of energy barriers of the
homogeneous model, for group I and group II respectively. In subsection 6.5.2, we present
the numerical results for the heterogeneous model.
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Figure 6.5: (a). A 3-node power grid with P1/K = 0.125,P2/K = −0.125 and P3/K = 0, and θ1 = δ1 − δ2,
θ2 = δ2 −δ3, θ3 = δ3 −δ1. (b). The potential energy as a function of δ1 and δ2, where δ3 = 0. The 6 unstable
equilibria are local minima on the potential energy boundary surface (PEBS) plotted by the black dash-dotted line.
The equilibria 1 and 4 correspond to the cases that θ1 exceeds π/2 and −π/2 respectively. Similarly, the equilibria
2 and 5 correspond to the cases that θ2 exceeds −π/2 and π/2 respectively, and the equilibria 3 and 6 correspond
to the cases that θ3 exceeds −π/2 and π/2 respectively. Equilibrium 1 is the closest equilibrium. The trajectory
plotted by the red dashed line goes through equilibrium 1 and results in desynchronization after θ1 exceeds π/2.
However, the trajectory plotted by the blue solid line always stays inside the attraction of the stable equilibrium in
the middle even though its energy is larger than the potential energy of equilibrium 1.

6.5.1. ENERGY BARRIER FOR THE HOMOGENEOUS MODEL
The potential energy of the stable state θm

S derived by Eqs. (6.18) is

V m
S =−K

N∑
i=1

cos(θm
i )−

N∑
i=1

P (−1)i+1δi

=−K N

2

[
cos(θm

1 )+cos(θm
2 )

]+ N P

4

[
θm

2 −θm
1

]
. (6.34)

We next consider the potential energy of the type-1 saddle points. According to The-
orem (6.4.1), a type-1 saddle point corresponds to a link with absolute phase difference
exceeding π/2 (mod 2π) in the network. We denote the type-1 saddle points corresponding
to the stable state θm

S by

T m
j = (θ̂m

1 , θ̂m
2 , . . . ,π− θ̂m

1 , θ̂m
2 , . . . , θ̂m

1 , θ̂m
2 ), (6.35)

and

T̄ m
j = (θ̂m

1 , θ̂m
2 , . . . ,−π− θ̂m

1 , θ̂m
2 , . . . , θ̂m

1 , θ̂m
2 ) (6.36)

where the phase difference θ j exceeds π/2 (mod 2π) and j is odd. These two equilibria
belong to group I and group II respectively.

In the following, we only focus on the type-1 saddle T m
j , the same results can be ob-

tained for T̄ m
j .
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The equations that determine the values of θ̂m
1 and θ̂m

2 are now (6.18a) (with θ̂m
i substi-

tuted for θm
i ) combined with(

N

2
−2

)
θ̂m

1 + N

2
θ̂m

2 = (2m −1)π. (6.37)

Hence we find that the type-1 saddles are implicitly given as solutions of the following
equation

sin

(
θ̂m

1 − (2m −1)π

N
− 2θ̂m

1

N

)
= P

2K cos

(
(2m−1)π

N + 2θ̂m
1

N

) , (6.38)

which admits a solution θ̂m
1 ∈ [0, π2 ] when

P

2K
< cos

(
(2m −1)

π

N
+ 2m +2π

N (N −2)

)
.

Next we demonstrate that when P = 0, the type-1 saddles found in Eq. (6.38) lie on the
PEBS which surrounds the stable equilibrium θm

S in the following proposition.

Proposition 6.5.1 If P = 0, the type-1 saddles T m
j and T̄ m

j with θ̂m
1 and θ̂m

2 calculated by
(6.38) and (6.37) respectively lie on the PEBS of the stable equilibrium θm

S = (θm
1 ,θm

1 , · · · ,θm
1 )

with θm
1 = 2πm

N .

Proof: By setting P = 0 in Eq. (6.33) and using θi = δi −δi−1, we obtain the dynamics of
θi as

θ̇i =−2K sinθi +K sinθi−1 +K sinθi+1. (6.39)

which coincides with the over-damped limit of Eq. (6.3). In the case of P = 0, there are 2N
nearby saddles with coordinates given by T m

j = (θ̂m
1 , θ̂m

1 , · · · ,π− θ̂m
1 , · · · , θ̂m

1 , θ̂m
1 ) with θ̂m

1 =
(2m−1)π

N−2 and T̄ m
j = (θ̂m

1 , θ̂m
1 , · · · ,−π− θ̂m

1 , · · · , θ̂m
1 , θ̂m

1 ) with θ̂m
1 = (2m+1)π

N−2 , which coincides
with T m+1

j . We only prove T m
j is on the PEBS of θm

S and the proof of T̄ m
j is analogous.

We define the region

I =
{

(θm
1 , · · · ,θm

N )|
N∑

i=1
θm

i = 2πm,θm
i ∈ [

θ̂m
1 ,π− θ̂m

1

]
, i = 1, · · ·N ,

}
and show that I is invariant under the dynamics of Eq. (6.39). It can be easily verified that
the stable equilibrium θm

S and the saddles T m
j are in the region I .

We show that a trajectory T m(t ) = (θm
1 (t ),θm

2 (t ), · · · ,θm
N (t )) that starts in region I must

remain in it. As in Eq. (6.11), equation
∑N

i=1θ
m
i (t ) = 2πm holds for T m(t ) with which

if a component θm
k (t ) goes through the upper bound with θm

k (t ) ≥ π− θ̂m
1 , there must be

at least one component crossing the lower bound. Otherwise, all the components satisfy
θm

i (t ) > θ̂m
1 , i 6= k, which leads to

∑N
i θm

i (t ) > 2πm, subsequently a contradiction results.
So it is only needed to prove each component θm

i (t ) can never cross the lower bound.
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First, the component of T m(t ) cannot cross the lower bound as a single component
while two of its neighbors still remain in region I . In fact, assume a component θm

i (t ) is
going through its lower bound and its neighbors θm

i+1(t ) and θm
i−1(t ) are both in the range

(θ̂m
1 ,π− θ̂m

1 ). From Eq. (6.39), it yields

θ̇m
i =−2K sinθm

i +K sinθm
i+1 +K sinθm

i−1 > −2K sinθm
i +2K sin θ̂m

i , (6.40)

which is positive for θm
i (t ) = θ̂m

1 . Therefore θm
i will increase and thus never go beyond the

lower bound.
Second, the components of T m(t ) cannot cross the lower bound as a group of more

than one neighboring component. Assume two components θm
i (t ) and θm

i+1(t ) are going
through their lower bound and the neighbor θm

i−1(t ) of θm
i (t ) is in the range (θ̂m

1 ,π− θ̂m
1 ),

the inequality (6.40) for θm
i (t ) must still be satisfied. It follows immediately θm

i (t ) cannot
cross its lower bound. Similarly it holds for θm

i+1(t ).
So the only possibility for the trajectory arriving the boundary of I is all its components

arrive together. However, only the type-1 saddles are on the boundary. The trajectories
starting from a point inside I always remain inside I . Hence I is an invariant set. Since θm

S
is the only stable equilibria in I , the unstable manifold of T m

j limits θm
S . In particular, the

unstable manifold of T 0
j (t ) limits θ0

S . In other words, the saddle T 0
j (t ) is on the PEBS of

θ0
S . ■

One could use the same arguments as previously invoked by DeVille [90] for the case
with m = 0. Proposition 6.5.1 remains valid for sufficiently small values of P/K as the
dynamical system Eq.(20) is structurally stable [110] and numerical simulations suggest
that the result is in fact true for all P/2K < 1.

We set m = 0 for the reasons described in remark II in section 6.4 and denote θ0
S and

T 0
j by θS and T j respectively. Note that there are 2N type-1 equilibria on the PEBS of θS

if P/2K is sufficiently small, and each line load is P/2 for the equilibrium θS as Fig. 6.3(a)
shows.

In the following part of this subsection, we aim to calculate the potential energy differ-
ences between the stable state θS and the saddle T j for j odd, which we call ∆VI

∆VI =−K N

2

[
cos θ̂0

1 −cosθ0
1

]− K N

2

[
cos θ̂0

2 −cosθ0
2

]
+2K cos θ̂0

1 −
N P

4

[
θ̂0

1 −θ0
1

]+ N P

4

[
θ̂0

2 −θ0
2

]
+ (−π/2+ θ̂0

1)P. (6.41)

Denote θ0
1 ,θ0

2 by θ1,θ2 respectively for simplicity, (6.41) is rewritten as

∆VI = K N

2
[cosθ1 −cos θ̂1]+ K N

2
[cosθ2 −cos θ̂2]+2K cosθ1 +2K [cos θ̂1 −cosθ1]

(6.42)

− N P

4
[θ̂1 −θ1]+P

(
θ1 − π

2

)
+P (θ̂1 −θ1)+ N P

4
[θ̂2 −θ2].

It follows from (6.18a, 6.18b) and (6.38, 6.37) that

θ̂1 < θ1, θ̂2 < θ2. (6.43)
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With the mean value theorem, we obtain

cosθ1 −cos θ̂1 =−(θ1 − θ̂1)sinξ1,

cosθ2 −cos θ̂2 =−(θ2 − θ̂1)sinξ2, (6.44)

where ξ1 ∈ [θ̂1,θ1] and ξ2 ∈ [θ̂2,θ2]. With cosθ1 =
√

1− (P/2K )2, sinθ1 = P/2K and (6.44),
for ∆VI , we derive

∆VI = P

(
−π

2
+arcsin

P

2K

)
+

√
4K 2 −P 2 +∆UI , (6.45)

where ∆UI is defined as

∆UI =−K N

2

[(
1− 4

N

)
(θ1 − θ̂1)sinξ1 + (θ2 − θ̂2)sinξ2

]
+ K N

2

[(
P

2K

)[(
1− 4

N

)
(θ1 − θ̂1)− (θ2 − θ̂2)

]]
. (6.46)

Assuming N > 4, we can use the fact that sin is an increasing function on [−π/2,π/2] to
show that

∆UI ≥ K N

2
(θ1 − θ̂1)

[
sinθ1 − P

2K

]
+ K N

2
(θ2 − θ̂2)

[
sinθ2 + P

2K

]
= 0, (6.47)

where we used in the last step that θ2 =−θ1 and θ1 = arcsin( P
2K ).

From (6.38) and (6.18a), we obtain that θ̂1 → θ1 as N →+∞. We therefore aim to find
an approximate expression for type-1 saddles which are separated from the stable equilib-
rium by a distance that is of order 1

N . We write θ̂1 =∆θ1+θ1. We can immediately read off
from Eq. (6.38) that

∆θ1 = 1

N

(
−π+2arcsin

P

2K

)
+O(1/N 2). (6.48)

Similarly we find for θ̂2 = ∆θ2 +θ2 that ∆θ2 = ∆θ1 is also in the order 1
N . By substituting

∆θ1 and ∆θ2 in (6.46), we obtain

∆UI = 1

N

(
π

2
−arcsin

P

2K

)2 √
4K 2 −P 2 +O

(
N−2) . (6.49)

For T̄ 0
j , a similar calculation shows that the potential energy difference can be expressed as

∆VI I = P

(
π

2
+arcsin

P

2K

)
+

√
4K 2 −P 2 +∆UI I , (6.50)

where ∆UI I can be proven positive and has the asymptotic form for large N

∆UI I = 1

N

(
π

2
+arcsin

P

2K

)2 √
4K 2 −P 2 +O

(
N−2) . (6.51)
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We remark that for the case j is even, the derivation of the potential energy differences
is analogous.

From the expression for the energy barriers ∆VI and ∆VI I , we can easily infer that as
the line load L = P/2 increases, ∆V1 decreases and ∆VI I increases. As mentioned before,
∆VI is more susceptible to disturbances.
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Figure 6.6: (a) The potential energy ∆VI , ∆VI I , ∆V T
I and ∆V T

I I as functions of N for the homogeneous model.
The approximate value of ∆VI and ∆VI I are calculated neglecting the terms of O(N−2) in Eqs. (6.49) and (6.51).
(b). The average value of ∆VI ,∆V T

I of heterogeneous model as functions of N with σ= 0.2,0.4. (c). The average
value of ∆VI I ,∆V T

I I of the heterogeneous model as functions of N with σ= 0.2,0.4. P = 1 and K = 8 in all panels.

Furthermore, we can immediately draw the conclusion that for large network sizes, ∆VI

and ∆VI I approach a limiting value that depends only on K and P which can be observed
in Fig. 6.6(a). A direct calculation shows that the asymptotic limits correspond exactly to
a potential difference found for a tree network, which is sketched in Fig. 6.3(b). Note that
the line load of each line in the ring network and line 1 in the four nodes tree network are
both P/2. Indeed, we find that for the line in a tree network with line load P/2, the energy
leading it to desynchronization are ∆V T

I and ∆V T
I I [23]

∆V T
I = P

2

(−π+2arcsin
P

2K

)+√
4K 2 −P 2,

∆V T
I I =

P

2

(
π+2arcsin

P

2K

)+√
4K 2 −P 2. (6.52)
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Hence the energy barrier in Eq. (6.45) and (6.50) can be explained in terms ∆VI =
∆V T

I +∆UI and ∆VI I = ∆V T
I I +∆UI I . As ∆UI and ∆UI I are always positive, the energy

needed to make a line lose synchronization (exceeding π/2 (mod 2π)) is increased for the
line in a ring network compared with in a tree network. In other words, the line with line
load L = P/2 in the ring network is more robust than in a tree network. This permits the
line in cycles to transport more power. A ring topology results in an increased stability of
the synchronous state compared to that of a tree network. This effect is larger for smaller
networks. This finding corroborates the results by Menck et al. [51], who found decreased
stability from dead-ends or, small trees in the network.

In order to examine the robustness of our results, we next perform numerically studies
on the heterogeneous model as in Eq.(6.5) with σ> 0.
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Figure 6.7: (a) The average line load, calculated by Eq. (6.4), as a function of N for the heterogeneous model
with σ = 0.2,0.4. (b) The distribution of line loads of cyclic power grids with N = 22,38 and σ = 0.2,0.4. The
distribution widens both for increasing values of N and σ. P = 1 and K = 8 in all panels.

6.5.2. ENERGY BARRIER FOR THE HETEROGENEOUS MODEL
From the analysis of the nonlinear stability of cyclic power grids in homogeneous model,
we know that the potential energy differences between the type-1 equilibria and the stable
synchronous state with m = 0, is always larger than the potential energy differences for a
tree like network with the same line load L . Moreover, the potential energy barrier of the
ring network approaches that of the tree network as N increases. In the following, we verify
whether this remains true for cyclic power grids with heterogeneous distribution of Pi and
study how the heterogeneity of power distribution influences the nonlinear stability.

We next focus on how the potential energy of type-1 equilibria changes as N increases.
As we remarked in the previous subsection, there are two groups of type-1 equilibria on the
PEBS of θS , each having a different potential energy relative to the synchronous state, ∆VI

and ∆VI I , respectively.
As we do not have analytical expressions for ∆VI and ∆VI I in this case, we numerically

compute these values for different values of σ > 0 using the same procedure for assigning
values to Pi as in Eq. (6.5). For different values of N , we perform 2000 runs to calculate
∆VI and ∆VI I and compute the ensemble average. To determine which type-1 equilibria
are on the PEBS of θS , the numerical algorithm proposed by Chiang et al. [48] is used.
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Since σ is nonzero, incidentally a large value of Pi can be assigned to a node, which
prevents the existence of a stable equilibrium. Such runs will not be considered in the
average. Neither are runs in which fewer than 2N type-1 equilibria are found on the PEBS.

In our numerical experiments, we set again K = 8,P = 1,P/K = 0.125 and vary N be-
tween 6 and 102 and set either σ= 0.4 or σ= 0.2.

We determine the potential differences ∆V T
I and ∆V T

I I by first calculating the stable
equilibria θS . As θS determines all phase differences, it facilitates computing the line loads
by Eq. (6.4) between all connected nodes. From the line loads we subsequently extract the
value of P which we then substitute into Eq. (6.52) to find ∆V T

I and ∆V T
I I , respectively.

By considering the average values of the quantities ∆VI , ∆VI I , ∆V T
I , ∆V T

I I , we conclude
the following.

First, for the heterogeneous distribution of Pi , the average value of ∆VI and ∆V T
I de-

creases with N as shown in Fig. 6.6(b) and Fig. 6.6(c). This is because the average line load
increases with N as shown in Fig. 6.7(a) and ∆VI and ∆V T

I are monotonously decreasing
functions of the line load and N . However, ∆VI I decreases first and then increases after
reaching a minimum with N since it is a monotonously increasing function of line load but
a decreasing function of N . ∆V T

I I always increases since it is a monotonously increasing
function of the line load.

Second, for larger σ, ∆VI decreases faster and ∆VI I increases faster after reaching a
minimum. Since ∆VI determines the stability more than ∆VI I , the grid becomes less stable
as σ increases. So cyclic power grids with a homogeneous distribution of Pi are more stable
than ones with a heterogeneous distributed Pi .

Third, ∆VI is lower bounded by ∆V T
I and ∆VI I by ∆V T

I I , and converge to the respective
bound as N → ∞, which is consistent with the homogeneous case. This confirms that
lines in a cyclic grid can withstand larger perturbations than corresponding lines in a tree
network. As the size N of the cycle increases, this difference disappears gradually.

In order to get more insight in these scenarios. The distribution of ∆VI ,∆VI I ,∆V T
I and

∆V T
I I are plotted in Figs. 6.8 for different N and σ.
The distribution of ∆VI and VI I converge to ∆V T

I and ∆V T
I I , respectively, which can

be observed from Figs. 6.8(a-d). There is a boundary between ∆VI and ∆VI I plotted by
vertical black solid lines in the middle of Figs. 6.8(a-f) for different size of networks. The
boundary actually is the upper bound of ∆VI and lower bound of ∆VI I , which is close to
2K +Kπ2/2N calculated by setting P = 0 in Eqs. (6.45) or (6.50). This does not depend
on σ, as can be verified in Figs. 6.8(e-f). For the tree connection, the boundary of ∆V T

I
and ∆V T

I I plotted by vertical black dashed lines in the middle of Figs. 6.8(a-d) equals 2K
calculated by setting P = 0 in Eqs. (6.52).

Figs. 6.8(e-f) show that the distribution of ∆VI and ∆VI I becomes broader as either N or
σ increases. This is also reflected in the distribution of the line loads shown in Fig. 6.7(b).
We further remark that for the heterogeneous case, the line loads are different and the
lines with smaller line load becomes stronger while the ones with larger line load becomes
weaker. In other words, the power grid is more resilient against some large disturbances
while it is less resilient against others.

The maximum value of the density of potential energy is much smaller than that of the
linear stability as shown in Figs. 6.4(c-d). This demonstrates that the potential energy is
much more sensitive to the heterogeneity than the linear stability in the setting of P and K .
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Figure 6.8: (a-d). The distribution of ∆VI , ∆VI I , ∆V T
I and ∆V T

I I for cyclic power grids for N = 10,18,50,102.
(e-f). The distribution of ∆VI and ∆VI I for σ = 0.2, 0.4 with N = 22,38. The vertical black dashed lines in the
middle of figures (a-d) denote the boundary between ∆V T

I and ∆V T
I I and the vertical black solid lines in the middle

of figures (a-f) indicate the boundary between ∆VI and ∆VI I . P = 1 and K = 8 in all panels.

6.6. CHAPTER CONCLUSION
Synchronous states and their stability in cyclic power grids have been studied in this chap-
ter. We derive analytical expressions for the stable equilibria of the cyclic power grids with
homogeneous power distribution. Both linear and nonlinear stability are investigated for
cyclic power grids. In particular, the nonlinear stability is measured by the energy barri-
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ers, which are the potential energy differences between the type-1 equilibria and the stable
equilibrium. An analytical approximation of the energy barrier is obtained for the cyclic
grids with a homogeneous distributed power generation and consumption. With an efficient
algorithm for all the type-1 equilibria numerical studies on the nonlinear stability have been
performed for the cyclic power grids with heterogeneous distribution of power generation
and consumption. For the homogeneous case, we find that adding cycles to the network
increases the energy barriers. However, as the size of the cycle N approaches infinity, the
energy barriers decrease to constants. For the heterogeneous case, the energy barrier de-
creases with both the heterogeneity and the size N . Therefore, to benefit from the increased
stability of a ring like connection, the size of the cycle should not be too large (typically
N < 10). Furthermore, for both homogeneous and heterogeneous cases, a line connecting
two nodes in a ring network is more robust than a corresponding line in a tree network
carrying the same line load.

An analytical approximation of the critical clearing time [6, 111] of faults in power
systems is derived by Roberts et al. [112] which shows that larger potential energy of the
closest equilibrium may increase the critical clearing time. The energy barrier measures the
energy-absorbing capability of real power grids. In further study, it is worthwhile to inves-
tigate the energy barrier of small size artificial power grids to gain insight on improving the
stability of the synchronous state of general power grids. However, the challenge remains
to find all the type-1 equilibria of the power systems.
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CONCLUSION

This thesis aims to investigate how to effectively suppress frequency fluctuations and im-
prove the synchronization stability of large-scale power systems. Control laws with differ-
ent control architectures have been designed, influence of the topology of the power system
on the synchronization stability has been studied under the special type topology of rings.
Contributions of this thesis are summarized in Section 7.1 followed by a research outlook
on the control and stability analysis of power systems in Section 7.2.

7.1. CONCLUSIONS
We conclude this thesis by looking back at the four RQs introduced in Chapter 1.

RQ 1. Does a stable control law exist that is able to effectively suppress the large fluctua-
tions of the power systems integrated with a large amount of weather dependent renewable
energy?

Chapter 3 aims to answer RQ 1. In that chapter, a centralized control law named Power-
Imbalance Allocation Control (PIAC) has been proposed to address the large frequency
deviations. In the PIAC control law, a coordinator estimates the power-imbalance and dis-
patches the control inputs to the local controllers after solving an economic power dispatch
problem. Compared to the traditional ACE based AGC control law, the proportional control
input is included into secondary frequency control. With a new defined abstract frequency
deviation, we decompose the dynamics of the power system into three subprocesses, i.e.,
the convergence of the total control input to the power-imbalance, the convergence of the
abstract frequency to the nominal frequency and the synchronization of the local nodes to
the abstract frequency. With this decomposition, how PIAC improves the transient perfor-
mance of the power system can be explained. Because the total control input converges to
the power-imbalance exponentially with a speed determined by a control coefficient only,
the large frequency fluctuation problem can be effectively addressed by PIAC with a large
control coefficient. In addition, when implemented in a non-cooperative multi-area control
of a power network, PIAC decouples the control actions of the areas such that the control
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action of one area is not influenced by the disturbances in its neighboring areas. This allows
PIAC to be implemented in an asynchronous way in the areas. Lyapunov/LaSalle stability
criterion based analysis shows that the PIAC control law is locally asymptotically stable for
strictly convex cost functions of the economic power dispatch problem.

RQ 2. Could the proposed control law be used in a large-scale power system? If not, how
could it be reformulated for the large-scale power systems? Whether the reformulated
control law for the large-scale power system is still stable?

Because the PIAC control law is a centralized control law, it is less efficient for large-scale
power systems due to the overhead of communications and complicated computations of
the central coordinator. Furthermore, it is applicable only for the non-cooperative multi-
area control for the power system with multi-areas where the control cost of the secondary
frequency control of the entire network cannot be optimized. So PIAC is not suitable for
the large-scale power systems which aim to minimize the control cost of the secondary
frequency control of the entire networks. Here, the non-cooperative multi-area are not
cooperative in the secondary frequency control, which however cooperate in tertiary control
to negotiate on the desired power flows in the boundary lines.

Chapter 4 formulates a secondary frequency control law for large-scale power systems,
which can effectively address the large frequency fluctuation problem. In that chapter,
inspired by the idea of PIAC, we proposed a multi-level control law named Multi-Level
Power-Imbalance Allocation Control (MLPIAC). In MLPIAC, the network is partitioned
into two levels, at the bottom level a number of local areas consisting of nodes and at
the top level a network connecting the local areas. There is a coordinator in each area.
At the level of areas, a centralized control law called Gather-Broadcast Power-Imbalance
Allocation Control (GBPIAC) is implemented. The coordinator of each area collects the
frequency deviations from the nodes in the area and calculates the control inputs for these
nodes by solving an economic power dispatch problem. At the top level, a distributed con-
trol law called Distributed Power-Imbalance Allocation Control (DPIAC) is implemented.
The coordinators of the areas exchange their marginal costs based on the consensus con-
trol in order to achieve a consensus of these marginal cost. This consensus is a necessary
condition to solve an economic power dispatch problem of the entire network. Besides
restoring the nominal frequency, MLPIAC also solves the economic power dispatch prob-
lem of the network at the steady state. Because the total control input also converges to the
power-imbalance exponentially, MLPIAC can effectively suppress the large fluctuations of
the power system. The transient performance can be improved by tuning the control co-
efficients. With MLPIAC, there are four levels control for the load frequency control of
the large-scale power system, i.e., the decentralized control of primary control at the level
of nodes, centralized control GBPIAC at the level of areas which includes several nodes,
distributed control DPIAC at the level of the network which consists of several areas, and
tertiary control at the level of the network which guarantees the security of the system. Fur-
thermore, the drawback of centralized control which suffers the overhead communications
and complicated computations and the one of distributed control which suffers the slow
convergence to the optimal steady state are well balanced in MLPIAC. Thus it is attractive
to the large-scale power system with cooperative multi areas.
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Asymptotic stability analysis based on the Lyapunov-LaSalle criterion is presented,
which shows that if the control parameters satisfy a sufficient condition, the closed-loop
system is locally asymptotically stable. However, various simulations show that MLPIAC
is still stable even though this condition is not satisfied. Further investigation on finding a
Lyapunov function candidate to relax this requirement is still needed.

RQ 3. In the proposed control laws, how do the control parameters influence the transient
performance of power system?

Chapter 5 answers RQ 3. In that chapter, we investigated the transient performance of the
frequency deviation and control cost of the power system controlled by PIAC, GBPIAC,
DPIAC respectively. We use the H2 norm to measure the transient performance. It is
shown in these four control laws that a trade-off is established between the frequency de-
viation and the control cost. The frequency deviation can be effectively suppressed at the
expense of the control cost. This trade-off is determined by the control parameters of the
control laws, which is illustrated by case studies. We also compared the transient perfor-
mance of these three control laws. With the same control cost, PIAC is more efficient in
suppressing the frequency deviation than GBPIAC. Among the GBPIAC, DPIAC control
laws, with sacrificing little cost of the frequency deviations, GBPIAC is more efficient one
on minimizing the control cost than DPIAC. The selection of these control laws depends
on the infrastructure of the communication network, the control objectives and the cooper-
ation of the control areas. Because MLPIAC balances the advantages and disadvantages of
GBPIAC and DPIAC, the performance of MLPIAC on minimizing control cost is between
GBPIAC and DPIAC.

RQ 4. How do the rings of the power network influence the synchronization stability?
How to increase the synchronization stability by controlling power generation and loads?

In Chapter 6, we studied the synchronous (equilibrium) state of cyclic power systems. We
use the energy barrier, which is the potential energy difference between the type-1 equilibria
and stable equilibrium, to measure the stability of the synchronous state. The energy barrier
measures the energy-absorbing capability of a power grid. Here, the energy absorbed by
the system is brought by disturbances. The larger the energy barrier, the more stable the
synchronization. Thus it is more difficult for the system to lose synchronization after distur-
bances. We find in the analysis and simulations that the energy barrier decreases as the size
of the ring increases and as the power generation and loads becomes more heterogeneous.
In addition, the more heterogeneous the power generation distribution is, the stronger the
energy barrier depends on the size. Thus the energy barrier can be increased by adding
small rings to the power network, which thus increases the synchronization stability.

By studying the energy barrier of a cyclic network and a tree network, we find that a line
connecting two nodes in a cyclic network is more robust than a line in a tree network if they
are transmitting the same amount of power. The smaller the ring network is, the larger the
difference between them is. Thus, for the same robustness as the line in the tree network,
the line in the ring network can transmit more power. Because the synchronization stability
of the network is limited by the lines that are less robust, the power generation should be
controlled to decrease the transmitted power by the lines with tree connections.
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7.2. RESEARCH OUTLOOK
In the proposed control laws, the communications between the coordinator and the local
controllers plays an important role on minimizing the control cost and stabilizing the sys-
tem. However, there usually are noises and time-delays in the communications and in the
frequency measurement, which may destroy the stability of the control laws. Hence, the
robustness of the control laws needs further study.

In the model of the power system, the power losses of the transmission lines are ne-
glected, which is realistic for traditional power system. In contrast, it is not so realistic for
a micro-grid where the transmission lines are usually lossy due to large ratio of R/X . In
addition, the voltages are assumed to be constants at all the nodes, which is also realistic for
the traditional power system but not for the micro-grids because the voltage and frequency
are strongly coupled when the transmission lines are lossy. So whether the proposed control
laws are still stable when implemented in the micro-grid needs further investigation.

In this thesis, the overload problem of transmission lines, which is also called the con-
gestion problem, is neglected. To guarantee the reliability of the power systems, the conges-
tion problem, which may be triggered by a large disturbance, should be avoided. Otherwise,
the system may lose the frequency synchronization during the transient phase, which may
further lead to blackout. A sufficient condition to avoid the congestion problem is to let the
phase angle differences between the nodes be in a specified range, which is considered as
a constraint of the power flow in the optimal power flow calculation. However, the con-
straint is only valid for the steady state. In order to realize the real-time optimal control
of the power flow, the congestion should be avoided on-line. How to avoid the congestion
problem with improved transient performance needs further investigation.

In this thesis, the synchronization stability (transient stability) is measured by the en-
ergy barrier of the system which is related to the phase angle differences. We studied the
energy barrier of ring power networks and concluded that a line in a ring should transmit
more power than a comparable line in a tree. The smaller the ring, the more power can be
transmitted by the lines in the ring. However the derived formula of the energy barrier is
only valid for ring power network. In practice, a line may be in more than one rings. So it
is valuable to study the energy barrier in general networks. In addition, the energy barrier
depends on the distribution of power generation and loads. The energy barrier is usually
larger if the power generation and loads are less heterogeneously distributed. Because the
loads are always fluctuating, it is valuable to control the power generation to improve the
energy barrier on-line in order to avoid losing the frequency synchronization. This issue
also needs a further study.
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A.1. STABILITY OF DAE SYSTEMS
Consider the following Differential Algebraic Equation (DAE) systems

ẋ = f (x, y), (A.1a)
0 = g (x, y). (A.1b)

where x ∈ Rn , y ∈ Rm and f : Rn ×Rm → Rn and g : Rn ×Rm → Rm are twice continuously
differentiable functions. (x(x0, y0, t ), y(x0, y0, t )) is the solution with the admissible initial
conditions (x0, y0) satisfying the algebraic constraints

0 = g (x0, y0), (A.2)

and the maximal domain of a solution of (A.1) is denoted by I ⊂ R≥0 where R≥0 = {t ∈
R|t ≥ 0}.

Before presenting the Lyapunove/LaSalle stability criterion of the DAE system, we
make the following two assumptions.

Assumption A.1.1 There exists an equilibrium state (x∗, y∗) for the DAEs system (A.1)
such that f (x∗, y∗) = 0, g (x∗, y∗) = 0.

Assumption A.1.2 Let Ω⊆Rn ×Rm be an open connected set containing (x∗, y∗), assume
(A.1b) is regular such that the Jacobian of g with respect to y is a full rank matrix for any
(x, y) ∈Ω, i.e.,

rank(∇y g (x, y)) = m, ∀(x, y) ∈Ω.

Assumption A.1.2 ensures the existence and uniqueness of the solutions of (A.1) in Ω
over the interval I with the initial condition (x0, y0) satisfying (A.2).

The following theorem provides a sufficient stability criterion of the equilibrium of the
DAE system (A.1).

135



A

136 A. APPENDIX

Theorem A.1.3 (Lyapunov/LaSalle stability criterion [113, 114]): Consider the DAE sys-
tem in (A.1) with assumptions A.1.1 and A.1.2, and an equilibrium (x∗, y∗) ∈ ΩH ⊂ Ω. If
there exists a continuously differentiable function H :ΩH → R, such that (x∗, y∗) is a strict
minimum of H i.e., ∇H |(x∗,y∗) = 0 and ∇2H |(x∗,y∗) > 0, and Ḣ(x, y) ≤ 0, ∀(x, y) ∈ΩH , then
the following statements hold: (1). (x∗, y∗) is a stable equilibrium with a local Lyapunov
function V (x, y) = H(x, y)− H(x∗, y∗) ≥ 0 for (x, y) near (x∗, y∗), (2). Let Ωc = {(x, y) ∈
ΩH |H(x, y) ≤ c} be a compact sub-level set for some c > H(x∗, y∗). If no solution can stay
in {(x, y) ∈Ωc |Ḣ(x, y) = 0} other than (x∗, y∗), then (x∗, y∗) is asymptotically stable.

We refer to [113] and [114] for the proof of Theorem A.1.3.

A.2. OPTIMAL CONTROL FRAMEWORK OF DAES
Consider the following optimal control problem of a Differential Algebraic Equation (DAE)
system [39],

min
ui∈R

∫ T0

0
uT (t )R1u(t )+x(t )T R2x(t )d t (A.3a)

s.t . ẋ = f (x, y,u), (A.3b)
0 = g (x, y,u), (A.3c)

with the initial condition (x(0), y(0),u(0)) = (x0, y0,u0) such that g (x0, y0,u0) = 0. Here, x ∈
Rn , y ∈ Rm ,u ∈ Rz are the state variable, algebraic variable and control input respectively,
and f : Rn ×Rm ×Rz → Rn and g : Rn ×Rm ×Rz → Rm . The matrix R1 ∈ Rz ×Rz and
R2 ∈ Rn ×Rn . R1 = RT

1 > 0 and R2 = RT
2 > 0 determine the trade-off between the control

input and the state oscillations.
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