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Abstract

In recent years wind turbines have become increasingly large to increase energy yield and
cost-effectiveness. This has led to taller turbine towers, subjected to larger loads. As a re-
sult, Lagerwey turbines experience lateral tower vibrations at different resonance frequencies.
These vibrations result in rotor speed measurement disturbances due to tower top roll mo-
tion. Such disturbances affect controller performance and induce undesired generator torque
variations. Generator torque excites the tower, thus, a closed-loop interaction between the
tower and the torque controller exists. A tower model including two resonance frequencies
has been obtained through model identification in a simulation environment, which includes
tower top rotational velocity as an output. A Kalman filter based on this model is able to
provide an accurate estimate of tower signals using the tower top acceleration measurement
and the generator torque set point. The tower top rotational velocity estimate is used to
filter the rotor speed measurement. In high-fidelity simulation, it is found that in above-rated
conditions (where tower vibrations are most severe) tower loads are reduced by 5.85%. In
order to obtain a further load reduction, a state-feedback tower damping controller has been
developed. Vibration modes are damped individually with user-defined damping ratios. For
the designed controller, an average load reduction of 32.5% is achieved at the cost of a 0.8%
increase in standard deviation of electric power.
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Chapter 1

Introduction

On 22 April 2015, 195 countries signed the Paris Climate Agreement. The participants
committed to keeping the increase in global average temperature well below 2◦C above pre-
industrial levels [18]. In order to reach this ambitious goal, the most important measure to
be taken is the transition from fossil fuels to renewable energy sources. Wind energy plays an
important role in achieving this goal. In 2019, wind supplied 4.7% of the world’s and 15% of
Europe’s electrical energy consumption with a large annual growth in share [24]. Currently,
wind energy is typically installed with aid of governmental subsidies. To increase the economic
viability of wind energy and due to the competition among turbine manufacturers, much effort
is put into decreasing the Levelised Cost Of Energy (LCOE) which expresses the cost per
unit of produced energy, [e/kWh]. For this reason, wind turbines are continuously improved
to increase Annual Energy Production (AEP) and decrease life-cycle cost. The increasing
performance and cost reduction criteria require constant technological development.

1-1 Developments in Wind Turbine Technology

Some trends can be observed in wind turbine technology in recent years, as listed. The causes
for these trends are discussed below.

• Increasingly tall turbine towers

• Introduction of more lightweight tower designs

• Increasing rotor diameters

• Increasing power ratings

• Increase in tower top mass
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2 Introduction

Wind turbine towers have become increasingly tall, see Figure 1-1. This enables access to
more uniform and higher average wind speeds found at higher altitudes, therefore increas-
ing the AEP. In the meanwhile, more lightweight tower designs are introduced to increase
cost-effectiveness. Rotor diameters have experienced a great increase in size to increase rotor
through-flow area and therefore energy capture. This has led to an increase in power ratings
and has resulted in increased aerodynamic loads on the turbine structure. The rotor-nacelle
assembly has become heavier due to the increased rotor size and larger sub-components re-
quired for increasing power. Ultimately, this has led to a taller, more flexible tower that
is subjected to larger loads. As a result, wind turbine towers experience increasingly large
vibrations, which negatively impact the expected structural lifespan of a wind turbine tower.

Figure 1-1: Evolution of wind turbine size and power output [12]

Due to the increased loading of structural turbine components, load reduction through ad-
vanced controller design is becoming increasingly important. This could enable further growth
in wind turbine size and increase the lifetime of turbine components, therefore resulting in a
decrease in LCOE. [17]
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1-2 Problem Definition 3

1-2 Problem Definition

In the subsequent section, background information regarding the project is provided. This
leads to the research goals of the project.

The coordinate system of the turbine is defined in accordance with the system as used by
Lagerwey, as shown in Figure 1-2.

Figure 1-2: Wind turbine coordinate system

The z-axis vertically upward, the y-axis horizontally sideways and the x-axis horizontal in
the wind direction. According to this coordinate system, the generator torque acting on the
tower is positive in clockwise direction as shown above.

1-2-1 Background

Lagerwey turbines, in line with the trends stated above, experience increased tower loading.
This has resulted in increasingly large tower vibrations. Tower vibrations in the fore-aft
direction benefit from significant aerodynamic damping, however, aerodynamic damping in
lateral direction is very small and sometimes even regarded negligible [27]. There have been
situations in which vibrations in the lateral direction grow over a period of several minutes
with no clear root cause. Possible causes suggested are a lower damping ratio in reality than
in simulation, as well as closed-loop interaction of the tower and the controller.

The Lagerwey turbines exhibit a fully steel tower. Steel is known to have a relatively small
damping capacity. In combination with the absence of other sources of damping, the tower
basically resembles a large spring. The nacelle of the Lagerwey turbine features an accelerom-
eter, able to measure tower top acceleration in the lateral direction. Multiple tower resonance
frequencies are observed in the acceleration measurement, especially the first and second
tower eigenfrequencies. Different excitation sources exist which could excite the tower in the
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4 Introduction

lateral direction. For example rotor mass imbalance, yaw misalignment, variations in the
wind field and generator torque. Variations in the wind field could be the result of different
phenomena, such as turbulence, tower shadow, wind shear or tower fore-aft velocity. Of these
quantities, generator torque is controllable and therefore known. Generator torque results in
direct excitation of the tower, since applying a torque to the rotor will result in an equally
large reactive torque on the stator, which is rigidly connected to the nacelle/tower.

A possible cause for tower vibrations is interaction with the controller. Vibrations do not
only result in lateral tower top displacements, they lead to tower top roll motion as well. The
rotor speed Ω is measured with an encoder mounted to the stator. This means that if the
stator is not a static frame of reference, this will affect the rotor speed measurement. The
rotor speed measurement is the main input to the turbine controller, therefore disturbances
directly affect controller performance and should be mitigated. In practice, it is observed
that tower vibrations lead to disturbances in the rotor speed which result in additional pitch
and torque action. With tower top rotational velocity ω, the measured rotor speed is simply:
Ωmeas= Ω−ω. A closed-loop interaction exists since rotor speed disturbances result in torque
disturbances that could excite the tower.

The generator torque set point Tgen is directly related to the rotor speed measurement via a
lookup-table, shown in Figure 1-3. Three regions are distinguished:

• Blue: Sub-rated

• Orange: Transient

• Green: Above-rated

In the sub-rated region generator torque is set according to the optimal power curve. At a
certain rotor speed the torque-speed curve changes to a linear relation towards rated condi-
tions. At rated conditions, the above-rated region is reached. In order to minimise power
fluctuations an inverse relation is used here: Tgen = Prated

Ω , in which Prated is rated generator
power. This has a destabilising effect on rotor speed, which is compensated by the pitch
controller. Finally, a transient region is used to further stabilise power output.

As shown, variations in rotor speed will have a direct effect on generator torque. Especially
in the sub-rated region the slope is steep and therefore results in a large gain. In this region,
a small change in rotor speed (measurement) has a significant effect on generator torque.

Figure 1-3: Torque-Rotor speed controller

Gilian G.J. Ruiterkamp Master of Science Thesis



1-2 Problem Definition 5

In closed-loop, small disturbances can affect the tower’s stability. This would manifest itself
in reduced (or potentially negative) damping of the tower when considering the closed-loop
system.

The controller gain KΩ→T equals the slope of the torque-speed curve shown above, and thus
depends on operating conditions. This gain can therefore be either positive or negative. For
stability, the maximum and minimum gains are of importance. These are deemed KSR and
KAR, denoting the maximum positive gain which is obtained during sub-rated operation and
the minimum negative gain, obtained above-rated.

• KSR = 34.377 [MNm
rad/s ]

• KAR = −1.909 [MNm
rad/s ]

Figure 1-4 shows the closed-loop interaction of the tower with the torque controller. One
would expect a destabilising effect on tower vibrations in the above-rated operating region,
where KΩ→T is negative. If the tower moves in the negative y-direction, the tower top rotates
in positive rotor direction. The measured rotor speed, being the speed difference between
rotor and stator is therefore reduced. A reduction in measured rotor speed results in an
increase in generator torque in the above-rated operating region. Generator torque works in
the same direction as tower movement and therefore amplifies the vibration.

This implies that in the sub-rated region, the tower is stabilised. It should be noted that
tower vibrations are especially present in the above-rated operating region. The interaction
can lead to both additional damping or reduced damping. Additional damping does not
lead to negative effects, other than additional control action. However, regions with reduced
damping are undesirable. The magnitude of this effect is yet unclear, given that no model
incorporating tower rotational dynamics is available, and shall be further assessed after a
sufficient tower model including rotational dynamics is obtained.

Figure 1-4: Closed-loop tower controller interaction

This interaction can be counteracted in two ways.

1. ’Break’ the loop. By obtaining an estimate ω̂ and adding this to Ωmeas, the undisturbed
rotor speed Ω is obtained.

2. Add artificial damping. By actively damping the tower through the controller.
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6 Introduction

In order to break the loop, typically a conventional filter, such as a notch filter, would be used
to suppress disturbances at a certain frequency. A notch filter is a static filter, with a constant
suppression in the frequency domain. However, this is not preferred since tower vibrations
are highly variable, therefore the tuning of a filter would be difficult and could either result
in insufficient suppression of the disturbance or to a loss of valuable information in the rotor
speed signal. A Kalman filter is preferred, in which measurement and model information are
optimally combined in order to obtain an estimate of ω̂. The amount of suppression in the
frequency domain is therefore not static, but dependent on the estimate. Therefore this could
be deemed a ’dynamic’ filter. Lagerwey has developed a rotor speed measurement correction
observer as shown in Figure 1-5.

Figure 1-5: Current rotor speed measurement correction observer designed by Lagerwey

The goal is to estimate tower top rotational velocity and subtract it from the rotor speed
measurement. A Discrete-Time (DT) Linear-Time-Invariant (LTI) State-Space (SS) Single-
Input-Single-Output (SISO) model of generator torque to tower top acceleration has been
identified using Subspace Identification with a Past-Input-Multivariable Output-Error-State-
sPace (PI-MOESP) scheme in high-fidelity simulation package Focus. The model includes two
vibration modes. A Kalman filter based on this 4th-order model provides a filtered estimate
of the acceleration measurement a. To obtain a relation between lateral acceleration and
rotational acceleration α, a linear relation is assumed. This relation is based on the static
beam bending theory of a clamped bead subjected to a torque, which will be discussed in
Chapter 2. Finally, a free integrator is used to obtain an estimate of tower top rotational
velocity.

Results of this filter have shown successful elimination of the fundamental (1st) tower lateral
resonance frequency in the rotor speed measurement. However, the observer is unable to
filter a higher-order tower resonance frequency occurring in measurements. From this, it has
been concluded that the linear relation 2/L does not hold for higher-order vibration modes.
The observer has reduced torque and pitch actions as the controller is not affected by the
first tower mode. Potentially, an additional increase could be attained if the Kalman filter is
extended to the other observed tower resonance frequency.

As the first resonance frequency is filtered from the rotor speed measurement, the closed-
loop interaction is removed. However, tower vibrations remain to exist and are still deemed
too large. One possible solution could be to alter the dynamic behaviour of the tower by
adjusting the mechanical design. However, this would be expensive, complicated and would
likely undo the cost savings of the more lightweight tower design. Therefore, the solution
is sought in controller design. A controller modification does not add additional cost to the
turbine (excluding development cost). The goal is to actively damp lateral tower vibrations
through a controller modification. This damping controller should be able to damp multiple
modes optimally. If performed correctly, tower loads are reduced. This could enable the
future design of more lightweight and cost-effective towers.
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1-2 Problem Definition 7

1-2-2 Research Goals

Three main research questions have been determined for the project. The first research
question is as follows:

How can tower top rotational dynamics be modelled and included in a
tower model?

It is unclear how tower top rotational dynamics are related to translation dynamics. Therefore,
a model is to be derived which includes rotational dynamics of the tower for multiple modes.
The second research question is related to breaking the loop:

How can an online estimate of tower top rotational velocity, including
multiple tower vibration modes, be obtained and can it be used for rotor
speed measurement correction?

Since limited sensor information is available, namely tower top acceleration and generator
torque, the question is whether it is possible to obtain an accurate estimate of tower top
rotational velocity ω for multiple vibrations modes, such that it reduces disturbances in the
rotor speed signal. The third research goal is to add artificial damping to the tower:

Can a controller be designed, able to optimally damp multiple vibration
modes?

A tower damping controller is to be designed which allows optimal damping of multiple
vibration modes. This requires a model-based control design. To this extent, the model
obtained from objective one is considered.

1-2-3 Case Study

For this project, a single turbine of Lagerwey’s product range is studied, namely the L136
P4650 T132M BLM AW8.5 TI16.0. For this reason, a general description of this specific
turbine is provided. Parameters of the turbine are provided in Table 1-1.
The Lagerwey turbine is a variable speed variable pitch turbine. As the name suggests, the
turbine is designed for an annual average wind speed of 8.5 m/s and a turbulence intensity
of 16%. Lagerwey turbines exhibit some features which are worth mentioning with respect to
the project. The turbine features a Permanent Magnet Direct Drive (PMDD) synchronous
generator, therefore the turbine lacks a gearbox. This reduces the complexity of the turbine’s
controller and the problem at hand. First, gearbox dynamics do not have to be modelled when
assessing the effect of generator torque on the turbine tower. Secondly, gearbox loads do not
have to be taken into account when designing a controller. Another feature of the Lagerwey
turbines is the Modular Steel Tower (MST), a full steel tower design. This tower consists
of steel plates that can be transported using regular trucks and are assembled on-site using
bolted connections. The advantages of such a tower design are a decrease in transportation
cost, as well as a more lightweight tower design. The tower is a soft-stiff type tower, meaning
that in rated conditions the first eigenfrequency is in between the rotor and blade-passing
frequencies (1P and 3P).
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8 Introduction

Table 1-1: Turbine specification

L136 P4650 T132M BLM AW8.5 TI16.0

Parameter Value

Power Output 4.65MW
Rated Wind Speed 12m/s
Rotor Speed (Rated) 11.1RPM

Generator Torque (Rated) 4.438MNm
Rotor Diameter 136m
Hub Height 132m

Cut-in Wind Speed 2.5m/s
Cut-out Wind Speed 25m/s
Tower Base Diameter 10.7m
Tower Top Diameter 3.1m

Tower structural damping ratio 0.002387

1-3 Outline

The report will discuss the design of a tower Kalman filter and tower damping controller. In
Chapter 2, tower modelling techniques are assessed in order to establish a relation between
tower top rotation and translation. Using this information a state-space model structure is es-
tablished. Additionally, an analysis is performed on which excitation sources could potentially
excite the tower in lateral direction, besides generator torque. In the next chapter, Chapter 3,
a system model is to be identified. First, an experiment is designed in Focus. The resulting
input and output data is used to derive a tower model. For this purpose, subspace identifi-
cation with a Past-Output-Multivariable-Output-Error-State-sPace (PO-MOESP) scheme is
used. In Chapter 4, a Kalman filter, based on the identified model is designed. Design Load
Case (DLC) experiments are used for this purpose. With a Kalman gain identified, a tower
damping controller is designed in Chapter 5. Final conclusions are drawn and recommenda-
tions for future research are provided in Chapter 6.
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Chapter 2

Tower Modelling

In order to acquire a better understanding of the tower’s dynamics, the physical equations
governing tower dynamics are evaluated. By doing so, a model structure is obtained. The
tower is a highly non-uniform structure, therefore the goal is not to derive a tower model
analytically, as this will be obtained through a system identification procedure. Rather, the
goal is to evaluate linearity of the relationship between displacement and rotation of a beam
for different vibration modes and to obtain insight into the tower’s dynamics in order to
validate the identified model.

2-1 Euler-Bernoulli Beam Theory

As a starting point, the well-known Euler-Bernouilli (EB) beam theory is used. This theory
depends on two main assumptions; one dimension of the beam is much larger than the other
two and deflections are relatively small compared to the beam’s length. Both assumptions
are valid for a turbine tower.

2-1-1 Static Equation

The tower can be regarded as a clamped beam with a torque applied to the end. Figure 2-1
shows the turbine tower represented as such.
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10 Tower Modelling

Figure 2-1: Static deformation of a clamped beam subjected to an external torque

w(z) and ϕ(z) are the deflection and rotation of the beam at certain height z. Note that w(z)
is displayed in negative y-direction in the figure. The static EB equation states:

d2w(z)
dz2 = Tgen

EI
(2-1)

With elastic modulus E and area moment of inertia I. The second derivative of w(z) with
respect to z is a measure for the curvature of the beam. Upon integrating the equation once
and twice, the equations for the angle ϕ and the displacement w are obtained respectively:

ϕ(z) = dw(z)
dz

= Tgen
EI

z, w(z) = Tgen
2EI z

2 (2-2)

The point of interest is the end of the beam (the nacelle). For hub height z =L, it can easily
be seen that a linear relation exists between ϕ and w when a torque is applied to the end of
a beam:

ϕ(L) = 2
L
w(L) (2-3)

Tower top deflections can be caused by torque (T ), forces (F ) or distributed loads (q) acting
on the tower.

w(L) = TL2

2EI , w(L) = FL3

3EI , w(L) = qL4

8EI (2-4)

As can be seen, their effects are linearly scaled. This relationship is typically used in literature
to combine the effects of distributed loads, forces and torque acting on the tower top. [19,
16, 8]
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2-1 Euler-Bernoulli Beam Theory 11

2-1-2 Dynamic Equation

To evaluate the beam’s natural frequencies and mode shapes, the dynamic EB equation for
free vibration can be evaluated [11]. A viscous damping term η is assumed.

ρtA
∂2w

∂t2
+ η

∂w

∂t
+ EI

∂4w

∂z4 = 0 (2-5)

With beam density ρt and cross-sectional area A. With no exogenous force applied to the
beam, the following four boundary conditions can be derived:

for z = 0 : w(0, t) = 0, ∂w
∂z

(0, t) = 0 (2-6)

for z = L : ∂2w

∂z2 (L, t) = 0, ∂
3w

∂z3 (L, t) = 0 (2-7)

Separability of the partial differential equation allows for separation into a time-dependent
and space-dependent part:

w(z, t) = W (z)T (t) (2-8)

ρAWT̈ + ηWṪ + EI
d4W

dz4 T = 0 (2-9)

1
T

(
T̈ + η

ρA
Ṫ

)
= −EI

ρA

1
W

d4W

dz4 = −ω2
n (2-10)

The time-dependent part is an Ordinary Differential Equation (ODE) with a general solution
which can be determined using eigenvalues.

T̈ + η

ρA
Ṫ + ω2

nT = 0 (2-11)

λ2 + η

ρA
λ+ ω2

n = 0 (2-12)(
λ+ η

2ρA

)2
− η2

4ρ2A2 + ω2
n = 0 (2-13)

λ+ η

2ρA = ±
√

η2

4ρ2A2 − ω
2
n (2-14)

λ1,2 = − η

2ρA ±
√
ω2
n −

η2

4ρ2A2 i = −σ ± ωdi (2-15)

= −ζωn ± ωn
√

1− ζ2 (2-16)
⇒ T (t) = e−σ

(
a1cos(ωdt) + b2sin(ωdt)

)
(2-17)

The constants a1 and a2 can be determined given the beam’s initial conditions. As shown,
the damped natural frequency ωd is slightly lower than the undamped natural frequency ωn.
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12 Tower Modelling

The space-dependent part is a standard ODE as well and can be determined using the same
principle:

d4W

dz4 − β
4W = 0, β4 = ρAω2

n

EI
(2-18)

W (z) = C1cos(βz) + C2sin(βz) + C3cosh(βz) + C4sinh(βz) (2-19)

The solutions of the space-dependent part can be derived using an eigenvalue problem. Solu-
tions exist for:

2
(
1 + cos(βL)cosh(βL)

)
= 0⇒ cos(βL)cosh(βL) = −1 (2-20)

This equation has an infinite number of solutions; βL = {±1.875,±4.694,±7.855...}. Given
these numbers and Equation (2-18), an infinite series of undamped natural frequencies can
be determined:

ωn =
(
βL

L

)2√EI

ρA
(2-21)

Given the set of boundary conditions, the following is derived:

C3 = −C1 (2-22)
C4 = −C2 (2-23)

C2 = −RC1, with R = cosh(βL) + cos(βL)
sinh(βL) + sin(βL) (2-24)

Yielding the following mode shape equation with ratio R:

W (z) = C1

((
cosh(βz)− cos(βz)

)
+R

(
sin(βz)− sinh(βz)

))
(2-25)

A final scaling factor C1 remains undetermined in this analysis, however, is sufficiently small
in order to ensure only elastic deformation of the beam and is such that rotations and dis-
placements remain small. The mode shape equation Equation (2-25) can be considered an
eigenfunction related to the eigenvalues found from Equation (2-20). Given that an infinite
number of eigenvalues exist, an infinite number of related mode shapes exist. In general,
higher-order modes are increasingly damped and typically neither excited nor observed. For
the turbine tower, the first two modes are typically observed and therefore most relevant.
Additionally, the third mode is considered. In Figure 2-2, the first three mode shapes are
plotted.
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2-1 Euler-Bernoulli Beam Theory 13

Figure 2-2: Vibration mode shapes of a clamped beam

The solution for a single eigenvalue and therefore a single vibration mode n is a product of
the time-dependent (sinusoidal) part Tn(t) and mode shape Wn(z):

wn(z, t) = Tn(t)Wn(z), n = 1, 2, 3, ... (2-26)

Subsequently, the solution of the homogeneous partial differential equation to Equation (2-5)
is a linear combination of the different modes.

w(z, t) =
∞∑
n=1

cnwn(z, t) = c1w1(z, t) + c2w2(z, t) + · · · (2-27)

Let cn be a scalar that determines the relative contribution of the mode shape and is deter-
mined by modal mass, damping and stiffness. Due to the orthogonality of the eigenfunctions,
the response of the non-homogeneous system to an exogenous input signal remains a linear
combination of the mode shapes. [2, p. 705]
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14 Tower Modelling

2-2 Timoshenko-Ehrenfest Beam Theory

A slightly more accurate beam model is the Timoshenko-Ehrenfest (TE) beam theory, which
takes into account shear deformation and rotational bending effects. The most important
difference is that for the EB theory: ∂w

∂z = ϕ, whereas this is not the case for TE beam theory.
Especially for beams with a larger thickness-to-length ratio and for higher-order vibration
modes, the TE beam theory provides more accurate results. Additionally, it should be noted
that the simulation program used for system identification experiment design, Focus, makes
use of the TE beam theory in combination with a multi-body tower model. A summary of
TE theory is provided here.

Where EB theory describes the beam’s dynamics using a single Partial Differential Equation
(PDE), TE theory requires a set of two coupled PDEs. For a prismatic beam:

ρA
∂2w

∂t2
+ η1

∂w

∂t
= κAG(∂

2w

∂z2 −
∂ϕ

∂z
) (2-28)

ρI
∂2ϕ

∂t2
+ η2

∂ϕ

∂t
= EI

∂2ϕ

∂z2 + κAG(∂w
∂z
− ϕ) (2-29)

In this case, angular displacement is not approximated by the partial derivative ∂w
∂z , which

represents the slope of the deflection but by a separate variable ϕ. The additional parameters
G and κ represent the beam’s shear modulus, second moment of inertia and the (geometry
dependent) Timoshenko shear coefficient respectively.

The most important observation is that the solution to these PDEs can be obtained through
use of separability, by which the following can be established:

w(z, t) = W (z)T (t) (2-30)
ϕ(z, t) = Φ(z)T (t) (2-31)

The time-dependent part T (t) is equal for both functions. For Equation (2-28) this results
in:

∂2w

∂t2
+ η1
ρA

∂w

∂t
− κG

ρ

∂2w

∂z2 + κG

ρ

∂ϕ

∂z
= 0 (2-32)

WT̈ + η1
ρA

WṪ − κG

ρ

d2W

dz2 T + κG

ρ

dΦ
dz
T = 0 (2-33)

1
T

(
T̈ + η1

ρA
Ṫ

)
= 1
W

κG

ρ
(d

2W

dz2 −
dΦ
dz

) = −ω2
n (2-34)

⇒


T̈ + η1

ρA Ṫ + Tω2
n = 0

d2W

dz2 + ω2
nρ

κG
W − dΦ

dz
= 0

(2-35)

For Equation (2-29):
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2-3 Rotational Dynamics 15

∂2ϕ

∂t2
+ η2
ρI

∂ϕ

∂t
− E

ρ

∂2ϕ

∂z2 −
κAG

ρI

∂w

∂z
+ κAG

ρI
ϕ = 0 (2-36)

ΦT̈ + η2
ρI

ΦṪ − E

ρ

d2Φ
dz2 T −

κAG

ρI

dW

dz
T + κAG

ρI
ΦT = 0 (2-37)

1
T

(T̈ + η2
ρI
Ṫ ) = 1

Φ(E
ρ

d2Φ
dz2 + κAG

ρI

dW

dz
)− κAG

ρI
= −ω2

n (2-38)

⇒

T̈ + η2
ρI Ṫ + ω2

nT = 0
d2Φ
dz2 + (ω

2
nρ
E −

κAG
EI )Φ + κAG

ρI
dW
dz ) = 0

(2-39)

Let η2 = η1I
A , such that both PDEs have equal resulting eigenfrequencies. More involved, but

in the same way as for the EB-equation, the solution to the set of differential equations can
be obtained. The solution for a specific mode n and the total solution for the set of PDEs
can be found similarly as shown in Equation (2-26) and Equation (2-27).

{
wn(z, t) = Wn(z)Tn(t)
ϕn(z, t) = Φn(z)Tn(t)

, n = 1, 2, 3, ... (2-40)

Then the solution of the homogeneous partial differential equation is a linear combination of
the different eigenfunctions.


w(z, t) =

∞∑
n=1

cnwn(z, t) = c1w1(z, t) + c2w2(z, t) + · · ·

ϕ(z, t) =
∞∑
n=1

knϕn(z, t) = k1ϕ1(z, t) + k2ϕ2(z, t) + · · ·
(2-41)

2-3 Rotational Dynamics

A relation between translation and rotation needs to be derived. For EB theory it is known
that ϕn = ∂wn

∂z . The separation principle allows for the time-dependent part to be regarded
as a constant with respect to z:

ϕn(z, t) = ∂wn(z, t)
∂z

= ∂

∂z
Wn(z)Tn(t) = Tn(t) d

dz
Wn(z) (2-42)

Linearity of ϕn with respect to wn can be established as follows:

ϕn(z, t)
wn(z, t) = ∂wn(z, t)

∂z

(
wn(z, t)

)−1
=
Tn(t) ddzWn(z)
Tn(t)Wn(z) =

d
dzWn(z)
Wn(z) (2-43)
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16 Tower Modelling

For any given value of z, such as z = L, the ratio between W (z) and its derivative is constant
and independent of time. This means that for the tower top, for each vibration mode, a
constant linear relation exists between translation and rotation. This implies that without
increasing model complexity a linear model can be used to describe not only the lateral motion
of the turbine tower top but the rotational motion as well. If the mode shapes of the tower
are known, the angular shape of the tower can be determined. For simplicity, C1 is set to
one. The derivative of the space-dependent part with respect to z is:

dWn(z)
dz

= sinh(βz) + sin(βz) +R(cos(βz)− cosh(βz)) (2-44)

For the TE theory, the same can be established. For a certain tower height such as the tower
top at z = L the following is obtained for a single mode n:{

wn(L, t) = Wn(L)Tn(t)
ϕn(L, t) = Φn(L)Tn(t)

(2-45)

⇒ ϕn(L, t) = Φn(L)
Wn(L)wn(L, t) (2-46)

Therefore, similar to the EB beam theory, the TE beam theory results in a constant ratio
between tower top displacement and rotation for a specific mode. This linear relation is
established for angle ϕ and deflection w. Therefore it holds for its derivatives as well, given
that differentiation and integration are linear operations. For the first and second vibration
mode the scalars α and β can be defined and the following holds:

ϕ1(t) = αw1(t) ϕ2(t) = βw2(t) (2-47)
ϕ̇1(t) = αẇ1(t) ϕ̇2(t) = βẇ2(t) (2-48)
ϕ̈1(t) = αẅ1(t) ϕ̇2(t) = βẅ2(t) (2-49)

Thus the relation holds for (rotational) velocity and acceleration as well.

2-4 Tower Loads

Tower vibrations lead to mechanical loads. The tower base is subjected to the largest loads
and is therefore typically used to quantify tower loads. For this purpose tower base bending
moments are used, separated in x and y-direction. The tower bending moment in x-direction
is related to lateral bending of the tower, whereas tower bending moment in y-direction is
related to fore-aft bending. In this report, tower bending moment in x-direction is deemed
M(z), additionally, M(0) = M . According to EB theory, tower bending moment relates to
the tower shape as follows:

M(z) = E(z)I(z)∂
2w

∂z2 (z, t) (2-50)
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2-5 Linear Model 17

Thus, bending moments are linearly related to the beam’s curvature ∂2w
∂z2 (z, t), since the

curvature of the beam is a result of internal bending moments. From the beam’s mode
shapes, the curvature of the beam can be obtained for each mode.

M(z) = E(z)I(z)∂
2w

∂z2 (z, t) (2-51)

= E(z)I(z)
∞∑
n=1

cn
∂2wn
∂z2 (z, t) (2-52)

= E(z)I(z)
(
c1
∂2w1
∂z2 (z, t) + c2

∂2w2
∂z2 (z, t) + · · ·

)
(2-53)

Ultimately, it can be found that for a given height z, the dynamics of tower bending moment
are a linear function of time-dependent functions Tn(t).

M = EI
∂2w

∂z2 (0, t) (2-54)

= EI
∞∑
n=1

cn
∂2wn
∂z2 (0, t) (2-55)

= EI

(
c1T1(t)d

2W1
dz2 (0) + c2T2(t)d

2W2
dz2 (0) + · · ·

)
(2-56)

= c1,M · T1(t) + c2,M · T2(t) + · · · (2-57)

Similar to rotational dynamics, tower loads can be included in the model without increasing
model complexity. Bending moments at arbitrary beam heights can be taken into account.
However, in this project, a tower base moment is considered.

2-5 Linear Model

In previous sections, it has been established that a scalar relation exists between lateral and
rotational dynamics for a certain tower height and vibration mode. Additionally, it is found
that tower loads are linearly related to lateral tower dynamics as well. With the tower’s
dynamics known, a model structure of the required form can be derived. Considering the
separable PDE from Equation (2-26), the dynamics of the system are only dependent on the
time-dependent part Tn(t). All outputs of the system are linearly related to this function
through the mode shapes. As shown in Equation (2-17), the time-dependent part for each
mode is a 2nd-order ODE, thus a damped complex pole pair. This means that each vibration
mode for a certain point on the beam can be modelled as a mass-spring-damper system.

For a given point on the beam z the space dependent part Wn(z) reduces to a scalar and only
the time dependent part Tn(t) remains. Below, the first tower mode w1(z, t) is modelled for
z = L:

a′1ẅ1(t) + a′2ẇ1(t) + a′3w1(t) = a4Tgen(t), w1(t) = w1(L, t) (2-58)
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18 Tower Modelling

a′1, a′2 and a′3 represent the modal mass, damping and stiffness respectively, a4 is an arbitrary
scaling factor. Given that the model will ultimately be identified, three coefficients are suf-
ficient to obtain the same degrees of freedom. Therefore scaling factor a4 is included in the
coefficients representing modal mass, damping and stiffness.

a′1
a4
ẅ1(t) + a′2

a4
ẇ1(t) + a′3

a4
w1(t) = Tgen(t) (2-59)

a1ẅ1(t) + a2ẇ1(t) + a3w1(t) = Tgen(t) (2-60)

Hence, the coefficients are not per se similar to the physical quantities, mass, damping and

stiffness, as defined earlier. By defining x1(t) =
[
x1(t)
ẋ1(t)

]
=
[
w1(t)
ẇ1(t)

]
the following state space

equation is derived.

ẋ1(t) = A1x1(t) +B1u(t) =
[
ẋ1(t)
ẍ1(t)

]
=
[

0 1
−a3
a1
−a2
a1

] [
x1(t)
ẋ1(t)

]
+
[

0
1
a1

]
u(t) (2-61)

y1(t) = C1x1(t) +D1u(t) =
[
−a3
a1
−a2
a1

] [x1(t)
ẋ1(t)

]
+
[

1
a1

]
u(t) (2-62)

with u(t) = Tgen(t) and y1(t) = ẅ1(t). The 2nd-order tower model, representing the fun-
damental vibration mode of the tower top, is used in the vast majority of studies regarding
tower damping (both fore-aft and side-side) [19, 4, 1, 15, 13, 10, 23, 7, 22, 14, 16, 6, 5, 9, 26,
20, 8]. Zhang et al. [27] also uses a 2nd-order tower model but separates rotational dynamics
from lateral dynamics to model coupling of lateral tower dynamics with the edgewise vibra-
tion mode of the blades. Therefore, two 2nd-order models are used to model the fundamental
tower vibration mode.

By evaluating Equation (2-26), it is observed that the same principle applies to the second
vibration mode and a similar State-Space (SS) model can be derived for y2(t) = ẅ2(t) and

x2(t) =
[
x2(t)
ẋ2(t)

]
=
[
w2(t)
ẇ2(t)

]
:

b1ẅ2(t) + b2ẇ2(t) + b3w2(t) = Tgen(t) (2-63)

ẋ2(t) = A2x2(t) +B2u(t) =
[
ẋ2(t)
ẍ2(t)

]
=
[

0 1
− b3
b1
− b2
b1

] [
x2(t)
ẋ2(t)

]
+
[

0
1
b1

]
u(t) (2-64)

y2(t) = C2x2(t) +D2u(t) =
[
− b3
b1
− b2
b1

] [x2(t)
ẋ2(t)

]
+
[

1
b1

]
u(t) (2-65)

with b1, b2 and b3 representing parameters equivalent to a1, a2 and a3 respectively, however, in
this case related to the second mode. Equation (2-27) demonstrates that the total deflection
is obtained by summation of the two vibration modes.
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2-5 Linear Model 19

The relationship remains valid upon differentiation.

w(L, t) = c1w1(t) + c2w2(t) (2-66)
ẇ(L, t) = c1ẇ1(t) + c2ẇ2(t) (2-67)
ẅ(L, t) = c1ẅ1(t) + c2ẅ2(t) (2-68)

By using Equation (2-68), a tower SS model of two vibration modes can be constructed by
appending these models:

ẋ(t) = Ax(t) +Bu(t) =


ẋ1(t)
ẍ1(t)
ẋ2(t)
ẍ2(t)

 =


0 1 0 0
−a3
a1
−a2
a1

0 0
0 0 0 1
0 0 − b3

b1
− b2
b1



x1(t)
ẋ1(t)
x2(t)
ẋ2(t)

+


0
1
a1
0
1
b1

u(t) (2-69)

y(t) = Cx(t) +Du(t) =
[
− c1a3

a1
− c1a2

a1
− c2b3

b1
− c2b2

b1

] 
x1(t)
ẋ1(t)
x2(t)
ẋ2(t)

+
[
c1
a1

+ c2
b1

]
u(t) (2-70)

in which y(t) = a = c1ẅ1(t) + c2ẅ2(t). This implies that a 4th order model is required to
linearly approximate the effect of two vibration modes. Corcuera et al. [3] use a linear model
directly obtained from GH Bladed modelling two vibration modes. The tower model is not
further specified, however is likely to be of the form as shown above, given that GH Bladed
makes use of a modal tower description and is able to provide linear models directly. In
Section 2-3 it has been shown that for each vibration mode a linear relation exists between
translation and rotation as well as tower base moment M . This means that the following
outputs can be obtained from the linear model without increasing model complexity/order:

ẋ(t) = Ax(t) +Bu(t) =


ẋ1(t)
ẍ1(t)
ẋ2(t)
ẍ2(t)

 =


0 1 0 0
−a3
a1
−a2
a1

0 0
0 0 0 1
0 0 − b3

b1
− b2
b1



x1(t)
ẋ1(t)
x2(t)
ẋ2(t)

+


0
1
a1
0
1
b1

u(t) (2-71)

y(t) =


a(t)
v(t)
w(t)
ω(t)
M(t)

 =


ẅ(t)
ẇ(t)
w(t)
ϕ̇(t)
M(t)

 = Cx(t) +Du(t) (2-72)

=


− c1a3

a1
− c1a2

a1
− c2b3

b1
− c2b2

b1
0 c1 0 c2
c1 0 c2 0
0 c1α 0 c2β

cM,1 0 cM,2 0



x1(t)
ẋ1(t)
x2(t)
ẋ2(t)

+


c1
a1

+ c2
b1

0
0
0
0

u(t) (2-73)

Tower top angular velocity ϕ̇(t) is included in the model and can therefore directly be used for
rotor speed filtering by subtracting it from measured rotor speed. In principle, the system’s
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dynamics are determined by modal mass, damping and stiffness. Modal mass and stiffness
are structural properties that are assumed to be invariant. Damping is a function of both
structural damping and aerodynamic damping. Literature states that aerodynamic damping
in side-side direction is small or even negligible [27].

2-6 Excitation Sources

The tower’s internal dynamics are described by the model. Additionally, the control input
Tgen is included in the model, which is known to excite the tower by causing a reactive torque
on the tower. However, generator torque is not the sole cause of tower vibrations. The tower
experiences forces caused by other unknown or stochastic excitation sources as well. An
overview of such excitation sources is provided below.

The excitation sources can be divided into three categories:

• Aerodynamic blade load imbalance

• Rotor mass imbalance

• Yaw misalignment

• Torsional tower mode

If each blade is subjected to an equal relative wind speed, they produce an equal aerodynamic
force in tangential rotor plane direction. These forces compensate each other, resulting in
zero resultant force on the rotor and therefore on the tower in the lateral or vertical direction.
Aerodynamic blade load imbalance occurs if the blades do not experience an equal relative
wind speed. This can be caused by a variety of reasons. The relation between differences
in wind speed and lateral forces acting on the tower is described by Pascu, Kanev, and
Wingerden [19]. For blades i = 1, 2, 3, with number of blades B= 3 the following is stated:

T
(i)
rotor(U (i)) = 1

2ρπR
3(U (i))2CQ(λ(i), θ(i))/B (2-74)

With air density ρ, rotor radius R, tip speed ratio λ= ΩR
U , pitch angle θ, torque coefficient

CQ, aerodynamic torque Trotor and wind speed U , in which (·)(i) denotes that a quantity is
blade-effective. Thus each blade produces a blade-effective aerodynamic torque T (i)

rotor. This
quantity can subsequently be used to determine a lateral force component for each blade.

F (i)
sw = −1

r
T

(i)
rotorcos(ψ(i)) (2-75)

with blade effective lateral force Fsw(i) and azimuth position ψ(i) of blade i, which is defined
as zero at 12 o’clock and positive in the clockwise direction. The lateral force acts in perpen-
dicular direction of the blade azimuth angle. The assumption is made that the lateral force
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2-6 Excitation Sources 21

acts at a rotor-effective radius r. A simplification could be to assume r = R/2. These forces
are subsequently combined in order to obtain the force acting on the tower:

∑B
i=1 F

(i)
sw (t).

Differences in the (relative) wind field can have multiple causes:

• Turbulence

• Wind shear

• Tower shadow

• Tower fore-aft velocity

• Blade dynamics

• Yaw misalignment

First, turbulence or stochastic wind, which leads to differences in the wind field. Secondly,
wind shear, due to which larger wind speeds are obtained at increasing altitudes. Wind shear
is caused by the effect of the earth’s surface roughness on wind speed. Typically, the power
law is used to describe the effect for altitudes above 60m [20]:

U
(i)
shr = U(1 + r

L
cos(ψ(i))v (2-76)

In which U represents wind speed at hub height and Ushr the shear-induced wind speed. In
similar fashion, a function can be derived for the effect of tower shadow [21]:

U
(i)
shd = U

a2(r2
towsin

2(ψ(i))− x2
bl)

(r2
towsin

2(ψ(i))− x2
bl)2 , for ψ(i) = [90°, 270°] (2-77)

in which rtow is the tower radius, xbl is the distance from blade origin to tower midline and
Ushd is the shadow-induced wind speed. Finally, tower top fore-aft motion can cause periodic
variations in wind speed. Due to fore-aft velocity ẋfa variations in relative wind speed are
induced. The rotor does not make a pure translational motion due to fore-aft movement, but
also a rotational one. Therefore, The largest differences in relative wind speed are obtained
when the blade is in the upper position. This can be described by the following equation [19]
in which Utow is the tower induced wind speed:

U
(i)
tow = −ẋfa(1−

R

L
cos(ψ(i)) (2-78)

Therefore, coupling exists between tower fore-aft and lateral vibrations. This coupling can be
especially undesirable since excitation of the lateral tower mode occurs at the tower fore-aft
eigenfrequency, which approximately corresponds to the lateral eigenfrequency.

Each blade experiences the effect of shear and tower shadow once per revolution (1P). This
applies to larger eddies caused by turbulence as well. Excitation due to blade effects results
in periodic excitation of the tower. Since the turbine has three blades, aerodynamic effects
are sampled at a rate of three times per revolution (3P).
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A different source of excitation is a rotor mass imbalance. A rotor mass imbalance is caused
if the Centre Of Mass (COM) of the rotor does not exactly coincide with the axis of rotation
of the rotor. A centrifugal force at rotor speed frequency is present, which induces a periodic
lateral force acting on the tower. The centrifugal force F rotsw can be modelled as a sinusoidal
function:

F rotsw = ausin(ψ(t)) (2-79)

with a periodic force amplitude au which is a function of the size of the mass imbalance. The
frequency of this excitation is equal to the rotor speed (1P).
Another source of lateral tower excitation is yaw misalignment. If the undisturbed wind
direction is not perpendicular to the rotor plane, the wind will exert a lateral force on the
rotor and the tower directly.
A final source of excitation is torsional tower vibrations which could induce lateral vibrations.
Typically, the tower’s vibration modes in x- and y-direction are considered, however, the tower
also has torsional vibration modes in the z-direction. For the considered tower, the torsional
mode is around 1.2Hz against 0.28Hz for the lateral and fore-aft first eigenfrequencies. If the
COM of the nacelle coincides with the tower z-axis, no lateral forces would be induced. In
reality, the COM is in front of the tower and will therefore displace. The acceleration and
deceleration of this mass induces forces in lateral direction. This is shown in Figure 2-3, which
shows a top view of the tower with the COM of the rotor-nacelle assembly in front of the
tower at a distance d. Torsional vibrations will lead to angular displacement φ of the COM
and therefore also to displacement in lateral direction.

Figure 2-3: Interaction between torsional tower mode and lateral vibrations. The image shows
a top view of the tower with wind direction from the right side.

The induced forces due to torsional vibrations can be described as follows:

Ftors = −sin(φ)φ̈dm ≈ −φ̈dm (2-80)

Thus, the angular acceleration of the tower results in an acceleration of the mass with a
component in lateral direction depending on distance d and mass m. Since φ is small, the
sinusoidal term could be omitted.
It should be noted that other excitation sources could be present, caused by coupling with
dynamics of other components. For example the effect of blade dynamics in both flap- and
edgewise direction could induce additional aerodynamic imbalances.
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2-7 Summary

A relation between rotational and lateral tower dynamics has been established with which
rotational dynamics can be included in the tower model for different modes. It is found that
the dynamic, or time-dependent part of the system is represented by a 2nd-order system. Via
the space-dependent part, being the mode shape, all other tower parameters can be related
to the time-dependent part. This means that many additional outputs can be included
in the system model without adding complexity to the system’s dynamics. A SS-model
representation is suitable for describing the model. Additionally, an examination is performed
of which other sources of excitation could excite the tower in lateral direction and how such
mechanisms can be modelled. It was found that a variety of possible sources exist.
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Chapter 3

System Identification

To perform Kalman filtering and state-feedback, an adequate reduced-order linear model of
the turbine tower is required. In Section 2-5, it is found that the relevant tower dynamics
can be modelled using a linear State-Space (SS) model. There are multiple methods to derive
such a linear model. A possibility is to derive a model from the physical equations governing
the tower dynamics, which requires modes shapes from finite element tower model after which
input-output relations could be derived manually. Another possibility is to perform system
identification using input and output data of the system. The advantage of the latter is that
coupling of the tower with other turbine components and aerodynamic effects are taken into
account. This requires the conduction of an experiment in order to obtain such data. Per-
forming experiments on operational turbines is complex, given that one does not have control
or even information on external inputs to the system such as the wind field. Additionally,
differences exist between different tower realisations of the same model type. Therefore, sim-
ulation package Focus is considered, which includes a high fidelity tower model. During the
project, the assumption is made that the tower model accurately represents the dynamics of
actual tower realisations. An identification experiment is designed in Focus. Identification
will be performed using this experimental simulation data. Different system identification
methods exist. Subspace identification has been selected as identification method for the
following reasons:

• Subspace identification directly results in the required discrete-time linear single-input-
multiple-output state-space model.

• Model order reduction is conveniently achieved with the ability to select a model order
through assessment of the singular values.

In Section 3-1 the experiment design used for identification is discussed. Section 3-2 considers
the identification procedure. Models of varying model order and experiment design have
been identified. In Section 3-4, the identified models are validated in a specifically designed
high-fidelity experiment. With a model identified, the tower-torque controller interaction
mentioned in Chapter 1 can be quantified. This is performed in Section 3-5. Some final
remarks considering the identification procedure are given in Section 3-6.
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3-1 Experiment Design

In order to perform system identification, a suitable data set is required. Therefore, an
experiment is designed. To extract the dynamics of the tower from the data set, it is important
that all dynamics are excited. This so-called persistency of excitation is a requirement of the
experiment input signal. An input sequence should be persistently exciting of order n in order
to be able to identify a model of this order. This property is evaluated through the following
rank condition of the input Hankel matrix U0,n,N [25, p. 358]. The subscript 0, n,N denotes
the starting point, the number of rows and the number of columns respectively.

rank
(
U0,n,N

)
= rank

(
u(0) u(1) · · · u(N − 1)
u(1) u(2) · · · u(N)
... . . .

u(n− 1) u(n) · · · u(N + n− 2)


)
≥ n (3-1)

Thus, the input Hankel matrix should be of full row rank, which can be achieved by the use
of a step input signal. In Focus, this is achieved by simulating a stop event during normal
operation. If a stop event is triggered, the generator is suddenly disabled resulting in the
generator torque to be set to zero. A step input is a common identification input signal, as
all dynamics are excited. Such a step down in torque results in a response of the tower which
can subsequently be used as system output data. Two experiments have been designed in
Focus:

• Partial Dynamics (PD)

• Full Dynamics (FD)

By disabling certain dynamics, it is possible to reduce the effect of disturbance inputs. For
this reason, a PD experiment has been designed. In the PD experiment a series of dynamics
have been disabled in order to obtain a tower response which is only a function of generator
torque and the tower’s internal dynamics. Additionally, an experiment is conducted with all
dynamics enabled and therefore potential excitation sources and coupling with other turbine
dynamics. Using the latter experiment, an assessment can be made to what extent the tower’s
response is affected by these other sources of excitation. Identification will be performed
using both experiment types, after which the results are compared and the most suitable
identification result is selected.

3-1-1 Partial Dynamics

In the PD experiment, the following parameters have been disabled:

• Blade & generator dynamics

• Tower & nacelle drag
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• Tower shadow

The experiment load case is designed as follows:

Table 3-1: Experiment Design

Parameter Value

Wind speed 12m/s
Wind profile Normal Wind Profile (NWP)

Stabilising time 120 s
Stop event triggered 130 s

Generator torque (130 s) 4.276MNm
Rotor speed (130 s) 11.07RPM

The experiment time response is shown in Figure 3-1. A detailed view of the initial response
is shown in Figure 3-2.
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Figure 3-1: Identification experiment - PD time response identification data
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Figure 3-2: Identification experiment - PD time response identification data (detailed view)

Six parameters are logged for this experiment, namely rotor speed, generator torque, accel-
eration, displacement and rotational velocity of the nacelle and the tower base moment in
lateral direction. Rotor speed will not be used during the identification procedure but is used
to assess the effect of nacelle rotational velocity on the rotor speed measurement. Generator
torque is used as the system’s sole input parameter. Acceleration, displacement and rotational
velocity of the nacelle and tower base moment in lateral direction are the system’s output
parameters. As has been stated in Section 2-4, the tower base moment is the typically used
tower load indicator and is therefore included as an output of the model. This parameter
could be used for online Damage Equivalent Load (DEL) estimation or for a future Model
Predictive Control (MPC) controller. Preferably, lateral velocity of the nacelle is included
as an output to the model, however, lateral velocity is not an available parameter in Focus.
Hence, lateral velocity will be appended to the model afterwards.

After the stop event is triggered, the generator is disabled resulting in a step-down in gener-
ator torque. Initially, the rotor speed increases as aerodynamic torque is still exerted on the
rotor. If the blades start to pitch to vane, aerodynamic torque is reduced and rotor speed
decreases. The tower shows a clear response to the change in generator torque. The displace-
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ment is dominated by the first tower mode. In the time response of acceleration, rotational
velocity and base moment the first and second mode are distinguishable. The displacement
is dominated by the first tower mode. Acceleration shows a large initial response with a
peak value of 3.4 m/s2, which damps out almost immediately. The same is observed in the
rotational velocity of the nacelle, which shows a peak value of −0.029 rad/s as a the result of
higher-order dynamics.

Figure 3-3 shows the estimated Power Spectral Density (PSD) of the corresponding time
response signals on a logarithmic scale. In the rotor speed signal, the first four modes can
be identified, which are also present in the tower output signals. In the displacement signal,
only the first mode is significantly present. The higher-order modes seem to have a notably
larger effect on the rotational dynamics than on lateral dynamics, given the equal effect of
the first two modes on the rotational velocity of the nacelle. This is due to the mode shapes,
which have larger rotation-to-deflection modes for higher-order modes.
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Figure 3-3: Identification experiment - Partial dynamics frequency response identification data

3-1-2 Full Dynamics

The FD experiment is similar to the PD experiment, however, with all dynamics enabled.
Figure 3-4 shows the time response signals. The first difference is that the tower does not
reach a steady-state at 120s, mainly due to tower shadow effects. After the stop event, the
time response seems to be similar.
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Figure 3-4: Identification experiment - Full dynamics time response identification data

Figure 3-5 shows the PSD of the corresponding signals. The signals show a more noisy
response. It is also found that the second mode shows a slightly lower frequency, which will
be further analysed during system identification. A lower frequency typically indicates a larger
damping ratio. In the rotor speed measurement, some additional disturbances are observed
due to the enabling of blade dynamics and tower shadow. At 2Hz, the blade collective edge
mode is present, albeit significantly less dominant than tower induced disturbances in this
experiment.
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Figure 3-5: Identification experiment - Full dynamics frequency response identification data

The two designed experiments show similar results although they do differ slightly. The PD
experiment is free of noise, which could be beneficial for identification accuracy. On the other
hand, interaction with other turbine components might result in a more realistic situation
resulting in more accurate dynamics.

3-2 Identification

In this section, the identification procedure of the identified models is discussed.

3-2-1 Subspace Identification Method

As denoted previously, the subspace identification method will be used in order to identify the
required tower model. Subspace identification consists of a family of different identification
method based on the same principle. The Past-Output-Multivariable-Output-Error-State-
sPace (PO-MOESP) scheme has been selected, of which a summary is presented here. An
advantage of this the PO-MOESP scheme is the ability to identify systems with respect to
process and measurement noise w(k) and v(k) which are Zero-Mean-White-Noise (ZMWN),
described by the following process model:
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x̃(k + 1) = Ax̃(k) +Bu(k) + w(k) (3-2)
y(k) = Cx̃(k) +Du(k) + v(k) (3-3)

In the case of the tower experiment with full dynamics enabled, the tower is affected by noisy
inputs/disturbances which are not taken into account for identification. By using a model
structure and identification scheme able to handle such disturbances in the identification data,
these are (largely) filtered from the resulting model. By only considering the input-output
transfer, the system can be formulated in the so-called innovation form:

x(k + 1) = Ax(k) +Bu(k) + Le(k) (3-4)
y(k) = Cx(k) +Du(k) + e(k) (3-5)

in which e(k) is a white-noise sequence and L is the Kalman gain. By use of the model
representation the data equation can be formulated using the input and output block Hankel
matrices Ui,s,N and Yi,s,N :

Yi,s,N = OsXi,N + TsUi,s,N + SsEi,s,N (3-6)

A numerically efficient way of obtaining the observability matrix Os is through use of the RQ
factorization:


Us,s,N[
U0,s,N
Y0,s,N

]
Ys,s,N

 =

R11 0 0
R21 R22 0
R31 R32 R33


Q1
Q2
Q3

 (3-7)

range
(

lim
N→∞

1√
N
R32

)
= range(Os) (3-8)

By use of a Singular Value Decomposition (SVD) of matrix R32, Os is determined. The
singular values are used to estimate or choose a desired system order. From Os the matrices
AT and CT can easily be obtained up to a similarity transformation with matrix T , given that
a state-space model is not unique. With AT and CT known, what remains is to determine
input matrix BT , direct feed-through matrix DT and initial condition xT (0) by solving a
Linear Least Squares (LLS) problem. The system output can be expressed in terms of BT ,
DT and xT (0) given matrices AT and CT as follows:

y(k) = CTA
k
TxT (0) +

(
k−1∑
τ=0

u(τ)T ⊗ CTAk−τ−1
T

)
vec(BT ) + (u(k)T ⊗ Il)vec(DT ) (3-9)

By defining matrix φ and parameter vector θ the problem can described in a LLS formulation:
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φ(k)T =
[
CTA

k
T

(∑k−1
τ=0 u(τ)T ⊗ CTAk−τ−1

T

)
(u(k)T ⊗ Il)

]
(3-10)

θ =

 xT (0)
vec(BT )
vec(DT )

 (3-11)

The solution is found through minimisation of the following objective function:

min
θ

1
N

N−1∑
k=0
||y(k)− φ(k)T θ||22 (3-12)

The included estimation of initial condition xT (0) is required to filter out the effects of a
non-zero initial condition. In case of the designed experiment, rated torque is applied to the
tower at the start of the experiment. This results in a non-zero initial condition as can be
seen by the deflection and tower base moment. Additionally, the turbine does not reach a
steady-state during operation, the effect of which should be taken into account.

3-2-2 Scaling

Large differences exist between the unit scaling of the input and different outputs of the
system. Especially generator torque and tower base moment, which are given in [Nm], result
in significant absolute values in the range of 106 − 107. Whereas acceleration [m/s2] and
displacement [m] are in the range of 10−1− 100 and rotational velocity [rad/s] is in the range
of 10−2. When considering the subspace identification method for a Single-Input-Multiple-
Output (SIMO) case, it becomes evident that this leads to issues in identification accuracy.
The singular values would be dominated by outputs with large absolute values resulting in
an affected order estimate. The subsequently solved LLS problem would also be dominated
by the largest absolute output value (tower base moment in this case). Therefore, scaling has
been applied.
The output value for acceleration has been chosen as a reference output. For the input and
each output the absolute average value is determined:

ū = mean(abs(u)) (3-13)
ȳi = mean(abs(yi)), for i = 1, 2, 3, 4 (3-14)

Using these values, the input and output values are scaled such that their mean absolute
values are equal to ȳ1 = ā:

uscaled = u
ȳ1
ū

(3-15)

yi,scaled = yi
ȳ1
ȳi
, for i = 2, 3, 4 (3-16)
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By equating all absolute average values, all outputs are given equal weight. The identification
procedure is then performed using the scaled data. After identification, the corresponding
rows and columns of matrices CT , BT and DT are scaled inversely such that the original
values are restored.

3-2-3 Identification parameters

As part of the identification procedure, a series of parameters are to be selected, namely the
number of rows and columns of the Hankel matrices, s and N respectively, and the model
order n. the total number of data samples is equal to s+N , in order to be able to construct
the Hankel matrices. Furthermore, the following condition should be satisfied: n < s � N .
In principle, the best results could be obtained with s and N as large as possible.

s determines the number of singular values, which are used to determine the model order. In
a noise-free system n < s is sufficient, as any singular values beyond model order n are equal
to zero in that case. However, in the case of noise, the remaining dynamics result in non-zero
singular values, which decrease for an increasing number of singular values s.

Additionally, a large number of data samples is to be taken into account such that the as-
sumptions on white noise correlations become valid. Therefore, N should be sufficiently large.
A sampling time Ts= 0.01s is used. It is important to capture the dominant dynamics of the
system, given by the first tower eigenfrequency of 0.28Hz and a full cycle of 3.6s. A sufficient
number of cycles is to be taken into account to get an adequate measure for damping.

Taking into account these considerations, and after manual tuning, the following values where
used for the identification procedure:

• s = 300

• N = 10000 (identification time 100 s)

If the model is accurate over the specified identification time of 100 s, this is sufficient for the
purpose of the model.

3-2-4 Singular Values

Analysing the model order of the system can be performed through the singular values of the
observability matrix Os.

R32 = UsΣsV
T
s (3-17)

The singular values are displayed in Figure 3-6. As discussed, each vibration mode is repre-
sented by a 2nd-order system. The singular values represent the relative presence of poles of
the system. Thus, a set of two singular values represents one vibration mode. Additionally,
noise and input disturbances lead to non-zero singular values. The first four singular values
represent the first and second vibration mode, which are the most dominant. The third mode
is also recognisable as a singular value pair. After the first three modes, two sets of two modes
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seem to appear. The goal is not to establish the exact model order, since a large number
of modes can be taken into account which are generally not excited or even distinguishable
from noise. The goal is to determine a reduced model order which makes the model useful
for filtering and control. Different model orders will be identified in order to compare their
performance.

Figure 3-6: Singular Values of the observability matrix (PD)

3-2-5 Identification Result

The identification procedure is used to identify a system model using both the PD and FD
experiment. Different model orders have been tested in order to assess their effect on the
model fit. Based on the steps seen in singular values, the following model orders have been
selected; 4, 6, 8, 10. It was found that beyond model order 10, modes were identified twice.
This is so-called overfitting, in which physically invalid modes are added to the model to
obtain an improved fit for the identification experiment.
The identification time responses of the 4th and 10th-order PD model are shown in Figure 3-7.
The identified model is simulated given the torque input and initial condition. For the first
two modes, both models show an accurate fit and no significant differences can be observed.
A detailed view of the initial response of the signals, shown in Figure 3-8, reveals a difference
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between different model orders. In the initial second of the response, modes other than the
first two modes are excited. These modes are not modelled by the 4th-order model, whereas
the 10th-order model shows a near-perfect fit. It is found that higher-order modes rapidly
fade away. The identification experiment validates that it is indeed possible to include tower
top rotational dynamics as well as tower base moments in a model without increasing model
complexity.

Figure 3-9 shows the PSD estimates of the a 4th and 10th-order tower models. In a PD
experiment, the tower response is almost exclusively the result of tower dynamics. This result
in an accurate fit in the frequency domain. As to be expected from the time response, the
first two modes are accurately modelled by both models. The 10th-order model additionally
models the 3rd and 4th tower modes accurately.

A small unmodelled frequency is observed around 1.2Hz, which matches the tower torsional
eigenfrequency. As stated in Section 2-6, an interaction between tower torsional and lateral
vibrations can occur. This torsional tower mode does not affect tower top rotational velocity.
In the identification experiment, the torsional tower mode is negligible when compared to the
effect of the tower modes.
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Figure 3-7: Identification Result - Time response of a 4th and 10th-order PD model
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Figure 3-8: Identification Result - Zoomed time response of a 4th and 10th-order PD model
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Figure 3-9: Identification result - Frequency response of a 4th and 10th-order PD model

In similar fashion as for the PD experiment, the time response for the FD experiment is shown
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in Figure 3-10. No steady-state is reached before the step-down in torque occurs. However,
since the initial state is obtained as part of the identification procedure, this is accounted for.
Even though disturbances due to tower shadow and blade dynamics are present, an accurate
fit is obtained for the first two modes.

Figure 3-11 shows a detailed view of the signals. The initial response looks similar to the PD
model. The 3rd mode is less present for the FD experiment, resulting in a better fit of the
4th-order model.

Figure 3-12 shows a PSD estimate for FD experiment. In general, the response looks similar
to the PD experiment, however, more disturbances are present. Nevertheless, an accurate fit
is obtained at the tower eigenfrequencies.
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Figure 3-10: Identification Result - Time response of a 4th and 10th-order FD model
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Figure 3-11: Identification Result - Zoomed time response of a 4th and 10th-order FD model
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Figure 3-12: Identification result - Frequency response of a 4th and 10th-order FD model

In order to quantitatively compare the results, the Variance Accounted For (VAF) is used as

Master of Science Thesis Gilian G.J. Ruiterkamp



40 System Identification

a performance measure:

V AFi =
(

1− var(yi − ŷi)
var(yi)

)
· 100% (3-18)

The VAF is determined for each output value individually in order to prevent a single output
from dominating the result. Identification results for the PD experiment are displayed in
Table 3-2. Corresponding results for the FD experiment are displayed in Table 3-3.

Table 3-2: Identification result - VAF for different model orders [%], PD

VAF [%]

Model Order n a w ω M

4 74.9 99.6 77.3 98.3
6 75.2 99.6 91.1 98.9
8 82.8 99.6 95.1 98.9
10 97.6 99.6 96.9 98.9

Table 3-3: Identification result - VAF for different model orders [%], FD

VAF [%]

Model Order n a w ω M

4 72.0 99.0 79.5 98.0
6 73.2 99.0 88.3 98.3
8 76.3 98.8 93.4 98.1
10 96.7 98.6 97.6 97.9

In accordance with the time response, an increase in model accuracy is obtained for higher-
order models. Displacement and tower base moment are almost exclusively a function of
the first two modes and show no significant change for increasing model orders. Rotational
velocity shows an increase for each additional tower mode. Acceleration only shows a clear
performance increase when modelling the 5th mode. The absolute values for PD versus FD
are not useful for comparing the models, given that the FD experiment is subjected to more
disturbances. A comparison will be made using a different validation experiment in Section 3-
4.

3-2-6 Model Post-Processing

With the model identified, some additional operations are performed in order to increase the
model’s suitability. These three operations are:

• Transform system into real modal form
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• Append velocity to system output

• Remove steady-state gain

The modal form results in a block diagonal A-matrix, for which the first two states correspond
to the first mode and the second two states correspond to the second mode, etc. Velocity
is appended to the model as it could be useful for modal damping. Thirdly, any steady-
state gain is removed from output parameters that should not have a steady-state gain when
regarding the physical model.

The model is transformed into modal form using the MATLAB function modal from the LTI-
toolbox. A similarity transformation does not affect the model’s dynamics.

The current model does not include velocity as an output. Typically, damping is added
by applying negative feedback to the tower’s velocity. In order to do so with the identified
model, with a state-feedback approach, velocity is appended. The dynamics of the system are
similar to the dynamics as described in Section 2-5. However, the used system identification
approach does not result in a model with physical states. Therefore, after the real modal
transformation, the system matrices B, C and D do not exactly match the matrices denoted
previously. The C-matrix and D-matrix related to tower lateral velocity, deemed Cv and Dv,
are therefore not analytically obtainable. For this reason, an open-loop simulation using the
identified model is conducted.

• Iterations: N = 1000

• Input: for k ≥ 100, u(k) = 4e6

In this simulation, velocity is obtained using Zero-Order-Hold (ZOH) integration:

v(k + 1) = v(k) + a(k)Ts (3-19)

Now in order to obtain estimates for Cv and Dv, a LLS problem is solved:

v(k) = Cvx(k) +Dvu(k)⇒ (3-20)

vT (k)−
[
xT (k) uT (k)

] [CTv
DT
v

]
= ε⇒ (3-21)

min
θ
||vT −

[
xT uT

]
︸ ︷︷ ︸

φ

[
CTv
DT
v

]
︸ ︷︷ ︸

θ

||22 (3-22)

The obtained values for Cv and Dv are appended to the existing C and D matrices, the
corresponding output is lateral velocity.

From theory, outputs related to (rotational) velocity and acceleration should have zero steady-
state gain. A constant torque input would result in a steady-state deflection and base moment,
but in zero velocity and acceleration. However, the identification procedure results in (very
small) steady-state gains. These are removed from the model as follows:
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Kss = D + C(I −A)−1B (3-23)
D = D −Kss (3-24)

3-3 Model Analysis

With eight identified models, a comparison of the characteristics of the different models can
be made. Each model consists solely of complex pole-pairs. The poles of the system are
related to the natural frequencies and damping ratios of each mode as follows:

s = σ ± jωd (3-25)

= ωn

(
− ζ ± j

√
1− ζ2

)
(3-26)

The identified system’s parameters are displayed in Table 3-4.

Table 3-4: Identification result - Pole parameters of identified models

Partial Dynamics Full Dynamics

Model Order n Mode ωn [Hz] ζ ωn [Hz] ζ

4 1 0.280 0.0083 0.280 0.0106
2 1.658 0.0056 1.637 0.0068

6
1 0.280 0.0084 0.280 0.0108
2 1.659 0.0056 1.638 0.0069
3 4.167 0.0105 4.160 0.0296

8

1 0.280 0.0082 0.280 0.0105
2 1.659 0.0055 1.639 0.0068
3 4.175 0.0097 4.187 0.0246
4 8.290 0.3715 7.642 0.1527

10

1 0.280 0.0083 0.280 0.0101
2 1.659 0.0056 1.639 0.0066
3 4.175 0.0100 4.188 0.0229
4 7.146 0.0298 7.259 0.0314
5 17.15 0.2696 14.92 0.2559

The frequency related to the first mode is accurately determined in all models (0.280Hz).
The damping ratio of the first mode is slightly larger in the FD experiment. For the second
mode, a slight decrease in natural frequency, as well as increased damping is observed for the
FD experiment. The damping ratio of the second mode is smaller than the first mode. The
third mode shows no consistent increase or decrease in natural frequency, however, damping is
significantly larger for the full dynamics experiment. The parameters related to the final two
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modes are rather inconsistent. In the 8th-order model, the fourth mode is fitted to both the
fourth and fifth mode, resulting in an increased natural frequency. In the 10th-order model a
more consistent estimate of the fourth mode is obtained. The frequency and damping related
to the fifth mode is not consistently estimated.

Figure 3-13 shows a Bode plot of the 4th-order and 10th-order full dynamics models. The
system output Y (s) to a step response of the tower model PTower(s) is Y (s) = PTower(s)1

s ,
and therefore PTower(s) = sY (s). As expected, the Bode plot resembles the power spectral
density estimates shown previously with this relation. However, the exact magnitude of each
mode is shown in a bode plot. For acceleration, the second mode gain is slightly larger than
the first mode. For subsequent integrals, velocity and displacement, the second mode becomes
less dominant due to the low-pass filtering effect of integration. It is also observed that for
rotational velocity the second mode gain is significantly larger than the first mode. Moreover,
the third and fourth mode are significant in the 10th-order model.
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Figure 3-13: Identification result - Bode magnitude plot of full dynamics model for orders 4 and
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3-4 Open-Loop Model Validation

A series of models has now been identified. To assess the performance of the model, an open-
loop validation experiment is performed. First, a Focus experiment is designed in which the
tower is excited. The identified tower model is subsequently simulated using generator torque
input Tgen and an estimate of initial condition x(0). The results can be compared in order
to obtain a measure for model accuracy. As discussed in Section 2-6, sources of excitation
other than generator torque act on the tower. If these unmodelled inputs to the system are
significant with respect to generator torque, it is to be expected that the open-loop simulation
will start to deviate from the actual system over time. In Chapter 4, a Kalman filter will
be designed to counteract the effect of these unknown disturbance inputs. Therefore, in
Chapter 4, the system model will be reevaluated using a closed-loop validation experiment.

To excite the tower, a doublet signal is used for Tgen. An experiment is performed at a series
of different wind speeds.

• Full Dynamics: includes blade dynamics and tower shadow

• Wind speeds: 8, 12, 16, 20, 24 m/s (NWP)

• Torque rate limit: 2.5 MNm/s

• Experiment Duration 100 s

• Doublet duration: 40 s

In order to simulate actual operating conditions, a FD experiment is conducted, including
blade dynamics and tower shadow. A torque rate limit has been applied, which is also part
of the actual controller. Given the non-physical state of the system model, the first step is
to obtain an estimate of x(0). This is performed through solving a LLS problem using the
first 20s of the acceleration measurement. Figure 3-16 and Figure 3-17 show the time and
frequency response of the 12 m/s wind speed validation experiment for the full dynamics
model with order 4. Figure 3-18 and Figure 3-19 display the corresponding response for 24
m/s wind speed. Given that the simulation is open-loop and that the actual simulation is
subjected to 3P disturbances due to tower shadow, a good fit is obtained. The frequency
response clearly shows disturbances at 1P, 3P and its higher harmonics (6P, 9P, 12P, 15P),
as denoted in Table 3-5.

Table 3-5: Harmonic frequencies at rated rotor speed [Hz]

Harmonic Frequency [Hz]

1P 0.183
3P 0.550
6P 1.10
9P 1.65
12P 2.20
15P 2.75
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The 6P frequency is close to the first torsional tower mode with a natural frequency of 1.20Hz
causing additional excitation. Moreover, it is observed that in the experiment 3P excitation
seems to be the main disturbance in rotor speed, rather than tower vibrations. As expected,
for 24m/s wind speed a clear increase in harmonic excitation is observed due to increased
aerodynamic forces. The results for the PD model have been summarised in Table 3-6 and
Figure 3-14, and for the FD model in Table 3-7 and Figure 3-15. The results show somewhat
similar results. Both models show accurate results for lower wind speeds. At higher wind
speeds the FD model shows an increased performance, which is mainly due to a more accurate
natural frequency of the second mode. It is also found that the response is dominated by
the first and second mode. This is mostly due to the torque rate limit, due to which less
high-frequency content is present in the input signal. This results in decreased excitation of
higher-order modes. Increasing the model order does not lead to a performance increase as
higher-order modes are almost absent.

Table 3-6: Validation result (model order 4) - VAF for different wind speeds [%] (PD)

VAF [%]

Wind speed [m/s] atowsw wtowsw ωtowroll M tow
base

8 97.2 98.9 93.9 98.2
12 97.2 97.8 94.2 97.2
16 90.6 95.5 87.7 93.9
20 83.8 93.3 83.8 91.0
24 69.7 87.4 73.7 82.6

Figure 3-14: Validation Result - PD VAF [%]
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Table 3-7: Validation result (model order 4) - VAF for different wind speeds [%] (FD)

VAF [%]

Wind speed [m/s] atowsw wtowsw ωtowroll M tow
base

8 96.1 97.6 95.9 96.9
12 95.3 96.1 93.9 95.3
16 91.4 95.1 93.7 94.1
20 85.1 93.5 90.8 91.8
24 72.9 89.7 80.4 86.0

Figure 3-15: Validation Result -FD VAF [%]

The set of FD models has been chosen for the continuation of this project. A definite decision
on model order is made during the Kalman filter design, as other operating conditions could
lead to increased excitation of higher-order dynamics.
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Figure 3-16: Validation Result - FD Time response 12 m/s using model order 4
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Figure 3-17: Validation Result - FD Frequency response 12 m/s using model order 4
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Figure 3-18: Validation Result - FD Time response 24 m/s using model order 4
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Figure 3-19: Validation Result - FD Frequency response 24 m/s using model order 4
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3-5 Closed-Loop Tower Stability

In Chapter 1, the interaction of the tower with the torque controller has been discussed. With
a tower model PTower now identified, this relation can be quantified. This is performed for the
4th-order FD model. Additionally the rotor model PRotor = −1

Js has been taken into account,
with moment of inertia J . Considering Figure 1-4, the poles of the closed-loop system can be
obtained for:

1− (PRotor − PTower)KΩ→T = 0 (3-27)

Two values are used for gain KΩ→T , namely the maximal positive gain in the sub-rated
region, KSR, and the maximal negative gain in the above-rated region, KAR. The results for
the values considered are shown in Table 3-8. The damped natural frequencies and damping
ratios are determined for three cases: one without controller interaction, thus yielding the
nominal tower model, and two with interaction.

Table 3-8: Closed-loop tower dynamics

KΩ→T Mode ωd [Hz] ζ

0 1 0.280 0.0106
2 1.637 0.0068

KSR
1 0.279 0.0170
2 1.629 0.0241

KAR
1 0.280 0.0102
2 1.638 0.0058

It is found that the closed-loop interaction does have an effect on the tower’s dynamics, albeit
a relatively small effect. Rotor speed filters are not taken into account in this analysis. As
expected, in above-rated conditions this results in a (slight) decrease in damping. In sub-rated
conditions, the effect is reversed and the torque controller provides additional damping. The
damping effect sub-rated is significantly larger than the decrease in damping above-rated due
to the larger absolute gain value. It should be noted that the large gain value sub-rated is
obtained only in a small section of the torque-speed curve.

It should be noted that the damping ratio is a combination of structural and aerodynamic
damping. Parallel to this project, Lagerwey is performing field tests in order to obtain more
accurate damping values for the tower. Preliminary results show that damping for actual
towers in the field could be 50% less than used in simulation. This could increase the negative
consequences of this effect.
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3-6 Conclusion

The chapter validates the theoretical background of Chapter 2. It is possible to identify a
reduced-order tower model including rotational dynamics as well as tower (base) bending
moments, which can be done with a relatively simple linear SS model. The subspace identi-
fication method proves to be an effective way of identifying such a model. The advantages of
the method, such as directly resulting in the required model in desired form, as well as model
order reduction proved to be useful. On the other hand, it should be noted that the identified
SS model matches the form derived in Chapter 2, up to a similarity transformation.
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Chapter 4

Kalman Filter

In this chapter, a Kalman filter is designed based on the identified models from the Full
Dynamics (FD) experiment. The rotational velocity estimate is used for rotor speed mea-
surement filtering, the effect of which shall be assessed in this chapter. The state estimate is
used for active tower damping in Chapter 5. In Section 4-1, the design of the Kalman filter is
discussed. In Section 4-2, the results are evaluated for a series of different cases. First, data
is post-processed. The Kalman filter is subsequently implemented in the controller to assess
the closed-loop response and whether effect on turbine operation can be observed.

4-1 Design

The main use of an observer is to estimate the state of a system under presence of noise. A
Kalman filter is able to do so in a statistically optimised manner.

The system matrices are assumed to be Linear-Time-Invariant (LTI) and subjected to process
and measurement noise, similar to Equation (3-3).

x(k + 1) = Ax(k) +Bu(k) + w(k) (4-1)
y(k) = Cx(k) +Du(k) + v(k) (4-2)

E

[[
v(k)
w(k)

] [
v(j)T w(j)T

]]
=
[
R(k) S(k)T
S(k) Q(k)

]
δ(k − j) ≥ 0 (4-3)[

R(k) S(k)T
S(k) Q(k)

]
≥ 0, R > 0 (4-4)

An asymptotic observer with observer gain L based on this model would result in the following
state estimation error xe(k) = x̂(k)−x(k):
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x̂(k + 1) =Ax̂(k) +Bu(k) + L(y(k)− ŷ(k)) (4-5)
xe(k + 1) =x̂(k + 1)− x(k + 1) (4-6)

=Ax̂(k) +Bu(k) + L(y(k)− ŷ(k))−Ax(k)−Bu(k)− w(k) (4-7)
=A(x̂(k)− x(k)) + L(Cx(k) +Du(k) + v(k)− Cx̂(k)−Du(k))− w(k) (4-8)
=A(x̂(k)− x(k)) + L

(
Cx(k) +Du(k) + v(k)− Cx̂(k)−Du(k)

)
− w(k) (4-9)

xe(k + 1) =(A− LC)xe(k)− w(k) + Lv(k) (4-10)

xe(k) does not converge to zero for k → ∞ with asymptotically stable A − LC, due to the
presence of noise terms w(k) and v(k). Therefore, the objective is to minimise xe(k). In
order to do so, two parameters are used. The estimate is unbiased, thus the mean value of
xe(k) should be zero: E[xe(k)] = E[x̂(k) − x(k)] = 0. Secondly, the state-error covariance
matrix E[xe(k)xe(k)T ] is minimal. For a time-varying system different methods exist to solve
this problem, for example the conventional and the square root implementation [25]. The
state-error estimation covariance matrix is continuously updated and minimised resulting in
an optimised time-varying Kalman gain.

For a time-invariant system with constant noise covariance matrices, the covariance matrix
converges:

P (k|k − 1) = E
[(
x(k)− x̂(k|k − 1)

)(
x(k)− x̂(k|k − 1)

)T ] (4-11)
lim
k→∞

P (k|k − 1) = P (4-12)

and P is obtained through solving the Discrete-Algebraic-Ricatti-Equation (DARE), resulting
in a constant Kalman gain L.

P = APAT +Q− (S +APCT )(CPCT +R)−1(S +APCT )T (4-13)
L = (S +APCT )(CPCT +R)−1 (4-14)

A statistically optimal asymptotic observer is given by:

ŷ(k) = Cx̂(k|k − 1) +Du(k) (4-15)
x̂(k + 1|k) = Ax̂(k|k + 1) +Bu(k) + L(y(k)− ŷ(k)) (4-16)

The system matrices are considered LTI in this project as stated in Section 2-5. This is
one condition in order to use a constant Kalman gain. Another condition is that process
and measurement noise covariance matrices are time-invariant. Disturbances acting on the
system other than generator torque are regarded as noise inputs. Typically, these disturbances
stem from aerodynamic effects (tower shadow and wind shear). This means that for higher
wind speeds more disturbances are present, as confirmed during model validation. In theory,
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process and noise covariance matrices could therefore not be perfectly time-invariant. To
assess time-invariance and the validity of using a constant Kalman gain, tuning is performed
for a set of different wind speeds.

It should be noted that acceleration is the only measured output of the system, therefore ya
will represent acceleration a. Cross-covariance matrix S is set to zero. As feedback is only
performed with one output: R∈ R1x1, Q∈ Rnxn, L ∈ Rnx1

ŷ(k) = Cx̂(k|k − 1) +Du(k) (4-17)
x̂(k + 1|k) = Ax̂(k|k + 1) +Bu(k) + L(ya(k)− ŷa(k)) (4-18)

Measurement noise covariance matrix R = 0.05, based on sensor information. However this
value is somewhat arbitrary. Q is a diagonal process noise covariance matrix which is tuned
to maximise the Variance Accounted For (VAF) of the estimated outputs and actual outputs.
This is performed for a series of different wind speeds and for different model orders according
to the same procedure. The system models have been transformed into modal form. This
means that the A-matrix is block-diagonal and that states xi and xi+1 are related to mode i.
The following procedure is followed for tuning the Kalman gain using Q:

• Q = diag(Qdiag)

• Set Qdiag = k ·
[
1 1 · · · 1 1

]
, Optimise VAF for scalar k.

• Set Qdiag =
[
k1 ·

[
k k

]
· · · ki ·

[
k k

]]
. Optimise each mode individually using ki.

• Set Qdiag =
[[
r1k1k

1
r1
k1k

]
· · ·

[
rikik

1
ri
kik
]]
. Tune ratio ri between elements

related to a single mode.

The advantage of tuning the Q matrix is that for a positive semi-definite Q matrix, the Kalman
gain is guaranteed to be stable. The Kalman gain is derived through manual tuning and a
reference data set which represents typical turbine operation over a variety of conditions. A
set of Design Load Case (DLC) experiments is used. DLCs are used for certification purposes
and therefore provide an accurate depiction of turbine behaviour. The used DLC experiments
have the following characteristics:

• Experiment duration: 600s

• Wind field: Normal Turbulence Model (NTM)

• Average wind speed: 3-25m/s

• Yaw misalignment: -8°, 0°, 8°

• Rotor mass imbalance: Blade 2 mass is 1% larger
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For tuning the Kalman gain the following wind speeds have been selected with no yaw mis-
alignment: 8, 12, 16, 20, 24 m/s. The results of the tuning approach are displayed in Table 4-1.
For each wind speed, a Kalman gain is obtained through tuning Q. Additionally the corre-
sponding maximum VAF for outputs a, w, ω and M are displayed. It should be noted that
the VAF related to a is not used as a performance measure. The acceleration signal is the
result of all inputs acting on the tower. The Kalman filter extracts the effect of the tower
modes on acceleration and rejects other inputs to the acceleration signal. The VAF related
to the other three outputs can be considered a performance measure. Some observations can
be made here.

• Higher wind speeds result in larger vibrations. Larger vibrations result in larger vibration-
to-noise ratios and therefore in improved estimation accuracy.

• For higher wind speeds, the Kalman gain related to mode 1 is tuned slightly more
aggressively.

• Inclusion of vibration modes beyond the second mode does not lead to a performance
increase.

In general, the performance of the Kalman filter increases for higher wind speeds. As will be
shown in the subsequent section, tower vibrations increase significantly for increasing wind
speeds. For increased tower vibrations, the tower modes are more significantly present in the
acceleration signal in comparison to external excitation. As shown by the large increase in
VAF related to acceleration.
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Table 4-1: Filtering result - Kalman gain tuning results, model order 4

DLC type Qdiag L VAF

8


0.001
0.004
0.01
0.01



−0.1095
0.2993
0.3018
2.5151




16.9
72.9
70.1
65.1



12


0.0013
0.005
0.01
0.01



−0.1251
0.3339
0.2996
2.5398




22.4
75.5
63.1
69.0



16


0.0013
0.005
0.0075
0.0033



−0.1257
0.3337
0.2543
2.1445




34.8
72.9
73.8
73.0



20


0.0008
0.02
0.005
0.005



−0.2022
0.5389
0.1934
1.7840




42.1
77.1
73.8
76.8



24


0.0021
0.0233
0.0056
0.0056



−0.2465
0.6074
0.2028
1.9452




60.5
83.9
80.0
83.3



Each of these five Kalman gains is tested for every DLC experiment, thus for a total of
69 experiments (23 wind speeds for 3 yaw angles). At higher wind speeds, tower vibrations
significantly larger, illustrated in Figure 4-1. In this plot, the standard deviation of four output
parameters is denoted for each experiment. Each wind speed shows three experiments, one
for each yaw angle. This clearly shows an almost linear increase in the standard deviation
of vibration-related tower outputs. At higher wind speeds, between 15 and 25m/s, tower
vibrations are especially large. Therefore, rotor speed measurement correction is particularly
usefull in this region.
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Figure 4-1: DLC experiment standard deviations

The average VAF over all 69 experiments has been determined for each Kalman gain, as is
displayed in Table 4-2.

Table 4-2: Filtering result - Kalman gain tuning results, model order 4

VAF [%]

Kalman gain a w ω M

L8 41.4 81.2 72.5 77.7

L12 41.6 81.4 72.7 77.9

L16 41.3 81.4 73.0 78.2

L20 41.9 81.2 73.5 78.9

L24 42.3 80.7 73.6 78.7

The gains tuned at different wind speeds perform very similar. Kalman gain L20 is chosen,
which shows the best results when regarding the VAF. The Kalman gain is tuned for a 20m/s
wind speed, which is in the middle of the high wind speed range and therefore the region with
largest vibrations. The dynamics of the Kalman filter can be described as follows:
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x̂(k + 1) = (A− LC)x̂(k) +
[
B − LD L

] [ u(k)
ya(k)

]
(4-19)

ŷ = Cx̂(k) +Du(k) (4-20)

The poles of the observer can be compared to the poles of the system, shown in Table 4-3.
The observer poles are required to be faster than the system poles in order to obtain adequate
state estimation. The speed of the system poles is determined by the real part of the poles.
The observer poles for the first mode are significantly faster with a ratio of 34.3. The second
mode is also faster with a ratio of 5.5. Considering Equation (4-10), it can be seen that a
smaller Kalman gain results in a slower observer, therefore allowing for more process noise.
A larger Kalman gain would result in amplification of measurement noise.

Table 4-3: Kalman result - system poles vs. observer poles

Poles of the system

Mode 1 Mode 2

A −0.0187± 1.756i −0.0699± 10.288i
A-LC −0.6412± 1.705i −0.3840± 10.286i

σA/σA−LC 34.3 5.5

Figure 4-2 shows a bode plot of the Kalman filter’s dynamics. Frequency content in the
acceleration signal related to the tower modes is transferred to the estimate whereas other
frequency content is suppressed. It can be found that generator torque results in more exci-
tation of the second mode. In practice, the torque signal contains significantly less frequency
content at the second mode frequency than at the first mode due to the controller and the
torque rate limit.
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Figure 4-2: Bode plot of Kalman Filter dynamics
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The magnitude of |â/a| at the tower frequencies shows the estimation magnitude per mode,
as shown in Table 4-4. Both modes are estimated with zero phase delay.

Table 4-4: Kalman result (model order 4) - Magnitude of |â/a| for mode 1 and 2

|â/a|

Gain [dB] [%]

Mode 1 -0.222 97.48
Mode 2 -1.77 81.56

A gain of 0dB would result in a perfect estimate at tower frequencies. However, in order to
achieve this for higher frequencies such as the second frequency, a significantly larger Kalman
gain would have to be designed, which results in increased amplification of measurement noise.
A larger Kalman gain therefore results in decreased estimation accuracy.

4-2 Evaluation

With a Kalman gain selected, the results are analysed in more detail for several different test
cases:

• DLC post-processing

• DLC controller implementation

• Field data post-processing

The first case allows for the analysis of observer estimation accuracy, without closed-loop
effects. In the second case, the Kalman filter is implemented in the controller, therefore
closed-loop tower-controller interaction is considered. Hence, the effect of filtering the rotor
speed signal on tower stability can be assessed. Thirdly, field data is post-processed in order
to assess similarity between simulation and field.

4-2-1 DLC Post-Processing

DLC data is post-processed using the Kalman filter. First, some examples are used. The first
example is for the DLC experiment at 9 m/s wind speed. A segment of the time response
of the experiment with relatively large vibrations is displayed in Figure 4-3. The related
frequency response is shown in Figure 4-4 (note the logarithmic scale). The acceleration
signal shows significant disturbances. The Kalman filter optimally separates the effect of the
tower’s state on acceleration from other inputs. In the frequency response, it is found that the
effect of the first and second mode are extracted from the signal. Additionally the 1P and 3P
effects can be observed (0.18 and 0.54Hz) as well as the effect of the 1st tower torsional mode
(1.20Hz). At higher frequencies, noise caused by the stochastic wind field remains present in
the signal.
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The displacement signal is estimated quite accurately, although it is noisier than the actual
displacement. In the displacement signal, only the effect of the first mode is significant.
Opposite to displacement, rotational velocity is dominated by the second mode, which shows
the benefit of taking into account this additional mode.

The first and second mode are also present in the tower base moment. Although the second
mode is insignificant in the tower top displacement, it is very significant for tower base
moments which is ultimately determines the amount of fatigue damage caused. Additionally,
the velocity estimate is shown, which is mainly dominated by the first tower mode. In the
final plot of Figure 4-4, the frequency response of the filtered rotor speed is compared to the
measured rotor speed. The effect of rotor speed filtering is clearly observed. For the first
mode a decrease of 93.9% is obtained in Power Spectral Density (PSD). For the second mode
a reduction of 99.5% is obtained (!). Other disturbances remain present in the rotor speed
signal as these disturbances are not caused by tower vibrations. The 1P and 3P disturbances
can be distinguished, as well as the collective blade edge mode (2Hz).

Figure 4-5 and Figure 4-6 show the same results for 24 m/s wind speed, where all parameters
are dominated by the first tower mode. As the tower modes become more dominant with
respect to noise in the acceleration measurement, the estimates become more accurate at
higher wind speeds. For the first and second mode the reduction in rotor speed disturbance
is 90.7% and 90.5% respectively. As illustrated in Figure 4-8 on a linear scale for reference.

Figure 4-7 shows the average VAF per wind speed for different wind speeds with 3 m/s
increments. It is found that at very low wind speeds, high performance is obtained. This is
caused by a lack of disturbance inputs to the system and tower vibrations in general at low
wind speeds. Then a steep decline is observed for wind speeds at around 9-12 m/s, caused
by the increasing presence of harmonic excitation. For high wind speeds the VAF increases
again, as tower vibrations become more dominant with respect to input disturbances. As
seen in Figure 4-1, tower vibrations become especially significant at wind speeds ≥ 15 m/s,
therefore accuracy in this region is required.

Figure 4-7: Kalman Filter Performance - Average VAF [%] at different wind speeds
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Figure 4-3: Kalman filter performance - DLC 9 m/s time response
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Figure 4-4: Kalman filter performance - DLC 9 m/s frequency response
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Figure 4-8: Kalman filter performance - DLC 24 m/s frequency response of filtered rotor speed
with a linear scale

The average reduction in PSD of the rotor speed signal at the tower eigenfrequencies due to
filtering is determined and shown in Table 4-5. The average reduction for the second mode
is slightly higher than for the first mode. This can be explained by the frequency content
which is present in the rotor speed signal itself. Therefore not all content in the signal at this
frequency stems from the tower modes and a 100% reduction is not possible. The amount
of frequency content in the rotor speed signal is higher at lower frequencies, therefore the
reduction at the first tower mode is slightly less. The average reduction has been determined
for different cases, which all show very similar results. Yaw misalignment and different wind
speeds do not affect the Kalman filter’s performance, which is an important observation
regarding robustness.

Table 4-5: Kalman result (model order 4) - PSD reduction for mode 1 and 2

PSD reduction [%]

Mode 1 Mode 2

Average 89.1 93.5
Yaw 0° 89.7 93.3
Yaw -8° 89.2 93.7
Yaw 8° 88.4 93.4

Wind speeds 3-14 m/s 89.0 95.2
Wind speeds 15-25 m/s 89.2 91.6

Table 4-6 shows the VAF for the three different yaw angles. Other than expected, the Kalman
filter performance improves for situations with a yaw misalignment. Possibly this is caused by
a reduced tower shadow (3P) disturbance due to a larger distance between blade and tower
in case of yaw misalignment.
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Table 4-6: Kalman result (model order 4) - VAF for different yaw angles

VAF [%]

Yaw [°] a w ω M

0 40.2 79.6 72.8 77.7
-8 42.7 81.6 73.8 79.5
8 42.8 82.4 74.0 79.5

4-2-2 Controller Implementation

Next, the Kalman filter is implemented in the controller. The first and second tower mode
are removed from the rotor speed measurement during the experiments rather than through
post-processing, thus affecting turbine operation. From Section 3-5, it was found that rotor
speed measurement disturbances cause additional damping in the sub-rated region, whereas
it causes a slight decrease in damping in the above-rated region. Therefore, depending on
the operating region, removing tower disturbances from the rotor speed measurement might
have either a positive or negative effect on tower loads. In both cases the interaction happens
unknowingly and is therefore undesired. The implementation is tested in two experiments:

• Staircase normal wind profile with steps of 1 m/s

– Low wind speeds. Wind speed increases between 5-12 m/s, turbine operates in
sub-rated conditions

– High wind speeds. Wind speed increases between 12-19 m/s, turbine operates in
above-rated conditions

• DLC

In the first experiment, a staircase normal wind profile is used, such that the turbine is in
either sub-rated or above-rated conditions, while in a DLC experiment these regions alternate
due to the variable wind speed. For the first case, wind speed increases from 5 to 12 m/s,
with the turbine acting in sub-rated conditions. For the second case, winds speed increases
from 12 to 19 m/s and thus the turbine operates in above-rated conditions. Each experiment
is conducted with and without rotor speed measurement correction, after which the results
are compared. Figure 4-9 shows the time response of the signal for wind speeds between 12
and 19 m/s. The steps in wind speed cause torque actions, which lead to tower excitation.
Additionally the effect of 3P excitation is present.
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Figure 4-9: Filter Implementation - Time response to a staircase wind profile

In order to assess the effect of rotor speed measurement correction, a set of performance
parameters have been determined. The Damage Equivalent Load (DEL) value is obtained
through first performing a rainflow counting procedure, which provides the number of full
and half cycles for certain load amplitudes. The Palmgren-Miner rule is subsequently used
to obtain the final value:

σv = (
n∑
i=1

(σmi ni)/nv)1/m (4-21)

σv is proportional to the ratio between cycles experienced versus the total number of cycles to
failure at the stress level. Therefore σv,Kalman/σv,nominal = DELKalman/DELnominal. The
ratio is independent of value nv. m is determined by material properties. For the steel tower,
values between 3-5 are used. m = 3 has been used in this case. The results are shown in
Table 4-7

Gilian G.J. Ruiterkamp Master of Science Thesis



4-2 Evaluation 65

Table 4-7: Filter implementation - PSD reduction of control action for mode 1 and 2

Ratio(Kalman/nominal) [%]

Parameter 5-12 m/s 12-19 m/s

DEL(M) 104.88 94.15
σ(a) 106.92 92.60

σ(Tgen) 100.01 100.14
σ(θ) 99.94 100.00

In line with expectation, when filtering is applied, damping is reduced in sub-rated conditions
and increased in above-rated conditions. In sub-rated conditions a DEL increase of 4.88 % is
observed, while in above-rated conditions a decrease of 5.85% is obtained. These results clearly
show the effect of tower-torque controller interaction. It should be noted that although an
increase in DEL is obtained in sub-rated conditions, tower vibrations are especially present
for high wind speeds and thus in above-rated conditions. For above-rated conditions, the
effect of filtering is also observed in the frequency response of the control signals, as shown in
Figure 4-10. Torque and pitch action is reduced at the tower frequencies, the rate of which is
denoted in Table 4-8. For sub-rated conditions, this effect is not clearly observed, since pitch
angle is constant and tower vibrations are relatively small.
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Figure 4-10: Filter Implementation - Effect of Kalman filtering on control action
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Table 4-8: Filter implementation - Power Spectral Density reduction of control action for mode
1 and 2

PSD reduction [%]

Mode 1 Mode 2

Generator torque 91.0 34.8
Pitch angle 95.3 83.1

In a DLC experiment, the turbine alternates between operating regions. Therefore the effect
is expected to be less consistent, as shown in Table 4-9. Positive effects are denoted in green,
negative effects in red. The parameters have been determined for each of 69 experiments, after
which the average is determined over all these experiments. On average, the effects are rather
insignificant. It is observed that tower vibrations slightly increase, caused by the significant
loss of damping when the turbine is operating in the sub-rated region of the torque controller.
A slight decrease in control action for both torque and pitch is observed as well. Upon dividing
the results into a low wind speed and a high wind speed category, the results reveal a more
clear effect. For low wind speeds, a predominantly negative effect is observed with increases
in vibration-related parameters. For high wind speeds, the opposite is observed and the effect
on all parameters except for tower fore-aft moments is positive. The positive effect for high
wind speeds is less than the negative effect at lower wind speeds, which is caused by the highly
turbulent wind used in a DLC. At low wind speeds, the turbine operates exclusively in the
sub-rated region of the torque control curve. At high wind speeds, in principle, the turbine
operates in the above-rated region. However, due to large variations in wind speed, rotor
speed regularly drops, causing sub-rated operation. Taking into consideration the presence
of tower vibrations for different wind speeds as shown in Figure 4-1, the effect is especially
important for wind speeds larger than 15 m/s. Without rotor speed measurement correction,
the tower exhibits different damping ratios, whereas with this filtering an approximately
constant damping ratio is obtained. The extreme load value is expected to be largest in case
of minimal tower damping ratio. For this reason, the maximum tower base moment has been
determined. As can be seen, during low wind speeds this value is on average increased with
1.93%, while for high wind speeds this value is reduced with 1.98%.
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Table 4-9: Filter implementation - DLC performance analysis

Ratio(Kalman/Nominal) [%]

Parameter Average Wind speeds 3-14 m/s Wind speeds 15-25 m/s

σ(a) 100.41 101.65 99.04

σ(w) 102.95 106.26 99.34

σ(ω) 100.24 101.53 98.82

σ(M) 102.56 105.66 99.18

DEL(M) 101.77 104.27 99.04

max(M) 100.06 101.93 98.02

σ(Mtower base,fore−aft) 100.80 100.72 100.88

σ(Mtower base,torsional) 100.02 100.29 99.72

σ(Mblade,leadwise) 99.90 99.95 99.85

σ(Mblade,flapwise) 99.51 100.31 98.64

σ(θ) 99.25 98.94 99.60

σ(Ω) 99.88 101.32 98.31

σ(Pgen) 99.86 100.43 99.24

µ(Pgen) 99.77 99.47 100.10

σ(Tgen) 99.83 100.47 99.14

4-2-3 Field Data Post-Processing

The Kalman filter can be tested through post-processing actual field data. In the field, only
acceleration data is available. Therefore, it is not possible to assess the performance using
the estimated output parameters. A section of the time response is shown in Figure 4-11. It
shows that the first tower mode is significantly more present than the second mode, whereas
in simulation also the second mode is significant. Figure 4-12 shows the corresponding PSDs.
The first mode shows a clear reduction of 92.7% in PSD. A small peak seems to remain.
This can be explained, as the Kalman filter only filters tower movement from the rotor speed.
These rotor speed measurement disturbances lead to torque and pitch action at the tower’s
frequency as is shown in the lower two plots. These will induce actual rotor speed disturbances
at this frequency. Such disturbances remain as they are not directly an effect of tower top
rotational velocity. An actual implementation results in a reduction or removal of torque
and pitch disturbances at the tower’s natural frequency and would therefore also reduce this
actual rotor speed disturbance. As stated, the second mode is hardly present. Although a
reduction in PSD is seen at the exact second tower mode, a slight increase is observed at
adjacent frequencies. Moreover, no effects of the second mode on generator torque and pitch
angle are observed.
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Figure 4-11: Kalman filter performance - Field data time response
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Figure 4-12: Kalman filter performance - Field data frequency response

4-3 Conclusion

Excitation sources other than generator torque have been regarded as noise inputs. This noise
poses a limit in Kalman gain tuning, since a more aggressive (larger) Kalman gain would
result in amplification of noise. Nevertheless, a Kalman filter has been designed which shows
adequate results in state estimation. Tower disturbances can be successfully removed from
the rotor speed measurement using the tower top rotational velocity estimate. It has been
shown that filtering the rotor speed does not always lead to a decrease in tower vibrations.
Depending on the operating region, the controller already acts as an active tower damper or
reduces damping. The controller typically adds damping in sub-rated conditions for lower
wind speeds with only small tower vibrations. However, a tower-controller interaction that
reduces damping is particularly undesirable, which happens at high wind speeds and thus
in situations with large vibrations. Rotor speed disturbances lead to additional undesired
control actions, which are removed by rotor speed measurement correction. This is seen more
clearly in field data than in simulation. In the next chapter, a state-feedback tower damping
controller is designed, using the Kalman filter state estimate.
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Chapter 5

Modal Damping Control

In preceding chapters, it has been established that tower vibrations do affect rotor speed
measurements and therefore affect controller performance. In closed-loop, this effect can be
both positive or negative. To mitigate the problem of extreme side-side vibrations, an active
tower damping control strategy is required. The developed control strategy is based on state
feedback control. The reason for choosing state feedback is simplicity and ease of implementa-
tion, therefore lowering the bar for implementation in the field. In the case of state feedback,
additional damping can effectively be added to both modes individually. Alternatively one
could think of linear Model Predictive Control (MPC),which has the advantage of including
(soft) constraints. Therefore a controller can be designed which keeps vibrations within cer-
tain bounds while allowing for small vibrations. Advantages are; more freedom in designing
a controller which satisfies the objective of load reduction while not affecting nominal perfor-
mance. A disadvantage of MPC is computational complexity. For an MPC controller to be
viable, sampling time and prediction horizon would have to optimised to keep computation
time within certain bounds, while effectively controlling two modes. As side-side damping is
not the main objective of the controller but rather an additional feature, a more simple and
intuitively comprehensive damping method is preferred for implementation.

The state feedback controller has been deemed Modal Damping Control, as damping is added
to each individual mode. Tuning is performed using pole placement since a direct relation
between damping ratios and pole locations can be established.

5-1 Design

The procedure is as follows:

• Define desired damping ratios ζK,1 and ζK,2 for each mode

• Determine natural frequencies from the system model

• Determine desired complex pole locations using damping ratios and natural frequencies
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• Determine feedback gain through pole-placement

Tower damping is performed through inducing generator torque variations. To prevent rotor
speed variations, these are to be kept minimal. Therefore only a limited amount of damping
is added to the tower. ζK,1 = ζK,2 = 0.03 results in a 183% and a 417% increase of damping
for the first and second mode respectively. With ωn,1 = 0.28 and ωn,2 = 1.637 the new pole
locations can be determined:

pK = −ζK,iωn,i ± iωn,i
√

1− ζK,i, ζK,i < 1 (5-1)

A diagram of the control system is shown Figure 5-1.

Figure 5-1: Diagram of Modal Damping Control system

Through pole-placement, a state feedback gain K is determined for which the pole locations
of A−BK match the desired poles. The controller attempts to reach a steady-state of the
tower. When adding damping, typically velocity feedback is performed. In a steady-state,
velocity is zero. Therefore, in principle, no steady-state reference would be required. However,
the identification procedure led to a very small steady-state gain regarding velocity, which
has been removed from the model by adding this gain value to the direct feed-through term
D of the model. This has removed the gain from the output of the system, however, not
from the states. Due to this slight model inaccuracy, a steady-state reference is required. In
steady-state, u should equal unom. The derivation below shows how the model’s steady-state
gain results in a steady-state generator torque error:

u = unom + udamp = unom −Kxss (5-2)
xss = (I −A)−1Bunom (5-3)
u = unom −K(I −A)−1Bunom = (I −K(I −A)−1B)unom (5-4)

From the derivation, it is observed that a zero steady-state gain is obtained if the term
K(I−A)−1B equals zero. However, for the identified model the termK(I−A)−1B = −0.0027,
thus resulting in a 0.27% torque increase in steady-state: u = 1.0027unom. The gain is small,
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but undesired and is therefore removed by setting a reference state equal to the steady-state
given a nominal generator torque. This results in a Feed-Forward (FF) gain KFF :

xref = Axref +Bunom (5-5)
xref = (I −A)−1Bunom = KFFunom (5-6)

The resulting FF gain KFF results in zero steady-state gain as KKFF = −0.0027. State
feedback is applied to the error between estimated tower state and reference state as follows:

udamp = −K(x̂− xref ) (5-7)

The dynamics of the closed-loop system including observer can be assessed regarding stability.
The feedforward part of the system does not affect the system poles.

Tower :
{
x(k + 1) = Ax(k) +Bu(k)
y(k) = Cx(k) +Du(k)

(5-8)

Observer :
{
x̂(k + 1) = (A− LC)x̂(k) + (B − LD)u(k) + Ly(k)
y(k) = Cx̂(k) +Du(k)

(5-9)

Control :
{
u(k) = −Kx̂ (5-10)

Using the relations above, the closed-loop system dynamics can be obtained through append-
ing system and observer dynamics:

[
x(k + 1)
x̂(k + 1)

]
=
[
A 0
LC A− LC

] [
x(k)
x̂(k)

]
+
[
B
B

]
u(k) (5-11)

u(k) = −K
[
0 1

] [x(k)
x̂(k)

]
(5-12)[

x(k + 1)
x̂(k + 1)

]
=
[
A 0
LC A− LC

] [
x(k)
x̂(k)

]
−
[
0 BK
0 BK

] [
x(k)
x̂(k)

]
(5-13)[

x(k + 1)
x̂(k + 1)

]
=
[
A −BK
LC A−BK − LC

]
︸ ︷︷ ︸

ACL

[
x(k)
x̂(k)

]
(5-14)

Through the coordinate transform e = x− x̂, the closed-loop system can be written in block-
diagonal form:

[
x(k)
e(k)

]
=
[
I 0
I −I

] [
x(k)
x̂(k)

]
= T

[
x(k)
x̂(k)

]
(5-15)

T

[
A −BK
LC A−BK − LC

]
T−1 =

[
A−BK BK

0 A− LC

]
(5-16)
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The poles of ACL are the poles of the closed-loop system, which is a result of the feedback
system and the observer. Through the coordinate transform, the system is in block diagonal
form. Therefore the eigenvalues of the closed-loop system are equal to the eigenvalues of
A−BK and A−LC. The poles of the closed-loop system and different subsystems are shown
in Table 5-1. This is the separation principle, which allows for a separate design of a feedback
controller and an observer. Thus, also in combination with an observer, the same damping
values are obtained.

Table 5-1: Modal Damping Control - Poles of the system, the feedback system, the observer
and the total closed-loop system

Poles of the system

Mode 1 Mode 2

A −0.0187± 1.756i −0.0699± 10.288i

A-BK −0.0527± 1.755i −0.3086± 10.284i

A-LC −0.6412± 1.705i −0.3840± 10.286i

ACL
−0.0527± 1.755i −0.3086± 10.284i
−0.6412± 1.705i −0.3840± 10.286i

ζCL 0.03 0.03

A step response of the damped tower is displayed in Figure 5-2. It can be seen that a
significant amount of damping is added to the tower at the cost of small torque variations.
Additionally, it can be seen that damping is effectively added to both the first and second
mode.
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Figure 5-2: Modal Damping Control - Step response simulation

5-2 Implementation

The modal damping controller has been implemented in the Lagerwey controller. A Design
Load Case (DLC) experiment consisting of 69 experiments is conducted in Focus to assess its
performance. For reference, the experiment is compared with an experiment with an equal
wind field but without tower damping. Initially, no saturation functions are implemented
to assess pure controller performance. The goal is to reduce tower loads at a minimal cost.
Therefore, for each experiment a series of performance parameters are determined. The ratio
between these parameters with and without tower damping can be determined as a perfor-
mance measure. By averaging the result over 69 experiments, the significance of the results
can be assessed. The results are shown in Table 5-2. Standard deviation is used as main
performance parameter, additionally mean power, Damage Equivalent Load (DEL), maximal
tower base moment and maximal torque exceedance have been determined. Significant pos-
itive effects are shown in green, whereas negative effects are shown in red. Parameters with
a very small deviation from nominal are shown in black. Furthermore, the results have been
divided into a low wind speed and a high wind speed region.
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A significant effect is observed for all parameters related to lateral tower dynamics. Tower base
bending moment standard deviation is decreased by 33.5%. It can be noted that the relative
decrease in base moment standard deviation and related DEL value are similar. The maximal
tower base moment is determined by comparing maximal values for both experiments. These
ratios are subsequently averaged over all experiments. On average, the maximal tower base
moment is reduced by 23.9%.

Tower top acceleration shows a moderate decrease of 15.4%, which can be explained as exter-
nal sources of excitation causing tower top acceleration remain equal for both experiments.
The additional control action required for tower damping causes a slight increase of 1% in
generator torque standard deviation, which is concentrated at the tower frequencies as will be
treated shortly. For high wind speeds, this increase is larger, caused by increased vibrations
and therefore increased control action. The induced torque variations are of relatively high
frequency. Due to the large inertia of the rotor, it acts as a mechanical low-pass filter and
torque variations lead to negligible rotor speed variations. Additionally, rotor speed distur-
bances due to tower top rotational velocity are reduced because of tower damping. Generator
power is simply the product of generator speed and generator torque. Generator torque vari-
ations therefore directly induce power variations, although power variations are slightly lower
due to decreased rotor speed variations. Since tower damping control action is simply added
to nominal generator torque and no saturation function is implemented, generator torque can
exceed rated torque. The maximum exceedance for all cases is determined from the experi-
ments. For low wind speeds a maximum exceedance of 3.56% is obtained, for high wind speeds
8.42%. It should be noted that the performed DLC experiment is a scenario with significantly
larger turbulence intensity than typically observed in the field. Moreover, torque exceedance
happens temporarily at the tower frequency and is alternated by torque undershoots. No
significant effect is observed in the pitch control action, as no negative effect is seen for rotor
speed. Hence, the tower damping controller does not have a detuning or destabilising effect
on rotor speed control.
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Table 5-2: Modal Damping Control - DLC performance analysis

Ratio(Damping/Nominal) [%]

Parameter Average Wind speeds 3-14 m/s Wind speeds 15-25 m/s

σ(a) 84.64 85.40 83.82

σ(w) 67.82 67.80 67.84

σ(ω) 72.75 72.08 73.48

σ(M) 66.49 64.82 68.32

DEL(M) 67.46 66.48 68.54

max(M) 76.11 75.88 76.36

σ(Mtower base,fore−aft) 100.00 100.04 99.95

σ(Mtower base,torsional) 99.72 99.77 99.66

σ(Mblade,leadwise) 99.93 99.96 99.91

σ(Mblade,flapwise) 100.00 99.98 100.03

σ(θ) 99.98 100.11 99.83

σ(Ω) 99.87 99.95 99.79

σ(Pgen) 100.82 100.21 101.49

µ(Pgen) 99.97 100.00 99.94

σ(Tgen) 100.98 100.29 101.72

max(Tgen) 108.42 103.56 108.42

The standard deviation of the control action udamp can be assessed to analyse the average
the size of control action, as shown in Table 5-3. The average control action, and therefore
deviation from nominal torque, is 1.23% of rated torque.

Table 5-3: Modal Damping Control - Average control action

Size of damping generator torque

Parameter Average Wind speeds 3-14 m/s Wind speeds 15-25 m/s

σ(udamp) [Nm] 54575 27361 84262

σ(udamp)/TGen,rated [%] 1.23 0.62 1.90

Figure 5-3 shows a set of parameters for different average wind speeds. First, the standard
deviation of damping control action. The figure shows that more control action is required
at higher wind speeds and follows a line that corresponds to Figure 4-1. The second graph
shows the DEL ratio for all experiments. It is found that for almost all experiments, a ratio in
the range of 60-80% is obtained, with no experiments that show a reduction of less than 20%.
The third graph shows the standard deviation ratio of generator torque, which is a sum of
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nominal generator torque and damping torque. At higher wind speed some experiments show
a significant increase, whereas others show a moderate decrease. Finally, the mean power is
shown, which, in general, is not affected. Only two outlier experiments show a decrease of
1%. Some experiments show a small increase.
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Figure 5-3: Modal Damping Control - Damping control action standard deviation, DEL ratio,
generator torque standard deviation ratio and average power shown for different wind speeds

Figure 5-4 shows a typical time response with relatively large vibrations. Tower damping
effectively adds damping to both modes. In the displacement signal, where especially the
first mode is present this can be clearly observed. The second mode is more dominant in the
rotational velocity signal, where effective damping is observed as well. Due to the turbulent
wind conditions vibrations never fully dampen out. The torque signal clearly shows the
effect of tower damping control action. In general, control action is small and results in
small deviations from nominal torque. Rotor speed is unaffected as was observed in the
overall results. Figure 5-5 shows the frequency response of the corresponding (complete) time
series. It is observed that the controller modification results in different results at the tower
frequencies while remaining approximately equal otherwise. Both the first and second mode
show a clear reduction in lateral dynamics at tower frequencies, resulting in an increase in
generator torque variations.

To be able to assess the effect of modal damping of the first and second mode, another
experiment has been performed in which the damping ratio of the only the first mode is
altered. The results provide a measure for the contribution of damping the second tower
mode and are displayed in Table 5-4. Parameters that change are shown in this table. As
expected the effect of damping is slightly reduced.
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Figure 5-4: Modal Damping Control - DLC1.2 Time response 22 m/s
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Figure 5-5: Modal Damping Control - DLC1.2 Frequency response 22 m/s
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Table 5-4: Modal Damping Control - DLC performance analysis without damping of the second
vibration mode

Ratio(Damping/Nominal) [%]

Parameter Average Wind speeds 3-14 m/s Wind speeds 15-25 m/s

σ(a) 86.20 87.26 85.04

σ(w) 67.78 67.82 67.74

σ(ω) 86.36 87.47 85.16

σ(M) 70.56 70.51 70.61

DEL(M) 75.80 77.22 74.26

max(M) 80.34 81.04 79.58

σ(θ) 99.88 99.95 99.80

σ(Ω) 99.90 99.97 99.82

σ(Pgen) 100.77 100.17 101.42

µ(Pgen) 99.96 100.00 99.92

σ(Tgen) 100.91 100.24 101.63

max(Tgen) 107.84 102.80 107.84

The displacement signal shows almost no difference since it is dominated by the first mode.
Whereas in the previous experiment, the base moment standard deviation and the DEL
seemed to be similar, now a larger difference is observed. Omitting the second mode damping
leads to a moderate decrease in the reduction of the standard deviation, but does lead to a
more significant decrease of DEL reduction. Therefore, the second mode has a more significant
contribution to the DEL than can be observed from the standard deviation of tower base
moment. These results are summarised in Table 5-5. Here, the total DEL reduction is listed
along with the DEL reduction in case of only mode 1 damping. The difference between these
two results is attributed to damping of the second mode. For high wind speeds, the DEL is
to a larger degree dominated by the first mode.

Table 5-5: Modal Damping Control - DEL reduction as a result of modal damping

DEL Reduction [%]

Case Average Wind speeds 3-14 m/s Wind speeds 15-25 m/s

Total 32.54 33.52 31.46

Mode 1 24.20 22.88 25.74

Mode 2 8.34 10.74 5.72

A time and frequency response are shown in Figure 5-6 and Figure 5-7 respectively. In the
time response, it is observed how the first mode is effectively damped, whereas the second
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mode remains unchanged. The frequency response only shows a difference at the first tower
frequency. Hence, damping can be added to each mode individually while not affecting
another mode.

Figure 5-6: Modal Damping Control - DLC1.2 Time response 25 m/s without damping of the
second vibration mode
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Figure 5-7: Modal Damping Control - DLC1.2 Frequency response 25 m/s without damping of
the second vibration mode

Finally, two more controllers have been designed with different damping ratios, being ζ = 0.05
and ζ = 0.1. The most important results are compared in Table 5-6. As expected, increasing
the damping ratio leads to a further decrease in tower loads. However, the decrease in tower
loads is not linearly related to the increase in damping ratio. For ζ = 0.03, the damping ratio
is tripled which resulted in a decrease of 32% of the DEL. For ζ = 0.1, a tenfold increase
in damping ratio is obtained, which results in a further decrease of only 12% of the DEL.
Power variations show a significant increase from 0.8% to 3.54%. It appears that adding
any damping is beneficial since the tower damping ratio is not a constant parameter but
dependent on aerodynamic conditions. Therefore situations of negligible damping can occur
during which tower vibrations caused by external excitation sources are hardly damped. With
added damping, these vibrations are counteracted and the tower is brought back into a steady-
state at all times. Once the tower reaches a steady-state, no more fatigue damage is caused.
Increasing the damping ratio decreases the settling time of the tower and therefore results in
a further decrease in fatigue damage. However, this decrease is limited and does not weigh
up to the additional control effort which is required.
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Table 5-6: Modal Damping Control - DLC performance comparison for different damping ratios

Ratio(Damping/Nominal) [%]

Parameter Damping ratio ζ Average
Wind speeds
3-14 m/s

Wind speeds
15-25 m/s

σ(a)
0.03 84.64 85.40 83.82
0.05 82.20 83.60 80.68
0.1 80.67 82.65 78.50

DEL(M)
0.03 67.46 66.48 68.54
0.05 61.02 60.85 61.22
0.1 55.65 56.38 54.85

σ(Ω)
0.03 99.87 99.95 99.79
0.05 99.98 99.96 100.00
0.1 100.04 99.88 100.23

σ(Pgen)
0.03 100.82 100.21 101.49
0.05 101.53 100.46 102.70
0.1 103.54 101.10 106.20

σ(Tgen)
0.03 100.98 100.29 101.49
0.05 101.92 100.67 103.28
0.1 104.51 101.66 107.62

max(Tgen)
0.03 108.42 103.56 108.42
0.05 113.28 105.42 113.28
0.1 122.32 109.35 122.32

σ(udamp)/TGen,rated
0.03 1.23 0.62 1.90
0.05 1.90 0.94 2.94
0.1 3.02 1.52 4.65

5-3 Conclusion

From the results, it is found that the tower response is dominated by the first mode. Therefore
damping of only the first mode already leads to significantly improved results. Although in
practice, problems typically stem from the first mode, damping can be effectively added to
the second mode which results in an additional decrease in loads. The project considers only
one turbine type with a 132m tower height. Currently, Enercon/Lagerwey produces turbines
with tower heights up to 166m and with increasing rotor diameters. As towers become taller
and more flexible, the natural frequencies will decrease, resulting in increased tower excitation
since tower frequencies lie closer to periodic excitation sources. The need for tower control in
general increases, and the advantages of damping of the second mode will increase.

In the tuning process of the damping controller, the negative effects of the controller have
to be taken into consideration. As mentioned previously, tower damping is not the main
controller objective, but rather an additional feature. The induced torque variations should
be kept minimal to prevent too large power variations. Although damping is modelled as a
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constant value, it is to a large degree the result of aerodynamic damping, while structural
damping is rather small. Due to turbulent wind conditions, this aerodynamic damping ratio
can be inconsistent, which might result in moments of decreased damping. Active damping is
consistent, thus resulting in a guaranteed amount of damping at all times. It is observed that
increasing damping to a still moderate value results in a great decrease of loads. This does
go at the cost of increased torque/power variations. The DLC data set can be considered
a worst-case scenario since a blade mass imbalance is present (one blade is 1% heavier)
and turbulence intensity is high (16% versus 10% in typical site conditions), which leads to
continuous excitation of the tower. In the field, conditions are typically less turbulent and
thus tower vibrations are somewhat more occasional depending on operational conditions. In
a situation without tower vibrations, the controller does not affect performance. One could
imagine situations in which the tower is temporarily excited after which the excitation source
disappears again, for example due to a gust or eddies in the wind field. In such a case, the
damping controller results in a faster return to a stable tower state and therefore prevents
undesired disturbances due to tower vibrations.

The design method provides great freedom in tuning the amount of damping for each mode
and might allow for site-specific damping ratios. Thus increasing damping for more turbulent
sites and decreasing damping for less turbulence.
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Chapter 6

Conclusions

6-1 Conclusions

Three main research questions have been defined in this project. The first question is:

How can tower top rotational dynamics be modelled and included in a tower model?

The first step of the project was to derive a tower model which includes rotational dynam-
ics. It was found, using Euler-Bernouilli and Timoshenko-Ehrenfest beam theories, that the
dynamics of a tower can be separated into a time-dependent and space-dependent part. The
time-dependent part is represented by a mass-spring-damper system for each vibration mode,
and is independent of tower height. All output parameters regarding the tower are related
to the time-dependent system via the mode shapes. This allows the inclusion of lateral and
rotational dynamics as well as bending moments at arbitrary heights into the model with-
out increasing model complexity. During the identification procedure, it was found that an
accurate model can be obtained and that the previously established relations are valid.

The model has been obtained through a black-box identification procedure. The main ad-
vantage of the method is that it directly resulted in the required discrete-time linear-time-
invariant single-input-multiple-output state-space model. Additionally, the singular value
decomposition could be used effectively to estimate an adequate model order. The effect of
aerodynamic damping and coupling with other turbine components, such as the blades, is
taken into account. This resulted in more accurate estimation of damping ratios and natural
frequencies. This resulted in an accurate model, however, not in the exact form as derived
from physical equations. Additionally, very small steady-state gains are obtained in the model
due to numerical inaccuracy. This leads to the use of a feedforward term for the state-feedback
controller.

With the model identified, the closed-loop interaction between the tower and the torque
controller is quantified. In the sub-rated operating region, where the torque-speed curve
has a positive gain, the interaction has a damping effect on the tower. In the above-rated
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operating region, the effect is opposite and damping is reduced. It is found that due to the
absolute gain values in respective regions, the effect of damping in a part of the sub-rated
region is significantly larger than the destabilising effect above-rated. It should be noted
that tower vibrations are especially large at high wind speeds, where the turbine operates
predominantly in the above-rated region of the torque-speed curve.

How can an online estimate of tower top rotational velocity, including multiple tower
vibration modes, be obtained and can it be used for rotor speed measurement correction?

A static Kalman filter has been designed using this model. Using tower top acceleration and
generator torque as inputs, adequate state/output estimates can be obtained. In a Design
Load Case (DLC) experiment, the tower is mainly excited by external sources of excitation,
rather than generator torque. Therefore, the state estimates are mainly determined by the
acceleration signal. These periodic and stochastic excitation sources are typically zero-mean.
Generator torque is not, therefore resulting in steady-state values for displacement and tower
base bending moment. Taking into account generator torque is therefore important in order
to accurately estimate these signals. The Kalman gain has been carefully tuned using DLC
data, which resembles actual turbine operation with significant turbulence. Noise in the
acceleration signal due to external excitation sources limits the Kalman gain. Especially
the torsional tower mode is present in the acceleration signal. The disturbance is amplified
in the state estimates for more aggressive Kalman gains, therefore posing a limitation. It
has been shown that both the first and second vibration mode can be removed from the
rotor speed measurement using the tower top rotational velocity estimate. The Kalman filter
has been implemented in the Lagerwey controller and tested in Focus. The implementation
removes the closed-loop tower-controller interaction. This leads to a constant damping ratio
over the entire operating region. In an experiment with a staircase wind profile, this effect
could be observed. The Damage Equivalent Load (DEL) showed a 6.9% increase in sub-rated
conditions and a 7.4% decrease in above-rated conditions.

Can a controller be designed, able to optimally damp multiple vibration modes?

With rotor speed measurement correction, a constant damping ratio is obtained throughout
the entire operating region. The damping ratio could be increased through active damping in
order to reduce tower fatigue damage. Hence, a modal damping controller has been developed.
In principle, it is a state-feedback controller with a pole-placement tuning method, which
allows to select damping ratios for each mode individually. It is found that the method is
intuitive and effective. For the designed controller a DEL reduction of 32.5% is obtained with
a 1% increase in generator torque standard deviation. It was found that the second mode
contributes to approximately 25% of this reduction. A further increase in damping ratio can
be attained, however, this will lead to a disproportionate increase in control action.

In summary:

• Tower top rotational velocity and tower base bending moment can be included in a
tower model without increasing model complexity.
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• Accurate state estimation can be performed using only tower top acceleration and gen-
erator torque. A tower top rotational velocity estimate can effectively be used to remove
disturbances in rotor speed.

• Active damping can be added to individual modes using state-feedback.

6-2 Recommendations

Recommendations for future work based on the research are denoted here:

1. Derive a tower model based on physical equations:
The first recommendation regards the derivation of the tower model. As mentioned,
identification has led to a black-box model with no physical states. Therefore the model
does not correspond to the model form as stated in Chapter 2. This makes using the
model less intuitive. Identification led to small steady-state errors in the model which
were removed with a feedforward term in the state-feedback controller. One could
also derive a model using physical equations. Modes shapes, derived from a Finite-
Element-Model (FEM) could be used to establish relations for rotational dynamics and
bending moments. Alternatively, one could use a grey-box model identification method.
Therefore only estimating a set of parameters from data, rather than the entire model.
This would not result in any steady-state errors.

2. Add additional excitation sources to the model:
In the current Kalman filter, all excitation sources other than generator torque are
modelled as Zero-Mean-White-Noise (ZMWN) noise. The reason for doing so is that
typically no information is available of these other sources, whereas generator torque is a
control parameter. Possibly, estimates can be obtained of these unknown input sources,
given that some are to a certain extent deterministic and/or periodic. For example, the
effects of tower shadow and wind shear is for a large part dependent on wind speed (of
which an estimate can be obtained) and azimuth position of the rotor. A feedforward
estimate could be derived and taken into account, which would reduce the amount of
excitation considered as stochastic. This could increase the performance of the Kalman
filter. Since a large part of tower excitation is periodic, another possibility is to use
Gaussian processes to obtain an online estimate of a periodic input disturbance using
the estimation error.

3. Control tower base bending moments using Model Predictive Control (MPC):
The currently designed state feedback controller is always active if vibrations are present.
However, steel has a certain fatigue limit, a load limit below which no damage is caused.
This means that small vibrations do not lead to fatigue damage. An MPC controller
could be designed which keeps tower base bending moments within certain bounds. In
such a scenario, the controller would only become active if tower vibrations are large
enough. The advantage is that nominal turbine performance is not affected in the case
of small tower vibrations.
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Glossary

List of Acronyms

LLS Linear Least Squares
DLC Design Load Case
COM Centre Of Mass
EB Euler-Bernouilli
TE Timoshenko-Ehrenfest
VAF Variance Accounted For
PSD Power Spectral Density
DEL Damage Equivalent Load
LCOE Levelised Cost Of Energy
AEP Annual Energy Production
PMDD Permanent Magnet Direct Drive
MST Modular Steel Tower
DT Discrete-Time
LTI Linear-Time-Invariant
SS State-Space
SISO Single-Input-Single-Output
SIMO Single-Input-Multiple-Output
PI-MOESP Past-Input-Multivariable Output-Error-State-sPace
PO-MOESP Past-Output-Multivariable-Output-Error-State-sPace
SVD Singular Value Decomposition
ODE Ordinary Differential Equation
PDE Partial Differential Equation
PD Partial Dynamics
FD Full Dynamics
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NWP Normal Wind Profile
NTM Normal Turbulence Model
MPC Model Predictive Control
ZOH Zero-Order-Hold
DARE Discrete-Algebraic-Ricatti-Equation
FF Feed-Forward
FEM Finite-Element-Model
ZMWN Zero-Mean-White-Noise

List of Symbols

(·)(i) Blade-effective ..
α Rotational acceleration
ẋfa Tower top fore-aft velocity
η Viscous tower damping ratio
κ Timoshenko shear coefficient
λ Tip speed ratio
Os Observability matrix
Ω Actual rotor speed (as seen from earth)
ω Tower top rotational velocity in (lateral) x-direction
ωd Damped natural frequency
ωn Undamped natural frequency
Ωmeas Measured rotor speed (as seen from generator stator)
φ Angular displacement of the tower in (torsional) z-direction
ψ Rotor azimuth
ρt Beam mass density
θ Pitch angle
ϕ Tower top angular displacement
ϕ(z) Tower angular displacement at height z
ζ Damping ratio
A Cross-sectional area
A System state matrix
a Tower top lateral acceleration
au Periodic centrifugal force amplitude due to rotor mass imbalance
B Input matrix
B Number of blades
C Output matrix
CQ Torque coefficient
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Cv Velocity output matrix
D Feedthrough matrix
d Distance from tower midline to centre of mass of rotor-nacelle assembly
Dv Velocity feedthrough matrix
E Elastic Modulus
F Force
F rotsw Centrifugal force-induced lateral force acting on the tower
Fsw Resultant lateral force acting on the rotor plane
G Shear modulus
I Area moment of inertia
J Moment of inertia
K State Feedback gain
KΩ→T Torque controller gain
KAR Minimal torque controller gain (found above-rated)
KFF Feed-forward gain
KSR Maximal torque controller gain (found sub-rated)
L Hub height
L Kalman gain
M Tower base bending moment
m Mass of rotor-nacelle assembly
M(z) Tower bending moment at height z
N Number of columns of the Hankel Matrix
n Model order
P State-error covariance matrix
Prated Rated generator power
PRotor Rotor plant model
PTower Tower plant model
Q Process noise covariance matrix
q Distributed load
R Measurement noise covariance matrix
R Rotor radius
r Rotor effective radius
rtow Tower radius
S Cross-covariance matrix
s Number of rows of the Hankel Matrix
T Torque
Ts Sampling time
Tgen Generator torque set point
Trotor Aerodynamic torque
U Wind Speed at hub height
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udamp Tower damping control action
Ushd Shadow-induced wind speed
Ushr Shear-induced wind speed
Utow Tower-induced wind speed
v(k) Measurement noise
w(k) Process noise
w(z) Tower displacement at height z
x System state
xe State estimation error
xbl Distance from blade origin to tower mid line
z Height along tower z-axis
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