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Abstract
This thesis study aims to provide a solution for the shortcomings concerning conventional rating curve
computation. Conventional rating curve computation struggles with the issues of being data-intensive,
inaccurate in high-flow regimes and susceptibility to changes in cross-sectional geometry. In the view
of the researchers, an answer can be found in a more physically-based rating curve that allows for
substantiation through a detailed representation of the river’s geometry. For a detailed reconstruction
of the geometry, we see a big potential in the use of state of the art remote sensing technologies.
Apart from (1) increasing accuracy by removing the need for extrapolation to high-flow regimes, the
physically-based rating curve would (2) be less susceptible to changes in geometrical changes due to
scouring and sediment-deposition, (3) be more easily to update if geometrical changes do occur, and
(4) would require less data and is therefore likely to be cheaper to establish. The physically-based
rating curve is based on Manning’s formula for steady uniform flow.

The research included two months of fieldwork in the north-western province of Mozambique, Tete.
Here, as a guest of HCB in Songo, the researcher collaborated with local parties HCB and ARA-
Zambeze to perform measurements on a set of tributaries to the Zambezi river. A small commercial
drone was used and aerial photographs were converted into Digital Elevation Models (DEMs). Eight
rivers were visited in total, of which two the data was of insufficient quality and quantity to be used in
further analysis.

Three factors seem to be of main influence to accuracy of the DEM: size of the measurement area,
coverage of the area by Ground Control Points (GCP)s and presence of vegetation. Absolute errors
in the DEMs, i.e. the average error of GCPs per river, ranged from 0.16 𝑚 to 2.57 𝑚 in the horizontal
plane and from 0.01 𝑚 to 0.30 𝑚 in the vertical direction. It can be concluded that a high resolution
elevation model can be computed showing very little relative error in both the horizontal plane (max
1.90%) and the vertical plane (max 3.65%).

A lack of flowing water in the observed rivers gave rise to the need for an alternative way of quantify-
ing slope (𝑖). A solution was found by using the increase of the conveyance (𝐶 or 𝐴𝑅Ꮄ/Ꮅ) in downstream
direction (𝑌) for a constant water level (𝑖 = 0). By enforcing a slope on the water surface, Ꮰᐺ/Ꮰᑐ can
be brought down to zero, which in theory corresponds to the situation for uniform-flow. Through this
process, the theoretical ’local’ slope corresponding to uniform flow in the measured reach can be estab-
lished. A comparative measure was formed by deriving the ’regional’ slope from Advanced Spaceborne
Thermal Emission and Reflection Radiometer Global Digital Elevation Model (ASTGDEM) by looking
at the elevation profile of a reach of 20 𝑘𝑚 around the measuring location. A factor two difference
showed that the slope is likely to be influenced by the water level (i.e. local slope will dominate low
flows and regional slope will dominate high flows) and stipulates the importance of (1) calibration or
real time measurements of 𝑖 and (2) the need to validate proposed method for slope calculation.

Taking into account parameter uncertainty, it can be concluded that the physically-based rating
curve shows sufficient similarity with that of ARA-Zambeze’s to assume the validity of the method for
physically-based rating curve computation. Theory of error propagation is used to quantify the relative
contribution of the uncertainties in the parameter values. The error in 𝑄 can be seen to lie between
67% and 30% where the roughness coefficient (𝑛) is estimated based on literature, but this decreases
to values between 50% and 13% when 𝑛 is calibrated. An important observation is that the uncertainty
of ℎኺ has a very big influence for low water levels (42% at ℎ = 1.6 𝑚) and becomes significantly lower
at higher water levels (4.2% at ℎ = 4.6 𝑚). This analysis shows that, in exception for very low-flows,
accuracy of the physically based rating-curve will benefit most from decreasing uncertainty in 𝑛. For low
flows, the major contribution to the error comes from uncertainty in ℎኺ. Another important conclusion
is that in contrast to conventional rating curves, the physically based rating curve shows an increasing
accuracy for increasing water levels due to the decreasing influence of the error in ℎኺ. This resolves
the biggest flaw in conventional rating curve computation, the decreasing predictive capability for high
flows due to extrapolation of low flow data.

The biggest overall limiting factor to accuracy is the need to calibrate 𝑛 which requires at least one
relevant flow measurement under the assumption of uniform roughness as is done in this study. When
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the roughness coefficient is calibrated, the error in the physically based rating curve is roughly 10%
for high flows, but can still be reduced. Further improvement can be achieved by accounting for the
non-uniformity in 𝑛. This would however require multiple discharge measurements.
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Glossary
aperture A hole within a lens, through which light travels into the camera body. The larger the hole,

the more light passes to the camera sensor. Aperture also controls the depth of field, which is
the portion of a scene that appears to be sharp. Typically expressed in ”f” numbers (also known
as ”focal ratio”) [19].

ARA-Zambeze Administração Regional de Águas do Zambeze. The governmental water authority
of all water management related issues concerning the Zambezi basin in Mozambique. ARA-
Zambeze is managed by the Ministry of Public Works, Housing, and Water Resources.

channel control A cross section where change in the physical characteristics of the channel down-
stream to it is of effect on the flow at the gauging section is called to be under channel control).

Dense Point Cloud The dense point cloud represents the actual constructed 3D model. A point cloud
can be seen as a set of data points in space.

Ground Sampling Distance A measure for the real life distance between two pixel-centres of an im-
age [cm/pixel].

Ground Control Point A reference point on the ground with known location and elevation. Used to
scale and possibly georeference the 3D model of the river section.

HCB Hidroeléctrica de Cahora Bassa. One of Mozambique’s main hydro-electricity companies. Their
power is generated by a dam in the Zambezi river, situated near Songo in the Tete province.
They export power to countries such as South-Africa, Zimbabwe, Zambia, and Malawi.

hydrograph A graph showing the variation of flow (y-axis) over time (x-axis).

ISO A way to brighten your photos if you can’t use a longer shutter speed or a wider aperture. A higher
numbers means a brighter image. However, raising your ISO increases noise in your images [19].

orthomosiac A set of overlapping aerial photo’s matched to form one geometrically corrected image.
The orthomosaic (or orthophoto) can be used to measure true distances because it has been
adjusted for topographic relief, lens distortion, and camera tilt.

rating-curve Amathematical representation of the relation between discharge and water-level, plotted
as a curve. The most widely accepted form of the mathematical relation is that of a power-law
function: 𝑎(ℎ − ℎኺ)፛.

Root Mean Square Error The RMSE represents the sample standard deviation of the differences be-
tween predicted values and observed values. RMSE is the square root of the average of squared
errors. The effect of each error on RMSE is proportional to the size of the squared error; thus
larger errors have a disproportionately large effect on RMSE. Consequently, RMSE is sensitive
to outliers. [28].

Shutter Speed The length of time a camera shutter is open to expose light into the camera sensor.
Shutter speeds are typically measured in fractions of a second. Slow shutter speeds allow more
light into the camera sensor [19].
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Glossary viii

Sparse Point Cloud The sparse point cloud represents the result of photo alignment. To obtain the
sparse point cloud Photoscan searches for common points on photographs andmatches them, as
well as finds the position of the camera for each picture and refines camera calibration parameters.
The sparse point cloud is required for further 3D model reconstruction.

stage The water level in a river or stream with respect to a chosen reference height.
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1
Introduction

1.1. Research Motivation
Hydrological models are of high importance for making meaningful predictions about water availability,
accurate flood-forecasting and of course for our understanding of the natural world. The most popular
method for parameter calibration of the hydrological model is by means of comparing the modelled
hydrograph to the observed hydrograph. Naturally, this requires the availability of discharge data for the
modelled catchment. As directly measuring flow is a tedious and labour-intensive venture, the observed
hydrograph is usually computed by using a rating-curve, depicting the relation between discharge (𝑄)
and stage (ℎ) to transform measured water-levels into a time series of indirect flow-measurements.

The researchers see a big opportunity to improve discharge monitoring with state of the art remote
sensing products. In this off-site ’remote river rating’, both big- (e.g. satellites) and small- (e.g. UAVs)
scale remote sensing technologies can play a part. The ultimate goal would be to use satellite images
for the acquirement of discharge-data in ungauged river basins. This in itself is not something new,
however, both resolution of images and satellite trajectories are known to impose a limiting factor on
both the precision, accuracy, and the location of the data that can be obtained [4] [29].

This thesis will present a step towards this concept of remote river rating by using a simple commercial
UAV for an improved computation procedure for rating-curves. As mentioned, it is general practice to
use rating curves for indirect measurements of discharge. However, even ground stations for measur-
ing stage are often difficult to keep operational and come with significant unreliability [11] [20] [26].

It is here that the researchers see room for improvement as the common method of rating-curve
computation falls short in certain aspects. Computation of the rating-curve is commonly done by per-
forming a series of corresponding 𝑄 and ℎ measurements over time, and fitting a (power-)function
through these data-points. The problem here is that due to their often difficult measurability, these
measurements usually do not include data in the high-flow regimes of a river. Therefore the curve
needs to be extrapolated in order to include high flows, resulting in increasing uncertainty of its accu-
racy. Secondly, as the measurements are generally done in only one certain cross-section, possible
errors induced by non-uniformities are not averaged out. In addition, river-geometry and therefore the
𝑄-ℎ relation is usually non-stationary due to scouring of the riverbed and deposition of sediments [13].
This results in the necessity for the rating curve to be updated regularly. All of this is hampered by the
fact that performing 𝑄-ℎ measurements are costly and time-consuming.

In response to these shortcomings, the researchers argue that it would be beneficial to produce a
more physically-based rating-curve that reduces the need for extrapolation to high-flow regimes and
also averages out non-uniformities in the cross-section, making it less sensitive to geometrical changes.
This physically-based rating curve allows for substantiation of the exponent in the power function [12],
which depends on the geometry of the river section.

In doing so we see a big opportunity in making use of some of the technological advances in the
field of remote sensing, resulting in a more accurate and more easily applicable method for rating curve
computation. The benefits we see in the proposed method include:

1. Fewer field measurements needed to update rating curves. Per rating section, only one set of

1



1.2. Aim of This Research 2

drone measurements and one discharge measurement are required instead of multiple stage-
and discharge measurements over time.

2. In-situ measurements with a drone are easy thus regular updating of the rating curve is cheaper.

3. The entire section geometry, i.e. including floodplains, can be included leading to amore physically-
based rating procedure eliminating the need for extrapolation.

4. More accurate presentation of river section as many cross-sections within a river stretch are
averaged as opposed to using a single section. Local non-uniformities are therefore averaged
out and the rating is less sensitive to changes in the section.

1.2. Aim of This Research
As explained in the previous section, this study aims to provide a solution for the many problems con-
cerning conventional river rating. It is considered to be of high importance that the developed method
provides an accessible way of performing river rating in those areas where local water authorities are
limited to do so by either financial-, logistical- or political factors. This because those areas are more
likely to be poorly gauged and could therefore benefit most from such advancements. This will ul-
timately also increase our overall understanding of the various river-systems in the world which are
influenced by different climatological and geological environments.

A second aspect of key importance is making use of the technological advances that science has
made in the field of remote sensing. Both state of the art remote sensing equipment and products are
becoming more and more accessible to science and society in general. One very good example of this
are the advancements of drone-technology. The researchers feel that with the technologies currently
available, it should be possible to perform accurate river rating remotely. This would (1) greatly increase
the amount of high-flow flowmeasurement in ungauged river catchments and (2) thereby greatly benefit
water resources management and flood-forecasting in those areas. In summation, the aim of this study
is thereby described by providing an answer to the following research question:

How can state-of-the-art remote sensing techniques be used to improve conven-
tional river rating practices in terms of accuracy, applicability, and accessibility,
thereby aiding in the development of remote river rating?

Accuracy relates to the indirect flow measurements being a better representation of real-life values
than is achieved through conventional rating practises. Applicability relates to the decreasing effort of
performingmultiple measurements in both space and time, and accessibility relates to themethod being
more accessible for companies/water authorities with limited financial means for such research/data
collection.

It is important for the reader to keep in mind that the focus of this study lies on the development of the
proposed method. Although explained and reasoned for, actual quantification of the three mentioned
factors of improvement is not the aim of this study. Another note of relevance is that this research
can be seen as a successive study to a similar thesis that was performed for the TUD [24]. However,
mentioned study had not been completed yet when this research commenced.

Hypothesis and Objectives
The hypothesis of this study is formulated as follows:

The conventional method for rating curve computation, i.e. by means of fitting a curve to
a series of 𝑄-ℎ measurements, can be improved in terms of accuracy, applicability and
accessibility by making use of drone technology.
1. Accuracy will be improved by computation of a more physically-based rating curve

that does not rely on extrapolation to the high-flow regime of the rating curve.
2. Applicability will be improved by both simplifying measurement performance and in-

creasing feasibility of measurements in areas that are hard to reach.
3. Accessibility will be improved by making use of simple and affordable technologies

and by reducing the amount of measurements needed.
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In order of achieving aforementioned research-goal and testing above-mentioned hypothesis, a set of
underlying research objectives have been defined to be:

1. Perform drone- and supplementary measurements in Tete, Mozambique to test feasibility of the
proposed method.

2. Use drone- and supplementary measurements to compute rating curves of a set of rivers in the
area of interest and compare with currently used rating curves to judge performance.

3. Based on the proceedings of the above two objectives, identify challenges and limitations on the
proposed method for rating curve computation.

4. Establish a set of recommendations for involved parties on (improvement of the) applicability of
proposed method for rating curve computation.

1.3. Report Structure
This chapter has provided the reader with themotivation of this research and the supporting hypotheses
and objectives. Chapter 2 will provide a very basic theoretical framework to better understand the
theory behind the concept of photogrammetry and the foundation of the physically-based rating curve:
Manning’s Formula. In Chapter 3 a detailed explanation of the used materials and applied methods is
given, followed by a comprehensive documentation of the two months of fieldwork in Mozambique in
Chapter 4. Results are analysed and discussed in Chapter 5, leading to a set of recommendations in
Chapter 6. Chapter 7 summarizes this thesis and states drawn conclusions.



2
Theoretical Basis

2.1. (Stereo-)Photogrammetry
The essence of the proposed method for rating curve computation relies on turning plain aerial pho-
tographs into a 3Dmodel. This is done through the method of (stereo)photogrammetry. Photogramme-
try refers to making measurements from photographs. The principle of stereo-vision, i.e. the capability
to perceive depth, lies at the core of this method. In order to see in stereo-vision by means of 2D im-
ages, a stereo-pair is needed. A stereo-pair refers to a set of two images showing the same object but
from different locations. The difference between the two photos in representation of that object on the
2D image is called the parallax, i.e. the apparent displacement in the position of an object with respect
to a reference point caused by a shift in the point of observation. In photogrammetry, parallax refers
to the relative difference in position of an image point that appears in each of the overlapping photo of
the stereo-pair. Parallax can differ in the two direction of the 2D plane and is calculated quite simply
by determining the difference in coordinates (Figure 2.1). An example of parallax in aerial photography
is the effect of high buildings that appear to ’keel over’ in the direction away from the centre of the
photograph.

Figure 2.1: Parallax.

In combination with information on camera locations, altitude and focal length, the parallax allows
for the calculation of that object’s height in the 3D plain (see Figure 2.2 and Equation 2.1). Note that this
figure portrays the situation where both pictures are taken from exactly the same height and the photos
are taken vertically downwards. A difference in camera-altitudes and photographic tilt will induce an
additional parallax in the Y-direction of the photograph.

A variety of software products have been developed for the purpose of photogrammetry and for this
study the Photoscan software by Russian developer Agisoft [1] is used (see Section 3.1.4). In order
to create a 3D model of the area of interest, every pixel needs to be captured, and recognized from at
least two camera-positions. Automation of this process is a big part of where the software comes in

4
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to make sure matching pixels are identified. To ensure this is done with sufficient precision, the aerial
images need to be taken with a certain degree of overlap (also see Figure 3.5).

Figure 2.2: Using stereo-vision (and parallax) to determine the height of a point (also see
Equation 2.1). H = flight altitude, h = object altitude, f = camera focal length, D = distance

between camera positions and p = parallax. (Image partly copied from:
http://www.seos-project.eu/)

𝐻 − ℎ = 𝐷𝑓
𝑝 (2.1)

2.2. River Flow
The 3D geometrical model of the river reach is used to compute a theoretical value for river flow for
a given water level. In doing so, the flow conditions are assumed to be both steady and uniform.
Steady flow refers to flow velocity at a given location not changing over time. Generally, the flow in
rivers is variable in time meaning it is unsteady. However, for practical applications the variation is
often considered to be so slow that a steady flow situation can be assumed. Uniform flow refers to the
hydraulic condition in which the velocity and cross-sectional area, and therefore also discharge, are
constant throughout the length of a channel. The likeliness of this condition to be present increases
in upstream direction of disturbances such as waterfalls, confluence points, cross-sectional changes,
etc.

Several physical relations have been developed to quantify steady uniform open channel flow, the
most famous being the Chézy- and the Manning(-Strickler) formulas. Both are equally applicable and
the decision to use one or the other is usually based on tradition [5]. The difference between the two
lies in the determination of the roughness coefficient. In this study Manning’s formula [18] will be used.

In rating curve computation, themost widely accepted way to consider discharge as a single function
of water level is by means of a power-law function as in (2.2) [22].

𝑄 = 𝑎(ℎ − ℎኺ)፛ (2.2)
Here 𝑄 [𝑚ኽ/𝑠] is the discharge, ℎ [𝑚] is the water level, ℎኺ [𝑚] represent the water level at zero

flow and 𝑎 [𝑚ኽዅ፛] and 𝑏 [−] are parameters which value is determined through curve-fitting. Whereas
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the 𝑏 parameter is solely linked to cross-sectional geometry, parameter 𝑎 does not have a clearly
defined physical meaning [10] and is used as a dust-bin parameter accounting for amultitude of physical
processes. However, in reality the flow capacity of a river channel and adjacent floodplains is affected
by the cross-sectional geometry, the slope of the water surface (equal to slope of riverbed in case of
uniform flow) and to the bed-roughness which depends on bed material and land cover among things.
This is captured by the Manning formula (2.3), where 𝑛 [𝑠/𝑚 Ꮃ

Ꮅ ] is Manning’s roughness coefficient,
𝑖 [𝑚/𝑚] is the longitudinal slope of the water surface, 𝐴 [𝑚ኼ] the cross-sectional area, and 𝑅 [𝑚]
the hydraulic radius. This formula describes the discharge of steady uniform flows and is compatible
with the power-law function through (2.4). Through this approach it is reasoned that Equation (2.5) is
therefore more physically-based than Equation (2.2).

𝑄 = 1
𝑛√𝑖𝐴𝑅

Ꮄ
Ꮅ (2.3)

𝑄 = 1
𝑛√𝑖⏟
ፚᎳ

𝐴𝑅 Ꮄ
Ꮅ

⏟
ፚᎴ(፡ዅ፡Ꮂ)ᑓ

(2.4)

𝑄 = 𝑎ኻ𝑎ኼ(ℎ − ℎኺ)፛ (2.5)

The second part of Equation 2.4, 𝐴𝑅 Ꮄ
Ꮅ = 𝑎ኼ(ℎ − ℎኺ)፛, is seen as a function of water level and can

completely be described by the geometry of the river section (also see Figure 2.3). This part will be
referred to as the conveyance (𝐶). 𝐶 [𝑚 Ꮊ

Ꮅ ] is not to be mistaken with the also commonly referred to
conveyance term: ኻ፧𝐴𝑅

Ꮄ
Ꮅ that includes roughness. The geometry can be measured in the field in great

detail by means of aerial imagery. This only leaves 𝑎ኻ [𝑚
Ꮃ
Ꮅ /𝑠] to be determined which depends on the

slope (𝑖) and roughness ( ኻ፧ ) of the riverbed. The slope can theoretically be measured but roughness
is more difficult due to the fact that it depends on many different factors and is not constant over the
entire profile of the river. However, [25] showed that a uniform Manning’s coefficient can be used for
the entire river profile due to parameter compensation. Floodplains usually have a higher roughness
than the main channel due to vegetation, but this is compensated by the decrease in roughness caused
by a higher water level. Still, due to its complexity, ideally the roughness coefficient is included in a
calibration process. Otherwise it can be estimated based on available literature.

Figure 2.3: The value of the ፛-exponent depends on geometrical shape of the channel [10].



3
Materials and Methods

3.1. Materials
3.1.1. UAV
Aerial imagery collection for 3D geometry determination of the river reach was done by means of an
UAV (popularly known as a drone). For this study we used the DJI Phantom 4. Due to their wide
range of possible applications, their popularity with both the general public, scientists, and military
does not come as a surprise. This has led drone technology to rapidly advance over the last years
and commercial drones to drop significantly in price. Variations in camera quality, battery life and
stabilisation mechanisms among things will influence the price of the UAV but a fully equipped DJI
Phantom 4 was already available at ±€ 1100 (The Netherlands, May 2018). The Phantom 4 has an
effective control range of about 5000 m in unobstructed areas [2].

In the preparation phase of this study the slightly older DJI Phantom 3 Pro has also been used (±€
560: The Netherlands, May 2018). Although this drone performs slightly less well in terms of battery
life and camera specifics this drone has also been used successfully. This information is just to show
that a suitable UAV does not require a large investment.

3.1.2. Ground Control Points
The GCP can theoretically be made from any object or material as long as it will be clearly visible on
the aerial images. Of course there are some practical considerations to be made in choosing a suitable
marker to function as GCP. A selection of different markers with different sizes have been tested on
visibility from different heights (Figure 3.1). The marker that came out best was a square plate of
40 × 40 𝑐𝑚 with a two by two chessboard pattern. The markers used in Mozambique were made from
wooden square plates of 50 × 50 𝑐𝑚 due to practical reasons for the woodworker.

(a) Altitude: 3m (b) Altitude: 40m (c) Altitude: 80m

Figure 3.1: Set of different try-out markers to use as GCPs.

7
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Figure 3.2: A way-point based flight-route in the Litchi application

3.1.3. Spatial Referencing Equipment
Spatial referencing equipment is used to determine the location and elevation of the GCPs. This can
be based on a known coordinate system (i.e. WGS84, UTM) or on a locally set up grid system. It goes
without saying that a higher accuracy of the coordinates will be beneficial for the resulting DEM. During
the preparation phase in The Netherlands, and the fieldwork phase in Mozambique, different types
of equipment have been used. The easiest method and most accurate results have been achieved
by using a Differential Global Positioning System (DGPS). This does require high investment costs
however as DGPS equipment is relatively expensive. Regular GPS can also be used but is (even more
so than DGPS) reliable on satellite reception and is notoriously inaccurate for measuring altitudes.
Another option is the use of more conventional surveying equipment such as an dumpy/auto level,
theodolite or total station.

The decision depends on several aspects such as costs, local availability, and available expertise
andmanpower. Asmentioned, it is important for the researchers that the proposedmethod is applicable
for local companies and water authorities in those areas where investments in water governance are
possible to pose limitations. Availability of equipment during the fieldwork phase in Mozambique meant
that a dumpy level was used for data collection in this study. During the two phases of the fieldwork,
levelling equipment with and without degree circle were used in phases one and two respectively. In
combination with the level without degree circle (fieldwork phase two), a measuring tape was used
to determine distances between the GCPs. These distances were used to set up a local grid system
through the principle of triangulation.

3.1.4. Software
Drone Control
The UAV is controlled by connecting the drone’s controller to the user’s smartphone or tablet. In this
case only a smartphone was available.

Flight planning and control was done by means of two applications. The DJI Go 4 application,
default to the control of the DJI Phantom 4, and an external application named Litchi [27]. DJI Go 4 is
only used for some initial pre-flight checks. For all other drone control Litchi has been used (Figure 3.2).
The advantage of Litchi over DJI’s default application is the possibility to (pre)plan flight routes. Using
a Google Maps interface, way-points can be added to form a flight route. Many other specifics such as
altitude, camera tilt and speed can be included in the flight plan and Litchi also offers an online version
allowing the user to plan the flight with the additional comforts of using a computer. Creating a proper
flight plan requires some knowledge of the measuring site and expected weather conditions. Preparing
a set of flight plans for different scenarios prior to going to the measuring site will really reduce time
and effort spent on site.
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Photogrammetry
The photogrammetry-software used in this study is called Agisoft Photoscan [1]. The programme has
a clear interface and offers a wide variety of options to manually edit parts of the 3D model.

GCPs can be used for georeferencing and to scale themodel. If the GCPs are accurately measured,
this will highly increase the accuracy of the 3D model. In addition, adding GCPs allows the programme
to calculate the Root Mean Square Error (RMSE) of these GCPs in both X, Y, and Z direction, thereby
given a good indication of the accuracy of the DEM

A big plus is the user-friendliness of the software and the clear output. A big disadvantage is the
lack of insight in what happens behind the screen, making Agisoft Photoscan a so-called ’Black-Box’
programme. This hinders the user in understanding the reason behind possible unexpected GCP-
errors in the DEM. Another disadvantage is the price of the licence that is needed after the 30-day trial
period. Licences come at different prices but DEM exportation requires the professional version. As
an educational institution this is available at $ 550 but a regular licence costs $ 3500. The licence is
however unlimited and Agisoft offers an official platform for resellers.

Post Processing
For post processing of the DEM that is retracted from Agisoft Photoscan, Python [23] scripting language
was used in combination with the Anaconda Spyder environment [14].

3.2. Methods
3.2.1. Ground Surveying
After reconnaissance of the measurement site and settling on the best suitable part of the river reach,
the first step involves ground surveying of the GCPs. Section 3.1.4 elaborates on the need for GCPs
and Section 3.1.2 on the type of markers used in this study. Section 3.1.3 provides more information
on the type of equipment used for ground surveying.

To maximize added value for the photogrammetry software two principles have to be adhered to
when placing the markers :

1. Spread the markers out over the measurement area as much as possible.

2. Make sure the markers cover the natural variety in elevation (put the markers at different heights
in the terrain).

Activities for ground surveying obviously depend on the equipment that is used and the manpower
that is available. Due to the occurrence of several beginner’s errors during the first phase of fieldwork,
here an example of the ground surveying work-flow is provided as has been implemented during the
second phase of fieldwork (consult Sections 3.1.3 and 4.3 for more information). Several data-sheets
have been created to organize data collection (Appendix A).

1. Placement of markers for GCPs. In doing so, use two markers to form a line (more or less)
perpendicular to the flow direction (this can function as X-axis of the DEM during later editing).
Make sure the markers are anchored to the ground.

2. Start filling in the site-form to capture local conditions and site information (Figure A.1).

3. Make a sketch of the measuring site showing the position of the GCPs in the area (Figure A.2).

4. Collect elevation data of the markers by means of the dumpy level and measure inter-marker
distances with a measuring tape. Measure distances in such a way that triangulation can be
applied to set up a local grid system that includes all GCPs. Use the sketch and the data-form
(Figure A.3) to write down all information.
Keep in mind that when using a degree circle for location computations, that when the level needs to be
relocated during measurements, one needs to measure at least two of the same markers as measured
from other level-locations in order to use the measured angles to link marker locations. One overlapping
measurement will suffice when the level is only used for elevation measurements (no degree circle).

5. Verify if the average of the upper and lower elevation marks equals the middle elevation reading.
An error up till 5 𝑚𝑚 was deemed acceptable in this step. Redo the reading in case of a higher
error.
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It should be noted that using a dumpy level and a measuring tape to capture the necessary data
on GCP location and elevation is a very time consuming activity and requires a lot of focus. Personal
experience taught that measuring 14 points across a river reach of about 250×250 𝑚, can take five to
six hours with two to three people, depending on local conditions. Usage of more advanced equipment
is expected to significantly reduce efforts and errors.

It should also be mentioned that distances can be measured with a basic levelling device as well,
however, as the level-readings will have a precision of about 1 𝑚𝑚 at most, the derived distances
((upper reading - lower reading) x 100) will have a precision of 1 𝑑𝑚 in best case scenario, but this is
likely to decrease with increasing distance.

In some cases a GPS device was used to provide additional data on the GCP locations. As ac-
curacy of the GPS-coordinates relies on satellite signal and accuracy is generally less than manual
measurements, the GPS-coordinates were mainly intended as a backup. In addition, they were only
used for location determination as the inaccuracy of the altitude measurements was too high (more
information in the following sub-section).

Measurement Errors of Ground Surveying
Measurements always go hand in hand with measurement errors. Random errors (i.e. experimental
errors) of dumpy level measurements were minimized by:

• Double checking all level readings.

• Verify if the average of upper- and lower level reading differ from the middle level reading by a
maximum of 5 𝑚𝑚.
The ኿ ፦፦ was chosen by the author to be a reasonable error-margin. The levelling-rod has a marker
every ፜፦, but measurements were done in ፦፦ by means of visual estimation. When measurements are
performed with care one should be able to make a reading with ኺ.኿ ፜፦ accuracy.

• Using the average of all three1 readings for elevation calculations.

Another intended way to reduce random errors was to have two people do the same reading. This
was however not possible due to a lack in available manpower. Measuring-tape measurements were
minimized by:

• Letting one person do the reading and let another person read it back before writing it down.

• Always have the tape as tight (i.e. no slack) as possible without over-stretching it.

Errors in distance measurements by measuring-tape are induced by (1) not having a straight line-of-
sight between two marker-points (e.g. rocks or bushes in between) and (2) by faulty allignments when
having to measure in twofold for distances over 50 𝑚 (i.e. the maximum length of the tape). The latter
induces a sideways error when the two lines are not in perfect extension of each other, also see Fig-
ure 3.3. Because no detailed information on obstructions and sideways-displacement was collected
for individual tape measurements, one overall error-estimate has been made and applied to all dis-
tance measurements. In doing so, a separation is made between obstacle-induced errors and skewed
alignment-induced errors. They will be referred to as obstacle- and alignment errors respectively. The
example showed in Figure 3.3 can be regarded as the maximum possible error as obstacle-heights did
not exceed 2.0 𝑚. The same is assumed for miss-alignments. In the corresponding Table 3.1 it can
be seen that in a situation like this, on average the obstacle error is of order magnitude 0.18 𝑚 and
the alignment error of order magnitude 0.13 𝑚. Combining both errors (obstacles and alignment) for
the twofold measurements results in an error estimate of 0.22 𝑚 (√0.18ኼ + 0.13ኼ). A safety margin to
account for the possible slack/stretching of the tape is applied which results in an error-estimation of
𝜀ፓ = 0.25 𝑚 for twofold distance measurements above 50 𝑚.

With regards to errors of the GPSmeasurements, a separation between the two phases of fieldwork
should be made due to two different GPS devises being used. A hand-held GPS device was used
during the first phase, whereas a smartphone was used during the second phase due to unavailability
1A level measurement requires three readings from an upper, middle and lower bar. The middle bar indicates the level elevation
reading. The upper and lower bars can be used to estimate distance and double-check the middle bar reading



3.2. Methods 11

Figure 3.3: Example of a measurement error of measuring distance with a measuring-tape.
ፋ ዆ real distance and ፋᖤ ዆ measured distance

L = 50 m L = 100 m
x L’ 𝜀 x L’ 𝜀
5 50.241 0.241 10 100.220 0.220
10 50.223 0.223 20 100.125 0.125
20 50.133 0.133 35 100.088 0.088
25 50.120 0.120 50 100.080 0.080
Mean 0.182 0.128

Table 3.1: Errors (᎒) in measured length (L’) for different distances of the obstacle (x). The left
and right side of the table refer to (1) and (2) in Figure 3.3 respectively.

of alternative GPS equipment. The hand-held GPS displayed the error of the given coordinates in
both horizontal and vertical direction. In general these varied between 0.5 and 2.0 𝑚 for errors in the
horizontal plane and between 1.5 and 4.0 𝑚 (with outliers up to 11.0 𝑚) in the vertical plane. The
GPS on the smartphone only showed one measurement of coordinate accuracy which was 5.0 𝑚 at
minimum. Coordinates were only recorded when the smartphone’s GPS had reached this maximum
accuracy.

Looking at the accuracy of the GCP coordinates, more accurate results were deemed to be achieved
with manual location calculations based on the distances between the GCPs measured by measuring-
tape. The estimated magnitude of the errors in distance and elevation measurements are of importance
for establishing the accuracy of the computed GCP-coordinates in the local grid-system. This will be
further elaborated upon in Section 3.2.4.

3.2.2. Aerial Surveying
Success of aerial photo collection is highly dependent on preparation of the UAV’s flight plan. Aspects
that have to be taken into account during flight planning include:

1. Flight speed, distance and battery life.

2. Flight altitude.

3. Ground Sampling Distance (Figure 3.4).

4. Camera settings such as Shutter Speed, ISO and aperture.

5. Camera tilt and photo interval.

Collecting a good data set comes down to making sure the images are (1) not blurry, (2) have a proper
amount of lighting and (3) have sufficient overlap. Blurriness mostly depends on the flight speed relative
to the Ground Sampling Distance (GSD) and on shutter speed. Proper lighting is influenced by shutter
speed, ISO and aperture. Flight altitude relates to GSD and together with speed influences the photo
interval. Speed and battery life determine the distance that can be flown.
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Figure 3.4: Ground Sampling Distance. Depends on altitude, sensor width, focal length, and
image resolution.

Sufficient overlap of the photo’s is required to optimize the photogrammetry software’s ability to
match pixels and compute the Dense Point Cloud (DPC) as accurate as possible. In this case Agisoft
Photoscan recommends to assure an image overlap of 80% in the forward direction and a sideways
overlap of 60%. This means that one needs to first determine the flight altitude in order to determine
the maximum distance between parallel flight lanes (see Figure 3.5).

Determining at which altitude to fly mainly depends on the size of the measurement site. Flying
higher means being able to capture a bigger ground area per image but will also increase the GSD (i.e.
decrease detail of the image). More detailed images (i.e. lower GSD) improve pixel matching. Avoiding
blurry images is also important in deciding for a flight altitude and corresponding GSD. A general rule
of thumb to avoid blurriness is to keep the GSD at least 3 times bigger than the distance the drone has
moved during the taking of a photo [15]. This will therefore depend on flight speed and shutter speed.
The difficulty here is that selecting a suitable shutter speed depends on local light conditions which is
hard to predict.

An example of making a flight-plan, as done in this study, is included in Appendix C.

3.2.3. Wet-data Collection
For the new river rating method that is proposed, the ideal situation is one where there is a relatively
low but still substantial amount of water flowing through the river channel. This because this allows for
both measurements of the water slope as well as flow measurements which can be used in order to
calibrate the roughness 𝑛. When slope measurements are not possible, a flow measurement can be
used to calibrate the 𝑎ኻ parameter in Equation 2.5. In addition to measuring discharge, the geometry
of the inundated area is also required to complete the DEM

However, during this study the data collection took place in the end of the Mozambican dry season,
resulting in all but one of the measured river to be without flowing water. The only river with a substantial
flow was Aruãngua (Luangwa). Unfortunately no discharge measurements could take place here (more
on this in Chapter 4).

For above reason no further deliberation of wet-data collection will be provided in this report.

3.2.4. Data Processing
The aim of processing the data is to combine results of both aerial- and ground- surveying practices
into the acquired data for DEM computation in the photogrammetry software. This comes down to two
things:

1. A set of photographs covering the area of interest.

2. Detailed information on both location and elevation of all GCPs within the area of interest.
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Figure 3.5: Schematization of needed overlap from aerial photo’s.

Regarding to point 1, processing activities consist of identifying and deleting photos that are unus-
able (e.g. by blurriness or other distortions) or cover areas that are outside of the area of interest. The
latter is to reduce computational time and to save (working) memory. For the optimization of image
collection please refer to Section 3.2.2.

With regards to point 2, the amount of work and the degree of difficulty are highly dependent of
the type of equipment used for ground surveying. For example, acquirement of a GCP-location by
using a DGPS, only requires one to retract the (geo-referenced) coordinates and altitudes from the
device’s memory card. Whereas having used a dumpy level (without degree circle) and a measuring
tape requires the researcher to set up a local grid system and calculate all GCP location- and elevation
data manually. The latter is obviously muchmore time-consuming but can still provide very good results
(even better than an ordinary GPS).

According to the experiences obtained in this particular study, the rest of this section describes
how data collected with a dumpy level and measuring tape is processed to input for photogrammetry
software. This makes use of a spreadsheet of which an example can be seen in Appendix A: Figure
A.3.

1. Type over all readings into the spreadsheet (Figure A.3) and verify again if the check for a maxi-
mum error of 5 𝑚𝑚 says is uphold (see Section 3.2.1). If not, that means there either is a typo in
the data or the in-field check has not been performed properly.

2. The average elevation used for further use is calculated by taking the average of all three readings
(i.e. upper, middle and lower mark)

3. Measured elevations from the different level-locations are linked relative to one and the same
point. The lowest GCP is used as vertical datum (𝑍 = 0).

4. The inter-GCP distances are corrected for elevation differences between the points.

5. By means of the sine- and cosine-rule, the corrected inter-GCP distances are used to determine
the angles of the assumed triangles (Figure 3.6).

6. Determine the locations of all GCPs relative to one and the same point. When two points have
been used to form a line normal to the flow direction, this line is used to form the X-axis with the
most left point having the coordinates (𝑋, 𝑌) = (0, 0) (e.g. GCPs 12 and 13 in Figure 3.6b).
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(a) Made on measuring site (b) Same sketch after processing

Figure 3.6: Data processing into local grid system for Rio Luia. (b) shows an improved sketch
of the same measuring site as correct angles are implemented and distances have been

scaled properly.

7. Calculated GCP elevations and locations are combined to finalize local grid coordinates.

Note that when the above enumerated procedure is followed, points 3 and 6mean that the reference
points for the XY-coordinates and the Z-coordinates do not necessarily have to be the same points. E.g.
in this example case of Rio Luia, the reference point in the horizontal plane was set to GCP-12, and that
of the vertical plane to GCP-3. This has been a choice of the researcher based on practical reasons
for the manual calculations, but can of course be altered to let the reference points for both planes
coincide. In that case it is advisable to first determine the reference point in the horizontal plane (as
this is more difficult to calculate) and then adapt the reference point for the vertical plane accordingly.
This discrepancy does not influence DEM accuracy.

Local Grid
Information on both location and elevation of the ground control points needs to be supplied to the
programme, as well as their individual accuracies (Table 3.2). To improve computational speed and
post-processing possibilities it is preferable to use georeferenced information. However, when this
can not be obtained with sufficient accuracy, a local grid system can be used based on simple XYZ-
coordinates. This is the option that is used in this study. The local grid is set up with the information
gathered during ground surveying (Section 3.2.1). During ground measurements, all GCPs are con-
nected by a system of triangles, thereby allowing for their relative location to be calculated. When
measurement of angles was not possible, only distances were used to create the system of triangles
and angles had to be calculated afterwards. For each triangle, the cosine-rule (Equation 3.1) is used to
determine one of the angles, followed by the sine-rule (Equation 3.2) to calculate the remaining angles.
In the example-triangle of Figure 3.7, the X- and Y- location of GCP 𝐵 relative to the location of GCP 𝐶
can then easily be determined by means of 𝑎 ⋅ cos 𝛾 and 𝑎 ⋅ sin 𝛾 respectively.

Name X Y Z Xፀ፜፜፮፫ፚ፜፲ Yፀ፜፜፮፫ፚ፜፲ Zፀ፜፜፮፫ፚ፜፲
GCP1 X1 Y1 Z1 Accuracy X1 Accuracy Y1 Accuracy Z1
... ... ... ... ... ... ...

GCPn Xn Yn Zn Accuracy Xn Accuracy Yn Accuracy Zn

Table 3.2: Example of output from ground-survey data processing.
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The error in the determined local GCP coordinates are influenced by the measurement errors of
inter-marker distances. As can be read in Section 3.2.1, distance measurements by measuring-tape
have an estimated maximum error of 0.25 𝑚. This error obviously propagates into an error for the
calculated location through both of the above-mentioned calculation steps (angle and location). Ideally,
the magnitude of this error is determined for each GCP-location individually. However, due to a lack of
required information, and a lack of time to acquire that information, one general error value for GCP-
location is determined.

Going back to taking Figure 3.7 as an example, with 𝐶 to be the reference point (0,0), the error in
the location of point 𝐵 (𝜀ፁ) depends on the error of 𝑎 (𝜀ፚ) and the error of 𝛾 which in its turn depends on
the error of 𝑎, 𝑏 and 𝑐. To come to a representable error estimate, a set of 10000 𝜀ፁ-calculations are
performed with lengths of 𝑎, 𝑏 and 𝑐 varying between 30 and 175 𝑚. These values more or less form
the range of values encountered during local grid computation. The sample mean is used as a overall
estimate for GCP location error (𝜀ፗፘ) and is calculated to be 0.60 𝑚.

A similar reasoning is used to determine the general error for GCP elevation calculations. Section
3.2.1 explains the estimated measurement error of the elevation measurements to be 5 𝑚𝑚. As calcu-
lation of the Z-coordinates only require one simple calculation-step to determine one GCP’s elevation
relative to that of another, the general error of the Z-coordinates (𝜀ፙ) is set to 10 𝑚𝑚. These values
of 0.6 and 0.01 𝑚 are used as overall accuracy estimates for XY and Z respectively and have been
applied to all GCPs.

Figure 3.7: Example of triangle between GCPs A, B and C. (Reference for Equations 3.1 and
3.2)

𝑐ኼ = 𝑎ኼ + 𝑏ኼ − 2𝑎𝑏 cos 𝛾 → 𝛾 = cosዅኻ(𝑐
ኼ − 𝑎ኼ − 𝑏ኼ
−2𝑎𝑏 ) (3.1)

𝑎
sin 𝛼 =

𝑏
sin 𝛽 =

𝑐
sin 𝛾 (3.2)

3.2.5. DEM Computation
Computation of the 3D model is done by means of the photogrammetry software Agisoft Photoscan
(also see Sections 2.1 and 3.1.4).

In the process, the software follows three main steps. The first step is camera alignment where it
searches for stable features on the photographs and uses these to create scene geometry as well as
a map of the camera-positions relative to each other. Camera positions recorded by the drone help to
speed up this process. The result is called a Sparse Point Cloud (SPC), which is a 3D reconstruction
of the matches features. This reconstruction is still in an arbitrary coordinate system however.

Now the SPC can be scaled by matching the internal coordinate system of the SPC to real-life
(geographic) coordinates. The real-life XYZ-coordinates can either be based on a georeferenced grid
system (such as WGS84 or UTM) or a locally established grid. This is done by supplying the model
with a set of GCPs with known location and elevation.
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(a) Dense Point Cloud with Ground Control Points (b) Coloured representation of DEM

Figure 3.8: Photogrammetry results from Agisoft Photoscan of Rio Luia. The red arrows show
flaws in the exported DEM.

The next step the program undergoes results in the creation of a so-called DPC (Figure 3.8a). The
DPC is created by systematically searching over pixel-grids to find best matches between images which
leads to significantly more data points than the SPC. The DPC already contains all depth information
required for the DEM and is scaled by means of GCPs. See Section 3.2.4 for more information on
computation of sofware input with regards to the GCPs. The DPC can be edited manually to e.g.
remove noise-inducing objects such as people or vegetation.

The last step in the process is converting the DPC into a DEM or an orthomosiac. The DEM is a
rasterized representation of the DPC data and the wanted pixel-size can be specified by the modeller.
During DEM creation, data-gaps from the DPC are filled by means of interpolation. Now the DEM can
be exported and used for further analysis and calculations. For the DEM a pixel resolution of 10×10 𝑐𝑚
is used. In addition to DEM computation, an orthomosiac can be produced to create a geometrically
correct image of the entire measuring site (Figure 5.1a).

The DEM is exported as a raster file (TIFF format). Because the model of the river reach often does
not neatly correspond to the rectangular size of the raster file, or because the edges had too little image
overlap, some unwanted information can be stored at the edges in the form of zero or (-)inf values (see
Figure 3.8b). The latter can be stored as NaN-values during exportation. To simplify further usage of
the DEM, rows and columns that contain these unwanted information are removed first.

3.2.6. Rating Curve Computation
When the 3D geometry model (i.e. the DEM) has been successfully computed, the actual process
of determining the 𝑄-ℎ relation can start. Python is used for DEM editing and analysis. Manning’s
formula rewritten to a power function (Equation 2.4) for the physically-based rating curve is stated
again in Equation 3.3.

𝑄 = 1
𝑛√𝑖⏟
ፚᎳ

𝐴𝑅 Ꮄ
Ꮅ

⏟
ፚᎴ(፡ዅ፡Ꮂ)ᑓ

(3.3)

In conventional rating curve computation, parameters are generally determined by taking the loga-
rithmic values of the discharge (𝑄) and the effective stage (ℎ−ℎኺ) variables and use linear regression
to determine a straight line relationship between the two. Equation 3.4 shows the log-transformed ver-
sion of Equation 2.2. It is clear that the relation resulting from the linear regression will present the
parameter values of 𝑎 and 𝑏 as being the line’s intercept and the slope respectively. In this process,
the value for ℎኺ (stage at zero flow) can be determined in an iterative manner by aiming for the best fit
from the linear regression procedure.
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𝑙𝑜𝑔(𝑄) = 𝑙𝑜𝑔(𝑎) + 𝑏 ⋅ 𝑙𝑜𝑔(ℎ − ℎኺ) (3.4)

The method proposed here takes a small detour from this straight forward route as the rating curve
is not (solely) based on 𝑄-ℎ measurements, but on geometry measurements. After preparation of the
DEM two main steps can be distinguished which include:

• Calculation of geometry parameters 𝑎ኼ, 𝑏, and ℎኺ
• Calculation of parameter 𝑎ኻ

These steps will be elaborated upon in the following subsections.
When geometry of the cross-section undergoes a significant change, usually a widening of the sec-

tion induced by floodplains, the relation between discharge and water level usually consists of two
parts. This is called a compound rating curve. The compound rating curve therefore consists of a com-
bined set of two equations, one corresponding to the main channel of the river and one corresponding
to situation where floodplains are included. As slope and roughness are assumed to be constants,
computation of the compound equations only translates to additional calculation of the 𝑎ኼ, 𝑏 and ℎኺ
parameters.

Calculating the 𝑎ኼ, 𝑏 and ℎኺ Parameters
Referring to Equations 2.4 and 2.5, the first step in computing the 𝑄-ℎ relation is determining the
𝑎ኼ [𝑚ኽዅ፛] and 𝑏 [−] parameter values. For further reference, 𝐴𝑅 Ꮄ

Ꮅ = 𝑎ኼ(ℎ − ℎኺ)፛ will be referred
to as the conveyance (𝐶). This is not to be mistaken with the also commonly referred to conveyance
term: ኻ

፧𝐴𝑅
Ꮄ
Ꮅ that also includes roughness. As the equation reveals, 𝐶 depends on water depth and is

therefore a function of water level ℎ. 𝑎ኼ, 𝑏 and ℎኺ are constant for a certain river section but can change
when the geometry of the section changes.

Calculation of the 𝑎ኼ and 𝑏 parameters is done by calculating the relation between 𝐶 and effective
stage (ℎ − ℎኺ) and then fitting a power-law function (Equation 2.2) through this curve by means of
non-linear regression. In order to do so, firstly the value for ℎኺ needs to be established. The measured
sections are assumed to mainly be under channel control conditions as no natural or artificial narrowing
of the sections (e.g. water-fall, rock-bar, weir) to create a zone of acceleration is known to be present
at any of the measured sections. An absence of such a zone of acceleration results in infleunces from
downstream distrubances being able to propogated upstream, meaning the rating curve depends upon
the geometry and the roughness of the river downstream of the control section [10]. This assumption
could however be unrealistic for the case when debries get’s stuck between bridge pillars and is thereby
blocking water to flow through, creating an artificial narrowing of the section. For a channel controlled
gauging section, the level of the deepest point is deemed to give a good indication of ℎኺ [10] which
is used as a best estimate in this study. Influence of ℎኺ on model performance is analysed (Section
3.2.8).

Computation of the relation between 𝐶 and (ℎ − ℎኺ) can be approached in two different manners.
Say the DEM has dimensions 𝑛×𝑚 (rows x columns), then a river reach with a longitudinal length 𝐿 [𝑚]
and a width 𝐵 [𝑚] contains 𝑛 = 𝐿×10 and𝑚 = 𝑊×10 rows and columns respectively as the DEM has
a pixel resolution of 10 × 10 𝑐𝑚. Here 𝐿 corresponds with the Y-axis of the DEM and 𝑊 corresponds
with the X-axis (see Figure 3.8b). As the measured river reach can have a length of around 250 𝑚, this
means that up to 2500 individual cross-sections can be drawn from the file.

With the first approach, these cross-sections are reduced to a single cross-section by averaging all
elevation (𝑧) values in the DEM’s columns. This reach-average cross-section is then used to determine
the hydraulic parameters needed (𝐴, 𝑃 and 𝑅) to compute the conveyance for a certain water level (see
Equations 3.5 to 3.8 and Figure 3.9). Parameters 𝑎ኼ and 𝑏 can be determined thereafter. Note that
the effect of ℎኺ is not incorporated into the equation. This is because as soon as the water level has
exceeded ℎኺ, the entire section will participate.

For the second approach, all 𝑛 rows are used individually to compute the 𝐶-ℎ relation and identify
the values of 𝑎ኼ and 𝑏 per cross-section. In this case ℎኺ is set to the minimum elevation value of the
individual cross-section as well. All 𝑛 values for 𝑎ኼ, 𝑏 and ℎኺ are stored and are then averaged to
compute the reach-average values.
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Figure 3.9: Hydraulic parameters of a cross-section. Also see Equations 3.5 to 3.8.

𝐴 =
፧

∑
።዆ኺ
𝑑𝐴 with 𝑑𝐴 = (ℎ − 𝑧።) + (ℎ − 𝑧።ዄኻ)

2 𝑑𝑥 (3.5)

𝑃 =
፧

∑
።዆ኺ
𝑑𝑃 with 𝑑𝑃 = √((ℎ − 𝑧።)(ℎ − 𝑧።ዄኻ))ኼ + 𝑑𝑥ኼ (3.6)

𝑅 = 𝐴
𝑃 (3.7)

𝐶 = 𝐴𝑅ኼ/ኽ (3.8)

Due to the fact that irregularities caused by vegetation exist within the DEM, a different approach
of parameter calculation needs to be applied when using all cross-section, as opposed to using one
average cross-section. When using one average cross-section, these irregularities have been aver-
aged out, leaving the modeller with a clean cross-section for further analysis. This makes it possible to
split the section up in a main channel with a threshold elevation value, and a floodplain that only starts
participating after that threshold is reached. When using each individual cross-section, the irregulari-
ties can cause a cross-section to be split up in multiple segments (referred to as chunks) and do not
allow for a clear threshold procedure to be applied. For a certain water level, intersection points with
the cross-section (z-values) are found. Using these intersection-points, the cross-section is divided
into two or more chunks. For each chunk within the cross-section, A, P, R and C are calculated and
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these are summed up to determine the C for the entire individual cross-section. This latter approach is
significantly more time consuming and sensitive to errors than the prior one.

For that reason, further analysis performed in this study will be done with the method based on
one reach-average cross-section where non-uniformities in computed geometry have been averaged
out. This also allows for a compound rating curve to be formed, separating the 𝑄-ℎ equation in two
parts. One for the main channel of the river and one for the floodplains. In order to do so, inspection
of the reach-average cross-section is done first to determine the threshold water level at which the
flood plains will start to participate. Once this level is known, two different power-functions are fitted,
resulting in two different 𝑎ኼ- and 𝑏 values. For the upper segment (i.e. floodplain), ℎኺ does not have
a physically ascertainable value but equals the level at which the floodplains start to participate. The
floodplain segment of the compound equation contains a constant that equals the maximum value of
the main channel segment, i.e. at the threshold water level. So when subscripts ፌ, ፅ and ፓ represent
’main channel’, ’floodplain’ and ’threshold’ respectively, the compound equation looks like:

𝐴𝑅 Ꮄ
Ꮅ = {

𝑎ኼ,ፌ(ℎ − ℎኺ)፛ᑄ if ℎ < ℎፓ
𝑎ኼ,ፌ(ℎፓ − ℎኺ)፛ᑄ⏝⎵⎵⎵⎵⏟⎵⎵⎵⎵⏝

constant

+ 𝑎ኼ,ፅ(ℎ − ℎፓ)፛ᐽ if ℎ ≥ ℎፓ (3.9)

Calculating the 𝑎ኻ Parameter
As can be seen in Equation 2.4, the 𝑎ኻ parameter depends on the slope 𝑖 and Manning’s roughness
coefficient 𝑛. Roughness is notoriously difficult to quantify as it depends on various factors and is usually
not uniform over the cross-section. It goes without saying that this makes the roughness impossible
to quantify directly by field measurements. Therefore, it is recommended to calibrate this value. Even
though slope is in theory much easier to quantify than roughness, in-field slope measurements can
also prove to be difficult mainly due to one or both of the following two reasons:

1. There is no/insufficient flowing water to measure the slope of the water surface.

2. To average out measurement errors it is recommended to measure elevation difference over a
longitudinal difference of at least 1000 𝑚. This can be difficult/impossible due to:

• Local conditions at the measuring site such as a lack of infrastructure, dense vegetation,
wildlife, climate, etc.

• State and availability of needed equipment, resources and manpower.

When the data was collected in Mozambique at the end of the dry season, both points proved to be
applicable.

Ideally one would be able to perform accurate slope-measurements in the field and then use a
discharge measurement to calibrate 𝑛. When (accurate) slope measurements are not possible, a dis-
charge measurement can also be used to calibrate the 𝑎ኻ parameter in its entirety. This is because
when the 𝐶-ℎ relation is known, this can be transformed with a linear line to compute discharge as
transforming with a linear line is equivalent to multiplying with a constant ( 𝑎ኻ in this case) in a formula
(see Figure 3.10). When in the absence of flowing water and therefore slope and discharge measure-
ments, 𝑎ኻ requires to be quantified differently.
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Figure 3.10: When the ፂ-፡ relation is known, one ፐ measurements allows for calibration of ፚᎳ

As mentioned in Chapter 2, using Manning’s formula implies the assumption of uniform flow, which
implies the slope of the water surface being equal to that of the riverbed. During this study the only way
to determine 𝑖 was by means of measuring the slope of the riverbed. An accurate slope measurement
however requires the elevation difference between two points at least 1 𝑘𝑚 apart (especially in relatively
flat areas). This is because otherwise the possible measurement errors will out way accuracy of the
calculated elevation difference. Difficulties induced by a harsh terrain, climate and limited manpower
did not allow for accurate slope measurements to take place. Slope calculation based on the DEM
seems like a straight forward solution, but this is problematic for the reason that a river’s flow-paths
usually don’t follow a straight line. Meaning one can not simply subtract downstream elevation from
upstream elevation as it is unknown which values correspond to the same flow-path. Therefore, an
alternative method has been thought of.

The approach taken in this study is to make use of the detailed river geometry data that is obtained
from the aerial imagery. This approach uses the relation between the conveyance and the effective
stage. See Figure 3.11, when the slope of the water surface is equal to that of the the river bed
(𝐻𝐺𝐿።ጻኺ), 𝐶 will remain constant in the longitudinal direction of the river reach (for a constant 𝑄, 𝑛 and
𝑖). If there would be no slope of the water surface in downstream direction (𝐻𝐺𝐿።዆ኺ), 𝐶 would increase
in downstream direction as 𝑑 would also increase. Note that in that case uniform flow does not apply
any more.

Figure 3.11: Slope calculations. GL = Ground Level, HGL = Hydraulic Grade Line, i = dz/dy =
slope.

Two different approaches have been applied in the attempt to use the aforementioned relation to
determine slope. The first approach is an analytical one by deriving an equation to use the slope of
the conveyance (፝ፂ፝፲ ) to approximate the theoretical slope of the water surface. The second way is
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somewhat simpler and more straight forward. Firstly, the derivation and corresponding assumptions
are represented: (also see Figure 3.11):

𝑎 [𝑚] is the additional depth as a result from the absence of a sloping water surface
𝐵 >> 𝑑 → 𝐴 ≈ 𝐵 ⋅ 𝑑 and 𝑅 ≈ 𝑑, where:

𝐵 [𝑚] is width
𝑑 [𝑚] is depth
𝐴 [𝑚ኼ] is cross-sectional area
𝑅 [𝑚] is hydraulic radius

𝑖 << 1 → 𝑎 << 𝑑 → 𝑎 + 𝑑 ≈ 𝑑
𝑖 = 𝑆ፆፋ (uniform flow for 𝑖 ≠ 0), where:

𝑖 [ᑞ/ᑞ] is slope of the water surface
𝑆ፆፋ [ᑞ/ᑞ] is slope of the ground level

𝐶 = 𝐴𝑅 Ꮄ
Ꮅ = 𝐵𝑅 Ꮇ

Ꮅ ≈ 𝐵(𝑎 + 𝑑) ᎷᎵ (3.10)

d𝐶
d(𝑎 + 𝑑) ≈

5
3(𝑎 + 𝑑)

Ꮄ
Ꮅ𝐵

𝐵 ≈ 𝐶
(𝑎 + 𝑑) ᎷᎵ

⎫⎪
⎬⎪⎭

d𝐶
d(𝑎 + 𝑑) ≈

5𝐶(𝑎 + 𝑑) ᎴᎵ
3(𝑎 + 𝑑) ᎷᎵ

≈ 5
3

𝐶
(𝑎 + 𝑑) ≈

5
3
𝐶
𝑅 (3.11)

𝑖 = d𝑧
d𝑦 =

d𝑎
d𝑦 =

d(𝑎 + 𝑑)
d𝑦

d𝐶
d𝑦 =

d𝐶
d(𝑎 + 𝑑)

d(𝑎 + 𝑑)
d𝑦

⎫⎪
⎬⎪⎭

d𝐶
d𝑦 =

d𝐶
d(𝑎 + 𝑑)𝑖 (3.12)

From Equations 3.11 and 3.12 then follows that:

d𝐶
d𝑦 ≈ 5

3
𝐶
𝑅 𝑖 → 𝑖 ≈ 3

5

የፂ
የ፲
𝐶 𝑅 (3.13)

As can be seen from Equation 3.13 the slope 𝑖 can now be approximated by means of ፝ፂ፝፲ , 𝐶 and
𝑅. The former can be calculated by assuming a constant water level ℎ and plot the variation of 𝐶 over 𝑦.

As mentioned the second approach is a bit more straight forward. Just as for the previous approach,
the variation of the conveyance is calculated in downstream direction of the river reach. However,
instead of assuming a constant value for the water level, now a slope is enforced on the water surface.
Through an iterative manner, a slope can be found that results in a constant value of 𝐶 over 𝑦, i.e.
፝ፂ
፝፲ = 0.

The slope computed with above-mentioned method is compared with a slope that is derived from
the ASTGDEM Version 2 [21]. Here, the slope is derived by following the course of the river for a reach
starting at 10 𝑘𝑚 upstream of the measuring site and going down to 10 𝑘𝑚 downstream of the mea-
suring site, and using QGIS to determine the elevation profile over the course of this section. Linear
regression is applied to this data in order to establish the overall slope along the 20 𝑘𝑚 section.

Computation of the slope only leaves 𝑛 to be quantified. When calibration is not a possibility, the only
option is to use literature to estimate Manning’s roughness coefficient. Various methods have been
proposed ranging from predefined single values depending on bed-material/compositions to composite
values that also include effects of vegetation and stream course [25] [7] [6].
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3.2.7. Performance of the Rating Curve
Performance of the (compound) rating curve is evaluated by comparing the computed relation with
historical data. Only two of the visited measuring-sites have historical 𝑄-ℎ data, being Rio Aruãngua
(Luangwa) and Rio Luia. As the measurements at Rio Aruãngua were not sufficient for rating curve
computation (see Chapter 4), only Rio Luia allows for comparison of the rating curve. Flow- and stage
data from Rio Luia has been received from ARA-Zambeze, together with the rating curve equation they
themselves have calculated and applied.

Comparing the computed rating curve with that of ARA-Zambeze comes with two challenges. The
first of which is caused by the fact that the elevation scales do not match. This is because a stand-
alone grid system has been applied based on elevation- and location measurements in the field and
insufficient data was collected to link this to the elevation-scale used by ARA-Zambeze. The second
challenge results from the fact that the used control-sections are likely to deviate. As mentioned, the
control-section used in this study is a reach-average cross-section derived from a reach of about 250 𝑚
in length. Exact information on the shape of the control-section used by ARA-Zambeze is not available.

Performance of the computed (compound) rating curve is done in a qualitatively manner by means
of visual analysis and expert knowledge. In doing so, a separation is made between the low- and
high-flow regimes (i.e. main channel and floodplains).

3.2.8. Parameter Sensitivity
Uncertainty of parameter-values is obviously of direct influence on rating curve performance. In order
to quantify this influence of the individual parameters a sensitivity analyses is performed. The mathe-
matical relation describing the rule of error propagation [17] is used to determine the total error of the
wanted parameter 𝑄 and to investigate which of the parameter is most critical to this total error. If a
certain value 𝑞 is a function of two parameters 𝑞(𝑥, 𝑦), and 𝑥 and 𝑦 are measured, then the standard
error of 𝑞 becomes:

𝜎ኼ፪ = (
𝜕𝑞
𝜕𝑥)

ኼ
𝜎ኼ፱ + (

𝜕𝑞
𝜕𝑦)

ኼ
𝜎ኼ፲ + 2

𝜕𝑞
𝜕𝑥
𝜕𝑞
𝜕𝑦𝜎

ኼ
፱፲ (3.14)

If the parameters 𝑥 and 𝑦 are independent, then the covariance will approach zero and the equation
reduces to:

𝜎ኼ፪ = (
𝜕𝑞
𝜕𝑥)

ኼ
𝜎ኼ፱ + (

𝜕𝑞
𝜕𝑦)

ኼ
𝜎ኼ፲ (3.15)

In addition, an equal percent change in parameter values is applied to establish how this translates
a change in the (compound) rating curve.
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Fieldwork

4.1. Fieldwork Motivation and Objectives
As discussed in Chapter 1, it is of importance to the researchers that the developed method provides
an accessible way of performing river rating in those areas where local water authorities are limited to
do so by either financial-, logistical- or political factors. This is because those areas are more likely
to be poorly gauged and could therefore benefit most from such advancements. With this in mind,
combined with the extensive network the Water Management department of TUD has with both private
and public companies in the Zambezi river basin, it only seemed logical to field-test the application of
proposed method in this area. Therefore it was decided to travel to the Tete province in north-western
Mozambique to conduct a cooperative fieldwork session with local involvement. For a total duration
of two months, the writer stayed in the town of Songo to work on this research. The objectives during
these two months were as followed:

1. Collect data to test proposed method and hypotheses (Section 1.2).

2. Test and advice on applicability of proposed method in the Zambezi river basin.

3. Provide introductory training on proposed method to HCB.

4.2. Collaborations and Educational Framework
With regards to point 3 in the enumeration above, and to receive the necessary support to successfully
perform field measurements, an MoU was set up between TU Delft and HCB. Additionally, support and
involvement from ARA-Zambeze was informally discussed and received. HCB provided both profes-
sional and logistical support to the writer during his stay in Mozambique and in exchange the writer
provided some initial training in order to familiarize local H.C.B. staff (two juniors in the company’s hy-
drology department) with the proceedings of proposed method for improved river rating. In order to do
so, a set of learning goals have been determined.

• Basic theoretical framework of the proposed new method.

• Drone characteristics and control.

• Data requirements and collection for DEM computation.

• Initial data processing for DEM computation.

The first three goals have been achieved by intensive cooperation during the fieldwork and the
preparation phases. The last has proved to be more difficult due to the fact that (1) the researcher was
also still in a learning process and (2) quality data had not been collected till the very last moment of
the two months in Mozambique.
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Tributaries phase 1 Tributariers phase 2
R. Duângua (R. Luangua) R. Cherisse
R. Mucanha R. Capoche
R. Muze R. Luia
R. Aruãngua (R. Luangwa)
R. Tongoé

Table 4.1: Measuring sites of the two phases of fieldwork (also see Figure 4.1b). Placed in
chronological order of measurements.

4.3. Area Description
Songo is situated in the Tete province of north-western Mozambique (Figure 4.1a) and is home to
the hydro-power dam of HCB that lies downstream of the homonymous Cahora Bassa reservoir. The
reservoir is part of the Zambezi river (Figure 4.1b). Fieldwork was organized and executed from Songo
and focussed on the tributaries on the northern banks of the Cahora Bassa reservoir and Zambezi
river. Fieldwork was performed in two phases and consisted of five and three days of in field activities
respectively. The first phase focussed on a set of tributaries upstream of the Cahora Bassa dam and the
second phase on a set of tributaries just downstream of the dam (Figure 4.1 and Table 4.1). The writer
has tried to adhere to local names. For the first measured tributary, the name seemed to vary between
R. Duângua and R. Luangua depending on who was asked. In this report the name of Duângua will be
used henceforth. The border river of R. Aruãngua is internationally also known as the Luangwa river.
The prior name is used in this report.

Figure 4.2 shows images made on the each of the measuring sites. In order to offer some per-
spective the images are arranged in increasing size of channel width. As can be seen in the images
by the lack of water, the fieldwork took place at the end of the dry season (late September till early
November). Riverbed composition and vegetation very much varied from place to place. For example
Duângua and Luia have very sandy riverbeds whereas Capoche’s is very rocky.

(a) Area of interest zoomed out.(Source: Google
Earth)

(b) Schematic of area of interest including relevant
tributaries and measurement locations.

Figure 4.1: Area of interest.

4.4. Site Requirements
This section will cover practical information on requirements of the measuring site. For further detailed
information on data-collection practices, please refer to Chapter 3.

Success of the data collection is highly dependent on local conditions of the measurement location.
Ideally, the river reach to be measured should be between 200 and 300 𝑚 in length to guarantee a
representable average cross-section. In principle counts: the longer the better, but longer segments
usually come with limitation on the practicality of data collection. Location suitability basically relates
to two aspects:

1. Ground visibility from the sky. This is influenced by vegetation in and around the channel area,
and the presence of water in the river.
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2. To what extend uniform flow conditions can reasonably be assumed. This is mostly influenced
by back-water effect from downstream conditions.

Relating to point 1, the researcher should make sure the reach does not contain too much (high)
vegetation on either the main channel (e.g. Figure 4.2c) or the banks/floodplain (e.g. Figure 4.2a).
Vegetation obscures the riverbed from the aerial photos, thereby increasing errors in the DEM. Vege-
tation can be manually removed from the DPC, creating holes in the 3D model that can then be filled by
interpolation. However, too much of this naturally decreases accuracy of the 3D model. Water that is
still flowing in the river has a similar influence as it obscures the riverbed from the photos. In this case
the researcher needs to measure the bed-profile of the submerged channel area in order to compute
an accurate DEM. Ideally this should be done at multiple locations within the reach. In addition, water
can pose difficulties for photo alignment as the appearance of the water surface is constantly changing
due to waves and reflection of the sun.

Relating to point 2, one should measure as far away from downstream disturbances as possible.
Some examples of these disturbances are:

• Confluences with other rivers or lakes.

• Sharp turns or big obstacles such as rock formations.

• Big changes in river geometry or slope.

The presence of water in the river has some pros and cons. The cons are already mentioned and
concern both the need for additional measurements (and equipment) as well as complicating DEM
computation. The pros are that it can allow for the researcher to conduct a measurement of the water-
slope, one of the needed parameters for computing 𝑎ኻ. In addition, it can allow for a flow-measurement
which can be used to calibrate the roughness coefficient 𝑛 (or 𝑎ኻ).

Just to paint a picture, the ideal measurement location would have the following characteristics:

• A straight section of about 300 meters long.

• No (or very little) vegetation on both the main channel and the flood-plains.

• Not (or negligibly) influenced by back-water during high flows.

• A relatively small (i.e. relative to the main channel) stream of flowing water to measure the water
slope and flow but still allows for easy cross-sectional measurements.
Note: A dry river is best for geometry measurements. A flowing river is best for computation of remaining
parameters. Dual measurements would benefit each the most.

4.5. Challenges and Lessons Learned
As can be expected when doing fieldwork, a range of challenges were encountered both in general and
during both phases of data collection. Relating to testing the applicability of the method, this is also an
important part of the learning process. The main challenges are mentioned in a categorised manner
below.

Organisational
As in any endeavour, proper planning and organisation will benefit the outcome. When working in a
cooperative environment with multiple parties, a big part of this can be linked to communication. A mix
of formal (MoU) and informal agreements, combined with some misplaced assumptions are likely to
negatively effect a smooth transition of the envisioned proceedings for all parties involved.

Lessons Learned:
First and foremost it is important that clear lines of communication are established. Secondly, explicit
agreements should be made that determine the roles and responsibilities (both financial and organi-
sational) of all parties involved. It is important to safeguard enough preparation time as these things
are usually very time consuming. Also referring to organisation, the researcher(s) needs to determine
whether any additional licences or other official agreements are needed to conduct the required mea-
surements and make sure these can be obtained in a timely manner.
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Communication
Obviously any success depends on good communication. Firstly, the language barrier that existed
between the writer and the rest of the fieldwork participants proved to be a hampering force on some
occasions. Being able to discuss about for example how certain measurements should be taken and
how to optimize collaboration will highly improve effectiveness and efficiency of the data collection.
Secondly, the local languages that are spoken by the inhabitants of the villages on the various measur-
ing sites can provide difficulties even for native Mozambicans. Communication with them is essential
to achieve compliance and permission to perform measurements in their backyard.

Lessons Learned:
The best solution is of course to master a common language with the people you are working with.
This however is in many situations not a feasible solution due to obvious reasons. As communication
was less of a problem at the office in Songo due to the presence of English speaking staff, it would
have been better to have a detailed briefing on fieldwork activities with the participatory crew there in
advance. This would allow for the possibility of help with translations and to make sure everyone is on
the same level of understanding concerning relevant matters. It is also essential to have at least one
person in your team who speaks the local language and/or dialect present at the planned measuring
site.

Knowledge and skills
The knowledge and skill that are necessary to secure sufficient quality and quantity of the collected
data also provided some challenges. However, acquiring these skills and knowledge is also part of
the process of doing fieldwork of course. One clear example is when during phase one, insufficient
location-data of the GCPs was collected to set up a local grid involving all of the GCPs. This was
caused by a lack of experience in doing so by means of a dumpy levelling device.

Lessons Learned:
It would be good to go through the whole procedure on a nearby test location in advance. The test-
run should be done by using the exact same equipment as will be used during actual data collection
and should also include processing of the test-data. This way the researcher(s) will be familiar with
operating the equipment and the needed proceedings for securing sufficient data.

Environment
Environmental constraints are hard to avoid. The main environmental constraint encountered during
this research concerns the amount of vegetation on the measuring site. As also explained in Section
4.4, the presence of vegetation blocks the UAV’s view on the riverbed, which is what we are interested
in. On certain sites, such as that of Rio Mucanha (Figure 4.2a), vegetation cover was of such a degree
that only a section of only about two meters in length was attempted to be measured. At the site of
Rio Tongoé (Figure 4.2c) the abundantly present high reeds will likely prevent any photos from being
useful for DEM computation.

Another challenge enforced by environment relates to the presence of water, either flowing or stag-
nant. The lack of flowing water prevented the researcher from being able to perform both slope- and
discharge measurements. An issue that arose when water was present, e.g. Rio Muze (Figure 4.2b)
and Rio Aruãngua (Figure 4.2h), was that of the presence of dangerous wildlife such as crocodiles and
hippopotamuses.

Lessons Learned:
With regards to the presence of abundant vegetation, it would be beneficial to scout the measuring
river in advance in order to determine whether a suitable cross-section can be found. Bringing along
some equipment to cut some reeds away when wanted can also be of help.

Climate
Just like environmental ones, challenges induced by climatic circumstances are unavoidable. Luckily
regions such as Tete have a quite well defined rain- and dry-season. So in certain months the risk
of precipitation can we estimated quite well. Temperature can also be of an issue. Not only do high
temperatures increase efforts for physical labour, also can it have a serious impact on equipment.
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As an example, during phase two of this research, temperatures occasionally rose to a level where
smart-phones stopped working, rendering the U.A.V. uncontrollable for continuing the flight plan. High
temperatures also make it hard to perform level-readings on relatively long distance due to vibrations
of the rising air.

Lessons Learned:
The only thing one can do is to keep track of the forecast and make sure sufficient drinking water is
available (be aware this is not always a given). Obviously protective clothing is an important consider-
ation.
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(a) Mucanha (b) Muze

(c) Tongoé (d) Duângua

(e) Cherisse (f) Capoche

(g) Luia (h) Aruãngua (Luangwa)

Figure 4.2: Photos of the 8 different measuring locations ordered in increasing channel size.
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Results and Discussion

In two phases of fieldwork, eight measurement sites have been visited in total (Chapter 4). Two of the
measured rivers have been left out of this analysis completely as the collected data for those sites did
not meet the standards for further processing (Section 4.4). The two sites that have been left out are Rio
Aruãngua (Luangwa River) and Rio Tongoé. For the prior river, insufficient images and complementary
data could be collected to compute a cross-section. For the latter, abundant vegetation in the form of
high reeds resulted in too much of the section to be invisible to the camera.

Results will be presented (and discussed) in a separate manner, thereby making a division between
the river reach that is used for assessing the performance of the proposed method (Section 5.2) and
the remaining rivers (Section 5.3). As 𝑄-ℎ data was only available for Rio Luia, only this tributary is
used for performance assessment and results for this river will be discussed first. Secondly, results will
be presented for Rio- Duângua, Mucanha, Muze, Cherisse, and Capoche.

5.1. Digital Elevation Models
A general overview of information on both input and output of the computed elevationmodels is provided
in Table 5.1. Figure 5.1 shows the orthomosiac and DEM of Rio Luia (remaining tributaries in Appendix
D). When looking at the images in Figure 5.1, one immediately notices the (white coloured) data gaps
in the corners of the orthophotos and elevation models. This is caused by one of two reasons, the
first is not enough overlapping images being available for computation of the DPC in these areas. The
second option is that the overlapping images show too little similarity to be matched. This can be the
case when the photographed surface is constantly changing, for example with flowing water or tall
vegetation when it’s windy. Another thing that can be noticed are the faded areas in the DEMs. These
are the result of manual alterations to the DPC, mainly to remove disruptive vegetation such as trees
and large bushes. In DEM computation, the holes that thereby appear in the DPC are filled by means of
interpolation. The used programme is not able to fill the data gaps in the corners. Appendix F presents
more detailed information on individual GCP errors per analysed river reach.

Table 5.1 displays both the absolute and relative overall RMSE-values for each of the measuring
sites. Note that mentioned errors are referred to as reflecting DEM-accuracy in its entirety but they ac-
tually only reflect the accuracy of the GCPs within a DEM. However, this is the only available measure
for DEM-accuracy and is assumed to be representative for the entire DEM. For the RMSE, a separation
is made between the error in the horizontal and the vertical plane, depending on the error in XY and Z
locations of the GCPs respectively. The relative errors are the absolute errors presented as a percent-
age of the diagonal distance of the DEM for the horizontal plane (𝜀ፗፘ,ፑ) and the maximum elevation
difference within the DEM for the vertical plane (𝜀ፙ,ፑ).

DEM accuracy in the XY-plane is seen to be very good with all but one values of 𝜀ፗፘ,ፑ being below
1.0 %. Only Rio Muze shows a higher error but this can be expected due to the relatively high amounts
of noise present in the photographs induced by vegetation and stagnant water (Figure D.1e). This is
also reflected in the high value for 𝜀ፙ,ፑ. Although less so than RioMuze, the data fromRioMucanha also
suffers from vegetation but has an additional negative effect from shadow (Figure D.1c). 𝜀ፙ,ፑ of Rios
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(a) Orthomosaic Rio Luia (b) DEM Rio Luia

Figure 5.1: Photogrammetry output images of Rio Luia with downstream direction facing
downwards (colour-scale in meters).

Output of remaining tributaries in Appendix D.

Duângua, Cherisse and Luia can be seen to be very low with values between 0.03 and 0.13 %. That
of Rio Capoche is slightly higher (1.34 %). This is likely to be caused by the fact that local conditions
did not allow for optimal positioning of the GCPs which resulted in the control points being spread out
over only half of the measured area.

Section Length [𝑚] Width [𝑚] DXY [𝑚]1 Dፙ,ፌፚ፱ [𝑚] GCPs Photos 𝜀ፗፘ [𝑚] 𝜀ፗፘ,ፑ [%]2 𝜀ፙ [𝑚] 𝜀ፙ,ፑ [%]3 Comments
Duângua 153.79 103.39 185.31 12.87 12 57 0.466 0.25 0.015 0.12 3 GCPs excluded4
Muchanha 6.66 28.16 28.94 6.51 7 38 0.162 0.56 0.170 2.61 2 GCPs not used5
Muze 10.80 44.94 46.22 8.24 10 28 0.879 1.90 0.301 3.65 3 GCPs not used6
Cherisse 263.40 95.50 280.18 19.88 14 113 1.679 0.60 0.023 0.13
Capoche 220.00 204.00 300.03 14.15 14 150 2.565 0.85 0.190 1.34
Luia 246.90 224.70 333.84 15.27 14 130 1.262 0.38 0.005 0.03

Table 5.1: DEM specifications for the processed river reaches (᎒ ዆ RMSE). Ordered chronologically by time of measurement.

5.2. Method Performance: Rio Luia
5.2.1. Rating Curve Computation
This section will show the results of the individual steps leading to computation of the final (compound)
rating curve as described in Section 3.2.6.

A best estimate for the maximum stage at zero flow (ℎኺ) is set to be equal to the lowest point in the
reach average cross-section because (1) insufficient data is available to determine ℎኺ for established
local grid system and (2) the level of deepest point is deemed to be a good indication of ℎኺ for a channel
controlled section [10] (also see Section 3.2.6). As can be seen in Figure 5.2 (TL), a clear geometrical
separation between the main channel and the floodplains can be distinguished. For this reason it
makes sense to compute a compound rating curve, splitting up the equation that relates the geometry
to the water level. As also indicated in the same figure, the level at which this separation occurs (ℎ፬፞፩)
1ፃXY ዆ √ፋᎴ ዄፖᎴ.
2Error relative to Dᑏᑐ
3Error relative to Dᑑ,ᑄᑒᑩ
43 out of 12 GCPs excluded from the process of DEM computation due to large errors in their coordinates (Section 5.3).
52 out of 7 GCPs could not be used because insufficient measurements prohibited their location to be calculated (Section 5.3).
63 out of 10 GCPs could not be used because insufficient measurements prohibited their location to be calculated (Section 5.3).
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is equal to the stage at which the floodplain start to participate.

Figure 5.2: Geometrical parameter calculation for the reach average cross-section of Rio Luia.
From top left (TL) to bottom right (BR): Reach average cross-section, Area (A), Wetted

Perimeter (P) and Hydraulic Radius (R)

Another justification of this decision can be found in the reach average relations between the effec-
tive water level (ℎ−ℎኺ) and the hydraulic parameters 𝐴, 𝑃 and 𝑅 (TR to BR in Figure 5.2). A very clear
upwards jump in the wetted perimeter can be seen as soon as the floodplains come into play. This
jump is also reflected by a drop in the hydraulic radius as temporarily 𝑃 increases more rapidly than 𝐴
(𝑅 = ፀ

ፏ ).
Determination of the 𝑎ኼ [𝑚Ꮊ/Ꮅዅ፛] and 𝑏 [-] parameters is done by using non-linear regression to fit a

power-function to the relation between 𝐴𝑅 Ꮄ
Ꮅ and the effective stage. The results can be seen in Figure

5.3. For Rio Luia, values for 𝑎ኼ and 𝑏 are calculated to be 35.405 𝑚Ꮊ/Ꮅዅ፛ and 2.167 respectively for the
main channel and 315.050 and 1.511 for the floodplains. When looking at the magnitude of the 𝑏 values
this corresponds to what can be expected given the shape of the section, where the flood plain has a
very rectangular shape and the main channel approached a slightly more parabolic shape (Figure 2.3).
The constant in the equation for the upper segment relates to: 𝐴𝑅 Ꮄ

Ꮅ = 35.405(ℎ፬፞፩−ℎኺ)ኼ.ኻዀ዁ = 537.068
How a different value for ℎኺ would have influenced these parameter values will be addressed in Section
5.2.3.

Computation of the 𝑎ኻ parameter is divided in determination of the slope (𝑖) and Manning’s rough-
ness coefficient (𝑛). As explained in Section 3.2.6, 𝑛 is preferred to be calibrated due to its complex
nature. However, this requires discharge data. As no discharge data could be collected in the dry
season and the discharge data from ARA-Zambeze can not be linked to own measurement due to an
unknown difference in elevation scales, calibration of the roughness coefficient is not possible.

Figure 5.4 shows (a) the increase of the conveyance (𝐶 or 𝐴𝑅Ꮄ/Ꮅ) in downstream direction (𝑌) of the



5.2. Method Performance: Rio Luia 32

Figure 5.3: Compound curve for the conveyance

river reach when a constant water level, i.e. 𝑖 = 0, is assumed (Ꮰᐺ/Ꮰᑐ = 0.659 𝑚Ꮇ/Ꮅ) and (b) the needed
slope to ’stabilise’ this for uniform flow conditions. Linear regression has been applied to form a straight
line fit through the 𝐴𝑅 Ꮄ

Ꮅ data to determine Ꮰᐺ/Ꮰᑐ. Naturally, the calculated value of Ꮰᐺ/Ꮰᑐ (Figure 5.4a)
depends on which value for the constant water level is chosen. It therefore has to be noted that the slope
is adjusted to the main channel of the section. The calculated slope has a value of 𝑖 = 2.23 ⋅ 10ዅኽ ᑞ/ᑞ
(Figure 5.4b).

(a) Constant water-level (። ዆ ኺ) (b) Induced slope ። ዆ ኼ.ኼኽ ⋅ ኻኺᎽᎵ

Figure 5.4: Slope calculation for Rio Luia

Data from the ASTGDEM is used to form a comparative measure for the calculated slope. Figure
5.5 shows the elevation profile of the full river and the slope in a section of 20 𝑘𝑚 around the measuring
site (10 𝑘𝑚 up- and downstream). With a derived slope of 𝑖 = 1.32 ⋅ 10ዅኽ, the graphs show that the
uncertainty of the slope calculations can easily be a factor two. In this case for Rio Luia, the graph in
Figure 5.5b clearly shows a locally steeper slope around the measuring site, coinciding more with the
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(a) Full length of the river. (b) ±ኼኺ ፤፦ around the measuring site

Figure 5.5: Elevation profile of Rio Luia based on ASTGDEM and local slope around
measuring site.

other higher calculated slope of 𝑖 = 2.23⋅10ዅኽ. The high outliers are assumed to be faulty and are likely
caused by inaccuracies in the GDEM which has a vertical accuracy (RMSE) that generally lies between
10 and 25 𝑚 according to [21] and showed an RMSE of about 7 𝑚 by [3]. Another source of inaccuracy
in the elevation profile comes from the course of the river’s shapefile that is likely to not be exactly
accurate due to changes in river morphology and the discrete nature of the river’s representation by a
polyline. The locally higher slope around the measuring site is likely to be more in effect during lower
flows, while the regionally lower slope (1.32 ⋅ 10ዅኽ) is likely to be more in effect during higher flows.

The overall elevation profile from the GDEM (Figure 5.5a) very nicely shows the changing slope-
regimes with rapids and flatter areas. From here it can be seen that the measuring site seems to be
very close to a transitional area of a lower slope going into a higher slope. This can also be of influence
on the higher local slope at the measuring site. Regional GDEM-based slope calculations for the five
additional rives can be found in Appendix E.

As has been explained, using the computed DEM of the reach for direct slope calculations is prob-
lematic due to the river’s flow paths not following a straight line. However, because the measured
reach for this river shows a pretty straight pattern (Figure 5.1b), an attempt is done to form an additional
comparative measure for the calculated slope. Over the width of the main channel, the downstream
elevation is subtracted form the upstream elevation and the result is divided by the length of the reach.
This resulted in a slope with a value of 𝑖 = 2.28⋅10ዅኽ ᑞ/ᑞ for the main channel, thereby complementing
the reliability of the calculated slope of 𝑖 = 2.23 ⋅ 10ዅኽ ᑞ/ᑞ.

In addition, Equation 3.13 can be used to estimate 𝑖 based on an analytically derived formula. In do-
ing so Ꮰᐺ/Ꮰᑐ from figure 5.4a can be used. The values for 𝐶 and 𝑅 corresponding to the same water level
are found through the relations established in Figure 5.2. When doing so, a slope of 𝑖 = 5.93 ⋅10ዅኽ ᑞ/ᑞ
is established, being about 2.5 times bigger than the previously calculated value. The difference in the
slope is possibly caused by the assumptions underlying the derived formula such as 𝐴 = 𝐵 ⋅ 𝑑 and
𝑅 ≈ 𝑑. In addition, the value of Ꮰᐺ/Ꮰᑪ is derived over the length of the river reach, while those of 𝐶
and 𝑅 are derived from one reach-average cross-section. Discrepancies in the geometry, such as tall
vegetation, can be seen in Figure 5.4a by the fluctuations in 𝐴𝑅 Ꮄ

Ꮅ and obviously influence the slope of
the regression line that is used as an overall value for Ꮰᐺ/Ꮰᑪ. The influence of combining these values of
which the geometrical base they are derived from slightly differ is not investigated here. Of course the
same geometrical discrepancies are also influencing the slope calculated in Figure 5.4b, but as this is
a more direct way that does not involve additional variables, this is considered to be more reliable.

Manning’s roughness coefficient is estimated based on literature. As proposed by [6] and [9], factors
that influence 𝑛 can be combined to form an overall estimate of the roughness coefficient (Equation
5.1):
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𝑛 = (𝑛፛ + 𝑛ኻ + 𝑛ኼ + 𝑛ኽ + 𝑛ኾ)𝑚 (5.1)
where

𝑛፛ = a base value of n for a straight, uniform, smooth channel in natural materials [𝑠𝑚ዅᎳ/Ꮅ]
𝑛ኻ = a correction factor for the effect of surface irragularities [𝑠𝑚ዅᎳ/Ꮅ]
𝑛ኼ = a value for variations in shape and size of the channel cross-section [𝑠𝑚ዅᎳ/Ꮅ]
𝑛ኽ = a value for obstructions [𝑠𝑚ዅᎳ/Ꮅ]
𝑛ኾ = a value for vegetation and flow conditions [𝑠𝑚ዅᎳ/Ꮅ]
𝑚 = a correction factor for meandering of the channel [−]

The respective parameter values are selected from a collection of tables from [6]. The base value
has been estimated to be 0.030 𝑠𝑚ዅᎳ/Ꮅ (coarse sand channel). Corrective values 𝑛ኻ to 𝑛ኾ and 𝑚 have
been estimated to be 0.005, 0.000, 0.01, 0.01 𝑠𝑚ዅᎳ/Ꮅ and 1.0 respectively, resulting in an estimated
𝑛-value of 𝑛 = 0.055 𝑠𝑚ዅᎳ/Ꮅ. When looking at [25], the coefficient value for a clean winding natural
channel with some pools and weeds, lies in the range of 𝑛 = 0.035 to 𝑛 = 0.050 𝑠𝑚ዅᎳ/Ꮅ. [3] calibrated the
Manning’s roughness coefficient for the Johor river in Malaysia using five different model set-ups. The
results where values in the range between 0.042 and 0.055 𝑠𝑚ዅᎳ/Ꮅ for the main channel and between
0.051 and 0.081 𝑠𝑚ዅᎳ/Ꮅ for the floodplain. As becomes clear from this variety of values, there is not one
straight forward way to determine a very accurate value for the roughness coefficient from literature.
The truth is likely to lie somewhere within the range of mentioned estimates. For further proceedings,
the magnitude of the roughness coefficient is estimated to be 𝑛 = 0.050 𝑠𝑚ዅᎳ/Ꮅ. It has to be noted
that for this analysis one value for 𝑛 is assumed to hold for the entire cross-section. In real-life this is
unlikely to be the case and generally the floodplains display a higher roughness than the main channel.
However, [25] showed that a uniform Manning’s coefficient can be used for the entire river profile due
to parameter compensation (Section 5.4). Sensitivity to 𝑛 is analysed in the following sections.

5.2.2. Rating Curve Performance
Figure 5.6 shows the final result of the physically-based compound rating curve for Rio Luia. As elabo-
rated upon in the previous section, 𝑛 = 0.05 𝑠𝑚ዅᎳ/Ꮅ and 𝑖 = 2.23 ⋅10ዅኽ 𝑚/𝑚. The rating curve is plotted
together with the 𝑄-ℎ data from ARA-Zambeze and the rating curve corresponding to that data. Note
that, even though they appear to match, the curves are plotted on different Y-axis as they each main-
tain a different level-scale. This is because insufficient data was collected to link the elevation scales
of the two different data sets. For this study, a local grid was set up based on the calculated locations
of the ground control points. The datum for elevation (𝑧) was set equal to the lowest measured GCP.
During the infield measurements, the researcher failed to include the staff-gauge from ARA-Zambeze
in the surveying-measurements, thereby not being able to link local grid elevation to ARA-Zambeze’s
elevations. This means that in Figure 5.6, e.g. ℎ-ℎኺ = 3 𝑚 on the 𝑇𝑈-computed curve (blue) does
not necessarily translate to the same real-life water height for ℎ-ℎኺ = 3 𝑚 on the 𝐴𝑅𝐴-computed curve
(red).

For this reason, actual quantification of the performance is not possible because the 𝑄-ℎ measure-
ments are referenced to the scale of ARA-Zambeze. Therefore, performance of the computed rating
curve must be done qualitatively by means of visual analysis and expert judgement.

First and foremost, an important observation is that it is definitely possible to compute a physically-
based compound rating curve based on aerial imagery. Even though the water levels can not be
matched exactly, it is unlikely that ℎኺ differs enormously. Especially given the parameter-uncertainties
in ℎኺ, 𝑖 and 𝑛, it is not a bad first approximation of ARA-Zambeze’s curve. In addition, the compound
rating curve computed in this study does not refer to the exact same control-section (and correspond-
ing data) as that of ARA-Zambeze’s does. The cross-section used in this study is an average section
based on a reach of about 250 𝑚 upstream of a bridge. Although their staff-gauge at this particular river
was located on a pillar on the upstream side of that same bridge, it is not known at which distances
from the bridge the flow-measurements were performed. If their discharge measurements have been
performed directly upstream of the bridge at the same section as the staff-gauge, it is very possible that
some backwater effects have influences their measurements. This could mean that indeed a smaller
𝑄 is found for the same ℎ, resulting in a leftwards shift of the rating curve compared to a reach-average
cross section more upstream of the bridge. In addition, the set of 17 𝑄-ℎ measurements range from
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Figure 5.6: Rating curve for Rio Luia; blue: computed by TU, red: computed by
ARA-Zambeze. ፧ ዆ ኺ.ኺ኿ ፬፦ᎽᎳ/Ꮅ and ። ዆ ኼ.ኼኽ ⋅ ኻኺᎽᎵ ፦/፦.

2008 to 2015 (with one dating from 1999). Therefore it is possible, that since the first flow-measurement,
the geometry of the section has slightly changed due to scouring and deposition of sandy bed-material.

Note that even though the difference between the ℎ-scales (i.e. ℎኺ), can not be quantified, it is
deemed unlikely that ARA-Zambeze’s differs greatly from TU Delft’s as their value for ℎኺ also lies close
to zero. Therefore the rating curve is expected to follow the pattern of the 𝑄-ℎ data. The previous
section showed that the calculated 𝑖-value is not without uncertainties. In addition, it is likely to depend
on water level. It was made clearly evident that 𝑛-estimates based on literature carry a lot of uncertainty
as well. Therefore, these parameter are expected to be of most influence to the mismatch between
the computed rating curve and the 𝑄-ℎ data. Figure 5.7 shows a set of graphs where the computed
rating curve has been fit to the data of ARA-Zambeze by (1) adjusting the combined influence of slope
and roughness (Figures 5.7a and 5.7b), (2) adjusting the roughness individually (Figure 5.7c), and
(3) adjusting both the slope and the roughness individually (Figure 5.7d). For Figures 5.7b to 5.7d,
parameters have been adjusted in a separative manner by differentiating between the lower- and the
upper segment of the rating curve.

As the relative influence of the uncertainties in 𝑛 and 𝑖 have not been quantified yet, it makes sense
to look at their combined influence as 𝑎ኻ (= 𝑛ዅኻ√𝑖). Parameter 𝑎ኻ as initially estimated has a value
of 0.95 𝑚Ꮃ/Ꮅ/𝑠 for both segments in the compound rating curve. In Figure 5.7a it can be seen that this
needs to drop to a value of 0.53 𝑚Ꮃ/Ꮅ/𝑠 to match the 𝑄-ℎ data of the main channel. When the one data
point in the upper segment is to be included, 𝑎ኻ for the floodplain needs to be decreased further to a
value of 0.42 𝑚Ꮃ/Ꮅ/𝑠 (Figure 5.7b). This would result from both an increase in the roughness coefficient
and a decrease of the surface slope, both of which scenarios are likely to be the case.

When assuming the computed slope is more or less correct, the needed adjustments in 𝑛 can be
seen to be an increase from 0.05 to 0.090 and 0.110 𝑠/𝑚Ꮃ/Ꮅ for the main channel and floodplain re-
spectively. This would indicate a very large underestimation of the estimated range of the roughness
coefficient based on literature. So much actually that this seems to be unlikely. This means that the cal-
culated slope need to be used with care and stipulates the need for further verification of used method
for slope calculation. When a lower slope is assumed, such as the one derived from the GDEM, it can
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(a) ፚᎳ,ᑄ ዆ ፚᎳ,ᐽ ዆ ኺ.኿ኽ (b) ፚᎳ,ᑄ ዆ ኺ.኿ኽ and ፚᎳ,ᐽ ዆ ኺ.ኾኼ

(c) ። ዆ ኼ.ኼኽ ⋅ ኻኺᎽᎵ, ፧ᑄ ዆ ኺ.ኺዃኺ and ፧ᐽ ዆ ኺ.ኻኻኺ (d) ። ዆ ኻ.ኽኼ ⋅ ኻኺᎽᎵ, ፧ᑄ ዆ ኺ.ኺዀዃ and ፧ᐽ ዆ ኺ.ኺዂኽ

Figure 5.7: Adjusting ። and ፧ to match the rating curve to the ፐ-፡ data.

be seen that the required values for 𝑛 correspond to 0.069 and 0.083 𝑠/𝑚Ꮃ/Ꮅ (Figure 5.7d). This would
still indicate an underestimation of the estimated roughness coefficient but to amore reasonable extend.

It can be noticed that the exponent value for the TU-computed rating curve is a fair bit higher than
that of ARA-Zambeze (2.17 vs. 1.82). Because 𝑏 [-] depends on the geometry of the control-section,
it is possible that this is caused by either the use of a different cross-section or a misrepresentation of
the geometry due to errors in the DEM. Therefore, an additional analysis is done to see how 𝑎ኼ and 𝑏
vary over the length of the entire reach. Figure 5.8 shows the spread of both parameter values of the
lower segment of the rating curve for each of the 2469 cross-sections that are incorporated in the reach
average cross-section. As can be seen the 𝑏-value as computed in the previous section (2.167) lies
around the median. It can be seen that there is not much spread with a standard deviation of 0.07 and
a minimum and maximum value of about 2.025 and 2.300 respectively (excluding outliers). 𝑎ኼ shows to
be somewhat more variant with a standard deviation of 4.02 𝑚Ꮊ/Ꮅዅ፛. This tells us that in that particular
part of the river, the value of 𝑏 is quite steady, thereby not really enforcing stated suspicion. In addition,
the very small relative errors of the elevation model (Table 5.1: 𝜀ፗፘ,ፑ = 0.38% and 𝜀ፙ,ፑ = 0.03%) do
not suggest significant misrepresentation of the cross-section due to errors in the DEM.

Therefore, a different hypothesis is tested by looking at the way the relation between 𝐴𝑅 Ꮄ
Ꮅ and ℎ

is determined. As mentioned in Section 3.2.6, the classic and most common way to compute rating
curves is through the process of linear regression of double-logarithmic 𝑄-ℎ data. However, in this
study, fitting of the power-function to the geometry of the section is done by non-linear regression as
the 𝑄-ℎ relation is obviously non-linear for 𝑏 ≠ 1. In order to investigate the influence of using the dif-
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(a) ፛: ᎟Ꮄ ዆ ኺ.ኺኺኾኼ and ᎟ ዆ ኺ.ኺዀ኿ኺ (b) ፚᎴ: ᎟Ꮄ ዆ ኻዀ.ኻኼ዁ኼ and ᎟ ዆ ኾ.ኺኻ኿ዃ

Figure 5.8: Variability of ፛ and ፚᎴ along the length of the main channel

ferent techniques, the relation between 𝐴𝑅 Ꮄ
Ꮅ and stage is also established through linear regression on

the logarithm of 𝑄 and (ℎ-ℎኺ). Figure 5.9 and Table 5.2 show the results of comparing 𝑏-computation
through linear regression and non-linear regression. Hereby a separation is made between the lower
segment of the rating curve (main channel) and the full channel. For the prior, the equation from the
lower segment of Figure 5.3 is used for the non-linear fit. For the latter, a single curve is fitted to the
entire section (also see Table 5.2). What can be noticed is that linear regression results in a much
lower 𝑏-value, very much in the same range as that of ARA-Zambeze’s rating curve. However, from
Figures 5.9b and 5.9d it can be concluded that in both cases the relation computed through non-linear
regression performs better in mimicking the geometry of the control-section.

Linear Regression Non-linear Regression
Main channel 1.733 2.167
Full section 1.887 2.364

Table 5.2: Computed values for exponent ፛ [-] (single curve)

Another observation of note, is the difference between the use of a single rating curve (ARA-
Zambeze) or a compound rating curve (TU). Even though it is surely possible that ARA-Zambeze’s
single curve correctly relates discharge to the whole range of water-levels, this is difficult to verify
as there is only one measurement in the high-flow regime, also stipulating the difficulty of obtaining
high-flow measurements. As a significant change in geometry can be seen in the computed eleva-
tion model, the researcher argues that the increased feasibility of computing a compound rating curve
without high-flow measurements is already a big step forward.

5.2.3. Parameter Sensitivity
As addressed in the previous sections, uncertainty of parameter-values has a direct influence on the
shape of the final (compound) rating curve. This section will elaborate on those effects and thereby
give more insight in the underlying challenges.

Figures 5.10a and 5.10c show the sensitivity of the rating curve to the parameters 𝑛, 𝑖, 𝑎ኼ, 𝑏, and ℎኺ
by displaying the effect of an equal percent change in magnitude (± 10%) of the different parameters.
Here, the rating curve as computed in the previous section (Figure 5.6) is taken as the reference. As
can be seen, ℎኺ is excluded from this graph as decreasing its value with 10% is physically impossible.
Also, because its value is close to zero, a 10% increase will not show any difference. Therefore, Figure
5.10b is added to show the effect of increasing ℎኺ with absolute values. The range of ℎኺ used in the plot
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(a) ፛ ዆ ኻ.዁ኽኽ (ፑᎴ ዆ ኺ.ዃዂ዁) (b) ፑᎴᑃᑉ ዆ ኺ.ዃዀዃ ፑᎴᑅᑃᑉ ዆ ኺ.ዃዃኼ

(c) ፛ ዆ ኻ.ዂዂ዁ (ፑᎴ ዆ ኺ.ዃዃዀ) (d) ፑᎴᑃᑉ ዆ ኺ.ዃዀዀ ፑᎴᑅᑃᑉ ዆ ኺ.ዃዃዀ

Figure 5.9: Comparing computation of geometry parameters by linear- and non linear
regression for the main channel (a and b) and the entire section (c and d).

is arbitrarily chosen. From Figure 5.10a (and 5.10c) it can be concluded that relatively, the rating curve
is most sensitive to the values of parameter 𝑏. Interesting to see is that decreasing 𝑛 has a slightly
bigger effect than an increase in 𝑎ኼ, but the opposite does not hold, i.e. a decrease in 𝑎ኼ causes a
bigger change than an increase in 𝑛. This might indicate a dependency between the two parameters.
However, the influence of 𝑛 and ℎኺ can be seen to be almost equal. Compared to 𝑛, 𝑎ኼ and 𝑏, a
relatively equal change in 𝑖 is of little influence.

The rating curve can be seen to be very sensitive to the value of 𝑏, a change of plus or minus 10%
results in a relatively large change in the shape of the curve. Obviously an increase in the exponent-
value leads to a higher rising speed for the magnitude of 𝑄. From a physical perspective this also
makes sense. As can be seen in Figure 2.3, a higher 𝑏 value relates to a more triangular shape of the
cross-section. With a more triangular shape, the added conveyance area for increasing water depth is
larger than for a section with a more parabolic or rectangular shape.

The 𝑎ኼ parameter can not be linked to a clear physical characteristic of the geometry the same way
𝑏 can. However, an increase in 𝑎ኼ equates to an increase in the conveyance and therefore also an
increase in the discharge, as is seen in the graph.

The effect of the roughness coefficient is also as can be expected. An increase in roughness
translates into a decrease in flow for the same stage due to an increasing flow resistance.

The effect of slope is also as expected. An increasing slope results in an increase in discharge. It
can be seen that the rating curve is less sensitive to the 𝑖 parameter as it is to other parameters, a 10%
in- or decrease of the slope does not significantly influence the 𝑄-ℎ relation.
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(a) Influence of ፧, ።, ፚᎴ and ፛. (b) Influence of ፡Ꮂ

(c) As (a) but zoomed in.

Figure 5.10: Relative sensitivity of the rating curve to parameters ፧, ።, ፚᎴ, ፛ and ፡Ꮂ

Increasing the value of ℎኺ can be seen to shift the rating curve towards the left, thereby better
approaching the shape of ARA-Zambeze’s rating curve. This shift to the left makes sense, with a
higher value for ℎኺ the effective stage decreases meaning less discharge is produced for the same
water level. Note that a decrease of the parameter value is not possible as it was already set to the
lowest elevation value of the cross-section.

The analysis above provides a sense of how the rating curve reacts to changes in the parameter
values. This gives a good first impression of how errors in the parameter values have had an influence
on the computed rating curve. However, this does not take into account the actual uncertainty of
established parameter values, and therefore does not provide the full picture. In order to quantify the
relative influence of the individual parameters on the error of the resulting rating curve, i.e. discharge,
the theory of propagation of errors is applied in this sensitivity analysis (also see Section 3.2.8). For
the sake of simplicity, covariance between the parameters will not be investigated and is therefore not
included in this analysis.

To aid in understanding the following derivation, the mathematical formula for physically-based
rating curve computation, as used in this study, is once again stated in Equation (5.2).

𝑄 = 𝑛ዅኻ𝑖 ᎳᎴ 𝑎ኼ(ℎ − ℎኺ)፛ (5.2)

By making use of (3.14), the standard error (variance) in the computed discharge 𝑄 can then be written
to be:

𝜎ኼፐ = (
𝜕𝑄
𝜕𝑛 )

ኼ
𝜎ኼ፧ + (

𝜕𝑄
𝜕𝑖 )

ኼ
𝜎ኼ። + (

𝜕𝑄
𝜕𝑎ኼ

)
ኼ
𝜎ኼፚᎴ + (

𝜕𝑄
𝜕(ℎ − ℎኺ)

)
ኼ
𝜎ኼ(፡ዅ፡Ꮂ) + (

𝜕𝑄
𝜕𝑏 )

ኼ
𝜎ኼ፛ (5.3)
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Where the individual partial derivatives are derived to be:

𝜕𝑄
𝜕𝑛 = −𝑛

ዅኼ𝑖 ᎳᎴ 𝑎ኼ(ℎ − ℎኺ)፛ (5.4)

𝜕𝑄
𝜕𝑖 =

1
2𝑛

ዅኻ𝑖ዅ ᎳᎴ 𝑎ኼ(ℎ − ℎኺ)፛ (5.5)

𝜕𝑄
𝜕𝑎ኼ

= 𝑛ዅኻ𝑖 ᎳᎴ (ℎ − ℎኺ)፛ (5.6)

𝜕𝑄
𝜕(ℎ − ℎኺ)

= 𝑏(ℎ − ℎኺ)ዅኻ𝑛ዅኻ𝑖
Ꮃ
Ꮄ 𝑎ኼ(ℎ − ℎኺ)፛ (5.7)

𝜕𝑄
𝜕𝑏 = ln (ℎ − ℎኺ)𝑛

ዅኻ𝑖 ᎳᎴ 𝑎ኼ(ℎ − ℎኺ)፛ (5.8)

When (5.4) to (5.8) are substituted into (5.3) and then divided by (5.2), the following equation is obtained
showing the relative influence of the parameter-errors on the error in 𝑄:

𝜎ኼፐ
𝑄ኼ

= 𝜎ኼ፧
𝑛ኼ
+ 14

𝜎ኼ።
𝑖ኼ
+
𝜎ኼፚᎴ
𝑎ኼ
ኼ + 𝑏ኼ

𝜎ኼ(፡ዅ፡Ꮂ)
(ℎ − ℎኺ)

ኼ + ln (ℎ − ℎኺ)
ኼ𝜎ኼ፛ (5.9)

Through defining the relative errors as follows,

𝜎ኼ፱
𝑥ኼ
= 𝑟ኼ፱ (5.10)

this can be written as:

𝑟ኼፐ = 𝑟ኼ፧ +
1
4𝑟

ኼ
። + 𝑟ኼፚᎴ + 𝑏ኼ𝑟ኼ(፡ዅ፡Ꮂ) + ln (ℎ − ℎኺ)

ኼ𝜎ኼ፛ (5.11)

Using the derived equation in (5.11), two different analysis of error propagation are performed. One
is to show the relative error induced by parameter uncertainty for the case when 𝑛 is estimated based
on literature, and the other is to show the case for when 𝑛 is calibrated. Note that for the latter case,
calibration refers to adjustment of the 𝑛 value to match the shape of ARA-Zambeze’s 𝑄 and ℎ data, as
done in Figure 5.7.

Application of the theory of error propagation requires establishment of the mean (𝜇) and standard
deviations (𝜎) of the individual parameters. For the slope, the value of 𝑖 is assumed to lie within the
range between the calculated slope and the slope derived from the ASTGDEM. Themean and standard
deviations for the parameters 𝑎ኼ and 𝑏 are determined by looking at the spread in the main channel of
these parameters over the 2469 cross-sections of the reach. The uncertainty in ℎ-ℎኺ obviously depends
on ℎ and the uncertainty in ℎኺ. Therefore, in order to determine the uncertainty in ℎ-ℎኺ, an assumption
regarding the uncertainty in ℎኺ had to be made. The stage at zero flow is estimated to lie between
the used minimum elevation and 0.5 𝑚. Three different water levels are evaluated, one in the low-flow
regime (ℎኻ = 1.6 𝑚), one close to the limit of the main channel (ℎኼ = 3.1 𝑚) and one in the high flow-
regime (ℎኽ = 4.6 𝑚). An overview of the used ranges of values, together with the corresponding 𝜇’s
and 𝜎’s are presented in Table 5.3.

Table 5.4 presents the findings of the sensitivity analysis by error propagation. One conclusion that
can be drawn, is that a calibrated 𝑛 roughly doubles the accuracy of the computed discharge. The
error in 𝑄 can be seen to lie between 67% and 30% for the non-calibrated case. This corresponds to
what can be seen in Figure 5.6. The error decreases to values between 50% and 13% depending on
water level. This brings us to the second important observation: the uncertainty of ℎኺ has a very big
influence for low water levels (42% at ℎኻ) and becomes significantly lower at higher water levels (4.2%
at ℎኽ). This decreasing effect of ℎኺ was expected to be the case. Both 𝑖, 𝑎ኼ and 𝑏 have a relatively
low contribution to the uncertainty in 𝑄 where especially 𝑏 has a very minor contribution. However, this
does slightly increase for higher water levels, enforcing the stated need for an accurate representation
of this geometrical parameter in the high-flow regimes.
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𝑛 𝑖 (⋅10ዅኽ) 𝑎ኼ ℎ-ℎኺ 𝑏

Range: (1): 0.042 - 0.081
(2): 0.069 - 0.090 1.320 - 2.233 22.653 - 40.513

ℎኻ: 1.100 - 1.696
ℎኼ: 2.600 - 3.196
ℎኽ: 4.100 - 4.696

2.021 - 2.288

𝜇: (1): 0.062
(2): 0.080 1.777 31.418

ℎኻ: 1.398
ℎኼ: 2.898
ℎኽ: 4.398

2.151

𝜎: (1): 0.028
(2): 0.015 0.646 4.015

ℎኻ: 0.421
ℎኼ: 0.421
ℎኽ: 0.421

0.065

Table 5.3: Used ranges and input values for the error propagation analysis. (1) and (2)
respectively refer to the range of ፧ for the case of estimated based on literature and the case

of being calibrated.

This analysis shows that, in exception for very low-flows, accuracy of the physically based rating-
curve will benefit most from decreasing uncertainty in 𝑛. For low flows, themajor contribution to the error
comes from uncertainty in ℎኺ. Relative to the other parameters, ℎኺ remains to be of influence but this
significantly decreases with increasing water level. The contribution of the error in (ℎ−ℎኺ) is amplified
by the 𝑏ኼ-term in Equation 5.11. It has to be noted that results of this error propagation analysis did
not include the change of 𝑏 for higher water levels. In reality, the exponent value is lower for the
floodplain than it is for the main channel, which would result in an even bigger decrease of the relative
error of (ℎ−ℎኺ) for higher flows, and therefore also a decrease of the relative error in 𝑄. Therefore, an
important observation to make is that in contrast to conventional rating curve computational procedures,
the physically based rating curve shows an increasing accuracy for increasing water levels due to the
decreasing influence of the error in ℎኺ. This resolves the biggest flaw in conventional rating curve
computation, the decreasing predictive capability for high flows due to extrapolation of low flow data.

As mentioned, is has to be noted that in this analysis the range of the calibrated 𝑛 values does not
take correlation with uncertainty in 𝑖 into account and could therefore still be improved by (1) decreasing
inaccuracy in 𝑖 and (2) determining the covariance between 𝑛 and 𝑖.

Parameter: 𝑛 𝑖 𝑎ኼ (ℎ − ℎኺ) 𝑏 𝑄
RCEC:* 𝑟ኼ፧ ኻ

ኼ𝑟ኼ። 𝑟ኼፚᎴ 𝑏ኼ𝑟ኼ፡ዅ፡Ꮂ ln (ℎ − ℎኺ)ኼ𝜎ኼ፛ 𝑟ኼፐ
ℎኻ

(1):
(2):

0.204
0.035 0.033 0.016 0.420 0.001 0.674

0.505

ℎኼ
(1):
(2):

0.204
0.035 0.033 0.016 0.098 0.005 0.356

0.187

ℎኽ
(1):
(2):

0.204
0.035 0.033 0.016 0.042 0.009 0.304

0.135

Table 5.4: Influence of the separate terms on the relative error of ፐ (also see Equations 5.9
and 5.11). *RCEC = Relative Contribution to Error is Calculated by:.

5.3. Additional Rivers
This section will present computed (compound) rating curves for the remaining five rivers: Rio- Duân-
gua, Mucanha, Muze, Cherisse and Capoche. As no historical flow-records are available for these
rivers, only the quality of the elevation models is discussed. Parameter calculation and estimation is
done in the same way as for Rio Luia. Therefore, even though having a sound theoretical base, the
presented rating curves present an estimation of the 𝑄-ℎ relation and are recommended to be perfected
and validated before being used in further water resources planning activities.

An overview of both the computed and estimated parameter-values can be seen in Table 5.5. For
all except Rio Capoche, a single rating curve proved sufficient to parametrise the section’s geometry.
For Rio Capoche a compound rating curve is established. Corresponding plots are found in Figures
5.11 to 5.15. The lighter blue bounds around the curves indicate a ±30% error-margin in 𝑄.
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𝑛 [𝑠𝑚ዅᎳ/Ꮅ] 𝑖 [𝑚/𝑚] ℎኺ [𝑚] ℎ፬፞፩ [𝑚] 𝑏ፌ [−] 𝑏ፅ [−]
Duângua: 0.056 2.21 ⋅ 10ዅኽ -0.436 - 1.883 -
Mucanha: 0.120 5.96 ⋅ 10ዅኽ -0.096 - 2.087 -
Muze: 0.125 5.96 ⋅ 10ዅኽ -0.575 - 2.155 -
Cherisse: 0.110 6.07 ⋅ 10ዅኽ 0.279 - 2.088 -
Capoche: 0.055 1.09 ⋅ 10ዅኽ 0.063 3.235 1.803 1.312
Luiaኻ: 0.050 2.23 ⋅ 10ዅኽ 0.063 3.411 2.167 1.512

Table 5.5: Parameter-values for physically-based (compound) rating curves of stated rivers.
Subscripts ’M’ and ’F’ relate to ’Main channel’ and ’Flood Plain’ respectively.

ᎳAdded for comparison.

Figure 5.11 shows the computed rating curve for Rio Duângua. This being the first measurement
site, the whole measuring process was still heavily subdue to teething troubles. This led to less precise
ground-surveying measurements and a very inefficient flight-plan for the UAV. Because three out of
twelve GCPs were located too close to high vegetation, they induced large errors in the DEM and were
therefore not used in DEM computation.

Apart from being somewhat smaller and not having a clear separation between flood plain and main
channel, this river showed many similarities with Rio Luia on both vegetative cover and composition of
bed-material. As can be seen in Figure D.1b, the reach that was mapped shows a bit of a curve and
widening of the river in the downstream part. To minimize the influence this has on the reach-average
cross-section, the lower quarter of the DEM was not used in rating curve computation.

(a) Average cross-section (b) Rating curve

Figure 5.11: Rating curve computation for Rio Duângua. The lighter blue band around the
curve shows a ± ኽኺ% accuracy range.

As also mentioned in Chapter 4, Rio Mucanha (Figure 5.12) was a very difficult river to map due to
the heavy overgrowth from trees on the riverbanks. Only a very small stretch of about 6.5 𝑚 directly
downstream of a bridge was suitable to take pictures of and even this was a difficult task due to the
presence of an electricity line on that side. Due to errors in the measuring procedure, two out of seven
GCPs could not be used in DEM computation.

The short reach was expected to not be long enough to see any difference in the conveyance in
downstream direction (Ꮰᐺ/Ꮰᑪ) which is used for slope-estimation. The reason Ꮰᐺ/Ꮰᑪ has been established
is likely to be caused by the widening of the section as it is directly downstream of a bridge (and not by
an increase in water depth). For this reason the calculated slope should not be considered to be very
trustworthy. For this reason, the regional slope derived from ASTGDEM (Appendix E: 𝑖 = 2.40 ⋅ 10ዅኽ)
is considered to be a better approximation, and is therefore used in the displayed rating curve. In addi-
tion, this can not be considered to be a good section to establish a rating curve as the widening in the
section at this location counteracts the liability of the uniform flow assumption.
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(a) Average cross-section (b) Rating curve

Figure 5.12: Rating curve computation for Rio Mucanha. The lighter blue band around the
curve shows a ± ኽኺ% accuracy range.

Figure 5.13 shows results for Rio Muze. Similar to Rio Mucanha, vegetative cover was of an issue
here. A stretch of about 10 𝑚 directly upstream from a bridge was the only nearby location without too
much overhanging trees. However, as can be seen on Figure D.1c, this could not be entirely avoided
as the banks were still covered with high bushes. Removal of these disturbances for DEM computation
has led to significant interpolation of data-gaps in the 3D model, thereby negatively influencing its
accuracy.

(a) Average cross-section (b) Rating curve

Figure 5.13: Rating curve computation for Rio Muze. The lighter blue band around the curve
shows a ± ኽኺ% accuracy range.

As the same image also shows, still some water was present at the time of measuring. The depth-
profile could not be captured due to the possible presence of crocodiles. However, on-site observation
showed the water to be extremely close to stagnant and the profile was estimated to have a triangular
shape towards the middle with a maximum depth of around 0.5 𝑚. It is important to note the inundated
area is not incorporated in the 3D model and that the processed results are based on the water-surface
being the lowest point. Due to errors in the measuring procedure, three out of ten GCP’s could not be
used in DEM computation.

The analysed reach is not long enough to see any difference in the conveyance (Ꮰᐺ/Ꮰᑪ) which is used
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for slope-estimation. Therefore, the regional slope derived fromASTGDEM (Appendix E: 𝑖 = 2.97⋅10ዅኽ)
is used.

(a) Average cross-section (b) Rating curve

Figure 5.14: Rating curve computation for Rio Cherisse. The lighter blue band around the
curve shows a ± ኽኺ% accuracy range.

Being the first river to be measured during the second phase of fieldwork, Rio Cherisse proved to
be extra challenging due to its variable terrain and surplus of vegetation (high reeds) in the middle of
the channel (Figure D.1g). As can be seen, there was still some water in the channel. However, this
was flowing so slow it was hard to say if it was flowing at all. This, in combination with the fact of it being
only a very small and shallow (10 to 20 𝑐𝑚) stream led to the decision to consider this to be negligible.

A long reach was chosen to minimise the impact of the vegetation in the main channel. The combi-
nation of big boulders and parts with dense vegetation made the ground-surveying to be a very tedious
performance. The data-gaps that are visible in the lower right corner of the DEM (Figure D.1h) are the
result of the images not being usable due to trees in that area. The resulting rating curve can be seen
in Figure 5.14.

(a) Average cross-section (b) Rating curve

Figure 5.15: Rating curve computation for Rio Capoche. The lighter blue band around the
curve shows a ± ኽኺ% accuracy range.

Even more so than others, the measurements at Rio Capoche suffered greatly from extreme heat
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during that day. This resulted in the smart-phone (used to control the drone) to shut down to prevent
from overheating as well as increasing inefficiency of the drone-battery. In addition, the size of the
area limited options to cover the area with the ground control points, which were only used on the main
channel and the western bank (left on Figure D.1j). The high separative bank also made it practically
unfeasable to incorporate the floodplain in the ground-surveying. The effects of the floodplain can
clearly be seen from the results in Figure 5.15.

In Table 5.1 it can be seen that Rio Capoche’s elevation model shows a relatively large error com-
pared to the other reaches. This is expected to be caused by (1) the fact that a large (almost halve)
part of the reach is not covered by ground control points due to above-mentioned reasons, (2) due to
the very uneven rocky riverbed where most of the GCPs lay on, and (3) due to local climatic conditions
that complicated ground measurements.

5.4. Additional Discussion
The results have been discussed primarily in the preceding sections of this chapter. This section
will elaborate on more general biases and limitations of this research and the proposed method for
physically-based rating curve computation.

Probably themost important thing to note is that the proposedmethod for computation of a physically-
based rating curve through UAV-made aerial images shows a lot of potential. However, one of themajor
limitations is that it does not completely exclude the need for stage-discharge measurements. It does
reduce it however. At least one 𝑄-ℎ measurement is still needed to calibrate Manning’s roughness co-
efficient 𝑛 (and perhaps 𝑖) when a uniform 𝑛 is assumed. Ideally this measurement is performed around
the same time as the aerial-survey is performed in order to safeguard no significant changes in section
geometry have taken place. This obviously means that enough water needs to be flowing through the
river to perform accurate flow-measurements. The presence of flowing water would also provide the
benefit of being able to measure the slope of the water surface. Multiple discharge measurements
would provide the additional options of determination of ℎኺ and possibly differentiate multiple values
for the roughness coefficient.

The next limitation in this research concerns the slope calculations based on Ꮰᐺ/Ꮰᑪ. Although having
roughly the same order of magnitude, some difference was found in the slopes computed through the
two different ways as explained in Section 3.2.6 even though they are based on the same principle:
under uniform flow conditions the conveyance is constant over the length of a channel reach. Slope
calculation based on the derivation (Equation (3.13)) is subjected to a set of assumptions that are a
possible explanation for the different outcomes. The derivation assumes that 𝐴 = 𝐵𝑑 and 𝑅 = 𝑑.
Even though, this is not an unrealistic approximation as 𝐵 ≈ 180 𝑚 for 𝑑 ≈ 6 𝑚 it is exactly that, an
approximation. Another discrepancy in calculating the slope by means of Equation (3.13) is that the
value for Ꮰᐺ/Ꮰᑪ is determined in a slightly different manner than those for 𝐶 and 𝑅.

In addition, another assumption that does not only influence slope calculations, is that of uniform
flow. When the slope is calculated by means of levelling out የፂየ፲ , this basically comes down to the
attempt of making non-uniform flow (የ፡የ፲ = 0 and የፂ

የ፲ > 0) uniform again (የ፡የ፲ > 0 and የፂ
የ፲ = 0). The

influence this assumption has on the reliability of the slope calculations does not lie within the scope
of this study and it is important to note that proposed method for slope calculation has not been tested
and verified with ground-data. Therefore, the method should be accepted with caution until definitively
proved to hold up in further research.

Assuming uniform flow is obviously a very important assumption. It is the foundation of the physically-
based rating curve (Chapter 2). However, up till which extend this is a reasonable assumption for the
measured control-sections is difficult to say as this would require more knowledge on the entire down-
stream parts of the rivers. Even though most of the measurement were done in fairly straight river
reaches, no investigation is performed to downstream obstructions that might cause significant back-
water effects at certain water levels.

Another set of limitations can be assigned to the completeness of which underlying theory for rating
curve and parameter computation is applied. One of such limitations is induced by using a single
roughness coefficient for the entire section. In reality, 𝑛 will most likely be higher for the floodplains than
it is for the main channel, thereby making the roughness coefficient a function of water level. This is not
incorporated in rating curve computation in this study. However, [25] showed that a uniform Manning’s
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coefficient can be used for the entire river profile due to parameter compensation. Floodplains usually
have a higher roughness than the main channel due to vegetation, but this is compensated by the
decrease in roughness caused by a higher water level.

Another limitation of note is that the proposed method does yet only focuses on computation on
a ’simple’ (compound) rating curve. As described by [10], rating curves can be separated into simple
rating curves that are applied to uniform flow conditions, and more complex rating curves to account
for:

• Backwater corrections

• Unsteady flow corrections

• Shift adjustment

A final point of discussion should be devoted to the use of (stereo-) photogrammetry software and
GCPs for DEM computation. A lot of uncertainty still exists as to what the ideal data-properties and
procedures for data collection are. Important properties of aerial surveying such as:

• Flying a single grid (flight-lines either normal or parallel to flow direction) or a double grid (flight-
lines in both directions)

• The angle of the camera

• Optimal altitude and flight speed

• Optimal amount and positioning of ground control points

are based on personal experience and information gained from online forums and software manuals.
However, scientific literature on such topics is still lacking. In addition, as also mentioned in Chap-
ter 3, Agisoft Photoscan is a so-called black-box program as there is no detailed information on how
the software exactly functions. This makes it difficult to pinpoint the cause of certain errors in the DEMs.



6
Recommendations

This research focussed on the applicability and feasibility of a newly proposed method for computa-
tion of a physically-based rating curve by using UAV-made aerial imagery in a part of the Zambezi
catchment. In our view, the proposed method has the possibility to form an important step towards a
more accurate procedure for off-site remote river rating than currently used methods. Being able to
more accurately quantify river-flow from satellite products would mean a big step forward in the field of
hydrological modelling of ungauged (or poorly gauged) basins.

Given the exploratory nature of this study (also see Section 1.2), it only makes sense that this thesis
takes on an advisory perspective as well. Therefore, this chapter will discuss a set of recommendations
on moving forward with this research. In doing so, a separation will be made between (1) recommen-
dations that in the view of the researcher will benefit proposed method in general, (2) recommendations
that will thereby help achieve the above mentioned goal of remote river rating and (3), both the feasi-
bility of proposed method and the applicability of obtained results for the supporting parties in the study
area of Tete, Mozambique: HCB and ARA-Zambeze.

6.1. Method in General
As discussed in Section 5.4, many uncertainties still exist with respect to the best method of aerial data
collection for DEM computation. Therefore, a first step forward would be to reduce these uncertainties.
Starting at the base, the following topics could highly improve data collection for DEM computation:

Flight Planning and Drone Control
Making a flight plan is essential to ensure that (1) enough pictures are collected, (2) the pictures con-
tain sufficient overlap, (3) the pictures are of sufficient quality and (4) battery-life of the UAV is used
efficiently. Made flight plans in this study are mostly based on personal experience and information
gathered from online forums and manuals. Therefore it is recommended to conduct further research to
the effect of different flight plan settings on the accuracy of the DEM. These settings involve: camera
angle, flight-paths configuration (normal vs. parallel to flow direction) and flight speed.

One can imagine that adjusting the angle of the camera could increase the camera’s ability to
capture objects from the side. In this study, an angle of 80∘ (90∘ being the camera pointing straight
down) was applied in all flight plans. This decision was based on expert knowledge. However, the effect
of using different camera angles in different types of landscapes has not yet been properly documented.

The same goes for using a single- or double grid flight plan, a single grid flight plan being to fly only
in lines parallel or perpendicular to the flow direction and a double grid being to fly in both directions.
One can easily argue that flying in both directions would yield a better view on the area of interest
from different angles and is therefore preferred. However, this results in the collection of significantly
more photographs and will therefore highly increase processing time which can be considered to be
a negative side effect. In this study, all DEMs are based on flight plans only containing flight paths
normal to the general flow direction (single grid). As the resulting elevation models are certainly not
unsatisfactory it would be very interesting to investigate the added value of using double grid flight
plans.

47
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Investigating the influence of flight speed is of relevance in order to optimize the area that can be
covered by the UAV as this obviously directly relates to the distance of a flight plan. This was actually
considered to be one of the main limiting factors during the fieldwork in this study. As increasing
flight speed could negatively influence photo quality, a trade-off has to be made between quality and
maximum flight distance. Further research should investigate (1) the influence of flight speed on photo
(and DEM) quality and (2) the influence of flight speed on UAV battery life and maximum flight distance.

Something that could help in all these matters is the use of appropriate software for flight plan-
ning and drone control. The researcher’s decision to use Litchi was based on personal experience
with this application. However, as drone’s are being applied in more and more different fields of re-
search and business, the availability and quality of these flight planning applications is increasing as
well. Pix4dCapture is just one example that might have much better all-inclusive planning capabilities
than Litchi. Obviously there are other options out there and it is recommended to further look into the
available options for application in this field of study.

Photogrammetry Software
The pro’s and con’s of the used photogrammetry software, Agisoft Photoscan, have been addressed
on multiple occasions. The main advantages are being user friendly and providing a wide range of
options including error-calculation of the ground control points, and the main disadvantages being its
high license-prices and the fact that it is a black-box program. Just like with the flight planning software,
Photoscan was chosen to be used based on personal experience, but surely this is not the only op-
tion. More insight in the presence and capabilities of similar software should be obtained to conclude
whether Photoscan is actually the most suitable photogrammetry software for the application of pro-
posed method. The researcher would like to draw some extra attention to the use of an open-source
software called OpenDroneMap (ODM). One advantage of using an open source software is the in-
creasing transparency of program functionality. In addition, when working well, they tend to create
a big online community that can be consulted for any type of issues. The most obvious asset is of
course the financial benefit. This also increases the applicability of this method for those areas who
are likely to be limited by available funding for water-resources research and related fieldwork, which
is of importance to this study (Chapter 1).

GCPs
Mainly mentioned for the sake of completeness, DEM accuracy will obviously benefit from more ac-
curate data on GCP- location and elevation. Even though sufficiently accurate elevation data can be
obtained with a simple (dumpy) levelling device, this can be a very tedious job. In general it can be
said that ease of the proceeding would greatly benefit from amore automated method of obtaining GCP
data such as by means of using a DGPS. However, availability of equipment and accuracy of the data
(especially altitude) can be of an issue. Perhaps, a composite approach can be used whereby loca-
tions are recorded with GPS and elevations are measured with a levelling device. This would save time
and provide the advantage of being able to geo-reference the elevation model. When the accuracy of
GPS-coordinates is doubtful, it is possible to for example, anchor the GCPs and conduct multiple GPS
measurements over time, thereby increasing the likeliness of averaging out coordinate-errors. Further
investigation will have to prove if this could lead to sufficiently accurate results. When available, the
use of a total-station could also highly ease ground surveying practises and improve results.

In case using a dumpy level (with or without degree-circle) and a measuring tape is preferred to
collect GCP data (as was the case in this study), DEM computation could be improved by allowing for
GCP-specific error calculations instead of using overall values as was done here. This would require
collecting more information on possible errors in the collected data induced, for example, by obstacles
between GCPs.

Rating Curve Computation
Next to possible improvements for data collection and DEM computation, some recommendations
should be devoted to improvement of rating curve computation. The most important of which concerns
an issue that has been stipulated many times in this thesis: the need for discharge measurements.
It is highly recommended to collect data when there is still water flowing through the river. This is of
course, when the researcher also has the ability to actually perform 𝑄-ℎmeasurements. This allows for
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measurements of the slope and calibration of the roughness coefficient (or calibration of both) which is
considered to be the biggest source of uncertainty for the high-flow regimes of the rating curves com-
puted in this study. Multiple discharge measurements over time would improve the curve even more by
(1) increasing accuracy of calibrated 𝑛 and (2) allows for calibration of ℎኺ which is the seconds biggest
source of rating curve inaccuracy, especially for low flows.

Maybe even more ideal, for rating curve computation of an intermittent river, would be to perform
discharge measurements at the end of a wet-season, and perform UAV measurements somewhere in
the dry-season. This way, the discharge measurements (and corresponding roughness) are still repre-
sentable for that river(geometry) during the dry-season and the UAV measurements don’t suffer from
a partly inundated riverbed. This does however require a trade-off to be made with both logistical and
financial means.

Another very interesting topic for further research would of course be the verification of the sug-
gested method for slope calculation. Again, this would require more measurements during the wet-
season or early dry-season when the rivers haven’t dried up yet. The ability to calculate the (theoreti-
cal) slope of the water surface based on a detailed description of river geometry could provide a very
useful tool in rating curve computation for ungauged rivers.

6.2. Towards Remote River Rating
With the current advancements in the field of remote sensing (both big-and small scale), the researchers
see a lot of potential for an increased accuracy and applicability in using remotely sensed images to
collect flow-data in ungauged river basins in an off-site setting. This study has aimed to provide one
step in this direction, but there are definitely some more steps left. In this study, the researcher showed
the potential of using aerial photography from a simple commercial drone for rating curve computation
through a detailed mapping of the river’s geometry. Using this detailed representation of geometry,
it should be possible to establish the relation between the inundated area in the river reach and the
corresponding discharge through that reach. Once this relation is known, satellite products that reveal
the inundated area of a reach can then directly be transformed into discharge values. Another option
is to use satellite data not to determine the inundated area, but to establish the water level at a certain
cross-section [8] [16]. This can then directly be linked to the rating curve for quantification of discharge.

Further research is needed to (1) link the theoretical discharge to the inundated area of a river
reach and, (2) determine which satellite products are best suitable for this specific application. Satellite
images can basically be distinguished in four different classes: optical, thermal, microwave and radar.
Optical images can distinguish water by its darker color. The advantages are fairly high resolutions but
a big disadvantage is its dependency on clear skies (i.e. no clouds). Thermal images that can detect
water by a lower temperature have the advantage of being available on small time-scales but generally
have a bigger resolution than optical images do. Resolution of microwave images are coarser even
still. Radar has potential as well, SAR (Synthetic Aperture Radar) in particular. The advantage of radar
is that it does not care about cloud cover and therefore it always produces useful data. Another good
thing is that SAR can be used to determine actual water levels as opposed to just a picture showing
where there is water and where is not. The disadvantage is that SAR imagery contains a lot of noise
that needs to be filtered out. However, algorithms are available for this purpose. Another downside
is that altimetry with SAR is made up out of local points and therefore needs to be averaged out over
larger areas. Therefore, SAR is proven to be useful for water levels on lakes and seas but might be
hard to use for (smaller) rivers. Also, the satellite trajectories need to cover the area of interest which
might not always be the case.

In general, it has to be investigated if the spatial scale of the available data matches what is re-
quested. SAR and optical are likely to have a higher resolution than thermal and definitely microwave.

Another option is of course to use different sensory technologies on smaller UAVs. The most ob-
vious (cheapest) way is to use an optical sensor as is done in this study, but UAVs can obviously be
equipped with other sensors as well. This would however mean that one still has to go to the site to fly
the UAV.
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6.3. Supporting Parties
The objectives of the two-month period in north-western Mozambique were to (1) collect data to test
proposed method for physically-based rating curve computation, (2) introduce the proposed method
to local business (HCB) and water authorities (ARA-Zambeze) and (3) test and advice on applicability
on proposed method in the (Mozambican) Zambezi basin. As discussed at length in Chapters 4 and
5, data collection did not go without mistakes, but the whole process both during and after these two
months have created valuable insights to above-mentioned objectives. Additional to Section 6.1, a set
of recommendations for the supporting parties will be discussed here. A general description of the
procedures as implemented was shared with HCB staff during fieldwork. This has been improved to
contain the findings of this study an can be found in Appendix B.

First and foremost, even though the results could not be validated quantitatively, the potential of
applying this method has surely been demonstrated. As both parties seem to be on good collaborative
terms, the researcher suggests the acquisition of a commercial drone (such as the DJI Phantom 3
Advanced/Professional or the DJI Phantom 4) by either one or both of the parties. This would allow for
further validation of the method and application in future rating curve computation. Note that a drone
obviously can also be of use in other applications such as basic inspection of structures. Ideally, the
measurements at Rio Luia are redone but this time with inclusion of ARA-Zambeze’s staff gauge in
order to link elevation scales and allow for both calibration of the roughness coefficient, the stage at
zero flow and further validation of the results. One thing of importance (and in this case learned the
hard way) is to always include the zero of the staff gauge, if present, in the topographical survey. If
there is no gauge, install a fixed reference point that can be used to link future measurements and
possible connect a future gauge to.

Ones this is achieved, probably the most interesting addition would be gained by performing mea-
surements at Rio Aruãngua. However, as infrastructural limitations make it difficult to travel upstream
from the confluence with the Zambezi river, additional research is needed to establish the reliability of
the rating curve for increasing water levels of the Zambezi due to backwater effects. This additional
research should determine whether or not it is useful to compute a rating curve for a section so near to
a big confluence point. It is likely that if a rating curve would be computed, the accuracy of the curve is
highly dependent on the water level of both the Zambezi and Aruãngua itself. Because the discharge of
the Zambezi is largely controlled by dams, flow of the Aruãngua can surpass that of the Zambezi during
the wet-season. This has also been confirmed by local staff. In that case, the physically-based rating
curve could still provide a significant improvement on high-flow river rating. Very important, especially
when measuring a big site like Rio Aruãngua, is to ensure one has enough time. It is recommended to
plan for at least one whole day at the site in order to collect all the required data with sufficient accuracy
and precision. If not yet completely familiar with the proceedings, even more time could be needed. In
addition, in this particular case it is highly recommended to ensure one has the required permissions
to fly a drone over the border area. This might also increase the time needed at the location.

As not all tributaries are of direct interest to HCB due to their confluence points being downstream
of the dam, some additional attention will be paid to the visited tributaries upstream of the dam. The
measuring site at Duângua proved to be a very suitable place for the measurements. However, as
is the case for all visited upstream-tributaries except for Aruãngua, no flow data is available there. A
rerun of data-collection at the site of Duângua could proof to be useful as some beginner’s mistakes
were made during data collection there (Section 5.3). For the other tributaries (i.e. Rio- Mucanha,
Muze and Tongoé) it would be advisable to look for better locations, as measurements for all these
rivers were significantly influenced by a surplus of vegetation. This is of course a trade-off one has
to make between having a suitable cross-section and the effort it takes to reach that cross-section. In
any case, in the absence of better alternatives and/or discharge data, the physically-based rating curve
can successfully provide a rough estimate of the relation between discharge and water level for these
tributaries.



7
Summarizing Conclusions

This thesis study aimed to provide a solution for the shortcomings concerning conventional rating curve
computation. In a response to themany limitations and uncertainties in dischargemonitoring in general,
but especially for ungauged catchments, the researchers see big potential in the use of state-of-the-art
remote sensing technologies such as the use of an unmanned aerial vehicle (UAV). A vision of an
improved manner of off-site remote river rating, where satellite images are used for accurate discharge
monitoring of (ungauged) river catchments, is the main driver behind this research. This study has
presented a step towards this concept of remote river rating by using a simple commercial UAV in the
improved computation of rating curves.

Conventional rating curve computation struggles with the issues of being data-intensive, inaccu-
rate in high-flow regimes and susceptibility to changes in cross-sectional geometry. In the view of the
researchers, an answer can be found in a more physically-based rating curve that allows for substan-
tiation through a detailed representation of the river’s geometry. Apart from (1) increasing accuracy
by removing the need for extrapolation to high-flow regimes, the physically-based rating curve would
(2) be less susceptible to changes in geometrical changes due to scouring and sediment-deposition,
(3) be more easily to update if geometrical changes do occur, and (4) would require much less data
and is therefore likely to be cheaper to establish. The physically-based rating curve is based on Man-
ning’s formula for steady uniform flow (Equation 2.3). In order to make a comparison to conventional
rating curves, Manning’s formula can be rewritten to a power-law function (Equation 2.4) whereby a
separation is made between a part that captures the geometry of the river (𝑎ኼ(ℎ−ℎኺ)፛) and a part that
accounts for slope and roughness (𝑎ኻ).

In order to test the hypotheses and fulfil the supporting objectives (Section 1.2), the research in-
cluded two months of fieldwork in the north-western Tete province of Mozambique. Here, as a guest
of HCB in Songo, the researcher collaborated with local parties HCB and ARA-Zambeze to perform
measurements on a set of tributaries to the Zambezi river. Eight rivers were visited in total of which
two the data was of insufficient quality and quantity to be used in further analysis (Chapters 4 and 5).
In addition, the visit to Songo was also meant to provide local staff with introductory training in the
proposed method for physically-based rating curve computation and the corresponding data collection
(Section 4.2).

A DJI Phantom 4 was used in combination with a third-party flight-planning software called Litchi to
collect the aerial imagery. Square wooden plates of 50 × 50 𝑐𝑚 with a 2 by 2 black and white chess-
board pattern were used as markers for the ground control points (GCPs). Litchi provides many options
for detailed flight-planning but its non-automated way-point based structure can be considered to be
somewhat cumbersome. In addition, when in a flight-mission, all manual control will be overruled mak-
ing it impossible to perform small manual adjustments without aborting the mission. The markers were
very clearly visible from high altitudes and could have even been a bit smaller to ease transportation.

A single grid flight path was flown perpendicular to the flow direction. Attempted image overlap was
80% in the forward direction, 60% in the sideways direction and the photogrammetry software Agisoft
Photoscan was used for digital elevation model (DEM) computation. All further analysis was done in
Python.
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The fieldwork was divided into two phases. During the first phase, a dumpy level with degree-circle
was used to set up a local grid-system (XYZ) of GCP locations and elevations. A lack of experience
resulted in insufficient measurements which led to some of the GCPs being excluded from further
processing. For the same purpose, during the second phase a dumpy level without degree-circle was
used for collection of elevation data and a 50𝑚measuring tape was used to set up a system of triangles
(Figure 3.6) for determination of GCP-location.

Both the two months in Mozambique and the preparative phase leading towards it have been a
period full of challenges and valuable lessons and has therefore been a very important part of this
study. The most important challenges and take-home messages include (also see Section 4.5):

1. Communication. Especially in the field, the language barrier proved to be a hampering force on
some occasions. It would have been advisable to have a detailed briefing on fieldwork activities
(before and after) in Songo/Tete where English-speaking personnel is able to help out.

2. Organisational. A mix of formal and informal agreements, combined with misplaced assump-
tions are likely to cause problems in general proceedings. Therefore, it is important to establish
clear lines of communication and make explicit agreements on roles and responsibilities in the
cooperative framework.

3. Knowledge and skills. Make sure to know which equipment is really available during the actual
data collection and how to work with this equipment by doing test-runs.

4. Environment and climate. A reconnaissance to the measurement area will really benefit the as-
sessment of environmental constraints such as dense vegetation or the presence of water and
dangerous wildlife. Climatic constraint are obviously hard to avoid entirely but one can use sea-
sonality to increase the change on favourable weather (and environmental) conditions.

Results have been produced for six different river-reaches: Rio- Duângua, Mucanha, Muze, Cherisse,
Capoche and Luia. The measurable areas on the sites of Rio Mucanha and Muze were both heavily
limited by dense vegetation on the riverbanks. Two factors seem to be of main influence to accuracy
of the DEM: coverage of the area by GCPs and the presence of tall vegetation. Absolute errors range
from 0.16 𝑚 (Mucanha) to 2.57 𝑚 (Capoche) in the XY direction and from 0.01 𝑚 (Luia) to 0.30 𝑚 (Muze)
in the vertical direction (Z). The relatively high 𝜀ፗፘ for Rio Capoche is assumed to be caused by the low
overall coverage of GCPs due to a high separative bank in the middle of the river (see Figure D.1j). See
Table 5.1 for a complete overview of DEM specifications. It can be concluded that a high resolution
elevation model can be computed showing very little relative error in both the horizontal plane (max
1.90%) and the vertical plane (max 3.65%). When Rio Muchanha and Muze are excluded due to their
excessive disruption by vegetation, these values decrease to a maximum relative horizontal error of
0.85% and a maximum relative vertical error of 1.34% (both for Rio Capoche).

Rating curves have been computed for the six tributaries. Because historical 𝑄-ℎ data (from ARA-
Zambeze) was only available for Rio Luia, only this river is used for analysing method performance.
Figure 5.2 shows reach average cross-section and the relation between a set of geometrical parameters
(𝐴, 𝑃 and 𝑅) with water level for this cross-section. The reach average cross-section is obtained by
averaging 2469 (in the case for Rio Luia) individual cross-section contained in the DEM. It can be seen
that non-uniformities are averaged out. The graphs show a clear separation between the main channel
and the floodplains, which stipulates the need for a compound rating curve as opposed to one single
𝑄-ℎ relation. The relation between stage (ℎ) and the conveyance (𝐶 or 𝐴𝑅Ꮄ/Ꮅ [𝑚Ꮊ/Ꮅ]) is used to capture
the geometry of the section in a power-law function (Equation 2.4 and Figure 5.3).

A lack of flowing water in the observed rivers gave rise to the need for an alternative way of quan-
tifying the 𝑎ኻ parameter depending on slope (𝑖) and bed-roughness (𝑛). When a constant water level
(𝑖 = 0) is assumed in the downstream direction (𝑌) of the reach, the conveyance should increase due
to an increasing water depth. Therefore, by plotting 𝐴𝑅Ꮄ/Ꮅ against 𝑌 and applying linear regression,
Ꮰᐺ/Ꮰᑐ can be determined for a certain constant stage. By enforcing a slope on the water surface, Ꮰᐺ/Ꮰᑐ
can be brought down to zero, which in theory corresponds to the situation for uniform-flow. Through
this iterative process, the theoretical ’local’ slope corresponding to uniform flow in the measured reach
can be established. For Rio Luia this resulted in slope of 𝑖 = 2.23 ⋅ 10ዅኽ ᑞ/ᑞ. This corresponds to
on-site observations and direct approximations based on the DEM. A compartive measure was formed
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by deriving the ’regional’ slope from ASTGDEM by looking at the elevation profile of a reach of 20 𝑘𝑚
around the measuring location. Table E.1 shows that even though the local and regional slopes are in
the same order of magnitude, the have about a factor two difference. This shows that the slope is likely
to be influenced by the water level (i.e. local slope will dominate low flows and regional slope will dom-
inate high flows) and stipulates the importance of (1) calibration or real time measurements of 𝑖 and (2)
the need to validate proposed method for slope calculation. Manning’s roughness coefficient had to be
calculated based on literature and was estimated to be 0.050 𝑠𝑚ዅᎳ/Ꮅ. Insufficient data led to not being
able to compute ℎኺ which is therefore equated to the lowest point of the cross-section, as is deemed
to be a good approximation for a channel-controlled section [10]. The final resulting physically-based
compound rating curve can be seen in Figure 5.6.

Due to a very unfortunate flaw in the obtained data, the elevation scale from the self-determined
local grid at the measuring site could not be linked to the elevation scale used for ARA-Zambeze’s
𝑄-ℎ data, thereby making it impossible to quantify rating curve performance based on the available
historical data. Performance is therefore qualitatively assessed by means of visual analysis and expert
judgement. However, as both ℎኺ-values where close to zero, it is deemed unlikely that the scale-
difference in elevation is very large. This gives reason to suggest the 𝑇𝑈-computed rating curve should
follow the same pattern as that of ARA-Zambeze. Especially in the the low flow regime as 𝑄-ℎ data in
the high flow regime is very limited in quantity and therefore reliability. Additional analysis is performed
to adapt the curve to the available discharge data by changing 𝑛, 𝑖, and their combined influence as 𝑎ኻ
(𝑛ዅኻ√𝑖). The initially computed rating curve (Figure 5.6) shows to overestimate flow compared to that
of ARA-Zambeze. However, taking into account parameter uncertainty, validity of the 𝑄-ℎ data and the
fact that cross-sections do not completely match it can be concluded that the physically-based rating
curve shows sufficient similarity with that of ARA-Zambeze’s to assume the validity of the method for
physically-based rating curve computation. Figure 5.7 shows the amount of change in 𝑛, 𝑖, and 𝑎ኻ that
is needed to fit the curve to the available 𝑄-ℎ data. When the computed slope is assumed correct,
the required increase in the roughness coefficient shows a somewhat unrealistic underestimation of 𝑛.
When the slope is decreased as well, the roughness shows to be underestimated by a value of about
0.02 for the main channel and 0.03 𝑠/𝑚Ꮃ/Ꮅ for the flood plain. A roughness coefficient of 0.07 𝑠/𝑚Ꮃ/Ꮅ

for a fairly clean main channel can still considered to be on the high side, leading to suggest that the
uncertainty in ℎኺ is also of significant influence. Overall, the fact that this method allowed for an easy
extension to the high-flow regime in the form of a compound equation is deemed to be an improvement
on a single curve as is used by ARA-Zambeze.

A sensitivity analysis is performed to quantify the influence of parameter uncertainty on rating curve
performance. Not taking parameter uncertainty into account, the 𝑏 exponent can be seem to have the
biggest influence on the shape of the rating curve. A more or less equal impact can be subscribed to 𝑛
and 𝑎ኼ, and changes in 𝑖 have a relatively low impact. Theory of error propagation is used to quantify
the relative contribution of the uncertainties in the parameter values (Table 5.4). The error in 𝑄 can be
seen to lie between 67% and 30% for the non-calibrated case but this decreases to values between
50% and 13% depending on water level. An important observation is that the uncertainty of ℎኺ has
a very big influence for low water levels (42% at ℎኻ) and becomes significantly lower at higher water
levels (4.2% at ℎኽ). Both 𝑖, 𝑎ኼ and 𝑏 have a relatively low contribution to the uncertainty in 𝑄 where
especially 𝑏 has a very minor contribution. This analysis shows that, in exception for very low-flows,
accuracy of the physically based rating-curve will benefit most from decreasing uncertainty in 𝑛. For low
flows, the major contribution to the error comes from uncertainty in ℎኺ. Relative to the other parameters,
ℎኺ remains to be of influence but this significantly decreases with increasing water level. Therefore,
another important observation to make is that in contrast to conventional rating curve computational
procedures, the physically-based rating curve shows an increasing accuracy for increasing water levels
due to the decreasing influence of the error in ℎኺ. This resolves the biggest flaw in conventional rating
curve computation, the decreasing predictive capability for high flows due to extrapolation of low flow
data.

Referring to the aim of this study with the underlying objectives and hypotheses (Section 1.2), the
overall conclusions are as follows. By means of using a simple commercial UAV and ground surveying
equipment, an accurate high-resolution elevationmodel of a river reach can bemade. This can however
be tempered by extensive vegetation. The elevation model can successfully be used to compute a
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physically-based (compound) rating curve that includes the high-flow regime. The ability to apply non-
linear regression in capturing the relation between stage and section geometry performs better than
applying linear regression on double-logarithmic 𝑄-ℎ data as is done in conventional methods. In
addition, when there is no flowing water in the river, the DEM can be used to calculate the theoretical
local slope corresponding to uniform flow conditions. The biggest overall limiting factor to accuracy
is the need to calibrate 𝑛 which requires at least one relevant flow measurement. For the low flows,
inaccuracy in ℎኺ also has a big influence. When the roughness coefficient can be calibrated, the error
in the physically based rating curve can be in the order of magnitude of 10% or less in the high flow
regime of the river. This is considered to be a huge improvement compared to extrapolated high
flow predictions in conventional rating curves. Updating of the rating curve can also be done with
higher accuracy. As the method does not exclude the need for flow measurements, applicability of the
proposed method is considered to have improved only slightly. However, the reduction of the needed
amount of 𝑄-ℎ data is of course beneficial. As this study has shown, a rough approximation of the
𝑄-ℎ relation can be made without flow-measurements, which might be sufficient for some applications.
Accessibility can not be considered to have improved as more equipment is needed when compared to
conventional rating practises. However, it is of course possible that the benefits that a more accurate
rating curve has on water resources planning, e.g. the ability to more accurately predict high flows, can
make it financially attractive to invest in the needed equipment. Recommendations include:

1. Additional research to optimize flight planning. This includes research on both the use of other
third-party software as well as specific characteristics like flight-speed, camera angle and flight-
path configuration.

2. Look into the use of open-source photogrammetry software such as ODM and if possible, use
more advanced surveying equipment to collect GCP data.

3. Collect discharge data at the end of the wet-season and collect the geometrical data somewhere
along the following dry-season. This way collection and processing of the geometrical data is
highly simplified and the discharge-measurement is still representable for the measured geom-
etry. This of course only makes sense for intermittent rivers or rivers that have a significant
difference in flow between wet and dry season.

4. Additional research to validate the proposed method for slope calculation based on Ꮰᐺ/Ꮰᑐ.

5. Additional research to (1) use the measured geometry to link the inundated area of a river reach
to discharge and (2) determine which satellite images are best suitable to accurately determine
either the inundated area of a given reach or the cross-sectional water-depth profile.

For more elaborate documentation on all recommendations, please consult Chapter 6.
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A
Fieldwork Data-forms

This Appendix shows a set of forms and tables that have been made to aid flight planning and data
collection. All have been made in Microsoft Excel and can be shared if wanted. Figures A.1 and A.2
present the data form used to collect all relevant information about the measuring location. Figure A.3
shows the form that is made to log the levelling measurements for GCP elevation and possibly location.
After collection, the information should be digitalised as soon as possible.

Figures C.3 to C.5 present a set of tables that are used for flight planning (See Section 3.2.2).
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Figure A.1: Site-form 1: General information
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Figure A.2: Site-form 2: Situation sketch
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Figure A.3: GCP data-form



B
Fieldwork Procedures

This appendix provides a document containing a general description of fieldwork procedures. It does
not alter from the information given in Chapter 3. Two forms that were already shared with HCB-staff
in the preparation phase of the fieldwork in Mozambique, are combined and improved based on the
findings of this study.

Here follows a description of the tasks that need to be performed when collecting the field data, as
well as important things to keep in mind when doing so. Most importantly, make sure you have enough
time and measure as accurate and precise as possible. It goes without saying that proper preparation
will result in better performance. Think about preparing flight-paths and making sure all UAV equipment
is fully charged and updated with latest software.

Needed materials
• UAV (e.g. DJI Phantom 4) with sufficient batteries and spare propellers

• Mobile phone or tablet with aerial surveying software (e.g. Litchi)

• Spatial referencing instrumentation (e.g. theodolite, level, (D)GPS, or a combination of these)

• Measuring-tape

• Markers / Ground Control Points (at least 10)

• Recommended: power-bank, calculator, stopwatch, clipboard, iPad/tablet (to write down data
digitally)

Workflow
Reconnaissance:
1. Reconnaissance of measuring location.

Explore the river for what would be the best section to perform measurements on. Note that river
flow will be estimated using Manning’s formula, which theoretically only holds for steady uniform
flow conditions, meaning no change in flow over time and uniformly distributed water depth over
the length of the reach. Therefore, it would benefit the measured section if conditions for uniform-
flow are achieved as much as possible. Keep in mind:

• Sections should be 100 – 300 meters long in order to get proper averages. Obviously a
reach of 300 meters is preferred above a reach of 100 meters. The longer the section, the
better the estimate of the slope will be.

• Out of reach of backwater-effects caused by e.g. river confluences, water off-take, big
changes in river profile/slope, and obstructions (e.g. bridges).

61



62

• A straight section would be most beneficial for easy processing of the results. So, no bends
if possible.

• The less trees and bushes, the better. High grass is also better to avoid but is easier to cut
away if needed. Avoid high reeds and also be aware of possible obstruction like power-lines.

• At least one dischargemeasurement needs to be available for the section in order to calibrate
the Manning’s coefficient.

Topographical survey part 1 - Measuring marker locations and elevations:
Alwaysmake sure that the (zero of the) gauge, if present, is included in the topographical survey.
If there is no gauge, install a fixed reference point that can be used to connect a gauge (and future
measurements) to (transferir a cota).

2. Read the water level on the (staff-)gauge.

3. Positioning of the markers/ground control points (GCPs).

• Some pre-testing has showed that the best way is to use markers that are square plates of
about 40x40 cm with 4 tiles of 20x20 (2 black and 2 white).

B W
W B

• A minimum of 10 markers should be used but more is better.
• Try to maximize putting markers on different height-levels in themain channel and floodplain.
• The markers should be spread out over the area as much as possible to minimize extrapo-
lation.

• Do not place markers in close vicinity of trees as this causes larger errors.
• Do not put markers on high grass. Very short grass does not seem to be a problem. If there
is a lot of high grass in the measurement area, it should be cut away as much as possible.

• If there is a steep and abrupt slope, place markers on both side of the edges.
• Placing markers along the edge of the waterline helps identify the waterline as this has
proven to be difficult to see in some cases.

• Use 2 markers to form a line normal to the flow direction and 2 for a line parallel to the flow
direction (e.g. by creating a 90∘ triangle using prepared pieces of rope). This will be helpful
when a local grid-system is to be set up.

4. Sketch the site including the markers for notation of location data, and start filling in the site-form
(Appendix A). Don’t forget to comment on the bottom-composition and vegetation.

5. Collect location and elevation data of the markers.
This can be done by means of spatial referencing instrumentation (e.g.: (dumpy) level, total sta-
tion, DGPS). One can also use a measuring-tape to create a system of triangles with known
distances. Use the data-form (Appendix A) and sketch to write down all information. The fol-
lowing procedure is recommended when using a levelling-instrument without a degree-circle for
elevation-measurements and a measuring-tape for distance measurements..

• Write down values for upper, lower, and middle indicator line.
• Let someone else DOUBLE-CHECK these values.
• The average value of the upper and lower line should equal the value of the middle line.
CHECK THIS RIGHT AWAY AND NOT AFTERWARDS. Use a calculator to make it easier
and faster.

• If correct, this checked middle value is the altitude value of the marker-point.
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• The difference (in cm) between the upper and the lower value is the distance to the marker-
point in meters. However, this distance is less precise than using a measuring-tape and
is therefore recommended to only be used to provide a method to check measuring-tape
measurements.

• Measure marker-to-marker distances with measuring-tape. Use sketch to write down infor-
mation.

Note: When the level needs to be re-located, make sure to measure at least 1 of the same
markers as from the previous level-location in order to link elevation measurements. When a
level with degree-circle is used, and the angles are used to determine GCP locations, at least 2
overlapping measurements are necessary. Again: Do not forget to include the staff-gauge in
the elevation measurements. When all markers are successfully included in the ground-survey,
they should remain on the exact same location until aerial photography is finished.

6. When present, measure the slope of the water surface. Make sure the distance over which slope
is measured is as long as possible. If there is still some water flowing, measure the water level
by for example putting a rock along the shoreline in such a way that its surface is equal to the
water surface. Do this at the beginning and the end of a section to make an estimate of the water
surface slope.

Topographical survey part 2 - Aerial image collection:
7. Prepare and/or fine-tune flight-plan. Important aspects of the flight-plan are overlap, altitude, GSD

and flight speed. Preferable this is done in advance as much as possible (Section 3.2.2 and
Appendix C). When the Litchi application is used, keep in mind that:

• Use either ”Auto” or ”Custom” for the ’heading’ in mission settings. Auto: the aircraft will
point towards the next waypoint. This is probably easiest. Custom: the aircraft will assume
the heading that you have to manually define for each waypoint.

• Make a flightpath by adding waypoints. In waypoint 1, set the adjustment of the gimbal-angle
to -80∘ as an action-point.

• Set the ’finish action’ in Litchi to ”RTH” (return to home) and the ’path mode’ to ”Straight
Lines” to make it fly in straight

• Switch controller to ”P” mode in order to fly the mission. While flying the mission, the drone
can not be adjusted manually. When in trouble, this can be interrupted at any time by
switching to ”S” mode.

8. Check camera settings. In general automatic camera settings will suffice, but it is important to
check this. It is recommended to shortly fly to the chosen altitude to verify lighting of the photos. If
the automated camera setting show a over- or under-lighted image, the settings can be adjusted
manually. When manual adjustment of the camera settings is required:

• ISO should be set to the lowest value because high ISO values will induce additional noise
to the images. (ISO indicates light-sensitivity of the camera; a lower value means a lower
sensitivity to light.)

• Aperture value should be high enough to result in sufficient focal depth. (Aperture refers to
the opening of the lens. It controls the amount of light passed to the camera sensor but also
controls the depth of the field. High aperture value means more of the picture will be sharp.)

• Shutter speed should be as high as possible to minimize blur.

9. Collect aerial images:

• Using RAW data for the photo-setting is better than JPG, as JPG compression may induce
unwanted noise to the images.

• Take images at the highest possible resolution.
• Fly in lanes perpendicular to flow-direction. Make sure all markers are properly visible and
not obstructed by people for example.
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• It is better to have too many photos than too few.
• Pay attention to the photo-interval.
• Additionally one can also fly in lanes parallel to flow direction to improve accuracy of the
DEM. This will however increase processing time.

10. Fill in flight-details on site-form 1.

Completion
11. Read the water level on (staff-)gauge at the end of data-collection.

12. Collect markers and any other material. When ground-survey is performed with a levelling device,
marker coordinates can be recorded with GPS while collecting them. These additional GPS
measurements can be used as a back-up and for geo-referencing. Note that in general with GPS
coordinates a lower accuracy is achieved than by using a level and/or a measuring-tape.



C
Flight Planning Example

This Annex should be regarded as an addition to Section 3.2.2. Figures C.3 to C.5 show a set of tables
(made in Excel) that can be used for flight planning, and it will provide an example in doing so. The
example is made for the measuring site at Rio Luia.

During flight planning all above mentioned aspects have to be considered in an iterative manner
and some parameters can only really be fine-tuned on site. Appendix A (Figures C.3, C.4 and C.5)
shows a set of tables that have been made to aid in this process. The iterative process includes:

(a) (b)

Figure C.1: Litchi online mission hub: https://flylitchi.com/hub.

1. Look at the size of the measuring site (Figure C.1a) to make an initial guess of the required flight
altitude. Personal experience has taught that for a river width of about 200 𝑚 an minimum altitude
of about 50 𝑚 is required.
We use an altitude of 45 𝑚 in this example.

2. Based on this altitude, determine themaximum distance between parallel flight lanes to safeguard
sufficient overlap of the images.
Figure C.2a shows this to be 31 𝑚 for an altitude of 45 𝑚. Note that the required sideways
overlap is 60%.

3. Using this max sideways distance, plan a flight route in Litchi to determine the total distance and
flight duration. This also requires assuming an initial flight speed that allows you to cover a section
of at least 200 𝑚 in length (for very wide rivers it might not be possible to cover 200 𝑚). Keep
battery life in mind in doing so. Personal experience has taught that speeds between 1.5 𝑚/𝑠
and 2.1 𝑚/𝑠 are usually a save guess.
Figure C.1b. A velocity of 6.1 𝑘𝑚/ℎ or 1.69 𝑚/𝑠 is used. Total distance is established to be
1.9 𝑘𝑚 with a flight duration of approximately 26 𝑚𝑖𝑛.
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4. Based on the flight speed and the GSD (corresponding to altitude), check which shutter speeds
can be used when staying above minimum GSD. If only very high shutter speeds (e.g. ኻ

ዀኾኺ to
ኻ

ኻኺኺኺ ) can be used it might be worth decreasing flight speed to allow lower shutter speeds to still
be applicable. Very high shutter speeds can only be used on sunny days.
Figure C.2a from Table C.3 shows the GSD to be 1.94 𝑐𝑚/𝑝𝑖𝑥 for the chosen altitude. In
Figure C.2b (Table C.4) it can be seen that for chosen flight speed, a shutter speed (SS)
of 1/400 𝑠 requires a minimum GSD of 1.27 𝑐𝑚/𝑝𝑖𝑥. Expected sunny weather did not give
cause to plan for the possibility of poor light-conditions leading to a SS less than 1/400 𝑠.
The GSD of 1.94 𝑐𝑚/𝑝𝑖𝑥 therefore meets the minimum requirements.

5. Settle on an assumable save flight altitude and flight speed and adjust Litchi flight plan accord-
ingly.
All requirements are met so no need for adjustments: 𝐻 = 45 𝑚 and 𝑣 = 1.69 𝑚/𝑠.

6. When on site and ready to fly, use DJI Go to bring drone to planned altitude and test auto camera
settings for shutter speed, ISO, and aperture to judge brightness of the image. When slightly
dark, the pilot can manually change these setting to try to improve the image. Keep in mind that
ISO should be as low as possible to reduce noise in the image. Bring the drone back afterwards.

7. Verify if the now applicable shutter speed and flight speed corresponds to a high enough GSD
with the planned flight altitude. If not, altitude or flight speed can still be adjusted in Litchi flight
plan to safeguard minimum GSD.
Local lighting conditions allowed a SS of 1/800 𝑠, therefore being well within the planned
limits of a SS of 1/400 𝑠. If the SS of less than 1/400 𝑠 would have been necessary for
properly illuminated photographs, the minimum GSD corresponding to that SS should
have been checked before flight, possibly leading to an adjustment of either altitude (to
increase GSD) or speed (to decrease minimum GSD)

8. When the flight plan is complete and the flight speed and altitude are final, determine the required
photo-interval to guaranty sufficient overlap in forward direction (80%).
Figure C.2c (Table C.5) shows that the required photo-interval for the chosen flight speed
and altitude is 6.9 𝑠. In practise this is rounded up to 7 𝑠.

9. Use Litchi to commence the flight and start taking photographs.
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(a)

(b)

(c)

Figure C.2: Flightplanning
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Figure C.3: Table to establish GSD and overlap-distance for a given altitude and speed.

Figure C.4: Table to establish minimum needed GSD for a given flight- and shutter speed.
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Figure C.5: Table to establish required photo interval for a given altitude and speed.



D
DEMs and Orthophotos

In addition to Section 5.1, this appendix displays the orthomosiacs and DEMs of the remaining rivers.

(a) Orthomosaic Rio Duângua (b) DEM Rio Duângua

Figure D.1: Images of the six processed river-reaches with downstream direction facing
downwards (colour-scale in meters). Chronologically ordered by time of measurements.

a, b: Rio Duângua
(cont. on next page)
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(c) Orthomosaic Rio Mucanha

(d) DEM Rio Mucanha

(e) Orthomosaic Rio Muze

(f) DEM Rio Muze

Figure D.1: Images of the six processed river-reaches with downstream direction facing
downwards. Chronologically ordered by time of measurements (colour-scale in meters).

c, d: Rio Mucanha - e, f: Rio Muze
(cont. on next page)
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(g) Orthomosaic Rio Cherisse (h) DEM Rio Cherisse

(i) Orthomosaic Rio Capoche (j) DEM Rio Capoche

Figure D.1: Images of the six processed river-reaches with downstream direction facing
downwards. Chronologically ordered by time of measurements (colour-scale in meters).

g, h: Rio Cherisse - i, j: Rio Capoche



E
GDEM-based Regional Slopes

This appendix shows the elevation-profiles derived from ASTGDEM Version 2 [21], together with the
regional slope based on a reach of 20 𝑘𝑚 around the measuring sites of the additional tributaries.
Graphs for Rio Luia can be seen in Figure 5.5.

Table E.1 shows an overview of the derived and computed slopes for all six processed tributaries.
Here, the overall slope reflects the slope over the full length of the tributary, the regional slope corre-
sponds with the slope derived from a reach stretching from 10 𝑘𝑚 up- to 10 𝑘𝑚 downstream of the
measuring site, and the local slope being calculated with proposed method using Ꮰᐺ/Ꮰᑪ and the com-
puted DEMs (Section 3.2.6). In general it can be seen that even though there is a difference of about
a factor 2 between the regional and the local slopes, the orders of magnitude do correspond. From
this set there is no obvious pattern of over- of underestimation of the local slope. This leads to suggest
that the slope based on the computed DEMs might be too local and longer stretches of the river are
needed for better slope estimation. This can also be seen by looking at the graphs, as the slope in
direct vicinity of the measuring point usually differs from the regional slope. However, these graphs do
have to be interpreted with caution as (1) the GDEM they are based on only has a resolution of about
30 𝑚 and (2) the (RMSE) of the GDEM-data is known to be in the range from 7 up to 25 𝑚 [21] [3]. The
local slope might be representable for very low flow conditions in the processed reach, but for higher
flows the water surface will probably tend towards the derived regional slope.

River Overall Slope (⋅10ዅኽ) Regional Slope around MS (⋅10ዅኽ) Computed Local Slope at MS (⋅10ዅኽ)
Duângua 5.70 5.16 2.21
Mucanha 3.83 2.40 5.96*
Muze 2.96 2.97 5.96*
Cherisse 4.91 2.62 6.07
Capoche 3.52 2.02 1.09
Luia 3.47 1.32 2.23

Table E.1: Overview of difference in slope calculation, MS = Measuring Site. *These computed values were known to be very
inaccurate.
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(a) Full length of the river. (b) ±ኼኺ ፤፦ around the measuring site

Figure E.1: Elevation profile of Rio Duângua based on ASTGDEM and local slope around
measuring site.

(a) Full length of the river. (b) ±ኼኺ ፤፦ around the measuring site

Figure E.2: Elevation profile of Rio Mucanha based on ASTGDEM and local slope around
measuring site.
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(a) Full length of the river. (b) ±ኼኺ ፤፦ around the measuring site

Figure E.3: Elevation profile of Rio Muze based on ASTGDEM and local slope around
measuring site.

(a) Full length of the river. (b) ±ኼኺ ፤፦ around the measuring site

Figure E.4: Elevation profile of Rio Cherisse based on ASTGDEM and local slope around
measuring site.
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(a) Full length of the river. (b) ±ኼኺ ፤፦ around the measuring site

Figure E.5: Elevation profile of Rio Capoche based on ASTGDEM and local slope around
measuring site.



F
Errors of Ground Control Points

Here, Photoscan’s error calculation of the GCPs is presented per measured tributary. The photogram-
metry software calculates the RMSE of the GCPs in both X, Y and Z directions of the 3D model. The
error is based on the difference between the location/elevation assigned to the GCP by the modeller
and the location/elevation calculated by the program. Z error is represented by ellipse color. X,Y errors
are represented by ellipse shape. Estimated GCP locations are marked with a dot or crossing.
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(a) Graphical presentation

(b) Quantitative presentation

Figure F.1: GCP errors for Rio Duangua
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(a) Graphical presentation

(b) Quantitative presentation

Figure F.2: GCP errors for Rio Mucanha

(a) Graphical presentation

(b) Quantitative presentation

Figure F.3: GCP errors for Rio Muze
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(a) Graphical presentation

(b) Quantitative presentation

Figure F.4: GCP errors for Rio Cherisse
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(a) Graphical presentation

(b) Quantitative presentation

Figure F.5: GCP errors for Rio Capoche
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(a) Graphical presentation

(b) Quantitative presentation

Figure F.6: GCP errors for Rio Luia
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