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A B S T R A C T   

The interface method is a well established approach for predicting melting points of materials using interatomic 
potentials. However, applying the interface method is tedious and involves significant human intervention. The 
whole procedure involves several successive tasks: estimate a rough melting point, set up the interface structure, 
run molecular dynamic calculations and analyze the data. Loop calculations are necessary if the predicted 
melting point is different from the estimated one by more than a certain convergence criterion, or if full melting/ 
solidification occurs. In this case monitoring the solid–liquid phase transition in the interface structure becomes 
critical. As different initial random seeds for the molecular dynamic simulations within the interface method 
induce slightly different melting points, a few ten or hundred interface method calculations with different 
random seeds are necessary for performing a statistical analysis on these melting points. Considering all these 
technical details, the work load for manually executing and combining the various involved scripts and programs 
quickly becomes prohibitive. To simplify and automatize the whole procedure, we have implemented the 
interface method into pyiron (http://pyiron.org). Our fully automatized procedure allows to efficiently and 
precisely predict melting points of stable unaries represented by arbitrary potentials with only two user-specified 
parameters (interatomic potential file and element). For metastable or dynamically unstable unary phases, the 
crystal structure needs to be provided as an additional parameter. We have applied our automatized approach on 
fcc Al, Ni, dynamically unstable bcc Ti and hcp Mg and employed a large set of available interatomic potentials. 
Melting points for classical interatomic potentials of these metals have been obtained with a numerical precision 
well below 1 K.   

1. Introduction 

The melting point of a material is a highly relevant quantity. For 
example, it is one of the key quantities in searching for high-temperature 
stable refractory materials [1,2]. In contrast to material quantities, such 
as elastic constants or lattice constants, the melting point is not only 
numerically but also computationally much harder to compute. The 
method to determine the melting point at constant pressure is by finding 
the temperature at which the Gibbs energy of the solid and liquid phase 
are equal. There are two popular approaches for calculating the melting 
point. One is the free energy approach [3], which needs to explicitly 
calculate the Gibbs energies of the solid and liquid phase, e.g., by using 

thermodynamic integration. The melting point is then determined by the 
crossing point of solid and liquid Gibbs energies. An alternative 
approach simulates solid and liquid coexistence and is known as the 
interface method [4] (also called “coexistence approach”). These two 
approaches were originally introduced and carried out with classical 
interatomic potentials. The corresponding potentials were either fitted 
to the experimental data or data from ab initio calculations. Calculations 
based on empirical potentials are generally very efficient even for large 
systems and long simulation times. However, the accuracy of the 
computed melting temperature strongly relies on the quality of the 
interatomic potentials. To simulate both the liquid and the solid phase 
with a single potential a high transferability of the potential is critical. 
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Thus, utilizing parameter-free ab initio calculations based on these two 
approaches has become highly attractive to determine melting temper-
atures of materials. For example, based on the interface method Alfè 
proposed either to use an on-top ab initio free energy correction to obtain 
the required accuracy [5], or to directly perform the interface method 
with ab initio calculations [6]. Another recent development is the 
interface pinning (IP) method proposed by Pedersen et al. [7]. The basic 
idea of this method is to compute the average force required to pin the 
interface of a two-phase system via a harmonic bias potential. This 
approach was validated with a Lennard-Jones model and later applied to 
calculate the melting temperatures of Na, Mg, Al and Si from ab initio. A 
very recent approach based on the free energy method is the TOR-TILD 
methodology (Two-Optimized Reference Thermodynamic Integration using 
Langevin Dynamics) [8,9]. It has been applied to calculate the melting 
properties of Al, Cu and Ni. Even though these methodologies provide ab 
initio accuracy, they generally require expensive computing power and 
expert user knowledge. Therefore, for scientists who want to select an 
empirical potential for their specific materials and are interested in the 
melting temperature represented by this potential, or for those who aim 
to construct interatomic potentials with good performance on high 
temperature melting properties, the conventional interface method 
using an interatomic potential is the method of choice and widely used 
due to its implementational simplicity, numerical efficiency and its 
straightforward theoretical background [10,11]. 

The basic principle of the interface method is to find the temperature 
at which solid and liquid coexist in thermodynamic equilibrium. During 
the simulation the interface between the solid and liquid acts as the 
nucleation site for melting or solidification. If the temperature of the 
system is slightly below the melting point, part of the liquid phase will 
tend to solidify and generate some heat which will heat up the system to 
the melting point. Vice versa, if the temperature of the system is above 
the melting point, part of the solid phase will absorb some heat and tend 
to melt, which will cool down the system to the melting point. Simul-
taneously, the pressure of the system will also tend to equilibrate and the 
whole system will quickly evolve to an equilibrium phase. 

However, applying the interface method in practical calculations is 
not straightforward. The procedure of how to apply the interface 
method simulation has been documented, e.g. in the user guide of 
KISSMD (Kinetic Simulation System based on molecular dynamics) [12]. 
Many computational steps and technical details need to be carefully 
executed. Fig. 1 shows the workflow of the interface method. It com-
prises the following steps: 1) prepare a sample and estimate a rough 
melting point, Tm

e , 2) set up the interface structure under Tm
e , 3) suc-

cessively perform molecular dynamic (MD) simulations with the ca-
nonical ensemble (NVT) and the micro-canovical ensemble (NVE) at Tm

e 
on the interface structures under different strains (here normal strain 
perpendicular to the interface is performed while keeping the interface 
area unchanged), and 4) predict the melting point by extracting the 
temperature–pressure dependence from the NVE simulations on the 
strained interface structures, where the temperature at P = 0 GPa is the 
predicted melting point, Tm

p . Besides these successive steps, there are a 
few obstacles that hamper the manual application of the interface 
method. First, during the MD simulations full solidification or full 
melting has to be avoided. This is achieved by monitoring the interface 
structures. If full solidification/melting occurs, the procedure from step 
2) to 3) needs to be repeated with a higher/lower estimated tempera-
ture. Second, if the difference between the predicted melting point, Tm

p , 
and the estimated melting temperature, Tm

e , is larger than a certain 
convergence criterion, a further loop from step 2) to 4) needs to be 
performed with a new temperature estimate Tm

e =Tm
p . The loop is 

continued until the criterion is reached. Third, as loop calculations 
cannot be avoided, providing a good first estimate in step 1) is critical to 
reduce the number of loops. Fourth, as the predicted melting point is 
extracted from the temperature–pressure dependence, to obtain a high 
numerical precision of the computed melting point it is crucial to ensure 
that the temperatures and pressures during NVE simulations are fully 
converged. Therefore, it is mandatory to permanently monitor the 
temperature and pressure convergence as function of the number of MD 
steps. Finally, to guarentee statistically converged results the MD sim-
ulations need to be performed with different initial random seeds to 
provide different initial atomic velocities. These small differences result 
in small changes in target quanlities such as the solid–liquid volume 
ratio or melting points. 

Considering all these technical details, having to manually set up the 
interface structure, perform the calculations and do the analysis, results 
in a work load that is not feasible for routine or high-throughput cal-
culations. To speed up the application of the interface method, the whole 
procedure needs to be optimized and automatized. pyiron [13] is an 
integrated development environment (IDE) for computational material 
science. It is specially designed to automatize such routine tasks. pyiron 
allows to interactively implement and test simulation protocols and it 
provides all necessary tools to enable rapid prototyping of complex 
simulation protocols. We have therefore implemented the interface 
method in pyiron and applied the automatized procedure on fcc Al, Ni, 
bcc Ti and hcp Mg. To test the performance and robustness of the 
approach we consider three conceptually very different potentials. One 
is a “standard” embedded atom model (EAM) from literatures [14,15] 
(referred to as “litEAM” in the present work). The litEAM has high 
transferability and is well fitted to most of the important properties such 

Fig. 1. Schematic representation of the various steps that have to be performed 
in the interface method. If the difference between the predicted and the esti-
mated melting point, |Tm

e - Tm
p |, is larger than the convergence criterion Δ1, a 

further loop over Step 2 to 4 using the newly estimated melting point, Tm
e =

Tm
p , is necessary. If the entire cell becomes either completely solid or liquid in 

Step 3, the estimated melting point needs to be increased/decreased by Δ2 and 
a new loop using this newly estimated melting point is performed. For the 
calculations in the present study we use Δ1 = 1 K and Δ2 = 0.05 × Tm

e . 
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as lattice parameters, cohesive energy, elastic moduli, melting temper-
ature and laten heat. A second interatomic potential is a moment tensor 
potential (MTP) [16] which is a class of machine-learning potentials and 
recently shown to perform best among different machine-leaning 
models [17]. A third interatomic potential is a set of EAM potentials 
only fitted to the free energy of solid phase and has low transferability 
(referred to as “TOR-TILD potential” as it is specially designed for TOR- 
TILD method [8,9]). The predicted melting points for these interatomic 
potentials are provided in Section 3. Note that our fully automatized 

approach allows to predict the melting point of any given interatomic 
potential with a very high numerical precision but not necessarily with 
high accuracy. Accuracy is about the closeness of the predicted melting 
temperature to the experimental value, which is solely a consequence of 
the quality of the potential, not of our approach. In the following we will 
introduce the implementation of the interface method in pyiron. 

2. The interface method in pyiron 

In order to achieve a high computational efficiency we follow the 
workflow outlined in the user guide of KISSMD [12] except if otherwise 
noted. A critical part of our procedure is that all tasks can be automat-
ically performed and linked without the need to manually address the 
technical details. The general strategy for performing the interface 
method in pyiron is mapped into 4 steps as shown in Fig. 1. Within each 
step the challenges with respect to manually performing the calculations 
and how we address them are given in detail. 

Step 1: Prepare a solid sample N ×N ×N as shown in Fig. 1 and 
roughly estimate a melting point, Tm

e , based on this solid sample. Here N 
is the supercell size. In the case of a fcc structure, if N = 10, the number 
of atoms in this supercell is 4000. 

As mentioned in the introduction, getting a good approximate value 
of Tm

e is critical to make the approach computationally efficient. If Tm
e is 

much lower than the real melting point of the potential, full solidifica-
tion may occur. Opposite, a much higher Tm

e results in full melting. 
Therefore, a good estimate allows to dramatically reduce the number of 
loops. A common approach to obtain a first estimate is by heating up the 
solid and cooling down the liquid, respectively. Due to the absence of 
nucleation seeds in the solid/liquid, overheating/overcooling occurs. 
For example, for fcc Al with the TOR-TILD potential [9], by heating up a 
solid (using the prepared solid sample with 4000 atoms) from 450 to 
1100 K and cooling down a liquid (using the last snapshot from the 
heating procedure) from 1100 to 450 K in temperature steps of 10 K with 
a simulation time of 20 ps (a timestep of 2 fs is used), the overheating 
transition point is ∼1040 K and the undercooling one ∼500 K. The 
actual melting point lies between these boundaries. A rough initial es-
timate is the arithmetic average of ∼770 K. Even this rough estimate is 
computationally expensive. Performing the heating/cooling procedure 
requires 66 MD simulations with the isothermal-isobaric ensemble 
(NPT) and each simulation runs 10 000 MD steps. 

To reduce computer time as well as human effort, we implement an 
automatic approach to determine a rough melting point of the corre-
sponding interatomic potential. The procedure is outlined in Fig. 2 (a). 
The underlying concept is straightforward and based on the idea of 
quicksort. Given a start temperature window Tlow and Thigh, perform NPT 
MD simulations on the prepared solid sample (N ×N ×N) using Tlow and 
Thigh, separately. The relaxed structure from Tlow is called ”Sample 1” and 
that from Thigh called “Sample 2”. To identify the solid–liquid transition in 
the samples the common neighbour analysis (CNA) [18] detector in 
OVITO [19] is used. If both samples remain in the solid phase, the real 
melting point is higher than Thigh, the temperature window is updated by 
Tlow=Thigh, and Thigh=Thigh+(Thigh-Tlow); if ”Sample 1” remains in the solid 
phase and “Sample 2” changes into the liquid phase, then the real melting 
point is inside the current temperature window and the temperature 
window will be narrowed down by Tlow=Tlow+(Thigh-Tlow)/2, and 
Thigh=Thigh; if both samples change into the liquid phase, the real melting 
point is lower than Tlow, the temperature window is updated by 
Tlow=Tlow-(Thigh-Tlow)/2, and Thigh =Tlow. Using the newly assigned lower 
and upper temperatures Tlow and Thigh, a NPT simulation will be per-
formed again on the solid sample. The iteration will stop until the tem-
perature window is smaller than a certain criterion Δ, e.g., 10 K. In our 
automatized procedure, Tlow = 0 K and Thigh = 1000 K are assigned as the 
initial temperature window. This choice has been tested and proved to 
work well in all considered cases. The advantage of the assignments is that 
it is independent of the specific material and converges rapidly with a step 

Fig. 2. (a) Schematic diagram of the automatized procedure for generating the 
first estimate of the melting temperature, Tm

e . (b) Convergence of the temper-
ature windows between Tlow and Thigh when applying this approach. As an 
example, fcc Al with the TOR-TILD potential [9] has been used. The threshold 
temperature window between the lowest and highest temperature limit is 
Δ = 10 K. The estimated melting point is ∼898 K. 
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width of Thigh-Tlow or (Thigh-Tlow)/2. The reason to choose 0 K as the initial 
Tlow is that the structure at this temperature is in a solid phase, i.e., a 
significant calculation is not needed. For the initial Thigh, no benefit has 
been found by giving a more material specific temperature, such as e.g., 
the experimental melting temperature. In contrast, when using a material 
specific value the user needs to pay additional effort to compute it or 
search for it. 

To analyze the efficiency of our automatized approach we use fcc Al 
with the TOR-TILD potential as an example. The first estimate from our 
automatized approach is ∼898 K. To obtain this rough melting point 
only 8 NPT simulations on the solid sample are necessary (Fig. 2(b)). 
Comparing to the common approach where 66 NPT simulations are 
needed for the heating/cooling procedure, the computational efficiency 
is significantly improved. This step can be skipped if the user knows the 
approximate melting point of the interatomic potential. 

Step 2: The procedure of the interface method reported in Ref. [12] 
suggests to separately prepare the solid and liquid samples and to bring 
the two samples together to set up the interface structure only in a 
second step. With this approach the solid and liquid structures are 
formed separately so that atoms in the interface region are far away from 
their relaxed configurations. Thus, an extended equilibration is needed. 
To reduce the equilibration time we construct an initial interface 
structure where all atoms are close to their equilibrium configuration. 
For this purpose we double the solid sample from Step 1 in z direction 
(N ×N × 2N) and perform NPT MD simulation on it with Tm

e from Step 1. 
During the simulation an isotropic relaxation is performed and at the 
end of the simulation the full structure still remains in the solid phase. 
Afterwards, we keep one half of the structure as solid by applying se-
lective dynamics. The other half is heated up by doing NPT simulation at 
much higher temperature, e.g., Tm

e + 1000 K, in order to trigger the 
liquid phase. Once the liquid phase is formed, a NPT simulation is per-
formed at Tm

e with the atoms in the solid part still fixed. During this 
simulation an anisotropic relaxation is applied, i.e., only the z direction 
of the supercell (normal to the interface) is allowed to change its size 
while the lateral cell-dimensions are kept fixed. At the end of Step 2, an 
interface structure between the solid and the liquid phase has been 
established. Fig. 1 shows a snapshot of the interface structure for fcc Al. 
It should be noted that this interface structure still needs further relax-
ation to reach full equilibration. 

Step 3: Apply different strains (generally 21 strains between − 1.0% 
and +1.0% are applied, however, a large strain range ±5.0% is used for 
the first few loops, details see Step 3.1) along the direction perpendic-
ular to the interface and keep the lateral supercell dimensions fixed. 
Perform NVT simulations on various strained interface structures with 
Tm

e in order to relieve the local stress induced during setting up the 
interface structure and the additional tension introduced by the applied 
strain. After relieving the stress NVE MD is successively performed. The 
temperature and pressure of each strained interface structure are ob-
tained by time averages over the equilibrated (typically last few thou-
sand) MD steps. 

Step 3 is the central part of the interface method. This step involves 
most of the obstacles which make manually performing these calcula-
tions challenging. We have identified and implemented four algorithmic 
features in this step. They solve the issues and speed up the calculations 
without sacrificing final numerical precision. They are decomposed into 
Step 3.1 to Step 3.4. 

Step 3.1: Even though Step 1 automatically provides a good estimate 
of the melting point, it still can be off by a few 100 K from the final 
(converged) melting temperature. Thus, an iterative approach running 
over several loops is applied. To balance computational efficiency and 
precision, different sets of parameters are applied for the MD 
simulations. 

For the first few loops (first stage), a coarse parameter set (2 fs, 25 
000, ±5%) is used. The three parameters in the parentheses respectively 
refer to the timestep, the number of MD steps and the applied strain 

range on the interface structure. The reason for initially applying a 
rather large strain range is that we are interested in predicting the 
melting temperature at P = 0 GPa. However, as shown in Fig. 3 using fcc 
Al with the litEAM potential [14] as an example, the strain at P = 0 GPa 
is − 3.0%. For the next loop our algorithm centers the strain interval 
around this value. In the subsequent loops the center point is updated. In 
almost all cases it becomes constant after only one or two loops. Note 
that in the following strain-related figures the strain is shifted so that the 
strain at P = 0 GPa becomes zero. The rescaled pressure-strain depen-
dence of Fig. 3 is shown in Fig. 6(b). In Fig. 3 the pressures along x, y, z 
directions are plotted as pxx, pyy and pzz, respectively. As the strain is 
applied along z direction, pzz is more sensitive to the strain change than 
pxx and pyy. However, all of them turn to zero at the same strain value 
− 3.0%. Therefore, the mean value of pxx, pyy and pzz, i.e., pmean, is used 
for discussing the temperature–pressure dependence (see Fig. 3). 
Another point that needs to be addressed is that the interface structure 
under a large strain normally requires a long simulation time to reach 
full convergence. For example, the interface structure (8000 atoms) at a 
strain of 4.5% in Fig. 6(b) needs at least 40 ps to reach convergence. That 
means, using a timestep of 1 fs a minimum of 40 000 MD steps would be 
required to reach equilibrium. To improve the computational efficiency 
without sacrificing numerical precision at this stage, we apply a large 
timestep of 2 fs and reduce the number of MD steps (e.g., 25 000). 

During the second stage of the loop calculations, the parameter set 
(2 fs, 20 000, ±1%) is used. For a small strain range between − 1.0% and 
+1.0%, the number of MD steps can be reduced (e.g., 20 000) compared 
to the one needed for a larger strain. Also for equilibrating the structure 
a timestep of 2 fs is found to be sufficient. 

For the final stage, a high convergence parameter set (1 fs, 50 000, 
±1%) is used to ensure a high precision of the predicted melting 
temperature. 

The switching between the different stages is controlled by carefully 
chosen rules. For example, if the last predicted melting point falls in the 
temperature window determined from the last loop, the parameter set 
will be updated to the next stage. Otherwise, if the predicted melting 
point is not in the new temperature window, the calculation parameters 
remain unchanged. 

Step 3.2: As mentioned in the introduction, it is critical to ensure 
that the temperature and pressure averages attained from the NVE 
simulations are fully converged. Within each loop calculation, 21 NVE 

Fig. 3. Pressure-strain dependence obtained in the first loop at temperature 
Tm

e = 898 K. Fcc Al with the litEAM potential [14] has been used. pxx, pyy, pzz 
are the pressure along x, y and z direction, respectively. pmean is the mean value 
of pxx, pyy, pzz. The strain of the interface structure at P = 0 GPa, marked as 
the red dot, is − 3.0%, i.e., markedly different from zero. To predict the melting 
point at P = 0 GPa with the interface method, the range of strain values should 
be localized around this point. Therefore, in the next loop calculations the 
strain range will be updated by applying − 3.0% as center point. The abnormal 
behavior of the last 7 data points is discussed in Step 3.3. 
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simulations are generally performed. For example, if 5 loops are 
necessary to provide a final prediction of the melting point, 5 × 21 
calculations need to be analyzed in order to discard unconverged data 
points. In our automatized procedure the time evolving of temperature/ 
pressure for all loop calculations is automatically monitored. The 
convergence of each strained interface structure is thus easy to obtain, as 
shown in Fig. 4. 

Step 3.3: To avoid full solidification/melting the algorithm needs to 
monitor the strained interface structures during NVE simulations. If it 
happens, the corresponding data points are filtered out for the subse-
quent data analysis. Kernel density estimation (KDE) is a powerful non- 
parametric technique to estimate densities. Common neighbour analysis 
(CNA) [18] is an algorithm designed to characterize the local structure 
environment. Here we combine both techniques. Specially, we use the 
KDE module from scikit-learn [20] and CNA within OVITO [19]. This 
combined approach allows us to accurately resolve the solid–liquid 
boundary at the atomic scale. During the simulation each strained 
interface structure can be plotted with atoms labeled by different colors 
(liquid: blue, BCC: orange, FCC: green, and HCP: red), as shown in Fig. 5 
(a). The corresponding kernel density score along the z direction of the 
interface structure is provided in Fig. 5(b). The solid–liquid volume ratio 
in this strained interface structure is given in the legend. We use a vol-
ume ratio of 0.25 (25%) as the threshold for eliminating the full liquid/ 
solid, i.e., if the solid/liquid phase is less than 25%, the interface 
structure will be regarded as full liquid/solid. Such cases are filtered out 
by the automated data analysis. The solid–liquid volume ratio as func-
tion of strain is plotted for all strained interface structures (Fig. 6(a)). 
One can see in Fig. 6(a) that the first interface structure has a strain 
∼− 2.0% and contains more than 75% of solid phase. This strain state is 
thus removed in the data analysis. 

Except for the first interface structure, the volume ratios of all other 
interface structures are within the “safe” region, 0.25–0.75, as shown in 
Fig. 6(a). That means they are in the solid–liquid coexistence phase. 
However, we found that in some cases, i.e., under large strains, even 
though the volume ratio is well located in the “safe” region, the 
dependence of the solid–liquid volume ratio as function of strain be-
haves abnormal. An example is shown in Fig. 6(a) for strains larger than 
+5.0%. In this strain regime also the pressure-strain dependence shows 
an abnormal nonlinear behavior (Fig. 6(b)). We therefore carefully 
analyzed the respective interface structures. We find that under larger 
tensile strain some atoms in the interface structure move apart and form 

void-like structures. The presence of these voids misguides the detection 
algorithm resulting in incorrect melting points. To overcome this issue, 
we apply a Voronoi analysis to calculate the void volume of each atom in 
the interface structure. The dependence of void volume on strain is 
plotted in Fig. 6(c): the orange dot is the maximum void volume, Vmax

void, 
the black dot is the mean void volume, Vmean

void , and the black dashed line is 
2 × 1

n
∑

Vmean
void , where n is the number of the strained interface structures, 

i.e., 21 for the current loop calculations. We find that Vmax
void is generally 

below the black dashed line. However, once the applied strain exceeds 
the elastic deformation limit, it shifts substantially above the black 
dashed line. 

A detailed analysis revealed that this shift is a clear indication of 
voids forming in the liquid part of the interface structure. By applying 
this automatized algorithm interface structures containing voids can be 
easily detected. This is shown in Fig. 6(c) for strains between 5.0% and 
8.0%. Fig. 6(d) shows an example of an interface structure with a void. 
This interface structure corresponds to the blue dots in Fig. 6(a)–(c). 

In summary, to capture the melting point with high numerical pre-
cision, three mechanisms need to be carefully monitored: (i) ratio be-
tween solid and liquid phase, (ii) pressure-strain dependence and (iii) 
void volume, see Fig. 6(a)–(c). Monitoring these quantities provides a 

Fig. 5. (a) Two-dimensional snapshot of the (xz) interface structure. The green 
marks represent the solid fcc phase and the blue ones the liquid phase. (b) 
Kernel density score of the solid phase (blue line) along the z direction of the 
interface structure. The red line marks the threshold that defines the solid/ 
liquid interface. The phase below/above the red line is detected as the liquid/ 
solid. The two vertical black dashed lines mark the border between the solid 
and the liquid phase. Ratio 0.43 means that 43% volume percent remain in the 
fcc solid phase. The example shown here is for fcc Al with the litEAM potential 
[14] at strain +1.0% and T = 926 K. (For interpretation of the references to 
color in this figure legend, the reader is referred to the web version of 
this article.) 

Fig. 4. Monitoring the temperature convergence as function of the MD steps 
during an NVE simulation. The example shows fcc Al with the litEAM potential 
[14] at strains +0.9%, − 0.1% and − 0.9% and temperature T = 926 K. The re-
sults are taken from the final loop. The black vertical dashed line indicates the 
MD step at which the time average over temperatures starts. The horizontal 
dashed lines give the mean temperatures over the last 10 000 MD steps. As a 
comparison, the (non-equilibrated) temperature averages over the first 10 000 
MD steps are given (dotted lines). 
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)b()a(

(c)

(d)

Fig. 6. (a) Solid–liquid volume ratio as function of strain. The black dashed line marks the region where the solid and liquid phases coexist in an equal volume ratio. 
The red dashed lines mark the threshold for filtering out full solid (0.75) and full liquid (0.25). In the chosen example the first dot has a value larger than 75%. 
Therefore, this interface structure is detected as a full solid phase and skipped from the data analysis. (b) Pressure-strain dependence obtained from the strained 
interface calculations. Note that the pressure-strain dependence becomes abnormal for strains larger than +5.0%. (c) Maximum void volume (orange dots), Vmax

void, as 
function of strain. The black dots mark the mean value of the void volumes for a given strain value, Vmean

void . The black dashed line is the average over all strain values, 
2 × 1

n
∑

Vmean
void , where n is the number of the strained interface structures. (d) Interface structure with a void. The void is marked by a blue circle. The blue dot shown in 

(a), (b) and (c) corresponds to this structure. Inset: Plot of the filtered data. The results shown here are from a fcc Al calculation with the litEAM potential [14] at 
T = 898 K (first loop). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 

(a) (b)

Fig. 7. (a) Temperature–pressure dependence from the last loop. The solid line is linear fit of the data points. In the legend the number left to the arrow is the 
estimated melting point, Tm

e . The one to the right is the predicted melting point, Tm
p . (b) Convergence of the predicted melting point as function of the number of 

loops. The black dot is the predicted melting temperature Tm
p . The red one is the estimated melting temperature Tm

e . The grey vertical arrow from Tm
e →Tm

p marks one 
loop. The black horizontal arrow indicates that the previous predicted melting point is used as the estimated melting point for the next loop. The inset enlarges the 
temperature difference between Tm

p and Tm
e from loop 4 to loop 7. In both (a) and (b) the red star is the final predicted melting point from the last loop (blue dots in 

(a)). The results shown here are for fcc Al with the TOR-TILD potential [9]. (For interpretation of the references to color in this figure legend, the reader is referred to 
the web version of this article.) 
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firm basis to automatically discard unphysical data points such as full 
solid/liquid data points or interface structures with voids. 

Step 3.4: It may happen that all strained interface structures turn 
into full liquid/solid, i.e., all data points will be filtered out by Step 3.3. 
In this case, the estimated melting temperature needs to be decreased/ 
increased and Step 2 and Step 3 need to be recalculated with the newly 
estimated melting point. The automatized interface method easily 
handles this complex situation by automatically detecting structures, 
making a decision for decreasing or increasing the estimated tempera-
ture and performing a new loop calculations with the newly estimated 
temperature. Decreasing/increasing the temperature by 5% with respect 
to the previous estimated melting temperature worked well for all 
considered cases. 

Step 4: Predict the melting point Tm
p from the temperature–pressure 

dependence obtained from Step 3 and compare it with the estimated 
melting point Tm

e , see Fig. 1. If the difference between Tm
p and Tm

e is larger 
than the convergence criterion (1 K is used for all the simulations in the 
present work), repeat the loop from Step 2 to Step 4 with the newly 
predicted melting point (Tm

e = Tm
p ) until the difference reaches this 

criterion. 
At the end of Step 4, a final melting point at P = 0 GPa is obtained 

from the temperature–pressure dependence of the last loop, as shown in 
Fig. 7(a) for fcc Al with the TOR-TILD potential [9]. The estimated 
melting point Tm

e for this loop is 821.6 K and the predicted melting point 
Tm

p 821.8 K. The difference is 0.2 K and smaller than the given conver-
gence criterion 1 K. Therefore, the loop is terminated. The obtained final 
melting point is marked by the red star in Fig. 7 (a). The procedure and 
the parameters outlined above guarantee a smooth convergence of the 

predicted melting points, Tm
p and Tm

e . A representative example is shown 
in Fig. 7(b). To better follow the convergence towards the end Fig. 7(b) 
shows a zoom-in of temperature difference between Tm

p and Tm
e from 

loop 4 to 7. 
After going from Step 1 to Step 4, a single predicted melting point is 

obtained from one initial random seed, for example, 821.8 K for fcc Al 
with the TOR-TILD potential, the red star in Fig. 7. As mentioned in the 
introduction, using different initial random seeds results in small 
changes in the solid–liquid volume ratio and then in the predicted 
melting point. This is a finite time effect. Therefore, the algorithm has to 
run over a large number of calculations with different initial random 
seeds to perform a statistical analysis and obtain error bars. 

The detailed outline of the various steps clearly shows that manually 
applying the interface method to predict melting points with high nu-
merical precision is not feasible on a routine or high-throughput basis. 
Thus conventionally often rather rough convergence criteria (in the 
order of a few 10 K) are used to reduce the manual work load. With our 
fully automatized procedure even a criterion of 1 K can be easily 
attained. 

3. Results and discussions 

We have implemented, benchmarked and executed the highly 
automated interface method in pyiron (see details in Appendix A). In 
this fully automatized approach the crystal structure is automatically 
linked to the stable phase of the chemical element. Therefore, for stable 
unary phases only two mandatory parameters enter: the chemical 

Fig. 8. Distribution of the predicted melting points of fcc Al, Ni, bcc Ti and hcp Mg and for different potentials. The value (in the parentheses) is three times the 
standard deviation of the distribution providing a 99.7% confidence. 

Table 1 
Melting points (in K) of fcc Al, Ni, bcc Ti, and hcp Mg for various interatomic 
potentials. The error bar is given by the standard deviation of the mean (see 
text).   

FCC FCC BCC HCP  
Al Ni Ti Mg 

TOR-TILD 824 ± 0.1 1472 ± 0.1 – – 
litEAM 926 ± 0.1 – – 913 ± 0.2 
MTP 847 ± 0.2 – 1667 ± 0.4 – 
Exp 933a 1728b 1941c 923d  

a Ref. [22]. 
b Ref. [23]. 
c Ref. [24]. 
d Ref. [25]. 

Table 2 
Melting points (in K) of fcc Al calculated with potentials from NIST interatomic 
potentials repository using our automatized interface method. Each melting 
point is obtained from a single random seed calculation.  

Potential Tm  Potential Tm  

Ref. [26] 207.5 Ref. [36] 928.9 
Ref. [27] 577.2 Ref. [37] 932.5 
Ref. [28] 846.3 Ref. [38] 942.5 
Ref. [29] 870.5 Ref. [39] 950.5 
Ref. [30] 871.0 Ref. [40] 1040.8 
Ref. [31] 879.7 Ref. [41] 1040.9 
Ref. [32] 884.0 Ref. [42] 1041.9 
Ref. [33] 923.1 Ref. [43] 1043.3 
Ref. [34] 925.9 Ref. [44] 1214.2 
Ref. [35] 926.0 Ref. [45] 1352.9  

Exp. [22] 933    
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element and its interatomic potential. For metastable or dynamically 
unstable phases, the crystal structure needs to be provided as an addi-
tional parameter. Having provided these parameters all calculations 
from Step 1 to Step 4 run automatically without any interruption or user 
interaction. To demonstrate the generality, efficiency and flexibility of 
the automatized interface method, we performed a representative set of 
melting point calculations. Examples include fcc Al with the TOR-TILD 
potential [9], MTP, and the litEAM potential [14], fcc Ni with the 
TOR-TILD potential [9], and hcp Mg with the litEAM potential [15]. 
Dynamically unstable bcc Ti with a machine learning potential, i.e., 
MTP, has been selected as an example because the bcc phase of Ti re-
mains stable from 1155 K up to its melting point. The number of 
different initial random seeds simulations depends on the specific 
interatomic potential and varies between 50 to 150. For each single 
initial random seed simulation, 50 000 MD steps and 1 fs timestep are 
used. A 10 × 10 × 20 supercell is used for fcc Al and Ni, 14 × 14 × 28 for 
bcc Ti and 20 × 20 × 20 for hcp Mg. Fig. 8 shows that the distribution of 
the predicted melting points is Gaussian, i.e., normal distribution. The 
standard deviation σ of this distribution approaches a finite value and 
does not go to zero when increasing the number of samples n due to a 
finite time effect [21]. To estimate the error of the melting temperature 
we therefore use the standard deviation of the mean σ/

̅̅̅
n

√
. This error 

estimate is listed in Table 1 for the various potentials. Achieving errors 
below 1 K requires a statistical analysis over dozens of runs. If one only 
needs a rough estimate, a single run may be sufficient. To estimate the 
error with a 99.7% confidence we use the triple standard deviation (see 
error values given in Fig. 8). The largest error is observed in the case of 
bcc Ti (MTP potential) with ∼7.5 K. For all other cases shown in Fig. 8, 
the error for a single calculation is substantially smaller. A single run 
estimate of the melting temperature takes a few hours. To be specific, 
computing Al with the litEAM potential [14] takes about 4.5 CPU hours 
on 8 CPU cores. Therefore, a single random seed simulation allows to 
easily perform a high-throughput analysis of the melting points. As an 
example we performed such a study for all Al potentials in the NIST 
repository. 

The predicted melting points are summarized in Table 2. As evident 
from the large scatter of the melting temperatures for the identical 
element (Al), melting temperatures are not yet routinely used in con-
structing and fitting empirical potentials. Having now an efficient and 
easy-to-use approach to routinely obtain precise melting temperatures 
for empirical potentials will allow to include also this critical quantity in 
the fitting process. The automated algorithm also links to our previously 
developed TOR-TILD methodology [8], which allows to efficiently and 
accurately compute melting points fully from ab initio. Within the TOR- 
TILD method, the interface method is the first critical step and the one 
not difficult to automize. 

4. Conclusions 

In summary, we described, analyzed and benchmarked a fully 
automatized procedure to compute melting points for arbitrary inter-
atomic potentials. pyiron [13], an open source integrated development 
environment with focus on computational material science, proofed to 
dramatically ease prototyping, testing and running the high-throughput 
simulations. To employ the automated interface method on the stable 
unary phases, users need to provide only two mandatory parameters: 

chemical species and interatomic potential. For metastable and 
dynamically unstable phases, the crystal structure of that phase has to be 
provided as an additional parameter. 

As a matter of fact, the prediction of melting temperatures using 
interatomic potentials strongly depends on the quality of the potential. 
Having a robust, computationally efficient and easy-to-use approach to 
determine melting temperatures for any chemical element and potential 
provides a critically needed tool to benchmark and improve the quality 
of empirical potentials. The interface method automated in this study is 
also a key part in advanced methodologies that combines empirical 
potential simulations and ab initio calculations to compute melting 
temperatures. An example is the recently developed TOR-TILD meth-
odology [8,9]. The fully automatized interface method opens the way 
towards an automized determination of melting points for ab initio 
calculations. 

Our fully automatized approach has been only tested for unary 
phases. Principally, it can be also applied to compounds. A critical 
challenge for such an application is that the melting points of the 
components in the compound can be very different. It can happen that 
the element having low melting point already melts and those having 
high melting points still remains solid. Therefore, further development is 
necessary in order to apply this approach to binary or multi-component 
compounds. This investigation is still ongoing. 

5. Data availability 

The fully automated approach has been implemented into a pyiron- 
based Jupyter notebook. This notebook is available at https://www. 
mpie.de/4008196/Software. 
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Appendix A. Implementation in pyiron 

As mentioned, the interface method from Step 1 to Step 4 has been implemented into a pyiron-based [13] Jupyter notebook [46]. LAMMPS [47] is 
the MD-engine to perform all automatic calculations. All optional parameters for the automated approach are provided in the first part of the 
notebook, such as interatomic potential, element, crystal structure (generally commented out), number of atoms, the first temperature window and 
run time steps for obtaining the first estimate in Step 1, run time steps for NPT calculations during setting up the interface structures in Step 2, the 
boundary to filter out fully solidified/liquid structures, strain range, timestep, and run time steps for NPT and NVE calculations in Step 3, convergence 
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criterion for Step 4, and the number of CPU cores. As noted before, for the application of our fully automatized interface method to stable unary 
phases, only two parameters have to be explicitly set by the user: element and potential. For metastable or dynamically unstable phases, its crystal 
structure needs to be provided. All other parameters are well-tested default values. They provide a compromise between robustness of convergence 
and computational efficiency. 

To perform the automatized interface method calculations, a Jupyter notebook can be downloaded here [ https://www.mpie.de/4008196/ 
Software]. The notebook can be executed after modifying the potential and element. Running directly the notebook the details of each step are 
automatically plotted and can be analyzed retrospectively. To further simplify the application of our tool, we also support execution with Snakemake [ 
https://doi.org/10.1093/bioinformatics/bts480]. This requires an input file, which contains the two user-specified parameters, element and inter-
atomic potential, in the following format: 

Here ”config” provides the LAMMPS parameters for loading the potential, ”filename” shows the location of the potential file, ”species” gives the 
species implemented in the potential, ”element” defines on which material the melting point calculations will be performed. The parameter ”crys-
talstructure” is only needed for metastable or dynamically unstable phases. The input file is in a JSON (JavaScript Object Notation) format that is easy 
to read and write for humans and easy to parse and generate for machines. After creating the input.json file, one can simply execute the protocol by 
using snakemake: 

snakemake –use-conda –cores 1 

The parameters defined in the input.json file will overwrite those in the Jupyter notebook. Using this approach, there is no need to interfere with 
any of the computational or technical details. Both approaches write the estimated melting points and predicted melting points from all loop cal-
culations in a file output.json. 

Appendix B. Finite size effects 

With the fully automatized interface method the supercell size effect on predicting the melting point can be easily studied. Using fcc Al with the 
litEAM potential [14] as an example, we did finite size tests in both dimensions, the distance between the interfaces, i.e., z, and the size of the interface, 
i.e., x(=y), as shown in Fig. B.9(a) and (b). Each point is obtained by averaging five melting points from five different initial random seeds calculations. 
Fig. B.9(a) shows that for a fixed x(=y), when the distance between the interfaces is large enough, e.g., z⩾16, the predicted melting temperatures 
remain constant with different z. However, for small interface-interface distances z <16, onset of melting/ solidification is strongly enhanced resulting 
in a strong fluctuation of predicted melting points from different loops, which are thus difficult to converge. The underlying reason is that, as the 
periodic boundary condition is applied to the interface structure, z must be large enough to minimize the interface-interface interaction. In Fig. B.9(b), 
we therefore chose z = 16 to test the size effect of x(=y) on the melting point. The shift of the predicted melting points from 4 × 4 ×N to 10 × 10 ×N is 
only ∼4 K. We can therefore conclude that, as long as the interface structure is large enough to overcome a critical size for equilibration (mainly in 
terms of the interface-interface distance), the remaining finite size effects are rather small on the melting point prediction with the here utilized 
interface method. This is consistent with the findings of Morris et al., who also did not observe a strong finite size effect for the interface method [4]. 
For our test case of fcc Al with the litEAM potential, we found that an interface structure based on a supercell size of 8 × 8 × 16 (4096 atoms) is already 
sufficiently large to provide a reliable melting point prediction. For our final calculations 10 × 10 × 20 supercells (8000 atoms) are used for fcc Al. 

Fig. B.9. Supercell size effects (a) along z direction with different x(y), (b) along x(y) direction with different z, for fcc Al with the litEAM potential [14]. The black 
solid line in (a) and (b) marks the melting point evaluated for the potential. The dashed lines are from different supercell size simulations. 
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[9] L.-F. Zhu, F. Körmann, A.V. Ruban, J. Neugebauer, B. Grabowski, Performance of 
the standard exchange-correlation functionals in predicting melting properties 
fully from first principles: application to Al and magnetic Ni, Phys. Rev. B 101 
(2020), 144108 . 

[10] G.P. Purja Pun, Y. Mishin, Optimized interatomic potential for silicon and its 
application to thermal stability of silicene, Phys. Rev. B 95 (2017), 224103 . 

[11] K. Ozaki, S. Fukutani, K. Honda, Effect of interatomic potential on melting point 
and thermal expansion of a transition metal, JSME Int. J. Ser. A 44 (2) (2001) 199. 

[12] B.-J. Lee, W.-S. Ko, H.-K. K, E.-H. Kim, The modified embedded-atom method 
interatomic potentials and recent progress in atomistic simulations, Calphad 34 (4) 
(2010) 510. 

[13] J. Janssen, S. Surendralal, Y. Lysogorskiy, M. Todorova, T. Hickel, R. Drautz, 
J. Neugebauer, pyiron: An integrated development environment for computational 
materials science, Comput. Mater. Sci. 163 (2019) 24. 

[14] M.I. Mendelev, M.J. Kramer, C.A. Becker, M. Asta, Analysis of semi-empirical 
interatomic potentials appropriate for simulation of crystalline and liquid Al and 
Cu, Philos. Mag. 88 (12) (2008) 1723. 

[15] D.Y. Sun, M.I. Mendelev, C.A. Becker, K. Kudin, T. Haxhimali, M. Asta, J.J. Hoyt, 
A. Karma, D.J. Srolovitz, Crystal-melt interfacial free energies in hcp metals: a 
molecular dynamics study of Mg, Phys. Rev. B 73 (2006), 024116 . 

[16] A.V. Shapeev, Moment tensor potentials: a class of systematically improvable 
interatomic potentials, Multiscale Model. Simul. 14 (2016) 1153. 

[17] C. Nyshadham, M. Rupp, B. Bekker, A.V. Shapeev, T. Mueller, C.W. Rosenbrock, 
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