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Summary

Solid state dosimetry is nowadays crucial in providing high­quality real­time measurement of radiation
dose. In collaboration with the EuropeanOrganization for Nuclear Research (CERN), theMálaga based
company Sealicon has developed a sensor chip for solid state dosimetry based upon transistor tech­
nology. The advantages of Metal­Oxide­Semiconductor Field­Effect Transistor (MOSFET) dosimeters
include compact size, good resolution and large measurement range. The disadvantage of tempera­
ture dependence can be overcome by using a second reference transistor. The Sealicon developed
chip differs from most other solid state dosimeters in that it uses a floating gate transistor. The float­
ing gate is isolated from the rest of the transistor and is extended over the field oxide. A charge can
then be injected into this isolated gate. When ionising radiation hits the sensor, it creates electron­hole
pairs in the field oxide and, depending on the sign of the charge in the floating gate, either the holes
or the electrons migrate towards the gate. These charges partially neutralise the charge in the gate
and hence influence the transistor’s drain current. By measuring this current, the amount of ionising
radiation can be determined. Advantages of floating gate dosimeters are their low supply voltage re­
quirements, the possibility to integrate read­out electronics and the fact that they can be manufactured
using conventional processes. Furthermore, gate bias voltage and continuous power supply are not
required.

Although a wide array of radiation sensors exists, new compact and precise sensor types are needed by
the space community. Classical spacemissions and radiation sensor systems are bulky and expensive,
limiting data collection. Additional data with good spatial and temporal coverage are necessary to
improve engineering design models, augment forecasting methods, track environmental changes and
perform scientific research. A cheap and compact radiation monitoring payload will allow the design of
miniature space missions, making collection of data at a relatively low cost possible. This payload can
also be integrated in larger satellites, deep space missions or constellations. If the sensor is simple
enough, only a minimal modification of the existing satellite designs is needed for this integration. The
main objective of this thesis was thus to design and characterise a simple, compact, cheap but yet
precise radiation monitoring system.

In the first phase of this study, an interface between the sensor chip developed by Sealicon and a
CubeSat testbed was designed by using the FlatSat at the European Space Research and Technology
Centre (ESTEC). This testbed is a flattened out CubeSat, and includes on­board computers, a telemetry
unit, a power distribution unit and attitude control systems. To verify functionality of the interface, the
on­board computer of the testbed was programmed to gather dosimeter data at regular intervals and
send it, via the telemetry unit, to the ground station. On the ground station, mission control software
was used to consult the data being transferred in real­time. In the second phase, the performance
and characteristics of the sensor were verified by means of proton beam radiation tests. Although
the sensor chip was able to consistently detect radiation, the sensitivity of the sensor was lower than
expected. Additional tests were performed and the results hereof indicate that the low sensitivity might
be caused by low beam energies. The sensor also showed a degradation of its sensitivity in function of
total ionising dose. Annealing effects were noted, though these might be less of an issue considering
the relatively low dose rates encountered in space. The electrical noise in the circuit was determined
as well. Compared to previous research data, the noise was found to be more than three times as high.
This noise can be reduced by means of filtering. Future research is needed to detect possible causes
of the high electrical noise and investigate solutions. In conclusion, it was shown that it is possible to
integrate the sensor chip into a satellite system. Additionally, proton beam tests have demonstrated that
the floating gate dosimeter can detect radiation. Future research is needed to verify the performance
of the radiation sensor, especially at lower particle energies.
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1
Introduction

The Explorer 1 mission from the 1950𝑠 demonstrated that large amounts of radiation can be encoun­
tered in space [71]. Since then, countless space missions have been launched to investigate the space
radiation environment. Understanding this part of the space environment is crucial, since radiation can
greatly affect both satellite equipment and humans. Although this topic has been investigated intensely,
knowledge gaps still exist. Not every region of the radiation environment has been investigated and
radiation models require more data in order to reduce error margins. Furthermore, continuous moni­
toring is necessary, since the environment is very dynamic. Researchers also need real­time data for
warning systems. However, classic space missions are expensive and require specialised engineering
teams, making space radiation monitoring a non­trivial task. The main goal of the thesis was thus to
design and characterise a simple and cheap space radiation monitoring tool. The hope is that such
a system will be widely deployed, providing scientists with dosimetry data with a unique spatial and
temporal coverage.

Several recent advancements in satellite and dosimeter technology could facilitate the design of novel
radiation monitoring tools. These advancements are discussed in chapter 2. In section 2.1 CubeSat
technology is described and some general statistics with regard to their popularity and reliability are
shown. Section 2.2 deals with the space radiation environment. Here, the general concepts of radiation
are explained and the space environment is analysed. Furthermore, the effects of this environment on
satellite electronic equipment are discussed. Section 2.3 deals with the subject of radiation monitor­
ing. Several types of radiation sensors are discussed, with a focus on the floating gate dosimeter chip
developed by Sealicon. Section 2.4 touches on the subjects of machine learning and satellite constel­
lations. These two technologies are described because the characteristics of floating gate dosimeters
make them suitable for mass deployment in constellations, resulting in more available data for machine
learning algorithms. The chapter concludes with a description of the research goals and questions that
form the basis of the subsequent thesis research.

Based on the literature study, it was concluded that combining the advancements in small satellite
systems and space dosimeters could enhance current radiation monitoring capabilities. A first step in
the thesis project was thus to demonstrate that a floating gate dosimeter can be integrated in a small
satellite system. For this, the FlatSat testbed at the European Space Research and Technology Centre
was used. This testbed resembles a flattened out CubeSat satellite and provides researchers with the
opportunity to demonstrate space system functionality without the need of a specific satellite prototype.
The design of an interface between the dosimeter chip and testbed is discussed in chapter 3.

The next step in the thesis research was to characterise a floating gate dosimeter and verify its oper­
ating principles. Radiation tests have been performed at HollandPTC, a medical facility in Delft. Their
cyclotron was used to irradiate the floating gate dosimeter with protons at various energies. The radi­
ation tests and the results are discussed in chapter 4, and serve to prove that the sensor is in fact an
improvement over previous dosimeter types. Finally, the conclusions of the FlatSat integration and the
radiation tests are discussed in chapter 5.
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2
Literature Study

CubeSats and radiation monitoring are very broad terms, each containing a plethora of possible re­
search fields. Hence, a literature study was performed to help in defining research goals, research
questions and the pathways that can be followed to answer those questions. Additionally, the literature
study provides the necessary background information necessary to fully comprehend the subsequent
chapters. First, section 2.1 gives a basic explanation on CubeSats and highlights the relatively high
failure rate of CubeSat missions. Second, in section 2.2, the space radiation environment and its ef­
fects on electronics and satellites in general are discussed. Next, section 2.3 examines the properties
of solid­state dosimeters. Finally, some aspects of Machine Learning (ML) and Satellite Constella­
tions (SCs), as well as their link with space radiation monitoring, are discussed in section 2.4. Using
the knowledge gathered during the literature study, a research question for the thesis was formulated,
which is discussed in section 2.5.

2.1. CubeSats
As far back as the nineties, and following the concept of ’smaller, better, faster, stronger’, engineers
have been exploring the idea of tiny satellites, weighing only a few kg or less and having dimensions in
the order of several inches. Eventually, engineers at Stanford and California Polytechnic State Univer­
sity devised the concept of a CubeSat, which was originally intended for educational purposes and to
facilitate experimental space missions [18, 50, 106]. According to the online database maintained by
Dr. M. Swartwout, 1184 CubeSats have been launched between 2000 and 2019, with over 100 Cube­
Sats being launched every year for the past three years [97], indicating their ever increasing presence
in space and their usage for different applications. A graphical depiction of the amount of CubeSats
launched each year is shown in figure 2.1.

Today, the CubeSat standard is used to describe small cubic satellites, with a 10 𝑐𝑚 edge and weighing
up to 2 𝑘𝑔. This single unit cube then describes a 1𝑈 satellite, but can be combined with other cubes
to form larger sizes, for example, 3𝑈, 6𝑈 and 12𝑈, consisting of 3, 6 and 12 units respectively [17].
The standardisation of the CubeSat format, as well as their small size and relative simplicity, combined
with the use of more Commercial Off­The­Shelf (COTS) components, results in a significant decrease
in the efforts needed to develop a satellite. Project times are reduced, no extensive engineering teams
are necessary and the low cost means that the market is open to universities and private companies
that want to launch their own satellites. Additionally, the fact that these lightweight satellites can be
launched in groups and piggyback on larger satellites means that the launch costs are reduced as well.
Most CubeSats are launched into Low Earth Orbit (LEO) to keep costs low and because this is often
dictated by their payload [18, 50, 106].

CubeSats have very wide applicability, and their success and further development is mainly driven by
several factors: low initial investment cost, easy accessibility, standardisation of formats, large active
community and technological advances allowing for ever smaller components [21]. Thanks to the
relative ease with which a CubeSat mission can be executed, they have been employed for more
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Figure 2.1: Amount of satellites launched per year according to an online database [97].

than educational purposes only. According to Villela et al. [106], who analysed a database including
CubeSats launches up to 2018, most CubeSats are being used for technological development. Other
important fields that make use of CubeSats are the Earth sciences and physics and astronomy. Despite
their small size, CubeSats could also enhance deep space exploration and research. In 2018, National
Aeronautics and Space Administration (NASA) launched its first two interplanetary CubeSats: MarCO­
A and B hitched a ride with InSight, a Mars lander. The two small partners of the lander were used to
monitor its landing and communicate with Earth. The success of this mission proves that CubeSats
could be used for other deep space missions [64].

2.1.1. CubeSat Reliability
Reliable design of engineering systems is always important, but space systems have fare more strin­
gent requirements. Repairs in space are almost always unfeasible and unreliable systems might result
in a loss of the mission and the millions of dollars used to design, construct and launch the satellite. In
other words, ”there are no second chances in space missions” [35]. Hazards in space include heavy
thermal stresses, intense radiation related to the Sun, Van Allen belts or other galactic rays, magnetic
forces, space debris, Radio Frequency (RF) interference and illegitimate commands [84]. Previously
in this chapter, CubeSats have been described as a fast, cheap, simple alternative to conventional
larger satellites. Besides the benefits mentioned before, these properties also come with a drawback,
namely their low reliability. The database created by Dr. M. Swartwout shows that almost a fifth of
CubeSats were death­on­arrival, meaning that they were ejected from their launcher successfully, but
communication could never be established. Another 9.4% suffered from an early loss. By combining
these data with other sources, Langer and Boumeester [65] created a database comprising of 178 in­
dividual CubeSats in order to investigate CubeSat reliability issues. As the researchers point out, the
use of COTS and short development times are part of what make CubeSats attractive, and using more
space­grade components or performing extensive testing is not ideal to improve reliability. However,
according to the authors, many failures could be prevented by performing more functional tests before
launching the CubeSats. The authors also conducted a survey, in which they asked developers’ opin­
ions on the reasons for this high failure rate. Most developers belief software design errors could be
at the basis of a critical failure in the first six months of operations. Also high energy radiation effects,
although to a lesser degree, are stated as one of the reasons of early critical failure of CubeSats.

2.2. Radiation
Satellites have to endure a harsh environment whilst being launched and in orbit. It was already stated
that these conditions influence the satellite’s reliability and can result in mission failure. This section
starts off with a short explanation on radiation in general, then continues with an explanation on the
space environment, with a focus on radiation and its effects on satellite electronics.
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Radiation is generally divided in ionising and non­ionising radiation. Non­ionising radiation does not
have enough energy to remove electrons from atoms, but can cause atoms to move or vibrate. Ionising
radiation is more energetic, more penetrating and can ionise the atoms it hits [77, 85]. An important
concept when discussing charged particle radiation is the amount of energy deposited in the irradiated
material per unit of length, called Linear Energy Transfer (LET) and expressed in 𝑀𝑒𝑉/𝜇𝑚. The LET
is closely related to the stopping power, but is not exactly equal. The stopping power 𝑆 is the amount
of energy lost by the particle per unit of length, and since part of this energy can for example leave
the irradiated material as Bremsstrahlung, not all of this energy is transferred to the material itself.
However, this difference is usually small, resulting in equation 2.1. Here, 𝐸 represents energy and 𝑥
unit of length. Bremsstrahlung, also called braking radiation, is the result of part of the kinetic energy
of particles getting converted into photons when they are suddenly braking [33, 100]. An additional
important concept is dose, or the amount of energy absorbed per mass irradiated material. Several
units can be used to describe the amount of energy or dose, of which the most popular ones are 𝑟𝑎𝑑,
defined as 0.01 𝐽/𝑘𝑔, and 𝐺𝑦, defined as 1 𝐽/𝑘𝑔. Note that energy absorption depends onmaterial type,
so the irradiated material type has to be mentioned as well [49]. Since silicon is a material widely used
in electronics, this material is often used as a reference. Consequently, unless specified otherwise, the
doses in this thesis project always refer to the absorbed dose in silicon. Other important mathematical
concepts include the flux 𝐽, expressed in particles per unit area per unit time, and fluence 𝐽′, which is
the flux integrated over time and thus expressed in particles per unit area [49, 85].

𝐿𝐸𝑇 = −
𝑑𝐸𝑑𝑒𝑝𝑜𝑠𝑖𝑡𝑒𝑑

𝑑𝑥 ≈ 𝑆 = −𝑑𝐸𝑑𝑥 (2.1)

2.2.1. Space Radiation Environment
The space radiation environment can be interpreted in more than one manner. From the point of
view of the environment itself, it can be described by looking at types of particles and their energy
levels. Alternatively, it can also be described based on the source of the radiation. From the satellite’s
point of view, the radiation environment can be described by looking at the different effects it has on its
equipment. It can also be analysed by looking at different satellite orbits and their specific environments.
In the next paragraphs, the radiation environment is described by looking at different radiation sources,
types of particles and energy levels. In section 2.2.2 the different effects radiation can have on satellites
and electronics are discussed.

For a satellite orbiting Earth, there are three main sources of highly energetic particles: the Sun, Galac­
tic Cosmic Rays (GCRs) and trapped radiation. The Sun is characterised by sunspots, i.e. concen­
trations of strong magnetic fields in the Sun’s outer layers. Their prevalence varies with a period of
approximately 11 years, named the solar cycle. These spots sometimes result in solar flares, emitting
high­energy particles and electromagnetic radiation in a broad spectrum. Powerful flares can cause dis­
ruptions in the Earth’s magnetic field, satellites, radio transmissions and terrestrial power lines. These
solar flares can be followed by a Coronal Mass Ejection (CME), during which massive amounts of
plasma are ejected into space. They form one of the most important concepts in space weather since
they can greatly influence the near­Earth space environment, resulting in geomagnetic storms and the
disruptions mentioned before [9, 20, 74, 104]. An event associated with either solar flares or CMEs are
Solar Particle Events (SPEs). These events are hard to predict, vary greatly, can last up to more than
a week and result in high amounts of high­energy ionising radiation reaching Earth. Since they are
mostly composed of protons, they are also called solar proton events. But besides protons they con­
tain electrons, alpha particles and heavier ions as well. In vicinity of the Earth and at low inclinations,
these particles are deflected by the Earth’s magnetic field. Consequently, only high energy particles
can reach lower altitudes, whilst low energy particles can get trapped in the radiation belts [49, 56, 85].
Contrary to intuition, these events might also induce a reduction in near­Earth radiation levels called
a Forbush decrease: the magnetic field associated with these events can deflect GCRs, effectively
reducing the amount of radiation that can reach, for example, the International Space Station (ISS)
[77, 90].

The second source of highly energetic particles are GCRs. These rays, with energies ranging from𝑀𝑒𝑉
to 𝐺𝑒𝑉 and above, arrive at Earth from somewhere in our galaxy or from even further away. Some of
these have the highest energies ever observed for a particle, and their origins remain enigmatic. They
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mostly consist of protons, over 85%, helium and, to a smaller degree, heavier ions and 𝛽 particles.
The intensity of the rays arriving at Earth is negatively correlated with solar activity due to the Forbush
effect described above. The Earth’s magnetic field and atmosphere provide protection against these
particles, with the most protection being provided around the equator. At ground­level they can be
detected by studying secondary particles, mostly neutrons, originating from their interaction with the
atmosphere [31, 49, 77, 85].

The final main source of radiation are the two toroid shaped belts surrounding the Earth, called the Van
Allen belts. These are regions in which charged particles are trapped as a result of their interaction with
the Earth’s magnetic field [36, 49]. Figure 2.2 depicts flux densities for protons and electrons above
a certain energy level in function of distance from the Earth expressed in L­shells. Such a shell is a
set of magnetic field lines that crosses the Earth’s magnetic equatorial plane at a certain amount of
Earth radii measured from the centre of the Earth [68]. As can be seen from the figure, the inner belt
mostly consists of high energy protons and electrons, but since the protons contribute most to the dose
received at these altitudes, because they have higher energies, the inner belt is sometimes also called
the proton belt [31]. Typically, electrons have energies in the order of 1 𝑀𝑒𝑉 and the protons in the
order of 10 𝑀𝑒𝑉 up to 100 𝑀𝑒𝑉 and more. Some minor fractions of heavier ions are present as well.
Most of the inner belt particles are a result of the decay of secondary neutrons produced by cosmic
rays hitting the atmosphere, a mechanism called Cosmic Ray Albedo Neutron Decay (CRAND). Solar
events also contribute to the composition of the inner belt [31, 33, 49, 68]. An important aspect of the
Earth’s magnetic field is that it is tilted with respect to the Earth’s axis of rotation and that the centre
of the field does not coincide with the centre of the Earth. As a result, the inner radiation belt extends
to very low altitudes over the South Atlantic Ocean. This region, called the South Atlantic Anomaly
(SAA), is of particular importance to satellites orbiting in LEO, since it can greatly influence normal
satellite operations. Additionally, the region also poses a danger to human spaceflight [25, 33, 77].
The outer belt is called the electron belt because, although there are protons and some heavier ions
present, most of the dose received here is due to electrons [31]. Electron fluxes here are higher than in
the inner belt, with the electrons having a wider distribution of energy levels as well. Particles trapped
here come from both solar and atmospheric origins. Because of the influence of solar winds and events,
the outer belt is much less stable compared to the inner belt.

Figure 2.2: Proton and electron intensities in the Van Allen belts according to the AP­8 and AE­8 models [63].

2.2.2. Radiation Effects on Electronic Equipment
Environmental effects have been causing anomalies in satellites since the early space age. An inter­
esting distribution of anomalies caused by the space environment is shown in figure 2.3 and shows the
importance of understanding radiation in space. The eventual impact of the aforementioned anoma­
lies can vary greatly, from short outages or minor inconveniences, to complete mission failures. For
instance, the Hubble Space Telescope can only make observations for half of its orbital period, since
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measurements are not feasible whilst Hubble is passing the SAA [95]. Radiation also affected Hubble’s
CCD detector, used for imaging and spectroscopy, causing changes in the sensor’s operating parame­
ters. If exact models could be build relating the progress of these effects to the amount of radiation, an
on­board radiation sensor could indicate how the retrieved data were affected. Scientists could then
retrieve the original data from the modified ones by using these models [61]. Improved measurements
of the radiative environment could also lead to more precise downtimes and thus more measurement
time. Another example of possible serious implications of radiation damage is the Globalstar satel­
lite constellation used for communications. A couple of years after the their launches, in the period
1998 − 2000, several satellites of the constellation began experiencing failures in their receivers. It
was later found that this was caused by displacement damage in an on­board optocoupler. Note that
not all the satellites in the constellation experienced this, indicating the variability between what are es­
sentially identical components [33]. A more recent example of radiation damage is the Hitomi satellite,
part of the astronomy program of Japan Aerospace Exploration Agency (JAXA), which was lost after
an unfortunate cascade of events that started with a radiation induced failure when flying through the
SAA [75].

Figure 2.3: Satellite anomalies caused by the space environment [9, 32, 33].

Energetic particles change the behaviour of electronic equipment via several mechanisms. First, when
particles interact with atomic nuclei, they can displace them out of their position in the lattice structure
of the material, creating defects. These defects, called Displacement Damage (DD), are the result of
accumulated non­ionising radiation caused by protons, electron, neutrons, ions and even photons. The
displaced nuclei can knock back multiple other nuclei in their turn, or cause ionisation effects along their
path. In semiconductors this new state establishes new energy levels in the semiconductor band gap.
These effects cause thematerial’s bulk properties to change, leading to the degradation of components,
i.e. a change in operational behaviour of electric components, and possibly an eventual failure. Also
mechanical and optical properties can be changed via DD [10, 31, 33, 51, 85, 104].
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Second, when charged particles have enough energy, they can ionise the atoms in the irradiated ma­
terial. In semiconductors and insulators, this results in the creation of electron­hole pairs that can affect
the behaviour of circuits in satellite components. The effects of ionising radiation can accumulate over
time, resulting in Total Ionising Dose (TID). The damage can be illustrated by considering a Metal–
Oxide–Semiconductor (MOS) device. Four principal processes lie at the basis of the radiation effects
on these devices [79]. First, electron­hole pairs are generated in the gate oxide as a result of ionising
radiation. Part of these pairs recombine, but, under influence of an externally applied gate voltage, the
electrons quickly travel to the gate. The fraction of holes that did not recombine is called the charge
yield. Second, the leftover holes, which are much less mobile, slowly travel to the oxide­silicon inter­
face. The third process starts when these holes arrive near the interface. Here, the holes can get
trapped in the oxide, causing a shift in the threshold voltage of the device. These trapped charges can
anneal over time, meaning that the voltage threshold shift might disappear over time as the trapped
holes recombine with electrons. The final process is the accumulation of traps in the interface with
state energy levels in the silicon band gap, resulting again in a shift of the threshold voltage. For P­
channel transistors, these interface trapped charges are predominantly positive, whilst for N­channel
transistors they are mostly negative [31]. These processes depend on several parameters, including
the applied electric field, temperature, oxide thickness and manufacturing methods. Other parameters
that influence radiation sensitivity include: type and rate of irradiation, device geometry, post­irradiation
conditions, ageing, construction materials and impurities [53].

The TID effect is illustrated for a Metal–Oxide–Semiconductor Field­Effect Transistor (MOSFET) in
figure 2.4. Trapped charges in the oxide cause a shift in the threshold voltage, which can lead to
threshold voltage changes, current leakage or even the inability to switch the transistor off, i.e. a
failure of the component [79, 85]. However, the thinning of the gate oxide has as a result that the
quantum tunnelling of electrons can negate the trapping of charges in Complementary Metal–Oxide–
Semiconductor (CMOS) devices [79, 88]. Consequently, the field oxide has become the main issue
with regard to total dose effects. Trapped charges in the thick field oxides of MOS­technology can
result in the formation of conducting paths, leading to leakage currents in the transistors or between
adjacent transistors in an integrated circuit. Another effect that influences the received dose is dose
enhancement. When radiation particles travel through a thin oxide layer packed between two other
materials, the amount of secondary electrons generated by the interaction between this particle and
the materials depends on the material itself. The thin oxide layer is subjected to a charge equilibrium
unbalance because of this, receiving a higher dose than when it would be a standalone oxide [31,
79]. Attention should be paid to the dose rate, i.e. dose per unit of time, as well. The apparent
increase in dose effects with higher dose rates can be attributed to the difference in exposure time,
since several dose effects are time dependent [79]. Furthermore, bipolar transistors experience what
is called enhanced low dose rate sensitivity (ELDRS), meaning that these devices exhibit more damage
at low dose rates when compared to higher dose rates [57, 87]. A final observed effect is called the
rebound effect. In an N­channel device, there are positive oxide traps and negative interface traps,
resulting in an overall negative voltage threshold shift. The oxide traps can, however, anneal, and over
time the threshold voltage shift becomes positive [79]. For a more comprehensive study on the effects
of ionising radiation on transistors, including more complex mechanisms, the reader is referred to more
specialised literature [53]. Also note that, sometimes, a single highly energetic particle can already
deposit enough energy for the aforementioned effects to take place. This is called a micro­dose effect
and could be seen as the overlap of TID effects and the events discussed in the next paragraphs. It
should be clear that the concept of TID is complex, and effects highly depend on different environmental
and situational parameters. When considering a complete integrated circuit based on MOS technology,
different transistors can behave in different manners, depending on, for example, their respective gate
voltage bias. As explained in , Additionally, radiation can affect a circuit’s performance, by reducing its
operating speed, and its reliability, by causing functional failures [31, 53, 87, 92]. The main causes of
these failures are ”an inability to switch from one state to another and increases in standby power” as
a consequence of the radiation effects on the transistors [53].

An image depicting an estimation of the annual dose received from different particles in function of
orbital altitude is shown in figure 2.5. The results are retrieved using the AE­8 and AP­8 models, which
are models that can be used to simulate the trapped radiation environment. Orbits with higher incli­
nation experience higher doses as a consequence of the diminished protection from Earth’s magnetic
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Figure 2.4: TID effect on a MOS transistor [79].

field. Commercial parts can tolerate about 5 𝑘𝑟𝑎𝑑, although this can be higher, and thus even more
than enough for use in, for example, CubeSats. However, radiation tolerance of a device can differ sig­
nificantly per lot, and caution is advised [93]. Radiation hardened parts can handle doses of 100 𝑘𝑟𝑎𝑑
and even doses of several orders of magnitude higher [93]. Despite the effects TID can cause, there
are few satellites that have experienced anomalies caused by these effects. This might be the result
of excessive design margins [33, 87].

Figure 2.5: Annual dose received with 4 𝑚𝑚 aluminium shielding in function of altitude for an equatorial circular orbit [25].

The third and final effect that radiation can have on electronic equipment occurs when a single highly
energetic particle induces enough ionisation along its path to disturb the proper functionalities of elec­
tronic components. These Single Event Effects(SEEs) have a variety of different outcomes and can
be divided in hard and soft effects. Hard effects are permanent, whereas soft effects can be resolved
by, for example, a reset or a power cycle. The mechanisms behind these effects are similar to those
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mentioned in the previous section, i.e. ionising radiation creates electron­hole pairs which can travel
in the semiconductors resulting in abnormal voltages and currents in the affected transistor [31, 99].
The different types SEEs can be classified as shown in the list below. The details in this list are an
amalgamation of the information found in [31, 48, 72, 85, 99]. Note that different literature sources
might use slightly different classifications of these effects.

• Single Event Upset (SEU) (soft): A change of state, for example a bit flip in a memory component.
A Multiple Bit Upset (MBU) happens when multiple bits are flipped in neighbouring memory cells
by a single particle.

• Single Event Transient (SET) (soft): Current or voltage transient in a component’s circuitry.
• Single Event Functional Interrupt (SEFI) (soft): Fault in the component that stops normal operation
of the device.

• Single Event Latch­Up (SEL) (soft/hard): Short circuit in CMOS technologies that can possibly
lead to permanent damage in a component if it is not mitigated.

• Single Event Gate Rupture (SEGR) (hard): Breakdown of the gate oxide in, for example; MOS
transistors.

• Single Event Burnout (SEB) (hard): Activation of a parasitic structure in a power transistor result­
ing in a burnout because of high currents.

2.3. Solid­State Detectors
Over the decades numerousmethods have been devised tomeasure radiation, from the older ionisation
chamber detectors, to the more recent technologies employing several semiconductor radiation effects
to measure radiation. Several books on the matter have been written, and a whole overview of detector
technologies would be out of scope for this project. Because of their specific advantages mentioned in
this section, the focus is on solid­state detectors, more specifically, semiconductor based dosimeters.
Some available sensor types are explained, and a few practical examples of such sensors are given,
with the main focus being on Floating Gate Dosimeters (FGDOSs).

Although the term solid state detector could technically refer to any type of radiation detector that is
based on a solid­state medium, it is most often used to refer to those detectors that are based on
electron­hole pair creation in a solid­state semiconductor, mostly silicon or germanium. Main advan­
tages of such detectors are their compact size, excellent energy resolution and fast timing, whilst a
disadvantage is their sensitivity to radiation damage [62, 101]. Note how their advantages make them
particularly suited for use in small satellite missions. How this radiation sensing process works might
be best explained by looking at a simple example, the PN­junction. Here, an N­type and a P­type
doped semiconductor are merged together, causing the excess electrons to diffuse from the N­type to
the P­type material, and vice versa for the P­type material, resulting in a potential difference between
the two materials. The region in which the electrons and holes have diffused, called the depletion
layer, can be further enlarged by applying an external voltage. The junction is then said to be in re­
verse bias. As already explained in section 2.2.2, ionising radiation produces electron­hole pairs in the
semiconductor. Under influence of the internal electric field, these pairs are separated, and the charge
collected at the external ends of the junction can be recorded by appropriate electronics. The applied
electric field should be chosen so that the created pairs do not have the opportunity to recombine, since
this would result in an undetected amount of radiation. Additionally, these electrons or holes, termed
charge carriers, can get trapped by imperfections in the lattice structure of the semiconductor, affecting
the junction’s behaviour. Using different materials, layouts and processing techniques, different types
of solid­state detectors can be constructed [101].

Silicon detectors can be used to determine the type of radiation particle via a Δ𝐸 𝐸­detector, also
called a telescope. In it simplest configuration, such a telescope contains two silicon detectors: a
thin detector for 𝑑𝐸/𝑑𝑥 detection and a thick one for 𝐸 detection, with 𝐸 representing energy and 𝑥
the distance travelled. In figure 2.6 a basic telescope setup is depicted. For non­relativistic particles,
Bethe’s formula can be written as shown in equation 2.2. The constants 𝐶1 and 𝐶2 are known, and the
factor𝑚𝑧2, with𝑚 the mass and 𝑧 the charge of the ion, is specific to the type of particle that struck the
detector. By letting the sensor measure 𝑑𝐸/𝑑𝑥 and 𝐸, the latter being the sum of the energy deposited
in both sensor layers, the type of particle and its energy level can be determined [28, 62].
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Figure 2.6: A telescope used for particle identification consisting of a Δ𝐸 and an 𝐸 detector [62].

For some applications it might be necessary to determine the location of irradiation. Several semi­
conductor sensor types exist for this purpose, one of which are silicon strips. For this type of sensor,
the electrode on one side of the PN­junction is substituted by several electrode strips. The location
of irradiation is then where the strongest signal of the electrodes is being detected. With this method
resolutions as small as 10 𝜇𝑚 are possible. Configurations exist where strips are placed orthogonally
to obtain two dimensional location measurements [62]. Another way to get location determination is by
means of so­called pixel detectors. Here, the electrode is fabricated in a matrix­like pattern, and each
cell of that matrix is electrically insulated from the other. Each pixel is accompanied by its own electrical
connection and readout channels. In hybrid pixel detectors, this is done by separately manufacturing
the pixel detector chip and the readout chip and soldering them together at the end of the process. A
depiction of one such pixel is shown in figure 2.7. The Medipix family of sensors, developed since 1997
by collaborations led by European Organization for Nuclear Research (CERN), are hybrid pixel detec­
tors and have been used in space [34]. More specifically, the Timepix sensor has been successfully
used for space radiation measurements on board the ISS and CubeSats [7].

Figure 2.7: Illustration of a pixel in a hybrid pixel detector [73].

2.3.1. Metal­Oxide­Semiconductor Field­Effect Transistor Dosimeters
In section 2.2.2 it is described how radiation can affect the threshold voltage of a MOSFET. Since this
shift is proportional to the radiation’s deposited energy, a MOSFET can effectively be used as a type
of semiconductor dosimeter. One advantage of this type of detector is their large range. For example,
Varadis, a spin­out from the Tyndall National Institute, offers several types of sensors with a gate oxide
thickness varying between 0.1 − 1 𝜇𝑚, resulting in a total detectable range of 0.3 − 1𝑒6 𝑟𝑎𝑑. The
ranges and sensitivity levels of the sensors can be further extended by combining different sensors



12 Literature Study

with modified gate oxide thicknesses. Another mayor benefit is their small size. A disadvantage is their
temperature dependence, but this can be overcome by using dual transistors on a single chip. Other
disadvantages include their dependence on the applied bias and the susceptibility to radiation damage
[2, 62]. The sensors are now commonly referred to as Radiation­Sensitive Field­Effect Transistors
(RADFETs) and have been used on countless space missions [41, 52].

Besides the aforementioned disadvantages, several other limitations of the sensor have to be taken
into account. First, with increasing dose the oxide trapped charges influence the applied electric field
and the sensor becomes saturated, having a reduced sensitivity. However, several mechanisms have
been proposed that could extend the range of these sensors. The trapped charge can be neutralised
by letting electrons tunnel from the gate to the substrate. Alternatively, the trapped charge can be
eliminated by using the sensor in reverse bias. These mechanisms can be used to reset the threshold
voltage of the sensor. A second disadvantage is that the oxide trapped charge can be neutralized
by subsequent irradiation or by thermal annealing. The neutralisation of these traps is also known as
fading. Furthermore, inherent noise limitations and the fact that fabrication imperfections cause slight
performance variations have to be taken into account. Another disadvantage is that the sensors are not
fully symmetrical and the angle of irradiation thus influences measured values. Note that the working
of the sensor can be improved by applying a bias. The sensor can thus be used in measuring mode,
with a bias applied, and in reading mode, where a reference current is forced through the sensor to
indirectly measure the shift in threshold voltage [41].

Figure 2.8: Cross section of the gate area of a MOSFET dosimeter. The acronyms ot and it stand for oxide traps and interface
traps [52].

2.3.2. Floating Gate Dosimeters
Modern non­volatile memories are based on floating gate transistors, see figure 2.9. The gate of these
transistors consists of multiple layers, with the layer closest to the substrate, called the floating gate,
being electrically insulated from the rest of the transistor, thus acting as a potential well. When charge
is forced into this well, it can retain its charge as long as no other charge is forced into it. Several
methods exist to add charge to the floating gate. For instance, by applying a significant voltage between
drain and source, causing avalanche breakdown, electrons become sufficiently energised to cross the
isolating barrier towards or from the floating gate, depending on the bias applied on the top gate [81].
The device thus basically serves as a memory cell, but can also be used as radiation detector. Ionising
radiation creates electron­hole pairs in the oxide around the floating gate, and the electrons or the holes,
depending on the charge in the gate, migrate towards the gate, effectively discharging it. Another effect
that has to be taken into account is photoemission of charge carriers in the floating gate, i.e. the carriers
can get enough energy to cross the insulation boundary when irradiated. Since the threshold voltage
of these transistors depends on the charge in the floating gate, the amount of radiation dose can be
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determined by measuring the change in threshold voltage [3, 41, 42]. The monitoring of this shift can
be done in two different ways: either by measuring the drain current of the transistor or by comparison
with a conventional transistor [42]. A benefit of this type of dosimeter is that it can be manufactured in
a conventional CMOS process. Other benefits that make them a good candidate for space dosimetry
are their small size, low supply voltage and the possibility to integrate read­out electronics [3, 42].

A drawback of the sensors is the decrease in sensitivity with increasing doses, similar to MOSFET
dosimeters. This decrease also depends on the recharge rate of the floating gate [14]. The measure­
ment range of these sensors is also limited and during manufacturing a trade­off needs to be made
between range and sensitivity. However, the FGDOS can easily be reset by recharging the floating
gate, thus effectively extending its range and restoring its sensitivity [42]. Note that it is also possible to
extend the measurement range of MOSFET based sensors, but the process for recharging the floating
gate dosimeter is more straightforward and can be easily implemented, as demonstrated by the sensor
chip discussed in the next paragraphs. Additionally, these sensors suffer from fading due to annealing
or charge leakage [12]. The sensor has flown on the 4M Lunar flyby mission, after which the gathered
data were compared to simulation results. Analysis has shown a good correlation between sensor and
simulation data. Furthermore, the sensors worked without bias applied, which means power saving
could be increased on future missions [22].

Figure 2.9: Cross­section of a floating gate transistor [81].

Sealicon FGD­03F
At Sealicon, formerly iC­Málaga, a chip for radiation measurements based upon an FGDOS has been
developed. Sealicon itself offers different versions of this chip, and both the FGD­02F demo board and
the FGD­03F sensor chip have been used throughout the thesis. Since version 03F has been used
for the radiation tests, only this version is further discussed here. A top view of a prototype of such a
sensor is depicted in figure 2.10. The floating gate is extended over the field oxide where the electron­
hole pairs are generated by radiation. From an electric point of view, the sensor can be divided in three
parts: the extended gate acting as a capacitor, the N­channel MOS transistor that is used to read out
the charge stored in the floating gate and the injector circuitry used to inject charge into the floating
gate. A separate readout circuit is used to measure the transistor’s drain current and convert this signal
to one whose frequency depends on the floating gate charge, or in other words on the amount of dose
[3, 14, 26].

The FGD­03F chip comes in a QFN32 chip package measuring 5𝑥5𝑥0.9 𝑚𝑚 and contains two sensors.
Each sensor can be programmed to function with high or low sensitivity, with values of about 70𝑘𝐻𝑧/𝐺𝑦
and 10 𝑘𝐻𝑧/𝐺𝑦 respectively. The exact sensitivities have to be determined via calibration. Selecting a
different sensitivity means that different readout circuitry is being used. For example, in low sensitivity
mode, the readout circuitry incorporates less compensation circuitry but has a better linearity in the
measurement range. The maximum TID that can be measured according to the sensor datasheet
is 500 𝐺𝑦 or 50 𝑘𝑟𝑎𝑑 [89]. A functional block diagram of the sensor chip is depicted in figure 2.11.
Note that the diagram only shows one sensor, whilst the actual chip contains two sensors. This results
in the actual chip having 30 pins instead of the 15 shown on the figure. Consequently, two pins of
the standard QFN32 package are unused. The chip contains, of course, the floating gate dosimeter.
The chip also includes a reference oscillator generating a reference frequency that can be used to
compensate temperature effects, which is a tactic also applied to RADFET sensors. Next, it includes a
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Figure 2.10: Cross­section and top view of a floating gate dosimeter developed by Sealicon [43].

charge pump and recharging circuit block, which are used to recharge the floating gate of the sensor,
thus extending its TID range. The counters are used to count the amount of pulses generated by
the sensor’s frequency signal output. Here, the analogue frequency output is converted into a digital
value. The chip also includes a block that regulates Serial Peripheral Interface (SPI) connections and
stores data in registers. The communication interface is used to connect the chip to, for example, a
microcontroller. Finally, the sensor has an internal temperature sensor as well [26, 89].

The GND, GNDD, VCC and VCCD pins in the figure are used for analogue and digital power supply and
ground. The SCK, NCS, MOSI and MISO pins are used for SPI communication. The CK pin is used for
the input of an external clock signal, which is used as a reference by the internal counter. The NSTBY
pin is used to put the sensor in standby mode. In this mode, the sensor’s power consumption is reduced
to a minimum and no measurements are being performed. The NIRQ pin generates an interrupt signal
whenever new measurement data are available in the sensor’s registers. The VB and VCHP pins are
shorted together, so the internal charge pump provides the necessary voltage to recharge the floating
gate. Alternatively, an external voltage supply can be used as well. The other pins were not used
during this project [26, 89].

Comparison with RADFET
As stated before, the RADFET is a MOSFET based dosimeter that has been used on numerous space
missions. Additionally, it is being used at CERN to monitor dose along the Large Hadron Collider.
However, there are investigations going on to see whether their measurement system can be improved
by using FGDOSs [11, 13]. Depending on the oxide thickness of the sensor, different ranges and
sensitivities can be achieved. The smallest range offered by Varadis, a RADFETwith an oxide thickness
of 1 𝜇𝑚, is from 0.3 𝑟𝑎𝑑 to 1 𝑘𝑟𝑎𝑑, whilst the sensor with an oxide thickness of 100 𝑛𝑚 has a range of
100 𝑟𝑎𝑑 to 1 𝑀𝑟𝑎𝑑 [102]. In order to determine the dose received from the threshold voltage shift, the
sensors need to be calibrated. From each batch of sensors a sensor has to be irradiated in a test facility
to determine its calibration curve, depicted on the left in figure 2.12. This is different for the FGDOS.
These sensors can be operated purely in their linear range by keeping the charge in the floating gate
between between frequency thresholds that mark the limits of the linear range, as depicted on the right
in figure 2.12. This eliminates the need of calibration curves over the complete range. Furthermore,
when comparing the FGDOS with the RADFET with the thickest oxide, thus with a sensitivity as close
as possible to the FGDOS, the FGDOS has a larger range.

The resolution of the sensors, i.e. the minimal detectable dose, depends not only their sensitivity
but also on the noise in the circuitry around the sensor. For RADFET sensors, the resolution further
depends on the applied gate voltage, and the sensors are more precise when biased with a gate
voltage. Brucoli et al. [13] stated that RADFETs with a gate oxide thickness of 400 𝑛𝑚 and a bias of 5 𝑉
can reach a resolution of 0.4 𝑟𝑎𝑑. In other research by the same principal author, the sensors with an
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Figure 2.11: A schematic representation of the chip developed at Sealicon [89].

oxide thickness of 100 𝑛𝑚 have been used for testing and a comparison with FGDOSs because they
had a higher reliability [11]. Here, the resolution that could be achieved with an FGDOS is 16 𝑚𝑟𝑎𝑑,
more than a factor two difference with the RADFET. Additionally, when using the RADFET with a bias,
a different calibration curve is needed. For RADFETs with an oxide thickness of 1 𝜇𝑚, Varadis itself
mentions a smallest detectable dose of 0.3 𝑟𝑎𝑑, still less precise than the FGDOS. A comparison
between the response of a 100 𝑛𝑚 RADFET, with and without gate bias, and an FGDOS during a test at
the CERNHigh energy AcceleRator Mixed field (CHARM) facility is depicted in figure 2.13. In this facility
mixed radiation fields are generated by letting proton beams impinge on different possible targets.
The figure clearly demonstrates the effect of the higher sensitivity of the FGDOS, resulting in more
precise measurements and less noise. Although RADFETs can be constructed with thicker gate oxides
for increased sensitivity, this comes with a major drawback. Since CMOS production technologies
today require ever smaller dimensions and gate oxide thicknesses for increased performance, these
RADFETs have to be produced by custom processes. This results in more complicated production
processes and the impossibility to directly integrate them with other CMOS circuitry. To resolve this,
the gate oxide can be replaced with a thicker field oxide, resulting in what is called a Field Oxide Field
Effect Transistor (FOXFET). These sensors can be constructed in standard processes and have a gate,
now constructed of a field oxide, of about 400 − 600 𝑛𝑚. For larger sensitivities with these MOSFETs,
the gate oxides have to be enlarged and custom processes have to be used. Furthermore, using
RADFETs with thicker gate oxides causes them to be more dependent on dose rates and energies
[26]. As a result, the FGDOS receives more and more attention because of its high sensitivity and its
straightforward fabrication process [13, 41, 58]. In table 2.1 an overview of the three different sensors
mentioned above is shown.

Other characteristics like weight, size and power consumption are harder to compare using the example
models above, since these parameters depend a lot on the circuitry that has to be used to operate
and read out the sensors. The Varadis sensors come in a 6L SOT 23 package, which measures
2.8𝑥1.6𝑥1.15 𝑚𝑚, which is smaller than the QFN32 package of the FGD­03F. However, to read out
the RADFET, external tools like a current source, a voltage sensor and an Analog­to­Digital Converter
(ADC) are needed. The ADC is used to convert the voltage reading to a digital signal that can be
send to a processor or stored into memory. This is not the case for the FGDOS, since the signal is
internally converted and ready to be send over SPI. The same argument holds for the small difference
in weight. Although the Varadis sensor only weighs about 1 𝑔 and the FGD­03F about 2 𝑔, the weight
of the additional readout circuitry still has to be included for the RADFET. With regard to the power
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(a) RADFET calibration curve showing threshold voltage
shift in function of dose.

(b) FGDOS chip frequency output in function of dose.
The blue curve shows how recharging the floating gate

keeps the sensor operating in the linear range.

Figure 2.12: Comparison of the dose responses of the Varadis VT03 1 𝑚 RADFET [102], and a Sealicon prototype FGDOS
sensor chip [12].

Table 2.1: Comparison of RADFET, FOXFET and FGDOS sensors, where 𝑉𝑇 represents the threshold voltage and 𝐹 the
frequency output [58].

Sensor Readout
Complexity

Power
Overhead

Dose
Sensitivity

Technology Sensing
Principle

RADFET low medium medium custom
CMOS

𝑉𝑇ℎ shift

FOXFET low medium medium custom
CMOS

𝑉𝑇ℎ shift

FGDOS medium low / medium high Standard
CMOS

𝑉𝑇ℎ shift / 𝐹

consumption, both sensors can be used in passive mode, meaning that they do not need power supply
until the user wants to retrieve a measurement. However, both sensor types experience drawbacks
when used in passive mode. Measurements should be retrieved from the FGDOS at shorter intervals,
compared to the RADFET, to prevent the sensor operating outside of its linear region. Operating the
RADFET in passive mode, thus without bias, results in a lower resolution. Power consumption for
the FGDOS in active mode, thus continuously powered, is between about 5 − 25 𝑚𝑊, depending on
the exact settings and usage of the sensor [15]. It would be inaccurate to compare this to the power
consumption of a single MOSFET, but Varadis also offers a readout module RM­VT02, which includes a
current source and outputs an analog voltage signal from which the radiation dose can be determined.
The board measures 38𝑥15𝑥3.5 𝑚𝑚, has a typical supply voltage of 24 𝑉 and a typical supply current of
2 𝑚𝐴, which results in a power consumption of 48 𝑚𝑊 [103], still not including any ADC. This suggests
that power consumption of a RADFET with readout circuitry, including conversion to digital signals,
would be higher when compared to the FGDOS chip. Additionally, the supply voltage of the FGD­03F
is only 5 𝑉. This low supply voltage is preferred since it is easier to provide in small space missions.
The price of the most precise Varadis RADFET is €90. This is cheaper than an FGD­03F, which costs
€140. But again, the RADFET does not include any readout components.

2.4. Smart & Distributed Radiation Monitoring
Two recent technological developments in the space industry include the use of machine learning and
the deployment of satellite constellations. Both ML and SCs can contribute to the exploration of space
and provide improved space based services, such as enhanced Earth observation data gathering and
analysis. ML is the process in which a computer builds a model based upon a dataset. The model can
then be used to, for instance, get new insights into the data or to process newly gathered data. For a
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Figure 2.13: TID measured by RADFET sensors, with and without bias gate voltage, and an FGDOS sensor. The sensors were
placed in a mixed field generated by a 24 𝐺𝑒𝑉 proton beam and a copper target [13].

complete overview of ML, the reader is referred to more specialised literature [47]. Benefits of constel­
lations are ”an improved temporal resolution and ubiquitous availability of service when compared with
traditional “monolithic” systems” [21].

2.4.1. Machine Learning in Space
Although ML algorithms have been around for about three decades, only more recently the field of ML,
and the more general Artificial Intelligence (AI), have been expanding significantly. One application
of ML in space is space weather research. Here, scientists try to predict the exact behaviour of the
near­Earth space environment. Space weather events can seriously impact the operation of modern
technologies, possibly having large socio­economic consequences. A first example hereof are the
disturbances caused in power grids by geomagnetically induced currents, like substorm currents and
the ring current. As a consequence of these currents, transformers can fail, resulting in disturbances or
even complete power outages, like in Quebec in 1989. Another example is the influence space weather
has on Global Navigation Satellite Systems (GNSSs). The harsh radiation environment, especially
SPEs at the altitude of navigation satellites, can affect satellite operations and cause errors or failures
via SEEs. ML predictions can help to prevent damages by warning the relevant parties that necessary
actions have to be taken [20]. For instance, power grid operators can be warned to switch to safe mode
before outages can occur. Furthermore, prediction models can improve navigation accuracy or radio
communications and geomagnetic or auroral predictions [19].

Another possible application is radiation environment analysis. Finn et al. [37] demonstrated the possi­
bilities of combining radiation measurements with ML to improve mission performance. In this particular
case, radiation belt predictions are being made. As mentioned before, satellites that cross the radiation
belts might need to shut down upon entry of these belts to prevent emergency shut­downs of electronic
equipment caused by the radiation. These entries and exits are usually predicted using regression
techniques or entirely theoretical models. In their work the authors employ a different approach using
anML algorithm to better predict these entry and exit times for the INTEGRAL satellite. According to the
authors, the complex radiation environment can be approximated using ML algorithms, without having
to fully comprehend the underlying physical mechanisms, provided an adequate dataset is available.
ML methods can also be used to replace or improve the classical radiation environment models used
for, amongst others, satellite design. Smirnov et al. [94], for instance, proposed the Medium Energy
Electron Flux in Earth’s Outer Radiation Belt (MERLIN) model, which focuses on reconstructing the
medium electron flux in Medium Earth Orbit (MEO) based on data provided by GPS satellites. The
authors concluded that their model is well capable of reconstructing the radiation environment, stating
that their model can be used for informative purposes, satellite design or environment nowcasting.
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2.4.2. Satellite Constellations
That SCs are becoming more popular because of their unique characteristics is demonstrated by the
growing amount of satellites being deployed as part of a constellation. Despite the failures and rather
unsuccessful business plans many earlier concepts, like Globalstar, had to endure, there are today
dozens of companies or agencies that have proposed satellite constellation missions [24]. A well known
example is the Starlink constellation of SpaceX, which hopes to bring over 4000 satellites into orbit by
2024 and will be used for broadband internet services [60]. An example of an operational CubeSat
constellation is the Earth observation constellation operated by Planet, providing high frequency global
coverage with quality images that can be used in sectors like forestry, agriculture and security [86].
An example of a proposed CubeSat constellation with respect to radiation monitoring is the CubeSats
Constellation for Space Radiation Measurements (CCSRM) mission designed by the Skolkovo Insti­
tute of Science and Technology. The constellation consists of 12 CubeSats that would monitor the
proton fluxes in LEO to provide information on the short term fluctuations of these fluxes [29]. As men­
tioned before, constellations have unique spatial and temporal coverage. This resulting increase in
data availability could, for instance, result in new insights in the space radiation environment.

2.5. Research Goals & Question
The literature study demonstrated that there are still gaps in space radiation monitoring data and capa­
bilities. Space radiation monitoring is necessary to improve engineering design models, augment fore­
casting methods, track environmental changes, classify and analyse on­board anomalies and perform
scientific research. In the area of radiation monitoring, the FGDOS is a sensor design that offers new
possibilities. Its low power consumption and small size might lay at the basis of innovative engineering
concepts that are not feasible using classical sensors. It can, for instance, replace more expensive
and bulkier sensors to decrease the costs of continuous radiation monitoring. These properties are
particularly suited for the CubeSat format. The small satellites can then either be used as a technology
demonstrator or to perform specific tasks that would be impractical or too costly using traditional satellite
concepts. Furthermore, because of their compact size, low price and straightforward integration, these
sensors could be widely deployed on future missions or even complete constellations, offering unique
spatial and temporal coverage. The increase in data gathering might also prove useful for machine
learning algorithms, resulting in improved modelling software or better space weather forecasting.

This thesis research aims to demonstrate that a functioning, simple and cheap system can be made
that incorporates the technological advances in radiation sensors and CubeSat design. It is hoped that
by building and testing a CubeSat compatible system that allows for COTS radiation monitoring, future
missions can be designed based on this research and open questions in space radiation monitoring
can be addressed. The system is also validated using radiation test facilities. The tests serve to prove
that the system, i.e. sensor and readout electronics, can function as a compact and simple radiation
monitoring system. They also help in understanding FGDOSs characteristics and might provide useful
insights for future radiation research or mission design. In future research, the system can be further
explored to demonstrate its functionalities as part of a constellation or to provide data for machine
learning models. As a result, the following research question has been formulated, with accompanying
subquestions:

Can a relatively simple, lightweight and cheap space radiationmonitoring system be designed that
exploits the properties of floating gate dosimeters and that, combined with CubeSat technology,
is able to answer the open questions in space radiation and/or improve continuous radiation
monitoring?
– Can the floating gate dosimeter be implemented into a microcontroller based system, result­
ing in a basic payload design for use in future space missions?

– What would the characteristics of such a system be and what would be its main benefits
for space missions, i.e. reliability, measurement range and resolution, cost, weight, power
consumption and ease of implementation?
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In the previous chapter, it was shown that an FGDOS can be used to improve current radiation moni­
toring capabilities. Furthermore, because of its characteristics, it can be used in conjunction with other
miniature space technologies like CubeSats. This chapter starts with a discussion on stakeholder and
system requirements for the design of an FGDOS CubeSat payload. Next, the radiation and thermal
space environments in which the sensor would be required to operate are discussed in sections 3.2 and
3.3. To test the dosimeter payload interface, the testbed developed by Space Inventor, called FlatSat,
was used, the details of which are explained in section 3.4. Because of an incompatibility between the
testbed and the sensor with respect to communication interfaces, an Arduino microcontroller was used
as well. The FGDOS chip developed by Sealicon has been introduced in section 2.3, but is described
into more detail in section 3.5, where its programming is explained as well. The necessary Arduino
programming for interaction with the FGDOS is explained in section 3.6. Finally, the full setup’s func­
tionalities, thus FlatSat with Arduino and FGDOS, are discussed in section 3.7. The descriptions and
interactions presented in this section are referring to the FGD­03F sensor chip provided by Sealicon,
unless specified otherwise.

3.1. System Design
In the literature study, a need for improved radiation monitoring capabilities was identified. Several
research fields would benefit from a new dosimeter that is precise, small, cheap and easy to use. The
correct design of a radiation monitoring system should start with identifying the people and entities that
have a stake in the project and their specific requirements, see section 3.1.1. Section 3.1.2 discusses
the verification and validation methods used throughout the design of the payload to make sure these
requirements are met and the dosimeter payload answers stakeholder’s needs.

3.1.1. Stakeholder Requirements
A multitude of parties could benefit from an improved radiation monitoring system: research institutes
and universities that want to investigate space radiation, space weather agencies that need continuous
radiation monitoring for safety and forecasting, companies that require radiation data to improvemodels
or design satellites and nuclear or medical research centers that require precise radiation level control.
In this project, the focus is on the space related stakeholders. Another notable stakeholder is the TU
Delft Lunar Zebro student project. The team has selected the FGD­03F as a payload for their small
rover that is planned to be launched to the moon in 2022 [27]. Passive stakeholders include standards
and protocols used in satellite design and communication, which have to be taken into account when
designing the radiation monitoring system.

The aforementioned stakeholders have specific requirements with regard to the system. Several rel­
evant stakeholder requirements and corresponding child requirements were identified and are listed
in table 3.1. Defining proper and clear requirements before the start of the design avoids fuzzy defini­
tions and misunderstandings throughout the project, possibly resulting in an unsatisfactory design. The
Radiation Monitoring System (RMS) requirements RMS­01 deal with the performance of the dosimeter
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when compared to other solid­state detectors. One of the main goals of the system is to outperform cur­
rent sensor capabilities by having an improved sensitivity. Additionally, the range of the sensor should
be appropriate for different types of space missions. The RMS­02 requirements define the necessary
thresholds for some of the system’s general characteristics, so that it can be used on future small satel­
lite missions. Third, the RMS­03 requirements make sure that the system can be used in space and are
based on the information found in literature [66]. Next, RMS­04 deals with the requirements to make
the system a future COTS part. This is necessary to make sure the sensor can be easily implemented
as a widespread payload or even scaled to satellite constellations. Finally, the RMS­05 requirements
state the system’s optional flexibility. This could be useful for different use cases, for example the use
in nuclear reactors versus space missions.

Table 3.1: Overview of the main stakeholder requirements. Priorities are either essential (E), conditional (C) or optional (O).

Label Description Priority

RMS­01 The system shall outperform current solid­state dosimeters
RMS­01.1 The system shall have a better resolution than current solid­state detectors E
RMS­01.2 The system shall have a range adequate for near­Earth missions E
RMS­01.3 The system shall have a range adequate for deep space missions C

RMS­02 The system shall be future­proof with regard to the ongoing miniaturisation of space missions
RMS­02.1 The system shall have an adequate size E
RMS­02.2 The system shall have an adequate weight E
RMS­02.3 The system shall have adequate power characteristics E

RMS­03 The system shall be space grade
RMS­03.1 The system shall have adequate temperature operating conditions E
RMS­03.2 The system shall be able to function in vacuum E
RMS­03.3 The system shall be radiation resistant E
RMS­03.3 The system shall be able to handle adequate TID E
RMS­03.4 The system shall be able to handle SEEs E
RMS­03.5 The system shall be plasma resistant E
RMS­03.6 The system shall have an adequate reliability E
RMS­03.7 The system shall be able to be able to operate in zero­gravity E
RMS­03.7 The system shall be able to be able to withstand typical launch stresses and vibrations E
RMS­03.9 The system shall withstand interaction with the high altitude atmosphere E

RMS­04 The system shall be a potential COTS part
RMS­04.1 The system shall be easily produced C
RMS­04.2 The system shall be cheap E
RMS­04.3 The system shall be plug and play for common CubeSat layouts C

RMS­05 The system shall be flexible
RMS­05.1 The system shall have different sensitivities O

From the stakeholder or customer requirements, different more specific system requirements were
deduced that state how exactly the customer requirements can be fulfilled. An overview is given in table
3.2. Note that some requirementsmention To BeDetermined (TBD), whichmeans no exact values were
determinedwith regard to system specifications during this thesis project. This is considered acceptable
given the exploratory nature of this work. Each requirement should be VALID: verifiable, achievable,
logical, integral and definitive. This means that each requirement 1) can be verified, preferably via a
quantitative method, 2) should be able to be achieved with the available resources, 3) should follow
logically from the stakeholder requirements, 4) should be complete and 5) should be unambiguous
[44]. The reasoning behind each of the requirements shown in table 3.2 is explained in the following
paragraphs.

The resolution of RADFET solid­state detectors is described in section 2.3. The smallest detectable
dose for the Varadis RADFETs is 0.3 𝑟𝑎𝑑. Assuming an increase of a factor 10 is desired, the mini­
mum resolution of the system should be 30 𝑚𝑟𝑎𝑑. The range requirements follow from the simulations
discussed in section 3.2. These requirements are referred to with PERF in their label. The next re­
quirements, labelled with MINI, state how the system shall be made compatible with current and future
small satellite formats. For this purpose, several other assumptions have to be made. Besides the now
widely used CubeSat format, several other concepts have been proposed and are being developed that
are even smaller and cheaper. One example are PocketQubes, which consist of a number of p units
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with each unit measuring 5𝑥5𝑥5 𝑐𝑚 and weighing less than 180 𝑔. An even more compact example
are ChipSats or Sprites used for the KickSat mission mentioned in section 2.4.2. These satellites mea­
sure 3.2𝑥3.2 𝑐𝑚 and have a thickness of a few millimeter [21]. Since the goal is to have a widespread
presence of the dosimeter in space, it would be preferable that the dosimeter can be added as a sec­
ondary payload to virtually any CubeSat mission. Hence, the Sprite format is chosen as reference for
size, mass and power requirements. For size, it is assumed that 10% of a Sprite’s surface area is
preserved for payload. Assuming a linear relation between mass and size of the PocketQube and the
Sprite formats and a Sprite thickness of 3.2 𝑚𝑚, a Sprite would weigh about 4.7 𝑔, which is indeed
roughly the weight of the satellite units used for the KickSat project [83]. A weight budget of 15 − 50%
of the spacecraft dry mass is allotted to the payload, resulting in the weight limit mentioned in table 3.2
[67]. With regard to energy restrictions, two factors are considered: power consumption and supply
voltage. A power consumption of the communications unit in the order of milliwatts is mentioned for
the Sprites, and a similar power consumption is assumed for the payload [83]. Since popular micro­
processor boards often use a supply voltage of 3 − 5.5 𝑉, this is considered an ideal requirement for
the dosimeter system, since this would then prevent the need of additional voltage converters.

The readout electronics surrounding the dosimeter should be able to resist the conditions in space,
including radiation, plasma, temperature, vacuum, zero gravity, launch forces and the Earth’s outer
atmosphere. These requirements are labelled with SPAC and are mostly retrieved from literature [66].
The expected dose was determined via simulations, see section 3.2. Additionally, the system should
be able to tolerate SEEs. Operating temperature range of the equipment and payload are mission spe­
cific, but a first estimate was made based on the results of a heat balance calculation, see section 3.3.
A necessary payload reliability of 0.89 is assumed [67]. To limit cost and make the system easily avail­
able, it would be ideal if the system can be produced in standard manufacturing processes or consists
of COTS components. The system also needs to include a digital interface with a common communi­
cation protocol, so that it can be readily connected to different types of on­board computers. Because
of its simplicity and reliability, only serial communication is considered. Common serial communica­
tion protocols include SPI, Inter­Integrated Circuit (I2C), Controller Area Network (CAN), Universal
Asynchronous Receiver­Transmitter (UART), Universal Serial Bus (USB) and different Recommended
Standard (RS) versions. These requirements are all labelled with COTS. An optional functionality, la­
belled FLEX, would be to be able to switch between sensitivities with the same system so that it can
be easily programmed to fit a specific use case.

3.1.2. Verification & Validation
In order to make sure the designed system complies with the specifications put forward by the require­
ments, verification is necessary. Verifying that a (sub)system complies with a requirement can be done
via four different methods: testing, analysis, inspection or similarity [44]. Testing is the most preferred
method, as it quantitatively proofs that the system complies with the requirement. However, this op­
tion is often the most expensive and is not always feasible. The second option is to provide analytical
proof, through for example simulations or modelling, that the requirements are met. Third, some spec­
ifications can be verified by performing a standard quality control method, during which, for example,
datasheets can be consulted to verify system characteristics. Finally, one can proof compliance with a
requirement by describing how the system is similar to another system that has been proven to comply
[44, 66].

In table 3.2, the verification methods that were used in this thesis project are shown for each require­
ment. Some requirements are not investigated or verified in this exploratory project, indicated by ’­’.
Additionally, some requirements were partially verified but would need more conclusive and precise
verification in the future. The advised future verification method is then put between brackets. First,
the PERF parameters were verified by testing the dosimeter in a radiation laboratory. More details with
regard to test procedures and results can be found in chapter 4. Second, the MINI requirements were
be verified by physical inspection or by consulting datasheets. The power usage was also be mea­
sured during the radiation tests. Requirements RMS­SPAC­01 to 03.2 were all checked by inspecting
relevant datasheets or documents. In the future, however, more conclusive verification methods like
testing should be performed. Alternatively, simulations can be used or the system can be compared to
a similar one. Note that these last methods might be sufficient for an engineering model, but are not
acceptable for a flight model. Requirement RMS­SPAC­03.03 with regard to SEEs could be verified
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Table 3.2: Overview of the radiation monitoring system requirements. The last column identifies the requirement verification
method: T (testing), A (analysis), I (Inspection), S (Similarity).

Label Description Priority Verification

RMS­PERF­01 The system shall have a resolution of at least 30 𝑚𝑟𝑎𝑑 E T
RMS­PERF­02 The system shall have a measurement range of minimum 120 𝑘𝑟𝑎𝑑 C T

RMS­MINI­01 The system shall have a maximum size of 3.2𝑥3.2𝑥3.2 𝑚𝑚 E I
RMS­MINI­02 The system shall have a maximum weight of 2.4 𝑔 E I
RMS­MINI­03 The system shall have a maximum power usage of 10 𝑚𝑊 E T
RMS­MINI­04 The system shall have a supply voltage of 3 − 5.5 𝑉 E I

RMS­SPAC­01 The system shall work in a temperature range of 60 − 380 𝐾 E I (T)
RMS­SPAC­02.1 The system shall consist of materials that can withstand exposure to vacuum

and UV
E I (T)

RMS­SPAC­02.2 The system shall consist of materials that generate little contamination E I (T)
RMS­SPAC­03.1 The system shall be radiation hardened to doses of at least 120 𝑘𝑟𝑎𝑑 E I (T)
RMS­SPAC­03.2 The system’s hardware shall be SEL and SEU resistant E ­ (T)
RMS­SPAC­03.3 The system shall have software algorithms dedicated to the detection and

recovery of SEUs
E ­ (T)

RMS­SPAC­04.1 The system shall prevent differential charging of surfaces by means of con­
ductive coatings

E ­ (I)

RMS­SPAC­04.2 The system shall have a common ground E I
RMS­SPAC­04.3 The system’s electronics and wiring shall be shielded physically and electri­

cally
E I

RMS­SPAC­04.4 The system shall include electric filtering to protect circuits from discharge­
induced currents

E I (T)

RMS­SPAC­04.5 The system’s exterior surfaces shall be able to withstand dielectric breakdown E ­ (T)
RMS­SPAC­05 The system shall have a reliability of 0.89 or higher E ­ (T)
RMS­SPAC­06 The system shall be able to operate in zero gravity E I
RMS­SPAC­07 The system shall be able to withstand launch stresses and vibrations TBD E I (T)
RMS­SPAC­08 The system shall be constructed with materials that resist atomic oxygen ero­

sion
E ­ (T)

RMS­COTS­01 The dosimeter shall be able to be produced in standard manufacturing pro­
cesses

E I

RMS­COTS­02 The system, besides dosimeter, shall consists of only COTS parts C I
RMS­COTS­03 The system shall cost as much as a system containing a RADFET dosimeter

or less
E I

RMS­COTS­04 The system shall communicate via a common serial communication interface C I

RMS­FLEX­01 The system shall have multiple sensitivity options O I

by software simulations in the future, e.g. using fault injection programs. Additionally, testing of the
system to determine its response to SEEs should be done. However, SEEs are not further considered
in this thesis project and are thus left for future research. Requirement RMS­SPAC­04.1 is not verified
now but can be inspected in future research. Requirements RMS­SPAC­04.2 up to 04.4 were checked
by inspecting the final system design and relevant datasheets. The dielectric breakdown RMS­SPAC­
04.5, reliability RMS­SPAC­05 and atomic oxygen erosion RMS­SPAC­07 requirements should all be
tested for in the future. The zero gravity RMS­SPAC­06 and launch stresses RMS­SPAC­07 were ver­
ified by means of inspection, but the last one should also be tested for in the future. All COTS and
FLEX requirements were verified by inspection of the final system.

After the aforementioned verification techniques, validation is necessary to demonstrate that a product
meets stakeholders needs and is ready for a particular use. The focus here is less on the requirements
and more on how the system needs to act during real­life operations. This is needed because sys­
tem requirements can only approximate reality and verification methods are imperfect [44, 66]. First,
the stakeholders expect a system ready to be implemented on small satellite systems. The valida­
tion hereof, performed using a CubeSat testbed, is discussed in sections 3.4 to 3.7. Additionally, the
stakeholders require a system that outperforms current miniature dosimeters, like the RADFET. This
was validated by means of radiation tests and is discussed in chapter 4. In future research, additional
validation steps still need to be performed. For example, stress tests should be performed to validate
the system’s robustness to the harsh space conditions and software errors.
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3.2. Radiation Environment Simulation
In order to determine a required dose detection range for the sensor system, simulations in SPace
ENViroment Information System (SPENVIS) were performed. SPENVIS is an online interface provided
by the Royal Belgian Institute for Space Aeronomy (BIRA­IASB) under an European Space Agency
(ESA) contract that allows for modelling of the space environment and its effects [38]. In this section the
setup and results of these simulations are presented. Two different mission profiles were considered.
When radiation doses are mentioned, the reader can assume the absorbing material is silicon, unless
specified otherwise. First, the orbit of the ISS was chosen as an example mission profile because
many radiation monitoring experiments have been flown on the ISS and their in­flight data could provide
valuable validation datasets. Next, in order to simulate expected doses for deep space missions and
future interplanetary missions, an orbit around Mars was considered. For both missions the start date
was chosen to be January 2022. The specific date does not matter, but the year could be important
because it determines whether the simulations are run during a solar maximum or a solar minimum,
as explained in the sections 3.2.1 and 3.2.2. Note that the Sun has entered its 25𝑡ℎ cycle around the
end of 2020, with an expected peak in solar activity in 2025 [1]. Regardless of mission start date,
the simulations settings have all been chosen to be conservative, resulting in more stringent system
requirements that are automatically valid for periods of less radiation intensive periods. Screenshots
showing the exact settings used for the simulations are added in appendix A. For the radiation models
and settings, the guidelines from the European Cooperation for Space Standardisation (ECSS) were
followed [39]. In figure 3.1, the typical workflow for a simulation in SPENVIS is depicted. First, a
mission specific orbit is defined. Second, the different radiation sources and their models are defined.
Finally, depending on what exactly needs to be simulated, different types of simulations can be run to
determine total dose, solar cell degradation or other parameters. For validation of the different models,
for example by comparing them with space mission data, the reader is referred to more specialised
literature [105].

Figure 3.1: Typical SPENVIS workflow [30].

3.2.1. Low­Earth Orbit
For LEO, data from the ISS orbit were taken and entered into SPENVIS, see figure A.1 [82]. For
simplicity, solar radiation pressure and atmospheric drag were not accounted for. A mission duration of
one year was chosen, since this is a typical mission duration of a CubeSat at this altitude considering
orbital decay [80]. An orbital period of 30 days was chosen as representative for the whole mission
duration. Shorter time periods allow for faster simulations but then parts of the coverage of Earth’s
surface might be missed. After defining the orbit, the radiation models were set. For the Van Allen
belts, the AP­8 and AE­8 models for trapped protons and electrons respectively were chosen, see
figure A.2. These models are appropriate to determine cumulative effects for missions over 6 months,
but the models do not include temporal flux variations or directionality. An error of about a factor two,
or even more for the AE­8 model, should be taken into account as well [38, 39]. There have been
several attempts to overcome these limitations, resulting in the AP­9 and AE­9 models, but these are
no industry standard yet [45]. To be conservative, the solar minimum for the AP­8 and solar maximum
for the AE­8 models were set, since this results in the highest proton and electron fluxes. The exact
solar activity depends on themission timeline, as explained before. The threshold settings are only used
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to determine which fraction of the orbit passes the threshold and do not influence further simulations.
Although the AP­8 and AE­8 models are static, local time variations can be selected to include time
variations in the outer radiation belt in the AE­8 model down to the third L­shell [38, 105]. These outer
zone variations result in the flux being a random variable, and thus confidence levels can be set. In
SPENVIS, a confidence level can be set at 50% plus or minus a certain number of standard deviations.
Again, to be conservative, a confidence level of 97, 725% was chosen, meaning that there is a 2.275%
chance that the fluxes are exceeded. A higher confidence level of 99.865 can be chosen as well, but
this was deemed excessive. Additionally, for the GCR model, this level of confidence is not available,
thus not allowing for a consistent choice of confidence level if higher levels would be set for the trapped
radiation particles. An example of the output of this part of the simulation is shown in figure 3.2, where
a world map with the mission average flux of protons is depicted. On the figure, the SAA as explained
in section 2.2.1, is clearly visible.

Figure 3.2: A world map with mission averaged proton fluxes. Output retrieved from SPENVIS for a one year mission in an
ISS­like orbit.

Next, the solar particle fluence model was set up, see figure A.3. As advised by the standard, the
Emission of Solar Protons (ESP) model was used [39]. In SPENVIS, this has been combined with the
Prediction of Solar particle Yields for Characterisation of Integrated Circuits (PSYCHIC) model, which
includes heavy ions and extends the energy range of the solar protons modelled in ESP. The complete
ion spectrum was incorporated and the prediction period and solar cycle offset were set to automatically
coincide with the mission time period. Again, to be conservative, a confidence level of 97.725% was
set. The model does not include electrons, but this is only necessary when considering, for example,
internal charging effects [39]. The magnetic shielding provided by Earth was included in the simulations
and a quiet magnetosphere was chosen to be conservative. Finally, GCRs were modelled, with the
settings as shown in figure A.4. The ISO­15390 model is advised by the standard [39]. This model
takes variations in solar activity and the heliospheric model into account [38]. SPENVIS allows for
selection of the standard model, which gives the average flux, or two other models that return the
fluxes for other confidence levels based on an added standard deviation of the mean. The mean plus
two standard deviations was chosen to be conservative, resulting in a confidence level of 97, 725%.
The total mission fluence of solar protons and GCR protons in function of energy is depicted in figure
3.3, and shows the different orders of magnitude for the peak fluxes and their respective energy levels.
The fluences of heavier ions, like helium and lithium, are several orders of magnitude smaller. Note
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that in the total dose calculations done by SPENVIS, the GCR fluxes are not taken into account. In the
next paragraphs it is shown that this only has a minor influence on the total dose. Additionally, there
are jumps in the graph for GCR protons. This effect was only noticed when choosing mission epoch
as a time period in the GCR settings and not when a fixed solar minimum period was selected. This
might suggest a bug in SPENVIS and has been reported on the SPENVIS forum. The solar minimum
period was used in further GCR simulations to be more conservative, since the flux of GCR particles is
negatively correlated with solar activity [77, 90].

(a) Fluence of solar protons in function of energy according to the ESP­PSYCHIC model.

(b) Flux of GCR protons in function of energy according to the ISO­15390 model.

Figure 3.3: Results of the SPENVIS simulation for solar proton fluence and GCR proton flux for a one year CubeSat mission in
an ISS­like orbit.
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After setting up and running the orbit and radiation sources models, the total ionising dose for sim­
ple geometries was determined. The settings for the TID model are depicted in figure A.5. Either
default values for the shielding thickness or tabulated values can be used. Furthermore, three differ­
ent dose models can be used: SHIELDOSE, SHIELDOSE2 and SHIELDOSE2Q. Each version is an
update of the previous model and the latest model was chosen for the simulations. Updates include
improved simulations and having additional options for detector materials. The shielding configuration
was chosen to be the centre of an aluminium sphere, which best represents the system’s possible
future configuration in a satellite with radiation coming from all directions. The shield was considered
to be composed of aluminium, because this is the most popular construction material for satellites. Fi­
nally, the target material was chosen to be silicon, the main constituent of semiconductor devices. The
results of the simulation are depicted in figure 3.4. A typical CubeSat wall thickness is 0.2 𝑐𝑚, although
custom materials and additive manufacturing are being used today as well [76]. The SPENVIS report
file mentions a total dose of 11.25 𝑘𝑟𝑎𝑑 for 2 𝑚𝑚 of shielding, with most of the dose being caused
by trapped electrons. It should be noted that when setting the confidence levels of the AE­8 and ESP
models to 50%, this value drops down to 874.5 𝑟𝑎𝑑, indicating the high uncertainty in the models. The
expected TID is much larger compared to the results presented in figure 2.5. This difference can be
attributed to the high confidence levels set in the simulations presented here and to the difference in
inclination between the orbit of the ISS and the equatorial orbit used for figure 2.5, causing the ISS to
fly through the high particle fluxes of the SAA. Note that the simulations do not take into account the
heavier ions present in the solar winds. Since these have fluxes several orders of magnitude smaller
than the solar protons, their effects were considered negligible.

Figure 3.4: TID in Si in function of shielding depth according to a SPENVIS simulation for a one year CubeSat mission in an
ISS­like orbit.

In order to determine the effect of the GCRs particles on the total dose, additional SPENVIS tools were
used. There is the possibility to rerun the simulations with a user defined trapped particle environment,
but this approach does not allow to include heavy ions or the high particle energy levels associated
with GCRs. Instead, the integrated Multi­Layered Shielding Simulation Software (MULASSIS) package
was used, which is a Monte­Carlo based simulation tool for the analysis of fluences and doses for more
complex shielding and sensor geometries than what can be defined in SHIELDOSE. First, the trapped
proton environment was simulated using the default geometry, consisting of 26 slabs of aluminium with
the boundaries set as to equal the default shielding thicknesses from the SHIELDOSE simulations.
The source settings for the MULASSIS simulations are depicted in figure A.6, the geometry settings
in figure A.7 and the analysis settings in figure A.8. A total of 10.000 particles was chosen to be
simulated in the Monte­Carlo simulations. Energy biasing can be used if faster simulations would be
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needed. With energy biasing, there is a higher probability of low flux particles being generated in
the Monte Carlo simulations. It is an event biasing technique that replaces the actual flux probability
distribution function with an artificial one. It increases simulation efficiency and is especially useful for
thick shielding simulations [38]. For full comparison, the SHIELDOSE simulation was rerun with a finite
slab geometry, instead of a sphere, since this setup better represents the slabs of shielding used in
the MULASSIS simulations. In the case of GCRs, different simulations were run for different isotopes
of the same type of ion which then all have to be added one by one. A comparison of the output
of SHIELDOSE and MULASSIS simulations is shown in figure 3.5. The results from the MULASSIS
simulations agree well with those from SHIELDOSE for the dose caused by trapped protons, except
for very thin shield thicknesses where the MULASSIS simulations give higher doses. This effect might
be caused by, for example, interpolation errors or differences in Monte­Carlo simulation data, but is not
further investigated. The results of the MULASSIS simulations also depend on the chosen method of
interpolation, with the powerlaw interpolation method not agreeing with the SHIELDOSE simulations.
The interpolation method does not matter for GCR simulations, since no interpolation method is then
being used. The figure also depicts the estimated dose caused by protons originating from GCRs,
which are clearly less influenced by aluminium shielding because of their high energies. Despite their
high energies, GCR ions contribute several orders of magnitude less dose when compared to other
dose sources because of their low flux. Although the comparison was only made for protons, heavier
ions have even lower fluxes, and these contribute even less to the TID over the mission lifetime. When
looking at figure 3.4, for a typical CubeSat shielding thickness of 2𝑚𝑚, the trapped protons are not even
the most important dose source, and the GCR protons represent thus only a fraction of the total dose.
In conclusion, for this particular mission, the effect of GCR particles on the total dose can be neglected,
but it should be taken into account when more precision is required, certainly when working with thick
shielding. Furthermore, the effect of heavier solar ions should be incorporated if more precision is
required.

Figure 3.5: Comparison of the total dose for a one year CubeSat mission on an ISS like orbit using different models. The H in
the legend represents hydrogen ions, i.e. protons. The terms cubic, powerlaw and linear in the legend represent the chosen

interpolation method.

3.2.2. Mars
To investigate the possible use of the radiation monitoring system for deep space missions, an areo­
centric orbit is considered. Both experimental data and simulations were used to determine the dose
levels that can be expected in such an orbit. An example of a recent mission is the Trace Gas Orbiter,
part of ExoMars, a joint ESA ­ Roscosmos programme to explore Mars. One of the scientific instru­
ments aboard the satellite is the Liulin­MO dosimeter, consisting of two pairs of silicon PIN­diodes.
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The measurements whilst in orbit around Mars between May 2018 and December 2019 can be found
in literature [90]. The orbit is a circular orbit with an altitude of 400 𝑘𝑚 and an inclination of 74°. The
sensors itself are shielded from the space environment by 1.2 𝑚𝑚 of steel and 1 𝑚𝑚 of aluminium,
resulting in a minimum energy threshold of 30 𝑀𝑒𝑉 for protons and 1.7 𝑀𝑒𝑉 for electrons. Results for
fluxes and hourly dose rates of GCRs are depicted in figure 3.6. The time period of the measurements
coincides with a solar minimum and no SPEs were recorded. Assuming a dose rate of 15.5 𝜇𝐺𝑦/ℎ𝑟,
based upon figure 3.6, the yearly dose for a mission in a low altitude areocentric orbit due to GCRs is
13.58 𝑟𝑎𝑑 considering the aforementioned shielding configuration.

Figure 3.6: Flux and dose rates measured by the Liulin­MO dosimeter during a circular orbit around Mars with an altitude of
400 𝑘𝑚 and an inclination of 72° [90].

During times of higher solar activity, the GCR dose decreases, but daily doses can increase significantly
as a consequence of SPEs. In figure 3.7 an example of the effect of an SPE is depicted. The dose is
measured by the Martian Radiation Environment Experiment (MARIE) aboard the 2001 Mars Odyssey
spacecraft, orbiting Mars since 2001. The event was measured shortly after the solar maximum of
2001 and indicates a temporary increase of the dose rate by a factor of about 50 [107]. These high
dose rates for solar events were also measured by the radiation experiment aboard the Mars Curiosity
rover, which noted a total dose of 1.2 − 19.5 𝑚𝐺𝑦 added per event [107].

An interesting mission profile that can be simulated in SPENVIS is an areostationary orbit, similar to a
geostationary orbit but around Mars. These types of orbits are considered to be interesting for future
telecommunications between Earth and Mars bases [70]. Because of the difficulties of entering an
areostationary orbit compared to LEO, these missions would have a duration longer than one year.
Hence, a mission duration of 10 years was chosen. The settings for the mission and orbit are depicted
in figure A.9. For this simulation, a shorter representative time period was chosen, since there is less
variability in the orbital parameters. For the solar fluence and for the TID simulations, the same settings
as described in section 3.2.1 were set. A major difference between the results of the simulations for
Mars concerning the TID and the results represented in figure 3.4 for LEO can be noticed: only solar
protons were modelled by SPENVIS for an areostationary orbit. This is because there are no radiation
belts present aroundMars. In fact, Mars does not have an internally generated magnetic field like Earth,
but instead is surrounded by a magnetic field induced by solar winds [98]. One of the consequences
hereof is that Mars is much less protected against GCRs. However, GCRs are not included in the
SPENVIS SHIELDOSE TID simulation, thus the same approach as described in section 3.2.1 was used
to model the GCR particles by means of MULASSIS. The settings for the GCR model are depicted in
figure A.10. Notice that these settings differ from figure A.4. For an areostationary orbit, no magnetic
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Figure 3.7: Dose rate measured by MARIE during an SPE that took place in July 2002 [107].

shielding can be chosen and a propagation factor has to be set. Without propagation, the GCR flux
is taken constant throughout the heliosphere, which, according to the SPENVIS help files, is precise
enough. As mentioned before, instead of mission epoch a solar minimum time period was chosen,
which results in higher GCR fluxes. The difference in flux in function of energy level between the 1996
solar minimum and the chosen mission epoch is depicted in figure 3.8.

Figure 3.8: Comparison between the GCR 1H isotope fluxes for a 10 year Mars orbiter mission during either the 1996 solar
minimum or the current mission epoch solar maximum.

The results of both the SHIELDOSE and the MULASSIS simulations are depicted in figure 3.9 and
show that, compared to LEO, the total dose due to solar protons per year has increased by about two
orders of magnitude. The dose caused by GCR protons per year has increased by about two orders of
magnitude as well. Additionally, the dose caused by helium ions was included. As mentioned before, in
MULASSIS the dose for different types of isotopes is calculated separately. According to the SPENVIS
reports, both helium isotopes contribute an approximately equal dose, although the 3𝐻𝑒 particles should
be 10 times less prevalent in solar winds [8]. The contribution of heavier ions decreases quickly and is
not depicted. Previously, a yearly measured dose of about 13.58 𝑟𝑎𝑑 due to GCRs was mentioned for
a low altitude areocentric orbit, which agrees with the simulated total dose range for 10 years caused
by GCR protons and helium ions of about 120 − 160 𝑟𝑎𝑑, depending on shielding. Note that these
results were obtained for a 10 year mission during solar maximum activity for solar protons and solar
minimum for GCRs, which is a conservative approach.
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Figure 3.9: TID in function of shielding depth according to SPENVIS simulations for a 10 year mission in an areostationary orbit
using both SHIELDOSE and MULASSIS.

3.2.3. Conclusion
In table 3.3 the TID caused by a combination of trapped particles, solar protons and GCR protons for
both mission profiles simulated above and for different shielding thicknesses is given. The values were
retrieved from the SPENVIS report files. For the trapped protons, trapped electrons and solar protons,
the results from the MULASSIS simulations were used, since these values were more conservative
in almost all cases. In case of the Mars mission, GCR helium ions are included as well. Referring
to the sensor datasheet, the FGD­03F has a range up to 50 𝑘𝑟𝑎𝑑 [89]. This means that the sensor
should be suitable for short LEO missions in the worst conditions, even if they pass through the SAA
and there is only very limited shielding being used. Without much shielding, the total dose for a 10
year areostationary orbit would however exceed this limit. This indicates that for these missions a
minimum level of shielding is necessary. As mentioned before, typical CubeSat shielding thickness
is 2 𝑚𝑚. Taking this as a reference, the minimum dose the dosimeter should be able to withstand
is about 22 𝑘𝑟𝑎𝑑. However, higher values are preferred as they allow more flexibility for future deep
space missions with regard to shielding. Hence, a more strict minimum of 120 𝑘𝑟𝑎𝑑 is chosen for the
system requirements.

Table 3.3: Overview of TID in function of shielding thickness for a one year ISS­like orbit and for a 10 year areostationary orbit.

Mission Thickness (mm) Trapped (rad) Solar (rad) GCR (rad) Total TID (rad)
ISS 0.05 1.78𝑒5 419 1.43 1.79𝑒5

0.2 3.66𝑒4 68.3 1.60 3.67𝑒4
2 3.69𝑒3 9.16 1.87 3.70𝑒3

Mars 0.05 0 7.67𝑒5 128 7.68𝑒5
0.2 0 1.19𝑒5 135 1.19𝑒5
2 0 2.18𝑒4 151 2.19𝑒4
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3.3. Thermal Limitations
It would be beneficial that no active thermal control systems are needed when integrating the sensor
in a satellite, since this would limit the applicability of the sensor and affect overall mission cost and
complexity. To get a general idea, a few heat balances were constructed to determine the required
operating temperature range for the dosimeter payload under design. Several assumptions were made
with regard to the heat balance in space as to keep the complexity to a minimum, see section 3.3.1.

3.3.1. Heat Balance
For the sensor in a circular orbit around a planet in our solar system, the following terms have to be
taken into account for the heat balance: internal power generation, the solar radiative flux, the infrared
radiative flux of the planet, the solar flux reflected by the planet called Albedo and the amount of heat
generated by the sensor. Only the cuboid sensor in space is considered, with dimensions 5𝑥5𝑥0.9 𝑚𝑚,
resulting in an external surface area 𝐴 of 68 𝑚𝑚2, and an average power usage, 𝑃, of 20 𝑚𝑊 [15, 89].
The sensor is covered in black paint with a solar absorptivity 𝛼 of 0.96 and an infrared emissivity 𝜖 of
0.88 [59]. The other surface areas in the heat balance, indicating the part of the sensor that experiences
for example solar flux, depend on the orientation of the sensor and are determined on a case­by­case
basis. The solar radiative flux at a distance of one astronomical unit from the Sun, which is roughly
the distance from Earth to the Sun, equals 1366 𝑊/𝑚2. Radiative fluxes at other distances from the
Sun can be calculated by multiplying this flux with the ratio of the distances to the Sun squared. The
distance between Mars and the Sun is be 1.5237 𝐴𝑈. Radiative fluxes are indicated by 𝐽. The Bond
albedo factors 𝐴𝑙 of Earth and Mars are 0.306 and 0.25 respectively. The Albedo flux at a certain
orbit is then calculated using equation 3.1, with 𝑅𝑝𝑙𝑎𝑛𝑒𝑡 and 𝑅𝑜𝑟𝑏𝑖𝑡 the radii of the planet and the orbit
respectively. The infrared radiative flux calculation is shown in equation 3.2. The radii 𝑅 of Earth and
Mars are 6371 and 3389.9 𝑘𝑚 respectively. The surface temperatures 𝑇 of Earth and Mars are 255 and
210 𝐾 [69]. Using these values, the heat balance as shown by equation 3.3 was constructed, where 𝜎
represents the Stefan­Boltzmann constant.

𝐽𝐴𝑙𝑏𝑒𝑑𝑜 = 𝐴𝑙 ∗ 𝐽𝑆𝑢𝑛 ∗ 𝑅2𝑝𝑙𝑎𝑛𝑒𝑡/𝑅2𝑜𝑟𝑏𝑖𝑡 (3.1)
𝐽𝑖𝑛𝑓𝑟𝑎𝑟𝑒𝑑 = 𝜎 ∗ 𝑇4𝑝𝑙𝑎𝑛𝑒𝑡 ∗ 𝑅2𝑝𝑙𝑎𝑛𝑒𝑡/𝑅2𝑜𝑟𝑏𝑖𝑡 (3.2)

𝐴𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 ∗ 𝜖𝑖𝑛𝑓𝑟𝑎𝑟𝑒𝑑 ∗ 𝜎 ∗ 𝑇4𝑠𝑒𝑛𝑠𝑜𝑟 = 𝐽𝑆𝑢𝑛 ∗ 𝐴𝑆𝑢𝑛 ∗ 𝛼𝑆𝑢𝑛 + 𝐽𝐴𝑙𝑏𝑒𝑑𝑜 ∗ 𝐴𝐴𝑙𝑏𝑒𝑑𝑜 ∗ 𝛼𝑆𝑢𝑛+
𝐽𝑖𝑛𝑓𝑟𝑎𝑟𝑒𝑑 ∗ 𝐴𝑖𝑛𝑓𝑟𝑎𝑟𝑒𝑑 ∗ 𝜖𝑖𝑛𝑓𝑟𝑎𝑟𝑒𝑑 + 𝑃𝑖𝑛𝑡𝑒𝑟𝑛𝑎𝑙

(3.3)

Just as for the SPENVIS simulations, two different orbits were considered. One is an ISS­like orbit
around Earth, the other is an areostationary orbit. For each orbit, two solar illumination cases were
taken into account. In one case, the sensor is illuminated by the Sun on one side and receives Albedo
and planetary radiation on the other side. This means that surface areas for solar, Albedo and infrared
radiation all equal 5𝑥5 𝑚𝑚. In the other case, the sensor finds itself in the shadow of the planet, is thus
not illuminated by the Sun and only receives infrared radiation from the planet. Additionally, the power
consumption of the sensor is either 20 or 0 𝑚𝑊. Using this information, the steady­state temperature of
the sensor in each of these cases was calculated using the heat balance. Note that temporal variations
due to the continuous variation in conditions were not taken into account.

3.3.2. Conclusion
The results of the calculations for each separate case are shown in table 3.4. If the system is required
to operate in all specified conditions without any thermal control, the most extreme values should be
used to define a required operating temperature range. Although this range of over 300 𝐾 might seem
excessive, it makes sure that the dosimeter can operate in extreme temperatures with ease and can
be deployed in even more extreme conditions with only little thermal control measures.

With regard to the FGD­03F, with an operating temperature range of 253−358 𝐾, the table shows that
for most cases, the sensor does not need extensive thermal control measures [89]. For an ISS­like
orbit, temperature can be manipulated when needed by powering on or off the sensor. Another option
is to provide the sensor with some louvers, which keep the heat in during unlit conditions and keep
the heat out during lit conditions. Insulation can also be an effective approach for the overall cooler
areostationary orbit. Finally, in real­life, these sensors would be part of a larger satellite system. The
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sensor can then be placed either close or far from other power dissipating components to keep the
sensor temperature within its limits. In conclusion, the sensor should be able to function on most types
of space missions with very little to no thermal control required.

Table 3.4: Overview of sensor temperatures calculated from the heat balance equation 3.3 for different situations.

Orbit Power (mW) Illumination Temperature (K) Range
ISS 20 sunlit 373.1 X

shadow 294.0 V
0 sunlit 341.7 V

shadow 192.3 X

Areostationary 20 sunlit 317.1 V
shadow 277.7 V

0 sunlit 254.7 V
shadow 66.6 X

3.4. FlatSat
As explained on the website of Space Inventor, the FlatSat is basically ”a large motherboard where
satellite avionics modules can be installed and connected as if it was inside a real satellite” [55]. This
testbed, depicted in figure 3.10 and available for testing at the European Space Research and Technol­
ogy Centre (ESTEC) facilities in Noordwijk, is basically a flattened out CubeSat with different types of
electronic connections. The setup is designed to make it possible to test avionics units, payloads, soft­
ware components and demonstrate complete satellite operations without having to construct a mission
specific prototype. This allows for more straightforward functional testing of components and complete
satellite setups earlier in the design phase with easy access to all the subsystems [55]. This testbed
was used to design an interface between an FGDOS and a small satellite system, thus demonstrating
that the dosimeter can be deployed as a satellite payload and, consequently, can be used for future
space missions.

The different subsystems on the FlatSat interact via CubeSat Space Protocol (CSP), which is essentially
a network protocol similar to the TCP/IP protocol widely used to communicate over the world wide web
[46]. Each subsystem on the network, called a node, can send and receive data to other nodes on
the network. Interaction with the network can be done via either the ground station, depicted above
the FlatSat in figure 3.10, or a computer. These can be connected to the testbed via D­subminiature
connectors that make use of the CAN standard on top of which CSP is implemented, resulting in the
computer being just another node on the FlatSat system network. Instead of using the connectors,
there is also the possibility to connect to the network via the telecommunications subsystem using
antennae and radio­frequency signals. All the explanations below are using the computer terminal as
an example, but the exact same operations can be performed using the ground station terminal. Several
modules developed by Space Inventor were already mounted on the testbed by ESTEC, including two
On­Board Computers (OBCs) in a single enclosure, a Telemetry, Tracking and Command (TT&C) unit
and a Power Conditioning and Distribution Unit (PCDU).

Different types of ports are available to which external payloads can be attached. The testbed itself
has, for example, debugging ports for both CAN and I2C. The OBC itself has an Harwin M80 connector
with the possibility to connect devices via CAN, I2C, USB or UART. However, the FGDOS can only
communicate via SPI, which is not available on the testbed or any of the mounted modules. The signal
coming from the sensor thus has to be converted to a FlatSat compatible signal. Keeping in mind that,
in the future, multiple sensors might have to be connected, it was decided to convert the signal to I2C,
since this standard allows to connect 128 slave devices when using 7­bit addressing, and even more
when 10 bit addressing is being used. Also note that a sensor chip that uses I2C instead of SPI is
currently being developed by Sealicon. For conversion of the signal between SPI and I2C, an Arduino
microcontroller was used, since this was readily available and the Arduino software has libraries for
both SPI and I2C communication standards. Additionally, in a private conversation, CERN researchers
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Figure 3.10: Picture of the FlatSat with basic avionics units installed and the ground station, all provided by Space Inventor.

stated that they also make use of an Arduino to develop FGDOS systems, which makes it easier to
exchange code and expertise.

Because of the lockdown measures that were in place during the execution of this thesis as a conse­
quence of the COVID­19 pandemic, the FlatSat test setup was not always readily available. To avoid
major loss of time in setting up the software and communication with the sensor, an extra development
board was used, i.e. the SAMV71 Xplained Ultra Evaluation Kit by Microchip Technology. This board
can run the same operating system as the OBC and has several pins available that allow connection
with the Arduino and the FGDOS. Since the setup of the operating system and the physical connections
is similar to that of the Flatsat OBC, only the setup of the OBC itself is discussed. In a later phase, this
board was also used to monitor the sensor chip’s power consumption, see chapter 4.

3.4.1. FlatSat Software
The FlatSat modules run a Real­Time Operating System (RTOS) that can be programmed to com­
plete mission specific tasks. To interact with the FlatSat OBC, additional software tools are needed.
Space Inventor provides several Linux programs to facilitate this interaction with the FlatSat and its
subsystems, the first one being the command shell Satctl and the second one being Spaceboot. How
to program the OBC using these tools is explained in the following paragraphs.

Satctl
To explain the command shell’s functionalities, the process of connecting a computer with a Linux oper­
ating system to the FlatSat network is described. It is assumed that the physical connection has been
realised and the computer has an active connection via the CAN line using the SocketCAN package.
After installing SatCtl, the computer can be initialised on the FlatSat network by entering the command
shown in listing 3.1 in the Linux terminal.
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1 s a t c t l −n0 −v1 −ccan0

Listing 3.1: Terminal command to start up Satctl.

The computer is now part of the network as node 0, using parameter version 1 and CAN interface
0. The parameter version defines the communication protocol for the parameter system and the last
option selects which communication interface to use. Next, the commands shown in listing 3.2 can
be used to retrieve a parameter value from a specific node. The first command downloads a list of
parameter definitions from a specified node to the computer or ground station node, and the second
command then retrieves the current value for that specific parameter. More commands are available
and can be found in the documentation provided with the testbed.

1 l i s t download <node> [ t imeout ] [ vers ion ]
2 get <parameter name> [@<node> ]

Listing 3.2: Satctl commands to retrieve parameter values.

Spaceboot
The next tool provided by Space Inventor, called Spaceboot, is used to upload a software image to a
flash storage slot of a specified subsystem on the network. Typically, the flash memory of a subsystem
is divided into multiple slots and each slot can store a different firmware image. It is possible to upload
an image to a slot whilst a system is running from a different slot. The code in listing 3.3 gives an
example on how to upload a new image to the OBC via the terminal on the computer. The parameter
version and computer node are defined as before. The two OBCs can be found on nodes 12 and 13 on
the network. The ­r option tells the OBC from which flash slot to restart and how many times it should
reboot from this slot. The ­f option is used to define which binary file to upload to which slot. Finally,
the OBC is restarted from the same slot to which the new firmware was uploaded, in this case slot 1.

1 spaceboot −v1 −n0 12 −r2 ,1 −f1 , < f i rmware − f i l e > . bin −r1 ,1

Listing 3.3: Spaceboot terminal command example.

FreeRTOS
The firmware binary file is build from several programming code libraries, which include the parameter
version, the CSP library and user written source files that define the tasks to be performed by the
RTOS installed on the OBC. This type of operating system is used in applications with very strict time
constraints, thus where the software has to adhere to important deadlines for the execution of tasks.
The operating system being used here is FreeRTOS, an open source RTOS. A short explanation on
how to create a task for the OBC to perform is given here, but for a detailed explanation the reader is
referred to the FreeRTOSmanual, which can be found on the FreeRTOS website [40]. Additionally, it is
assumed that the user has basic programming skills, especially C, and knows how to use build software,
such asMeson, to generate binary files from larger software projects. The user first has to create source
and header files and make sure they are included by the project build software. In the new source file,
the user first creates a new task by calling upon the task­create Application Programming Interface
(API) function, an example of which is given in listing B.1. The first argument of the API function refers
to the actual task having to be performed. Other arguments then define, amongst others, the stack
depth of the task and its priority. The task itself includes an infinite loop which contains the code to
be run repeatedly by the OBC. In the example shown in listing B.1, a string is printed to the standard
output with a 5 second interval.

After creating this task and including it in the build system, the binary file can be generated and uploaded
to the OBC via Spaceboot. Next, the computer is connected to the network via Satctl. The standard
output of the OBC can be monitored via the Satctl command stdbuf 12, which results in the standard
output of node 12 now directly being printed into the terminal of the computer.
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3.4.2. FlatSat & Arduino
A first step in integrating the dosimeter payload into the FlatSat was connecting the FlatSat to an
Arduino microcontroller over I2C. The physical connection was made by connecting the clock and data
pins of the Arduino to those of the OBC, as well as the ground pin, so both systems operate at the
same reference voltage level. To program the Arduino the ’Wire’ library was used, which includes a
set of functions to set up and control I2C connections. The FreeRTOS library includes several general
Input/Output (I/O) functions as well as specific I2C functions.

Arduino
Arduino is an open­source platform that provides both hardware and software tools. For this project, the
Arduino UNOmicrocontroller was used, together with the Arduino Integrated Development Environment
(IDE) for programming the microcontroller. A schematic of the hardware is depicted in figure 3.11, with
on the top right the Serial Clock (SCL) and Serial Data (SDA) pins for I2C communication. Using the
’Wire’ library the Arduino can be set up to make communication possible with the functions shown in
listing 3.4. First, the address of the Arduino, here used as a peripheral, is being set. Next, it is defined
which functions the Arduino has to execute when receiving write or read request via the I2C lines. The
’receiveEvent’ and ’requestEvent’ functions can then contain any code the user wishes to execute when
communication by the controller, in this case the FlatSat OBC, is started. In these functions the read
and write functions of the ’Wire’ library can be used to read data from or write data to the I2C lines.

1 void setup ( ) {
2 Wire . begin (0 x25 ) ; / / se t pe r i phe ra l address
3 Wire . onReceive ( receiveEvent ) ;
4 Wire . onRequest ( requestEvent ) ;
5 }

Listing 3.4: Example of Wire library usage for Arduino.
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36 Floating Gate Dosimeter Payload Design

FreeRTOS
The setup of an I2C connection in FreeRTOS is depicted in listing B.2. At first an I/O descriptor is
defined that contains the pointers to the I/O read and write functions. This descriptor is then linked to
the I2C driver descriptor, after which the communication channel is enabled and the slave address is
set. In the infinite task loop, the user can send and receive data bytes using the depicted write and read
functions, each of them triggering the respective I2C read and write functions on the Arduino defined
earlier. The process is straightforward for sending and receiving bytes, but some functionalities have to
be added for transmitting integers or other multiple­byte variable types. FreeRTOS receives the bytes
and puts them into memory in the received order. The user can, for example, define an array of two
bytes in which incoming bytes are stored and reconstruct an integer from those bytes using bitwise
operations. Alternatively, the user can just use a pointer to the integer’s memory location. When
FreeRTOS then has to fetch the integer’s value from memory, it reads the two bytes in the order they
were placed there by the read function. The Arduino library cannot send or receive integers and the
user has to use arrays of bytes and re­ or deconstruct multiple­byte variable types from those arrays.
The bytes itself are transferred most significant bit first as per I2C standards.

3.4.3. Yet Another Mission Control System
The open­source software framework Yet Another Mission Control System (Yamcs) can be used to
communicate with satellites, payloads or ground stations. This mission control system makes it easy to
send and receive telecommands and telemetry to and from a satellite. For more information the user is
referred to the Yamcs website [91]. The framework is used to demonstrate that radiation measurements
from the dosimeter can be received on the ground station via the FlatSat as if it were a satellite orbiting
in space. Setting up a connection between the FlatSat and the computer or ground station has been
discussed before. However, some additional steps are required in order to use Yamcs. First, a CSP
server application is activated on the ground station. This is needed to connect to the satellite’s CSP
network because the tools provided by Space Inventor, like Satctl, are not being used. Additionally, a
CSP bridge has to be setup to translate the CSP packets to User Datagram Protocol (UDP) packets that
are understood by the mission control software. The correct settings for these setups were provided
by ESA engineers. Next, after installing Yamcs according to their website, the telemetry settings have
to be changed in order to understand how the CSP data packets are constructed. This is done via
the Extensible Markup Language (XML) code shown in listing B.3. In this file, the data bytes that
belong to the variables retrieved from the dosimeter are defined, thus allowing Yamcs to understand
the data packets it retrieves from the FlatSat. As can be seen from the listing, each packet contains the
necessary CSP identifiers, including priority, destination and encryption. The telemetry packet contains
five variables: sensor number, temperature, sensor frequency, reference frequency and window factor.
What these variables represent is explained in section 3.6.

After setting up the local Yamcs server using, for example, the ground station, the user can open a
browser and connect to the local server which, if using the default settings, can be found at http:
//localhost:8090. Here, a user interface can be found with different functionalities: plotting and
storing of telemetry data, sending telecommands or managing alerts. An example output of the dosime­
ter data is shown in section 3.7.

3.5. Floating Gate Dosimeter
A concise overview of the dosimeter chip, programming and basic functionalities is given in this section.
However, for an extensive overview on characteristics, pin layout, register settings andmore, the reader
is referred to the Sealicon website and dosimeter datasheet [89]. A functional overview of the sensor
chip is given in section 2.3.2. In the current section, the process of setting up the sensor and changing
the necessary registers is discussed. Additionally, the process of converting the frequency values
obtained from the sensor to radiation doses is explained, based on the information retrieved from the
sensor datasheet.

3.5.1. FGD­03F Setup
It is assumed that the sensor has power and is connected to a controller, for example an Arduino, using
SPI. For details with regard to this part of the setup, see section 3.6. Additionally, a clock signal is ap­
plied at pin CK. Sealicon advises a signal of 32.768 𝑘𝐻𝑧. Next, using the SPI connection, registers can

http://localhost:8090
http://localhost:8090
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be set to put the sensor in high or low sensitivity mode, select the internal charge pump for recharges
and set the measurement window. This measurement window determines for how long the counters in
the sensor count the frequency pulses coming from the dosimeter. Depending on the register settings,
the measurement window is determined by either an amount of pulses at the CK pin or by the duration
of a pulse signal at the CK pin. To avoid possible timing issues with applying a constant signal, the
first approach is taken in this project. As a result, the sensor frequency can be calculated by means of
equation 3.4:

𝐹 = 𝑅𝑒𝑔𝑖𝑠𝑡𝑒𝑟 𝐶𝑜𝑢𝑛𝑡
𝑊𝑖𝑛𝑑𝑜𝑤 𝑃𝑢𝑙𝑠𝑒𝑠 ∗ 𝐹𝐶𝐾 = 𝑤𝑖𝑛𝑑𝑜𝑤 𝑓𝑎𝑐𝑡𝑜𝑟 ∗ 𝐹𝐶𝐾 (3.4)

Here, 𝐹 represents frequency and the register count signifies the number of pulses measured by the
counter, which is stored in the sensor’s registers as an 18 bit value. The register value can either be
the amount of pulses generated by the dosimeter or the amount of pulses generated by the reference
oscillator, depending on which register is read. As explained before, the external clock frequency 𝐹𝐶𝐾 is
used as a reference by the sensor to determine the duration of the measurement window. The window
pulses factor is set by the user and determines the length of the measurement window. Next, the
threshold and target frequencies can be set. When the sensor frequency goes below the threshold
a recharge is triggered and the floating gate is being recharged until it reaches the target frequency.
If needed, this automatic recharge procedure can be switched off and controlled manually. Since the
target and threshold values are only five bit values, only the five most significant bits of the frequency
registers are used for comparison. For added precision, the settings can be changed, resulting in the
three most significant bits of the frequency values being disregarded for the comparison and the five
next bits being used. This is needed when, for example, short measurement windows are being used.
As a consequence of this short window, the frequency registers hold low values and the five most
significant bits might all be zero. For the FGD­02F, the threshold and target are actually eight bit values
ad they cannot be shifted. The recharge voltage generated by the internal charge pump can be set as
well. Although higher voltages result in shorter recharge times, and thus less time lost on recharging, it
was noticed that the highest voltages result in such short recharge times that the sensor does not have
enough time to compare the sensor frequency output to the target value, thus resulting in overshoots.
Furthermore, the sensor is set to ignore frequency measurements during SPI communication, since
these communication signals might interfere with the measurements.

3.5.2. Post­Processing
After the initial setup, the counter registers can be read and the frequencies can be calculated using
equation 3.4. The amount of received dose between two timestamps 𝑡 and 𝑡−1 can then be determined
via equation 3.5:

𝐷𝑜𝑠𝑒 = 𝐹𝑠𝑒𝑛𝑠𝑜𝑟,𝑡 − 𝐹𝑠𝑒𝑛𝑠𝑜𝑟,𝑡−1
𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 (3.5)

Because the sensor is sensitive to temperature, temperature compensation might be necessary to
accurately determine radiation doses. This can only be done if the sensor has been temperature char­
acterised before. Using this characterisation a relation between the sensor and reference frequencies
is established in function of temperature. This relation is then assumed to be valid under radiative con­
ditions as well. Finally, either a lookup table or a linear approximation of this relation can be used to
determine the sensor frequency at the reference temperature from the sensor and reference frequency
at the measured temperature. Since the sensor used in the tests was not temperature characterised,
this method has not been tested in this thesis work.

3.6. Arduino
After setting up the connection between the FlatSat and the Arduino microcontroller, the next step is to
connect the microcontroller to the radiation sensor. To get familiar with Sealicon’s sensor functionalities,
a Sealicon demo board has been used, which consists of the chip mounted on a Printed Circuit Board
(PCB) and a USB adapter, which allows the user to plug the sensor directly into the computer. Sealicon
also provides a software application that plots the data coming from the evaluation kit and allows the
user to change the sensor’s settings. The demo board uses an FGD­02F dosimeter, which differs
slightly from the one described in section 2.3.2. The main differences are that this version does not
include an internal charge pump and cannot be put into standby mode. The pinouts for both sensors are
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the same, except for the pins related to the charge pump. Besides some small differences in register
settings, as explained in section 3.5, the program explained below is valid for both types of sensors.

To connect the chip on the board to the Arduino via the sensor’s SPI interface, some adaptations
to the evaluation kit had to be made. Most importantly, the Controller Out Peripheral In (COPI) and
Controller In Peripheral Out (CIPO) lines of both sensors inside the chip are all connected to each
other, which makes it impossible to connect it to the Arduino microcontroller. Hence, the traces on the
PCB connecting these pins have been cut. Unfortunately, only the traces for one sensor could be cut,
so only one sensor of the two present in the chip was used. Next, some extra wiring had to be added to
make sure all the necessary pins for chip functionality could be connected to their respective Arduino
pins. For SPI communication, the COPI, CIPO, Chip Select (CS) and Serial Clock (SCK) pins of the
Arduino and the sensor have to be connected. Next, the sensor on the chip also needs to be provided
with an external clock signal. For this purpose the Arduino’s digital I/O pins can output a Pulse Width
Modulation (PWM) signal. Finally, the sensor’s power and ground pins should be connected to the
board’s 5 𝑉 supply and ground pins respectively.

3.6.1. Software Setup
An Arduino program basically consists of two functions. First, a setup function can be used to initialise
the necessary functions, followed by an infinite loop in which the microcontroller performs the user’s
defined tasks. For interaction with the sensor, the setup function has to initialise four different function­
alities: serial communication with the computer, clock signal generation, SPI communication with the
sensor and set up of the sensor’s registers. The code of this setup is depicted in listing B.7.

The first command sets up communication with the computer using a specified baudrate. Next, a digital
pin for the generation of a clock signal is chosen by the user and set to an output pin. The easiest way
to generate a PWM signal is to switch the pin output between low and high with a delay in between,
thus effectively generating a signal with a specified frequency and duty rate. However, since this is not
the only piece of code running in the main loop, timing would become very difficult and the clock signal
would vary over time. Furthermore, high frequency signals are not possible using this method. It is thus
more precise to program the Arduino’s processing chip’s registers so that an accurate PWM signal is
being generated in the background whilst the other tasks can continue to run. For a detailed explanation
about the registers the reader is referred to the ATmega328P chip’s datasheet [6]. Basically, by setting
the registers, different digital pins can be connected to the internal timers, which in turn use the chip’s
system clock as a reference to generate timing and counting functionalities. This practise is, however,
not perfect either. The system’s clock relies on the internal oscillator to generate a clock signal and
this oscillator has a calibration accuracy of only 14%. After the desired pin is connected to the timer,
the frequency and duty cycle of the PWM can be set by setting the appropriate prescaler and compare
register values. The resulting PWM has a frequency of 31.25 𝑘𝐻𝑧, which differs only slightly form the
frequency recommended by Sealicon.

The third part is initialising the SPI communication by means of the SPI library provided by Arduino. The
SPI settings function sets the basic protocols for communication: SPI clock frequency, most significant
bit first data transfer and SPI mode. The maximum communication frequency that can be used for SPI
is 5 𝑀𝐻𝑧, as specified in the sensor datasheet. There are a total of four SPI communication modes
available, based on the different options available for the clock’s phase and polarity settings. The polar­
ity determines whether the clock signal is active low or active high and the phase determines whether
bits should be read at the falling or rising edge of the clock signal. Next, the CS pin is set to output
and put to high. Pin 10 is also set to output, since this pin could otherwise cause the microcontroller to
think it is a peripheral on the SPI network instead of a controller.

The final function shown in the setup function in listing B.7 is a user defined function in which the sensor
is set up according to the specific use case. This function is depicted in listing B.5 and uses basic SPI
read and write functions to set the registers, and thus the settings, of the sensor chip. The read and
write functions are depicted in listing B.6. They basically set the first two bits of the register addressing
byte to 10 or 01 depending on whether a read or write commands needs to be performed. The mapping
of the variable names to the hexadecimal register addresses, definitions of pins and constant values
used by the Arduino programs are all shown in listing B.8. The setup of the sensor follows the same
procedure described in the sensor datasheet [89].
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3.6.2. Software Loop
After the software setup, the main Arduino program loop was defined. This loop is repeated continu­
ously by the Arduino. It takes care of function flags and can be used, if needed, to print data to the
computer for debugging purposes. Every time the I2C connection triggers an Interrupt Service Routine
(ISR) and requests data, the Arduino retrieves information from the sensor and stores this into a data
array. This data array is always constructed in the same manner, otherwise the different parts of the
system would be unable to communicate clearly and consistently. As mentioned in section 3.4.3, this
data array contains five variables for a total of 13 bytes:
1. sensor number, 1 byte
2. temperature, 2 bytes
3. sensor frequency, 3 bytes
4. reference frequency, 3 bytes
5. recharge register, 1 byte
6. window factor, 4 bytes

The sensor number is useful for when more than one sensor is connected. The temperature and
frequencies are measured by the sensor. These frequencies are the number of counts registered by
the internal counters multiplied by the window factor, as depicted by equation 3.4. The recharge register
is an 8 bit value of which the most significant bit indicates whether or not a recharge is ongoing, whilst
the other 7 bits state how many recharges have been performed.

3.7. From Dosimeter to Mission Control
Both the connections between the FlatSat and the Arduino and the Arduino and the dosimeter have
been put forward. Also the link between the FlatSat and Yamcs has been explained. Putting everything
together, it is possible to follow the dosimeter frequency outputs life via Yamcs.

First, the OBC was programmed so that its main task is retrieving sensor data at regular intervals. This
task sends read and write requests over I2C to the Arduino. It also interacts with Yamcs by sending
CSP data packets over the network to the ground station via the RF antennae. The complete OBC
code is displayed in listing B.4. The extra delays throughout the code are added to avoid that there
are too many simultaneously open CSP connections. Next, the Arduino receives these signals and,
via an I2C ISR, sends the same request over SPI to the dosimeter, which takes the necessary actions.
Sensor data then take the same route back, until eventually they can be visualised in Yamcs. The
complete Arduino code is displayed in listing B.7 Attention has to be paid to the deconstruction and
reconstruction of the variables send over the different interfaces. When, for example, a float variable is
transferred, this variable is then decomposed into four bytes, which are send between the components
using the appropriate communication protocol. Whilst the I2C protocol sends data most significant bit
first, the SPI bus does not necessarily follow this setting. For instance, to avoid possible clashes in
what bits and bytes are send first or last, the bytes that the Arduino receives via protocol X are first
used to reconstruct the associated variables using the protocol’s settings and conventions. Next, these
variables are used to determine the data structure to send via protocol Y to another part of the system,
again using the protocol’s specific characteristics. The final step is then to start the CSP server and
bridge on the ground station, as well as the Yamcs application. Once connected to the Yamcs server
via the browser, the user can look at the data from the sensor being retrieved in real­time.

A screenshot of a plot of the data gathered by Yamcs is shown in figure 3.12. The data arrays being
send from the sensor to Yamcs are structured as described in section 3.6.2. From the browser, all
the data updates can be followed. Alerts and telecommands can be included, but this should then be
added to the rest of the data exchange chain as well. This proves that the sensor chip can be included
in a typical small satellite system. However, this does not say anything about actual radiation detection.
The characterisation of the sensor using proton beam radiation tests is discussed in chapter 4.
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Figure 3.12: Life output of Yamcs showing the dosimeter frequency in function of time. Data go from the dosimeter to the
ground station via the Arduino and the FlatSat CSP network.



4
Radiation Testing

The floating gate dosimeter chip developed by Sealicon was proven to be compatible with a typical
CubeSat setup, as discussed in chapter 3. Several papers exist discussing the results of radiation tests
carried out with the dosimeter [15, 23, 26]. However, there are still some open questions with regard to
its behaviour. Additionally, the sensor should be well characterised if it will be used on future projects
like the Lunar Zebro. Hence, radiation tests were performed to better understand the dosimeter’s
features. First, the necessary preparation for the tests are described in section 4.1. This includes a
detailed test plan and a description of the test facilities and test setup. Next, the results of the radiation
tests are discussed in section 4.2.

4.1. Test Preparation
4.1.1. Test Facility
Different radiation test facilities were contacted, each having their own specifications with regard to
particle type, energy and flux. However, because of difficulties with planning and supplementary reg­
ulations due to the pandemic, not all facilities were available for testing. Eventually, radiation tests
were performed at HollandPTC on the 16𝑡ℎ of December. HollandPTC is a medical facility near the
TU Delft campus. Their cyclotron can generate a proton beam with an energy between 70−250 𝑀𝑒𝑉.
Depending on the setup, different field shapes, sizes, homogeneities, energy levels and dose rates
can be provided. Via calibration, the dose rate in air at Device Under Test (DUT) can be related to the
beam current for the specific setup. This relation is linear and the calibration values can thus be used to
relate any desired dose rate to the required beam current settings. Using formula 4.1, these dose rates
can be further converted to flux levels. The specific setup for the experiments is shown in figure 4.1, in
which, from left to right, the following elements can be seen: DUT, two collimators, dual ring setup with
the thin ring being used, lead foil for scattering, NextQ beam monitor and beam outlet. The scattering
sheet, ring and collimators were used to get the desired beam shape and profile. This was a 4𝑥4 𝑐𝑚2
square beam profile with a 96% homogeneity. Each test run can only take up to about 12 𝑚𝑖𝑛 because
of safety restrictions related to the cyclotron. The cyclotron also suffered from RF trips, meaning that
the RF alternating electric field failed and the cyclotron had to be started again. Only a beam energy
of 100 𝑀𝑒𝑉 was used, resulting in a beam of 70 𝑀𝑒𝑉 at DUT.

For each test run, HollandPTC provided beam current, flux at target and experiment duration. The dose
rate in silicon can be calculated using equation 4.1. Here, LET is expressed in𝑀𝑒𝑉 𝑐𝑚2/𝑚𝑔, the flux 𝐽
in 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠/𝑐𝑚2 and the last factor is a conversion factor with implicit units 𝐽/𝑀𝑒𝑉 ∗𝑚𝑔/𝑘𝑔, resulting
in a dose rate with units 𝐽/𝑘𝑔/𝑠. The fluence 𝐽′ and the total dose 𝐷 can be calculated by integrating
equation 4.1 over time, see equation 4.2. The LET from different types of ions impinging on a material
can be derived from the Stopping and Range of Ions in Matter (SRIM) package, which is a widely used
Monte­Carlo simulation based software package that is available for free online [96]. Another option is
to consult the tables provided by the National Institute of Standards and Technology [78].
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Figure 4.1: Beam arrangement and test setup positioning for the radiation tests at HollandPTC on the 16𝑡ℎ of December.

𝐷𝑜𝑠𝑒 𝑟𝑎𝑡𝑒 = 𝐿𝐸𝑇 × 𝐽 × 1.6𝑒 − 5 (4.1)

𝐷 = ∫
𝑡
𝐷𝑜𝑠𝑒 𝑟𝑎𝑡𝑒 = 𝐿𝐸𝑇 × 𝐽′ × 1.6𝑒 − 5 (4.2)

4.1.2. Printed Circuit Board Design
For the radiation tests, the demo board, which was used for interaction with the FlatSat, is not ideal,
because not all pins can be accessed separately. Additionally, for future projects like the Lunar Zebro,
the sensor chip by itself will be used. Remember that the chip comes in a QFN32 package and, in
order to interact with the chip, it has to be mounted on a PCB. Although a more complete PCB could
be designed that includes noise limiting capacitors and other electronic components, a board was
designed that only includes the chip itself. This allows for more flexibility in the future, since different
test setups might require different additional electronic components.

The PCB was designed using EasyEDA, a free browser based tool for electronic design automation.
The first step is to define the FGD­03F chip as a component, since it is not available in the existing
component libraries. A schematic of the sensor chip is depicted in figure 4.2a. This schematic is
coupled to the footprint depicted in figure 4.2b. The footprint determines how the surface of the PCB
should be constructed, i.e. which areas have to be covered by solder mask so that the chip can be
soldered onto the PCB. Next, a schematic of the PCB is drawn. Since no other components are included
on the board, this schematic is simply the chip with the two GND pins connected to the ground. Finally,
based on this schematic, the board is designed. A board with only one copper layer could be used,
since no copper lines have to cross each other. However, to minimise noise effects, the return current
should be allowed to follow a path similar to the path of the supply current. If this is not possible, the
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(a) FGD­03F schematic representation in
EasyEDA.

(b) FGD­03F footprint representation in EasyEDA.

(c) PCB top view.

Figure 4.2: Construction of the FGD­03F PCB in EasyEDA.

supply and return current create a loop that can act as an antenna when radio frequency signals are
being used, causing electromagnetic interference. Consequently, PCBs are generally designed with a
dedicated ground layer. This ground layer also diminishes the impedance between different grounding
points, thus reducing the possibility of ground loops that could cause interference.

The top view of the two­layer PCB is shown in figure 4.2c. The grounds of the two sensors in the chip are
connected to the ground plane. The bottom central pad of the chip, the thermal pad, is also connected
to the ground plane using vias, as advised by Sealicon. The digital grounds are connected to each other
but are kept separate from the analogue ground plane. The trace connecting the digital grounds on the
bottom layer is surrounded by a wide non­conducting area to avoid cross­talk between the analogue
and digital circuits. The traces itself should not have 90° angles to avoid additional capacitive noise.
Although this PCB proved to work fine, several design choices could be improved. First, the thermal
pad is a relatively large area. When soldering paste is applied, the large amount of solder tends to
form a bulge as a consequence of surface tension. This could cause the chip to be tilted and not well
connected to all pads after soldering. To avoid this, the thermal pad should be divided into several
smaller ones. Next, the pads of the pins could be extended outwards, since this makes it easier to
visually check that all pins are correctly soldered. Furthermore, the silkscreen on the top layer should
indicate where pin number 1 is located and should include a marking around the chip’s position, making
it easier to manually place the chip correctly onto the board. After design, the board was ordered from
Eurocircuits, a Belgian company specialised in PCB manufacturing. The chip was finally mounted onto
the board using the facilities of the Faculty of Mechanical, Maritime and Materials Engineering at TU
Delft.
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4.1.3. Test Setup
The complete test setup is depicted in figure 4.3. The Arduino was used to control the FGD­03F
sensor chip and steer a MOSFET switch. The switch was used to turn off the power supply to one of
the sensors. This allowed for testing with a sensor completely switched off, an operating mode called
passive mode. The sensor itself also incorporates a standby mode, during which power consumption
is reduced to a minimum. The difference between passive and standby mode is further explained in
section 4.2.4. The Arduino was connected to a prototype FGD­03F sensor provided by ESTEC as
well. The working principles of this prototype chip are exactly the same, but it contains only one sensor
instead of two. Additionally, it comes in a DIL16 packages, thus no PCB design is needed to use it
on a breadboard. For the remainder of this thesis, the prototype is referred to as sensor 1 and the
QFN chip as sensor 2. There were two reasons for including this prototype. First, it provided additional
measurement data that were used to verify the results with of newer QFN package. Second, during
programming tests, the sensors of the QFN chip were recharged and then discharged again. Although
the guidelines in the sensor datasheets were carefully followed, this discharging resulted in a sensor
breaking down, after which it gave an output frequency of 0 𝐻𝑧. It is not exactly known what causes
this, but it might be the result of the charge injector pump breaking down, caused by a voltage spike
or electrostatic discharge and resulting in the floating gate being shorted to the ground. The SAMV71
board was used to control two INA219 current sensors. Each current sensor can measure supply
voltage and voltage drop across a shunt resistor, from which the sensor chip’s power consumption
can be derived. The sensors were connected in series between the Arduino’s 5 𝑉 power output and
the FGD­03F chips. Around the chips some additional red coated capacitors can be noticed. These
decoupling capacitors were used to limit noise in the circuit. Their capacitance is 100 𝑛𝐹, based on the
capacitors used in the demo boards provided by Sealicon.

Figure 4.3: Test setup for the radiation tests at HollandPTC.
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Both the Arduino and the SAMV71 boards were connected to a computer via USB. The programming
of both microcontrollers is explained in section 4.1.4. Both controllers can be powered via their USB
connection. However, since the dosimeter output depends on the input voltage, the Arduino was pow­
ered via a 10 𝑉 power plug. This activates the Arduino’s internal voltage regulator [5]. As a result, a
more stable 5 𝑉 voltage was supplied to the sensor chips. This is further discussed in section 4.2.7.
The controllers sent data to the computer that were collected using Python scripts, see section 4.1.5.
Since nobody is allowed in the test room during the tests, the computer was controlled remotely via
TeamViewer. The remote control was done from within the cyclotron control room. Finally, the bread­
board with the dosimeters was aligned with the beam, as already shown in figure 4.1. A schematic
representation of the complete setup is shown in figure 4.4.

Figure 4.4: Schematic representation of the setup for the radiation tests at HollandPTC.

4.1.4. Arduino & SAMV71 Programming
Several pieces of code that can be used to interact with the FGD­03F chip have been highlighted before.
These programs were slightly adapted for the radiation tests. The main differences are that there is no
interaction with the FlatSat over I2C and that the SAMV71 board is used for current measurements.
The Arduino program is depicted in listing B.9. The setup of the pins, PWM clock signal and SPI were
put into separate functions. To collect data from the sensor, a loop could be used that checks for new
data at regular intervals. However, in order to gather new data as fast as possible, the chip’s interrupts
pins were connected to the Arduino’s ISR enabled pins. In the program, functions were defined that are
executed whenever the chip pulls an interrupt pin low. These functions collect a data array including
the following variables: user defined sensor number to be able to distinguish between the two sensors,
sensor temperature, sensor frequency, reference frequency and recharge count. In the main loop of
the program, three additional functionalities were added. First, if no interrupts are used, the main loop
collects data at intervals of two times the window length plus 10%, as advised by Sealicon. Second,
because the interrupts do not work during sensor recharges, the program detects, by means of the
recharge register, when a recharge is ongoing and enters a data collecting loop until the recharge is
finished. Third, the option was added for the user to use commands to change the sensor’s settings.
By means of single letter commands, the user can put the sensor in passive mode, standby mode,
change sensitivity or perform a sensor reset, thus allowing for real­time control of the sensor chip’s
settings. The command function is depicted in listing B.10.

The SAMV71 code to interact with the INA219 sensors is depicted in listing B.11. For more details
with regard to the current sensors, the reader is referred to the sensor datasheet [54]. The program
starts with setting up a serial connection with the computer in order to make data transfer possible.
Next, I2C communication is started between the controller and the current sensors, and the sensors
are configured by setting the registers as defined in the datasheet. The controller then retrieves bus
and shunt voltages from the sensors in an infinite loop. The data array sent to the computer contains
the bus and shunt voltages of both sensors.
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4.1.5. Data Acquisition
In sections 3.6 and 4.1.4, it is explained how themicrocontrollers send data to the computer and how this
stream of data is constructed. These data have to be gathered and stored by the computer consistently,
so they can be processed and analysed afterwards. Python scripts were written in Visual Studio Code,
one for interaction with the Arduino and one for interaction with the SAMV71 controller. These scripts
read incoming information, add timestamps to the data arrays and store them into Comma Separated
Values (CSV) files. The script for interaction with the Arduino also includes the possibility to send data
back to the controller. This is necessary to be able to control the settings of the FGD­03F sensor chip,
as described in section 4.1.4.

4.1.6. Test Plan
A choice had to be made with regard to which parameters and sensor characteristics to test, since only
a limited amount of testing time was available. The primary goal was to verify the setup’s functionalities
and determine the sensor’s sensitivity, both in low and high sensitivity mode. Other sensor properties
that could be tested include:

• Influence of flux on sensitivity
• Influence of particle beam energy on sensitivity
• Influence of TID on sensitivity
• Influence of particle type on sensitivity
• Determine optimal target and threshold frequencies
• Temperature characterisation
• Verify passive and standby mode
• Effects of recharge process and recharge rate on sensor behaviour
• Maximum TID before breakdown
• Influence of the angle of incidence of particles on sensitivity
• SEEs
• Effect of different window factors on sensor behaviour
• Effect of different clock frequencies on sensor behaviour

This list is not exhaustive but includes the most interesting properties. For the first tests, the same
energy level was used and only the flux was varied. An overview of the test runs and their main goal
is given in table 4.1. Each test run took about 10 minutes. In each test run, both sensors, i.e. the one
sensor in the FGD­03F chip that works labelled sensor 2 and the prototype labelled sensor 1, always
had the same settings for sensitivity. A measurement window of 4096 pulses was used during all the
tests. This is the shortest window that can be selected and was chosen as to retrieve as much data as
possible. With a clock frequency of 31.25 𝑘𝐻𝑧 generated by the Arduino, this results in a measurement
window of 131 𝑚𝑠. The chip thus counts the amount of pulses coming from the sensor for 131 𝑚𝑠
and then does the same for the reference oscillator. For the first four tests, a recharge voltage of
16 𝑉 was used. It was noticed that this causes recharges to take about 30 𝑠 or more, during which no
radiation measurements can be performed. In all later tests, a recharge voltage of 16.5 𝑉 was used,
causing the recharges to take only about 10 𝑠. The energy of the proton beam was 100 𝑀𝑒𝑉 for all
the tests, resulting in an energy of 70 𝑀𝑒𝑉 at DUT. The dose rates and total doses in Si in the table
were calculated using equations 4.1 and 4.2 with an LET of 7.614 𝑀𝑒𝑉/𝑐𝑚2/𝑔, which is the value given
by SRIM for hydrogen ions, i.e. protons, with an energy of 70 𝑀𝑒𝑣 and silicon as the target material.
Not all testing times are equal, because some tests were interrupted by RF trips or by the user. For
the last experiment, the HollandPTC monitors malfunctioned and not all information is available. The
lowest flux level was chosen so that, based on the sensitivity estimation in the sensor datasheet, the
whole linear range of the sensor would be covered during a single test run in high sensitivity mode. The
second flux level was chosen as to see the influence of recharges in high sensitivity mode, the third
flux level to cover the linear range in low sensitivity mode and the highest flux level to see the effect of
recharges in low sensitivity mode.

It should be noted that some of the aforementioned testing objectives cannot be performed at Hol­
landPTC. Flux and energy levels can be changed in between test runs, but, due to the radioactivity in
the test room, the test setup cannot be moved in between tests. Furthermore, since a cyclotron is be­
ing used, only protons are available. Temperature characterisation would require precise temperature
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Table 4.1: Overview of the test runs for the radiation tests on the 16𝑡ℎ of December at HollandPTC in Delft.

Test Start Energy
(MeV)

Flux
(#/s/cm2)

Rate
(rad/s)

Time (s) TID
(krad)

Settings Goal

01 19:04 70 1.71𝑒6 0.209 600 0.125 HIGHSENS sensitivity determination
02 19:16 70 1.71𝑒6 0.209 600 0.250 HIGHSENS sensitivity determination
03 19:31 70 7.07𝑒6 0.863 600 0.768 HIGHSENS sensitivity determination
04 19:44 70 7.07𝑒6 0.863 600 1.28 LOWSENS sensitivity determination
05 19:58 70 1.40𝑒7 1.71 600 2.31 HIGHSENS influence of flux
06 20:10 70 1.40𝑒7 1.71 900 3.85 LOWSENS influence of flux
07 20:36 70 3.69𝑒7 4.50 538 6.27 HIGHSENS influence of flux
08 20:56 70 3.69𝑒7 4.50 600 8.97 LOWSENS influence of flux
09 21:13 70 7.07𝑒6 0.863 555 9.45 HIGHSENS passive mode
10 21:35 70 7.07𝑒6 0.863 600 9.97 HIGHSENS passive mode
11 21:49 70 1.40𝑒7 1.71 600 11.0 HIGHSENS passive mode
12 22:09 70 1.40𝑒7 1.71 559 11.9 LOWSENS passive mode
13 22:25 70 7.07𝑒6 0.863 567 12.4 HIGHSENS passive mode
14 22:40 70 7.07𝑒6 0.863 − − HIGHSENS influence of TID

control and additional equipment. The main goals of these tests were then, as can be seen from table
4.1, to determine the sensor’s sensitivity and test the influence of flux, TID and operating mode. After
determining the sensitivities, the highest priority was put on testing the influence of flux, passive mode,
beam energy and TID. However, an operating error resulted in most of the passive mode test data
being stored without timestamps, thus making precise data analysis impossible. The TID mentioned in
the table is the cumulative dose.

4.2. Results
In this section the results of the radiation tests are presented. In order to be able to analyse the data,
they needed to be prepared in files of CSV format. This means, for example, removing invalid entries.
Next, the files were analysed using Python scripts. In the following subsections, several properties
of the sensor are presented based on the analysis of these files. The results of the tests were also
discussed with researchers from CERN to verify correct interpretation of the results.

4.2.1. Sensor Sensitivity
During the radiation tests it already became clear that the sensitivities of the sensors were lower than
expected. The sensor datasheet, provided by the manufacturer Sealicon, mentions a sensitivity of
10 𝑘𝐻𝑧/𝐺𝑦 for the low sensitivity setting and 70 𝑘𝐻𝑧/𝐺𝑦 for the high sensitivity setting. These values
seem, however, optimistic. Both Danzeca et al. [26] and Brucoli et al. [13] reported sensitivities of
between 25 − 35 𝑘𝐻𝑧/𝐺𝑦, determined using experiments with a 60𝐶𝑜 source. Danzeca et al. [26]
performed experiments with a proton beam as well. Here, sensor sensitivity using a 230 𝑀𝑒𝑉 proton
beam was measured to be 35 𝑘𝐻𝑧/𝐺𝑦 and 7.6 𝑘𝐻𝑧/𝐺𝑦 for high and low sensitivity mode respectively.
These sensitivities went down to 24 𝑘𝐻𝑧/𝐺𝑦 and 5.1 𝑘𝐻𝑧/𝐺𝑦 when the researchers tested with a
60 𝑀𝑒𝑉 proton beam. It is, however, still not clear whether part this effect could have been caused by
TID. In figures 4.5a and 4.5b, the sensor frequencies measured during test runs 03 and 04 are plotted
in function of time. The sensitivity can be calculated by taking the endpoints of the experiment and
calculating the difference, resulting in a value for Δ𝐹. Dividing this by the total dose then results in a
sensitivity value in 𝑘𝐻𝑧/𝐺𝑦. However, the sensor is assumed to be working in a linear range, meaning
that a first order polynomial can be determined from the data points via linear regression methods.
This approach eliminates the effect of noise that is inherent to the circuit and that could influence the
endpoints. The function of this linear behaviour is depicted in equation 4.3, with 𝐹 the frequency and 𝑡
the time. The coefficient 𝑑𝐹/𝑑𝑡 and constant 𝑐 in this equation can be determined using simple linear
regression. Dividing the derivative 𝑑𝐹/𝑑𝑡 by the dose rate then results in a sensitivity in 𝐻𝑧/𝐺𝑦:

𝐹 = 𝑑𝐹
𝑑𝑡 ∗ 𝑡 + 𝑐 (4.3)

Linear regression lines are depicted in figure 4.5a, where the sensitivities calculated from the linear
regression coefficients are shown in the legend as well. Note that this experiment was performed with
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the sensor in high sensitivity mode, meaning that both sensors have a sensitivity of about a factor nine
smaller than advertised by Sealicon. Compared to the sensitivities reported in literature for a 60 𝑀𝑒𝑉
beam, the measured sensitivity is about a factor three smaller [26]. This was also noticed for the
experiments in low sensitivity mode, see figure 4.5b. The linear regression lines in the figures all have
p­values of 0 and R­squared values of over 0.999, indicating a very good fit of the linear regression
models. In figure 4.5a a recharge of the sensor can be noticed. After the recharge, the frequencies
show a larger spread, but this was the result of a programming error and not caused by the sensor.

(a) Test run 03 with the sensors in high sensitivity mode.

(b) Test run 04 with the sensors in low sensitivity mode.

Figure 4.5: Sensor frequencies in function of time with a beam energy of 70 𝑀𝑒𝑉 at DUT, a flux of 7.07𝑒6 #/𝑐𝑚2/𝑠 and the
sensors in high and low sensitivity mode. Linear regression lines are added, as well as the sensitivity calculated from the linear

regression coefficients and dose rates. These plots correspond with test runs 03 and 04 respectively.

The temperature and reference frequency measurements from the sensors that correspond with figure
4.5a, and thus test run 03, are depicted in figures 4.6a and 4.6b. It shows that the temperature, mea­
sured by the sensor, is constant. However, it should be noted that the resolution of the internal temper­
ature sensor is only 1° 𝐶, so small temperature variations are not registered. The reference frequency
plot shows that there are small internal temperature variations present. Furthermore, it shows that
the reference frequency values are not internally updated during recharges. The reference frequency
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during test run 04 is depicted in figure 4.6c and shows that, in low sensitivity mode, the reference fre­
quency needs time to settle to a steady value. This has no influence on the sensor frequency, but
should be taken into account when temperature compensation is necessary. It should also be noted
that, from time to time, the measurement values jump to an extreme value, for example 500 𝑘𝐻𝑧, and
back again. It is assumed that this is caused by SEEs and is not further investigated. A more significant
event was noticed during test run 06. At the end of the experiment, the measurements for sensor 2
stopped without explanation, whilst the sensor and reference frequencies for sensor 1 showed irregular
values. This could be caused by, for example, an electrostatic discharge in the sensor, but an exact
cause is hard to determine. The issue was solved after a reset of the sensors.

4.2.2. Flux & Total Ionising Dose Effects
An overview of the sensitivities for different experiments is given in table 4.2. Here, the sensitivities are
given for different flux levels, each time for both sensitivity modes. The TID that the sensors already
received before each separate test run is also given too, since this influences the sensitivity. Because
the temperatures were noticed to vary with maximum 1° 𝐶 and the sensors were not temperature char­
acterised, meaning that no temperature compensation can be done, the temperature influence is not
taken into account. For some experiments, only data for part of the linear range was available to de­
termine the sensitivity, as noted in the comments in the table. For some fluxes multiple values are
available. This is because the sensitivity calculation was split to determine the sensitivity both before
and after an interruption. Such an interruption could be a recharge or an RF trip of the cyclotron. The
duration of such an RF trip is about 5 𝑚𝑖𝑛.

From literature it was already known that TID causes a degradation of the sensitivity as a result of oxide
traps in the field oxide [15, 79]. These traps cause a reduction in the local electric field, thus leading to
higher recombination rates. Additionally, interface traps might influence transistor transconductance,
also resulting in a sensitivity drop. The influence of dose rate on the sensitivity is, however, less clear.
Danzeca et al. [26] noticed that the sensitivity in the high sensitivity mode decreases with increasing
dose rates and the other way around for the low sensitivity mode when testing with a 60𝐶𝑜 source.
This was also noticed by Alvarez et al. [3], who attributed this effect to the lower recombination times at
higher doses. As mentioned before, Danzeca et al. [26] also performed tests with a proton beam. They
observed that the sensitivity tends to decrease for higher dose rates, i.e. a decrease of 30%was noticed
when increasing the dose rate from 500 𝑟𝑎𝑑/ℎ to 30 𝑘𝑟𝑎𝑑/ℎ with the sensor in low sensitivity mode.
Brucoli et al. [13] compared batch variability with dose rate variability and noticed that the variability
between dose rates of 32 𝑟𝑎𝑑/ℎ and 320 𝑟𝑎𝑑/ℎ using a 60𝐶𝑜 source is comparable to batch variability.

Table 4.2: Sensitivities of the sensors in 𝐻𝑧/𝐺𝑦 in function of flux, TID and sensitivity setting. The TID is the amount of
radiation already received before the start of that particular experiment.

Flux
(#/cm2/s)

Comment S1
Low

S2
Low

TID
(krad)

S1
High

S2
High

TID
(krad)

1.71𝑒6 HIGH: part range 7339 7978 0.125
7.07𝑒6 LOW: part range 1425 1577 0.768 8758 9521 0.250

HIGH: part range after recharge 8893 9444
4090 4389 12.4

1.40𝑒7 LOW: RF trip 1812 1744 2.31 8940 9905 1.28
2258 2202

3.69𝑒7 HIGH: recharge and RF trip 1381 1617 6.27 8955 9684 3.85
LOW: RF trip 1725 2017 8918 9641

9522 10189

The experiments at HollandPTCwere performed with the lowest flux first, as can be seen form table 4.1.
From table 4.2 it can be noticed that, although the TID is higher for the higher fluxes, the sensitivities
tend to increase with dose rate both for the high and the low sensitivity mode. This is not the case
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(a) Sensor temperature measurements for test run 03

(b) Reference frequency measurements for test run 03

(c) Reference frequency measurements for test run 04

Figure 4.6: Sensor temperature and reference frequencies in function of time with a beam energy of 70 𝑀𝑒𝑉 at DUT, a flux of
7.07𝑒6 #/𝑐𝑚2/𝑠 and the sensors in high and low sensitivity mode. These plots correspond with test runs 03 and 04.



4.2. Results 51

for the highest dose rate, which might be caused by TID effects having a more significant influence at
this point, although more experiments are needed to further clarify this phenomenon. The table also
shows that the sensitivity after a recharge tends to be slightly lower, except for one case: sensor 1
at a flux level of 7.07𝑒6#/𝑐𝑚2/𝑠. However, at this flux level, the sensitivities after the recharge were
calculated based on part of the linear range only. This should not matter, since the frequency change
over time should be linear, but it was noticed from other experiments that this is only an approximation
and slight variations over the linear range are present. In figure 4.7 the sensor frequencies are given
for test run 07. The part of the figure where the frequency is almost constant is the result of an RF trip.
When the linear range before the recharge is split into two parts using the frequency level of the RF
trip as a threshold, the resulting sensitivities for the higher and lower frequency range are 9035 and
8933 𝐻𝑧/𝐺𝑦 respectively. This was similar for the other sensor, indicating that the sensitivity tends to
be slightly higher during the upper part of the linear range. This could explain the increase in sensitivity
after a recharge for the particular case highlighted before.

Figure 4.7: Sensor frequency in function of time with a beam energy of 70 𝑀𝑒𝑉 at DUT, a flux of 3.69𝑒7 #/𝑐𝑚2/𝑠 and the
sensor in high sensitivity mode. Linear regression lines are added, as well as the sensitivity calculated from the linear

regression coefficients and dose rates. The plot corresponds with test run 07.

It was noticed that the sensor frequency gradually decreases during the RF trips, which can be seen
on figure 4.7. This is probably caused by an annealing effect, i.e. the trapped holes in the tunnel oxide
of the reading transistor anneal over time, thus causing a reduction in the electric field and a decrease
in output frequency [13]. The sensitivity before and after an RF trip also differs. As explained before,
the sensitivity during the lower part of the linear range tends to be slightly lower. However, when the
linear range was split by a short outage of the cyclotron, the lower part of the linear range had a higher
sensitivity. This could be caused by a short term annealing effect. Alvarez et al. [3] already noticed that,
in between test runs, the sensitivity tends to recover after TID degradation, but the time in between their
experiments was in the order of hours. Annealing of the trapped charges in the field oxide resulting in
a partial recovery of the sensor’s initial sensitivity has also been demonstrated by Danzeca et al. [26]
by means of isochronal and isothermal annealing. Assuming that heating up the sensor for annealing
to 300° 𝐶 takes significantly longer than the 5 𝑚𝑖𝑛 RF trips, these papers thus all discuss relatively
longer time periods for annealing. Nevertheless, short term annealing effects could be possible, as
can be seen from figure 4.8. Here, the recovery of the threshold voltage for an N­channel MOSFET
after irradiation is depicted, showing that initial recovery can occur within milliseconds.

The last test run, number 14, was performed to asses the influence of TID at a flux level of 7.07 #/𝑐𝑚2/𝑠,
see table 4.2. Danzeca et al. [26] reported a decrease in sensitivity of 21.6% with a TID of 11 𝑘𝑟𝑎𝑑
using a 230 𝑀𝑒𝑉 proton beam. In the experiments at HollandPTC however, a decrease of about 54%
was measured for a TID of 12.4 𝑘𝑟𝑎𝑑. In the future more experiments should be performed to verify the
sensitivity decrease with TID and assess whether or not this decrease is particle energy dependent.
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Figure 4.8: Threshold voltage shift and recovery of an irradiated N­channel MOSFET [79].

The fact that both sensors show a lower sensitivity than expected, despite coming from completely
different batches, could indicate that there were problems with the test setup itself. The programming of
the Arduino itself was verified using the demo board from Sealicon. Remember that in a first step, code
was written to interact with the FGD­02F demo board, and that this demo board comes with a software
application to read out the sensor. The output of this application, i.e. sensor frequencies, temperatures
and other variables, and the output of the Arduino software were found to match, already indicating that
the software works as intended. Furthermore, the output of the Arduino code was compared against the
output of Arduino code written by CERN researchers for their development of FGD­03F based systems.
These outputs matched as well. Additionally, the frequency output of the reference MOSFETs and of
the sensors is what can be expected based on the sensor datasheet and previous research [13, 89].
Assume, for example, an error was made in the window factor calculation and the actual sensitivity
is about 35 𝑘𝐻𝑧/𝐺𝑦 for the high sensitivity mode [26]. This means that the total frequency change in
the graphs is actually about a factor four larger. However, this implies that, in figure 4.7, the highest
frequencies are over 500 𝑘𝐻𝑧, which is far outside of the linear range, as indicated by figure 4.9. This
would also increase the reference frequencies by the same factor, since these are calculated using
the window factor as well, which would be improbable since the reference frequencies are expected
to be around the measured values. In the future more experiments should be performed, for example
including the demo board, to verify the measured sensitivities.

Figure 4.9: Typical progress of sensitivity and frequency output of an FGDOS in function of received dose [15].
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4.2.3. Linear Range
During some of the tests, the linear range, defined by the threshold and target frequency limits, was
extended to test sensor behaviour outside of the nominal values recommended by Sealicon. Figure
4.7 shows that the linear range could be extended upwards, but that the sensitivity quickly deteriorates
below the linear range. To quantify this extension, the sensitivity calculated using linear regression for
parts of the measured range can be compared with the sensitivity over the linear range, as shown in
table 4.3. It shows that extending the linear range upwards would only result in about a 0.5% sensitivity
difference. Additionally, the partial sensitivities for the frequencies upwards of 90 𝑘𝐻𝑧 show a difference
with the average comparable to the partial sensitivities inside of the nominal linear range.

Table 4.3: Sensitivities calculated using linear regression for different parts of the frequency range for test run 07 with a beam
energy of 70 𝑀𝑒𝑉 at DUT and a flux of 3.69𝑒7 #/𝑐𝑚2/𝑠. The relative difference between each partial sensitivity and the

sensitivity calculated over the nominal linear range is given as well.

Frequency range (kHz) S1 (Hz/Gy) Difference (%) S2 (Hz/Gy) Difference (%)
90­50 8955 9684
120­50 9007 0.58 9749 0.67
120­110 8986 ­0.23 9687 ­0.64
110­100 9135 1.66 9697 0.10
100­90 9018 ­1.28 9866 1.74
90­80 9026 0.09 9825 ­0.42
80­70 8888 ­1.53 9763 ­0.63
70­60 8975 0.98 9635 ­1.31
60­50 8898 ­0.86 9552 ­0.86
50­40 8486 ­4.63 9382 ­1.78
40­30 8206 ­3.30 8863 ­5.53
30­20 7254 ­11.60 8114 ­8.45
20­10 5821 ­19.75 6458 ­20.41

4.2.4. Passive Mode & Power Consumption
As stated before, most of the tests in passive mode had a programming issue. For test run 09, however,
correct data are available and displayed in figure 4.10. Again, the data points that do not follow the
linear trend were caused by a programming issue. It shows that the sensor is able to detect TID
without the need of a power supply. The sensitivity over the passive part of the curve, calculated
using the measurements right before and after passive mode, is 8771 𝐻𝑧/𝐺𝑦, which is slightly higher
than the sensitivity over the active part of the curve, calculated using linear regression, which equals
8615 𝐻𝑧/𝐺𝑦. This could be caused by the fact that the passive part is outside of the nominal linear
range. Active or passive mode should not influence the sensor’s sensitivity, but more experiment could
be performed to confirm this.

The power consumption for the sensors in different modes is shown in figure 4.11. During the power
measurements, the sensors were put in different operating modes, with each operating mode lasting
for about five minutes. The modes were, in chronological order: high sensitivity mode, low sensitiv­
ity mode, standby mode and passive mode. As stated before, in standby mode the sensor’s power
consumption is reduced to a minimum. However, to completely turn off the sensor, it should be discon­
nected from any power supply. This is called passive mode and was achieved using a P­channel MOS
as a switch. The passive mode was only available for sensor 2. Hence, during the last step, sensor 1
was put back into high sensitivity mode. The power consumption during high and low sensitivity mode
was measured to be around 20 𝑚𝑊 and 10 𝑚𝑊 respectively, which agrees with previous research
[15]. In standby mode the power consumption was almost zero, as expected. Power consumption
could be even further reduced by putting the sensor in passive mode. The jumps in between the steps
were caused by sensor resets in between the different modes.
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Figure 4.10: Sensor and reference frequencies in function of time with a beam energy of 70 𝑀𝑒𝑉 at DUT, a flux of
7.07𝑒6 #/𝑐𝑚2/𝑠 and the sensors in high sensitivity mode. The plot corresponds with test run 09.

Figure 4.11: Power consumption of the sensors in four different steps, each lasting about five minutes: high sensitivity mode,
low sensitivity mode, standby mode and passive mode. Since passive mode was only available for sensor 2, sensor 1 was put

back into high sensitivity mode during the last step.

4.2.5. Recharging Process
The recharging process is depicted in figures 4.5a and 4.7. The amount of recharge lost during the
recharge can be easily calculated by multiplying the dose rate with the time needed for a recharge. The
figures also show the influence the recharge voltage, 16 𝑉 versus 16.5 𝑉, has on the needed recharge
time. The fact that only a limited amount of bits is used to store threshold and target frequencies can be
noticed from the figures too. For example, for figure 4.5a, the threshold was set at the lower end of the
linear range, i.e. 50 𝑘𝐻𝑧. Dividing this by a window factor of 31.25 𝑘𝐻𝑧/4096 𝑝𝑢𝑙𝑠𝑒𝑠 = 7.63 results in a
register value of 6554. The binary representation of this value is depicted in equation 4.4. Remember
that, for comparison with the threshold value, the three most significant bits are dropped and the five
next ones are taken to determine the start of the recharge process. Hence, the value represented by
equation 4.5 is the register value below which a recharge is triggered. Multiplying this by the window
factor results in a frequency of 46875 𝐻𝑧, which is exactly the value at which the sensors started the
recharge process during the radiation tests.

50 𝑘𝐻𝑧 → 6554 → 00|00011001|10011010 (4.4)
46875 𝐻𝑧 ← 6144 ← 00|00011000|00000000 (4.5)
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Previous research at CERN, discussed during private conversations, indicated that the sensor fre­
quency shows an overshoot immediately after the recharge process. This was confirmed in the exper­
iments and is shown in figure 4.12. The vertical line in the figure indicates where the recharge process
stopped. The sensor frequency still went up although the recharge ceased, after which it dropped and
eventually showed linear behaviour again. It is assumed that this is caused by an internal capacitive
load incorporated in the recharging circuit that has to unload after the end of the recharge process.
Finally, Brucoli et al. [14] stated that the recharge rate has a strong influence on sensitivity degrada­
tion. As a result, the dose rate also indirectly influences sensitivity degradation. This effect was not
investigated during the radiation tests.

Figure 4.12: Sensor frequency overshoot in function of time with a beam energy of 70 𝑀𝑒𝑉 at DUT, a flux of 1.40𝑒7 #/𝑐𝑚2/𝑠
and the sensor in high sensitivity mode. The plot corresponds with test run 05.

4.2.6. Annealing & Charge Retention
In section 4.2.2 two mechanisms of annealing are described. First, a decrease of the frequency was
noticed during short breaks in between tests or during RF trips of the cyclotron. This is probably caused
by the annealing of charge traps in the reading transistor. The traps travel to the substrate, lowering the
gate voltage, and thus cause a decrease in frequency output. In table 4.4 an overview of the decrease
noticed during these breaks is given in𝐻𝑧/ℎ𝑟. The frequency decrease in between tests was calculated
using the last and first frequency outputs of the respective tests. The degradation during a test, caused
by either an RF trip or by a user defined break, was calculated using linear regression. For the first
tests and at low flux levels, no significant degradation was noticed, which can be expected since the
low fluxes cause fewer oxide traps. The table shows that higher decreases can be expected right
after higher fluxes were used. Additionally, the decrease is lower in low sensitivity mode, because the
annealing traps have a relatively lower impact on the frequency output. The sensors were also tested
again after 29 days. For sensor 2 no comparison in degradation over this time period can be made,
since the frequency after the last test is unknown because of an electrostatic discharge. For sensor 1 a
decrease from 82.2 to 75.6 𝑘𝐻𝑧 was noticed. This seems to agree with the 4 𝑘𝐻𝑧 degradation after five
days mentioned in the sensor datasheet [89]. In the future, this decrease should be measured more
gradually to see the effect over time and make sure there is no charge leakage.

The second effect is the annealing of trapped charges in the field oxide, as already explained in section
4.2.2. These traps cause a reduction of the electric field, as depicted in figure 4.13. Consequently,
the electron­hole pairs generated by ionising radiation have a higher recombination rate, leading to a
lower sensitivity of the sensor. Annealing of these traps results in a partial recovery of the sensitivity.
The threshold voltage shift of the reading transistor caused by TID has an indirect influence on the
sensitivity. Because of this shift, the floating gate contains less charge after a sensor recharge, resulting
in a lower electric field and higher recombination rate. An additional effect to take into account, as
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Table 4.4: Frequency degradation between tests, during a test break or during an RF trip of the cyclotron. The duration of each
break is noted, as well as the frequency change per hour.

Test Sens Flux
(#/s/cm2)

Sensor Time (min) dF/dt
(Hz/hr)

Comment

02 − 03 HIGH 1.71𝑒6 S1 2.0 0 Break
S2 0

06 LOW 1.40𝑒7 S1 3.4 607 RF trip
S2 592

07 HIGH 3.69𝑒7 S1 3.3 8181 RF trip
S2 9403

08 LOW 3.69𝑒7 S1 2.6 2233 Break
S2 2400

13 − 14 HIGH 7.07𝑒6 S1 5.6 2703 Break
S2 5.6 2703

reported by Brucoli et al. [14], is that the interface traps in the reading transistor might decrease the
channel mobility, also reducing sensitivity. The authors state that this can be resolved by implementing
a radiation tolerant reading structure. In a private conversation with the authors, they confirmed that
this has been done but that it did not resolve the issue.

Figure 4.13: Electric field generated by the floating gate charge, left, and the effect on the electric field caused by charge traps
in the field oxide [14].

4.2.7. Resolution & Temperature
To determine the resolution of the setup, i.e. the minimal detectable dose, additional tests were per­
formed without any radiation source. The resulting data were used to investigate noise in the circuit
and temperature effects. This investigation is presented in the subsequent paragraphs. Considera­
tions on how to reduce noise in the circuitry are also discussed. In the sensor datasheet a noise level
of 75 𝐻𝑧 when using a 250 𝑚𝑠 window is mentioned. Brucoli et al. [15] noted a minimal detectable
frequency of 30 𝐻𝑧. Brucoli [11] stated that part of the frequency fluctuations are caused by variations
in temperature. The author filtered the signal using a moving average and subtracted the filtered signal
from the original one to evaluate the noise. This resulted in a minimum detectable frequency of about
5 𝐻𝑧. The frequency resolutions can be converted to dose resolutions by dividing them with the sensor
sensitivity.
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Noise Levels
In figures 4.14a and 4.14b, the sensor and reference frequency of a noise test in high sensitivity mode
are depicted. For the experiments the amount of window pulses was set to 4096, resulting in a mea­
surement window of 262 𝑠, see section 4.1.6. The internal temperature sensor indicated a constant
temperature throughout the test. Nevertheless, the reference frequency of sensor 1 shows a gradual
decrease, indicating a slight temperature variation over time. For an analysis of the noise, a more con­
stant part of the curve, from 500 𝑠 to 1100 𝑠, was used. The distributions of the sensor frequency outputs
are depicted in figures 4.15a and 4.15b, with a normal distribution fitted on top of the histograms. A
normality test, like a Shapiro­Wilk test, is not possible because the frequency output is a discrete and
not a continuous variable. Based on conversations with researchers at CERN, the noise of the sensor
should be determined using a 4𝜎 range, with 𝜎 the standard deviation of the normal distribution of the
sensor output frequency. Applying this to the figures results in the values mentioned in table 4.5 for
test 01. The table includes the total duration of the test, the number of gathered data points, the aver­
age frequency during the test, the sensitivity mode and the measurement window setting. In case of a
normal distribution, the resolution is determined using a 4𝜎 range. For other distributions the resolution
calculation is explained in the following paragraphs. The filtered resolution is calculated in the same
way, but uses the filtered signal, explained in the next paragraph, as an input.

Table 4.5: Overview of the resolution determined via noise tests. Sensor 1 is the prototype and sensor 2 is the FGD­03F chip.
The filtered signal was determined using a moving average window of about 20 𝑠.

Test Time (s) Sensor Data Points Average
(Hz)

Resolution
(Hz)

Filtered
Resolution
(Hz)

Sensitivity Window

01 600 1 1960 87634 115 95 HIGH 4096
2 1911 87168 109 88 HIGH 4096

02 1800 1 6282 169622 162 156 LOW 4096
2 6172 169405 154 148 LOW 4096

03 600 1 282 120588 79 58 HIGH 32768
2 280 130906 82 60 HIGH 32768

04 600 1 280 120548 77 56 HIGH 32768
2 281 130928 100 58 HIGH 32768

A moving average was applied to the frequency to eliminate the effect of small temperature variations
[11]. First, the duration of a single measurement window of the sensor can be calculated from the clock
frequency and the amount of pulses during which the sensor is counting the sensor and reference
frequencies, as desribed in section 4.1.6. This results in a value of 2 ∗ 4096/31.250 𝐻𝑧 ≈ 250 𝑚𝑠. By
setting a moving average over 80 data points, a moving average window of about 20 𝑠 was obtained.
Next, temperature fluctuations were eliminated by subtracting the filtered signal from the original signal
[11]. These steps are depicted in figures 4.16a and 4.16b. Again, a 4𝜎 range was determined, which
is also displayed in table 4.5.

The distribution of the frequency for low sensitivity mode, based on the test data depicted in figure 4.19
between 600 𝑠 and 2400 𝑠, is depicted in figures 4.17a and 4.17b. It shows that the frequency does
not follow a normal distribution but looks more like a bimodal distribution. To calculate the resolution,
a Gaussian Kernel Density Estimation (KDE) is used to estimate the probability density function of the
sensor frequency outputs, also shown in the figures. Although a 4𝜎 range could be taken to determine
the resolution of the sensor, a different approach was taken. Since, for a normal distribution, 95.45%
of values lie within a range of 4𝜎, the Gaussian KDE is used to determine the frequency range that
encompasses 95.45% of the values of the distribution. This results in the range mentioned in table 4.5
for test 02. This signal was also filtered using a moving average, see table 4.5.
An additional test was performed to analyse the influence of selecting a larger measurement window.
This test, during which the sensor’s counter measured for 32768 pulses, or 8𝑥 longer than the previous
window selection, is depicted in figures 4.18a and 4.18b. The frequencies show a slight jump in their
values after about 30 𝑚𝑖𝑛. At this point the external power supply of the Arduino was disconnected
to see the influence on the sensor frequency. This is further explained in the following paragraphs.
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(a) Reference frequency in function of time.

(b) Sensor frequency in function of time.

Figure 4.14: Sensor output in function of time for a noise test in high sensitivity mode using a window of 4096 pulses. The
figures correspond with test 01 in table 4.5.
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(a) Histogram of the sensor frequency of sensor 1.

(b) Histogram of the sensor frequency of sensor 2.

Figure 4.15: Histograms of the sensor frequency outputs for a noise test in high sensitivity mode. A normal distribution is fitted
on top of the histograms. The figures correspond with test 01 in table 4.5.
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(a) Original and filtered signal of the sensor frequency in function of time.

(b) Sensor noise remaining after subtracting the filtered signal form the original signal.

Figure 4.16: Sensor frequency output in function of time and filtering of the signal using a moving average with a window of
20 𝑠 for a noise test in high sensitivity mode. The figures correspond with test 01 in table 4.5.
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(a) Histogram of the sensor frequency of sensor 1.

(b) Histogram of the sensor frequency of sensor 2.

Figure 4.17: Histograms of the sensor frequency outputs for a noise test in low sensitivity mode. A non­parametric distribution,
determined via a Gaussian KDE, is fitted on top of the histograms. The figures correspond with test 02 in table 4.5.
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(a) Reference frequency in function of time.

(b) Sensor frequency in function of time.

Figure 4.18: Sensor output in function of time for a noise test in high sensitivity mode using a window of 32768 pulses. The
figures correspond with test 03 and 04 in table 4.5.

Although the tests were run for about an hour and the temperature was measured to be constant, the
frequencies still show temporal fluctuations, making it impractical to select a region for noise analysis
during which the frequencies were more constant. The noise follows a normal distribution and the 4𝜎
limits are displayed in table 4.5. In the table, test run 03 corresponds with the time frame between
620 − 1220 𝑠, thus before the external power supply of the Arduino was unplugged, and test run 04
corresponds with the time frame between 2400 − 3000 𝑠, thus after the external power supply was
unplugged. A moving average window of 20 𝑠 was applied here as well, but this window now only
contains 10 data points. Also note that, due to previous recharges, the frequencies are actually outside
of the linear range for the high sensitivity mode, but it is assumed that this does not affect the signal
noise. As can be expected, the table shows that using a larger measurement window results in an
improved resolution. Assuming a sensitivity of 9 𝑘𝐻𝑧/𝐺𝑦 in high sensitivity mode and a resolution of
80 𝐻𝑧, the sensor’s minimal detectable dose is 8.9 𝑚𝐺𝑦, which is significantly higher than the 0.16 −
0.5 𝑚𝐺𝑦 mentioned in literature [13, 15]. This is caused by a combination of the relatively high noise
levels and low sensitivity measured during the experiments.
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Temperature Influence
Although it was not possible to perform detailed temperature tests, some tests were performed to get a
general idea about the effect of temperature on sensor frequency. In figures 4.19a, 4.19b and 4.19c, the
temperature, reference frequency and sensor frequency are given as a function of time for a changing
temperature. It is clear that the sensor frequency goes down with increasing temperature. However, as
stated before, precise characterisation was not possible, due to the lack of precise temperature control
and measurement equipment. Figure 4.19a shows that both sensors display a different temperature
change. This is caused by the fact that both temperature sensors have a different offset and a precision
of only 1°𝐶. Thus, it can only be concluded that the actual temperature change is somewhere between
1− 2°𝐶. With a frequency change of approximately 1370 𝐻𝑧 and 1570 𝐻𝑍 for sensors 1 and 2 respec­
tively, this results in a change of 685−1370 𝐻𝑧/°𝐶 for sensor 1 and of 785−1570 𝐻𝑧/°𝐶 for sensor 2. In
figure 4.19b the complete output of this test run is shown, thus not only the part where the temperature
was changed. The figure shows again that, when using low sensitivity mode, the reference frequency
needs several minutes to stabilise.

Noise Reduction
The levels of noise mentioned in table 4.5 are slightly higher than what is mentioned in the sensor
datasheet, i.e. 75 𝐻𝑧 for a window of 250 𝑚𝑠. Moreover, they are significantly higher than the 30 𝐻𝑧
mentioned in literature, thus suggesting that noise could be further reduced [15]. Brucoli et al. [15]
mentioned in a private conversation that the 30 𝐻𝑧 was derived using a measurement window of 1 𝑠.
Besides the sensor itself, several other parts of the setup can influence the electric noise levels. The
Arduino power supply was already briefly mentioned before. The Arduino can be powered via either
the same USB cable it uses for data exchange or via an external power supply that triggers the internal
voltage regulator. This was verified by measuring the bus voltage and is depicted in figure 4.20. During
the first 2 𝑚𝑖𝑛 in the figure, the Arduino used an external power supply and was doing nothing. During
the next 2 𝑚𝑖𝑛, the Arduino was actually interacting with the sensor and sending data to the computer.
Next, the same two steps were repeated in reverse order, but now with the external power supply
disconnected. Although the sensor’s supply voltage shows less variation using the Arduino’s external
power supply, the effect was not noticed in the sensor output resolution, see table 4.5.

The other subsystems of the Arduino board are also possible origins of noise. For example, as men­
tioned in section 3.6, the Arduino’s internal oscillator is not very precise. As a result, the PWM and
SPI clock signals are affected as well. In an attempt to limit noise in the circuit, decoupling capacitors
were placed on the breadboard, as mentioned in section 4.1.3. Furthermore, the PCB was designed
to include a ground plane, further limiting interference and thus noise levels, see section 4.1.2. In the
future, more tests can be performed to determine the main origins of noise in the circuit.

4.3. Supplementary Tests
On the 24𝑡ℎ of February, additional radiation tests were performed. Although most of the data will
be analysed by another TU Delft researcher, the most interesting results are already presented here.
After a meeting with the researchers at CERN, they advised to test at higher energies to verify the
sensor’s low sensitivity values. In figure 4.21 the result of a test using a beam energy of 150 𝑀𝑒𝑉 is
demonstrated. For these tests HollandPTC did not provide the flux, but the dose rate in air at DUT,
from which the flux and the dose rate in Si can be calculated using the appropriate LET values. For this
conversion, the beam energy at target has to be used, which was approximately 120 𝑀𝑒𝑉. Throughout
different tests, the sensitivity was measured to be around 35 𝑘𝐻𝑧/𝐺𝑦. This is close to the values noted
by, for instance, Danzeca et al. [26], and suggests that the low beam energy might have been the cause
of the low sensitivities measured before. Using this sensitivity and a frequency resolution of 80 𝐻𝑧, the
sensor’s minimal detectable dose is 2.3 𝑚𝐺𝑦.
Another interesting result is depicted in figure 4.22. It shows the sensor’s behaviour over a very wide
range of frequency values. The region in which the sensors show linear behaviour can be clearly
distinguished. Additionally, the figure shows the saturation of the floating gate charge for the given
recharge voltage. The experiment depicted in the figure was performed with a beam energy of 175 𝑀𝑒𝑣
and a dose rate at DUT in air of 1.84 𝐺𝑦/𝑚𝑖𝑛. Again, the sensitivities are more in line with previous
research [26].
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(a) Temperature in function of time.

(b) Reference frequency in function of time for a changing temperature.

(c) Sensor frequency in function of time for a changing temperature.

Figure 4.19: Sensor output in function of time without radiation but with varying temperature and in low sensitivity mode.
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Figure 4.20: Arduino 5 𝑉 power supply output measured during four different phases, each lasting about 2 𝑚𝑖𝑛: external
power supply without sensor interaction, external power supply with sensor interaction, USB cable power supply with sensor

interaction, USB cable power supply without sensor interaction.

Figure 4.21: Sensor frequencies in function of time for an experiment performed on the 24𝑡ℎ December with a beam energy of
150 𝑀𝑒𝑉 and a dose rate at DUT in air of 0.5 𝐺𝑦/𝑚𝑖𝑛.
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Figure 4.22: Sensor frequencies in function of time for an experiment performed on the 24𝑡ℎ December with a beam energy of
175 𝑀𝑒𝑉 and a dose rate at DUT in air of 1.84 𝐺𝑦/𝑚𝑖𝑛. Linear regression lines and associated sensitivities are depicted as

well.



5
Conclusion

Space radiation monitoring is essential to improve engineering models, augment forecasting methods,
track environmental changes, classify and analyse on­board anomalies and perform scientific research.
Despite extensive space radiation research, more space radiation monitoring data and capabilities are
needed. An innovative radiation monitoring system of small size, low power consumption and high
precision would offer new possibilities for future missions.

The aim of this study was to design and characterise such a simple, compact, cheap but yet precise
radiation monitoring system. To develop such a system, a sensor chip for solid state dosimetry was
used. The interface between the sensor chip and a CubeSat system was designed by using the Flat­
Sat at ESTEC. The performance and characteristics of the sensor were verified by means of proton
beam radiation tests. In this chapter the final conclusions on the FlatSat integration and radiation tests
are presented, the verification of the research goals are described and finally, suggestions for future
research are made.

5.1. Floating Gate Dosimeter Payload Design
In chapter 3 the integration of a floating gate dosimeter in a typical small satellite system is discussed.
In the first part of this chapter, the system requirements of a novel radiation monitoring tool are de­
termined. These requirements are repeated in table 5.1. The table demonstrates which of the re­
quirements are met. Requirement RMS­PERF­01 has not been met because, compared to previous
research, the noise in the circuit was relatively high [11]. Additional research is needed to resolve this is­
sue. Requirement RMS­PERF­02 was not experimentally verified in this thesis. The sensor datasheet
mentions a maximum dose of 50 𝑘𝑟𝑎𝑑, and according to previous research, the sensor stops working
around 28 𝑘𝑟𝑎𝑑 when using a 60𝐶𝑜 source [26, 89]. Consequently, it is expected that this requirement
cannot be met, but this should be verified in future experiments. All the RMS­MINI requirements are
met, except for the power requirement. However, the sensor can be used in passive mode, i.e. detect
radiation without any power supply. This means that the average power consumption can be reduced
in order to meet this requirement. The operating temperature range mentioned in the sensor datasheet
is 232−357 𝐾 [89]. The temperature requirement RMS­SPAC­01 has not been not met, but it should be
noted that this requirement was based on hypothetical extreme situations. Requirements RMS­SPAC­
02.1 to 04.1 require additional testing. It is expected that these requirements, except RMS­SPAC­03.1,
will be met, since an earlier version of the sensor has already been demonstrated to work in space [22].
No specific software dedicated to SEUs, as required by RMS­SPAC­03.3, has been implemented. Fu­
ture research on the implementation of this software is needed. Requirement RMS­SPAC­04.2 is met,
since all parts of the system in both the FlatSat and the radiation test setup were connected to a com­
mon ground. Requirement RMS­SPAC­04.3 still needs verification. Despite the internal excess current
protections of the sensor chip, several sensors broke down when an attempt was made to discharge
them. Furthermore, some of the errors encountered during the tests were assumed to be caused by
discharge currents, but these were soft errors, i.e. they could be resolved by a sensor reset. Hence,
requirement RMS­SPAC­04.4 should be further investigated. Requirements RMS­SPAC­04.5 and 05
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should be verified in the future, whilst requirement 06 is assumed to be met based upon a simple
inspection of the chip. Requirements RMS­SPAC­07 and 08 should also be verified in subsequent re­
search. Requirements RMS­COTS­01 to FLEX­01 are all met based upon an inspection of the sensor
chip.

Table 5.1: Overview of the radiation monitoring system requirements. The last column states if the requirement has been met
(V), not met (X) or still has to be verified (­).

Label Description OK

RMS­PERF­01 The system shall have a resolution of at least 30 𝑚𝑟𝑎𝑑 X
RMS­PERF­02 The system shall have a measurement range of minimum 120 𝑘𝑟𝑎𝑑 ­

RMS­MINI­01 The system shall have a maximum size of 3.2𝑥3.2𝑥3.2 𝑚𝑚 V
RMS­MINI­02 The system shall have a maximum weight of 2.4 𝑔 V
RMS­MINI­03 The system shall have a maximum power usage of 10 𝑚𝑊 V
RMS­MINI­04 The system shall have a supply voltage of 3 − 5.5 𝑉 V

RMS­SPAC­01 The system shall work in a temperature range of 60 − 380 𝐾 X
RMS­SPAC­02.1 The system shall consist of materials that can withstand exposure to vacuum and UV ­
RMS­SPAC­02.2 The system shall consist of materials that generate little contamination ­
RMS­SPAC­03.1 The system shall be radiation hardened to doses of at least 120 𝑘𝑟𝑎𝑑 ­
RMS­SPAC­03.2 The system’s hardware shall be SEL and SEU resistant ­
RMS­SPAC­03.3 The system shall have software algorithms dedicated to the detection and recovery of SEUs ­
RMS­SPAC­04.1 The system shall prevent differential charging of surfaces by means of conductive coatings ­
RMS­SPAC­04.2 The system shall have a common ground V
RMS­SPAC­04.3 The system’s electronics and wiring shall be shielded physically and electrically ­
RMS­SPAC­04.4 The system shall include electric filtering to protect circuits from discharge­induced currents X
RMS­SPAC­04.5 The system’s exterior surfaces shall be able to withstand dielectric breakdown ­
RMS­SPAC­05 The system shall have a reliability of 0.89 or higher ­
RMS­SPAC­06 The system shall be able to operate in zero gravity V
RMS­SPAC­07 The system shall be able to withstand launch stresses and vibrations TBD ­
RMS­SPAC­08 The system shall be constructed with materials that resist atomic oxygen erosion ­

RMS­COTS­01 The dosimeter shall be able to be produced in standard manufacturing processes V
RMS­COTS­02 The system, besides dosimeter, shall consists of only COTS parts V
RMS­COTS­03 The system shall cost as much as a system containing a RADFET dosimeter or less V
RMS­COTS­04 The system shall communicate via a common serial communication interface V

RMS­FLEX­01 The system shall have multiple sensitivity options V

As mentioned before, several of these requirements take the most extreme possible operating condi­
tions into account. Although some requirements have not been met, the sensor chip still shows great
potential. Several requirements have not been verified, but based on data from previous literature,
it is expected that they will be satisfied in the future [15, 22]. It can be concluded that the system is
relatively cheap, straightforward to use, easy to produce and able to withstand harsh space environ­
ment conditions. The radiation tests indicate that the sensor does not outperform current miniature
solid state detectors with regard to precision, despite the levels of sensitivity and minimal detectable
radiation dose mentioned in previous research [15, 26].

5.2. Radiation Testing
In chapter 4 the floating gate dosimeter was irradiated with protons to verify its characteristics. The
sensor showed linear behaviour as long as some limits with regard to the output frequency range were
respected, which makes it more straightforward to use than a RADFET sensor. Additionally, FGDOSs
do not need a bias specific calibration curve. The sensor can also be used in passive mode, reducing
power consumption. Finally, the tests prove the floating gate can be very easily recharged, extending
the detectable dose range of the sensor chip.

The TID effect on the sensor was demonstrated, albeit only qualitatively. This affects the precision of
the sensor over time. A precise quantitative description of this effect could be applied by sensor users
to ensure a minimal level of accuracy. The influence of flux is not clear and seems to be limited. A clear
recovery of the sensitivity after TID caused by annealing was noted during the tests, which should be
taken into account by future users of the sensor. This may be less of a concern for space applications,
because of the low dose rates in space compared to the dose rates employed during the radiation tests.
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It was also shown that the sensor output degrades over time. Thus, in real­life applications, the sensor
output should be consulted regularly in order to avoid misinterpretations.

The resolution has shown to be lower than expected, whereas it should actually be one of the advan­
tages of this type of sensor [11, 13]. Part of this low resolution can be explained by inaccuracies in the
Arduino and surrounding circuitry. The noise can be reduced by using longer measurement windows.
Furthermore, it was demonstrated that some fluctuations in the output signal can be mitigated by apply­
ing a moving average filter. The origin of the fluctuations can be found in the temperature analysis [11].
This analysis shows that the sensor’s output frequency can change by about 700−1400 𝐻𝑧 before the
sensor’s internal temperature sensor actually detects a difference, demonstrating a too low resolution
of the internal temperature sensor.

Previous research indicated a sensitivity that was low compared to the sensitivity advertised by Sealicon
[13, 26]. It has been noted by other researchers that the sensitivity tends to decrease with decreasing
particle energy. The decrease indicated by the experiments carried out in this thesis was larger than
the one mentioned in literature [26]. The correct functionality of the sensor and the setup was verified
by performing experiments at higher particle beam energies. The results hereof indicate a sensitivity
comparable to the sensitivity described in the literature [26]. The sensitivity at lower particle beam
energy levels thus requires further research, especially because most protons in space have an energy
level below 100 𝑀𝑒𝑉 [31, 49].

5.3. Research Goals & Question
At the start of the thesis, the following research question and subquestions were formulated:

Can a relatively simple, lightweight and cheap space radiationmonitoring system be designed that
exploits the properties of floating gate dosimeters and that, combined with CubeSat technology,
is able to answer the open questions in space radiation and/or improve continuous radiation
monitoring?
– Can the floating gate dosimeter be implemented into a microcontroller based system, result­
ing in a basic payload design for use in future space missions?

– What would the characteristics of such a system be and what would be its main benefits
for space missions, i.e. reliability, measurement range and resolution, cost, weight, power
consumption and ease of implementation?

The thesis work proves that a simple and cheap system can indeed be built. The integration with the
FlatSat was successful and shows that the FGDOS chip can be integrated into existing small satellite
systems, thus answering the first subquestion. The literature study and the radiation tests determined
the characteristics of the dosimeter chip, albeit that some properties need further investigation. It was
shown that the sensor chip performs very well with respect to cost, power consumption, size and ease
of use. The radiation tests showed, however, that the performance of the dosimeter compared to other
systems is not as outstanding as previously reported in the literature [13, 26]. Nevertheless, the sensor
shows great potential and should be investigated further to clearly determine its capabilities. This part
of the thesis answers the second subquestion.

In conclusion, this study demonstrates that it is possible to design a simple, lightweight and cheap space
radiation monitoring system based upon floating gate dosimeter technology that can be integrated
into small satellite systems. These characteristics make it possible to widely deploy the sensor in
constellations or as a main or secondary payload on both near­Earth and deep space missions. Other
dosimeter systems with similar characteristics exist, and in order to outperform those, the issues related
to sensitivity and noise should be resolved.

5.4. Future Work
Throughout the thesis report, several possible topics for future research were identified. First, several
requirements listed in table 5.1 still require verification. For example, although the sensor chip already
communicates via a widespread protocol, direct communication with the FlatSat setup was not possible.
Since the goal is to deploy the sensor in as many satellites as possible, it would be beneficial to have
the option to choose from several communication protocols. In fact, a sensor that uses the I2C protocol
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is currently being developed by Sealicon. The deployment of the sensor as part of a SC and radiation
data analysis using ML algorithms could also be investigated in the future. Another interesting topic for
future research is the sensor’s response to SEEs.

Several questions on radiation detection remain to be answered. As mentioned before, the sensors
have been irradiated up to doses of 28 𝑘𝑟𝑎𝑑, but such a high total dose was only achieved with ra­
dioactive sources such as 60𝐶𝑜, and never with protons. It would be useful to investigate how properties
change under increasing proton radiation and at which point the sensor breaks down. Another inter­
esting experiment would be to document the maximum dose the sensor can withstand with an empty
floating gate. This could be useful information for deep space missions. One sensor could be used
until it breaks down because of high doses, after which the system can switch to a second sensor
that was stored with an empty floating gate. The influence of dose on the sensitivity of a sensor with
an empty floating gate should then be investigated as well. Furthermore, the effect of TID could be
further investigated. Despite the fact that this effect is quite well understood, it might be interesting to
quantify the sensitivity degradation caused by proton TID. Also, the influence of flux is not clear yet
and should be further investigated. From the experiments carried out in this thesis, it was clear that
the beam energy significantly influences the sensitivity, and more experiments can be performed to de­
termine the relationship between sensitivity and beam energy over a wide energy range. Despite the
fact that experiments have been performed with 𝛾 rays, protons and mixed fields, no detailed compar­
ison exists between the effects caused by different types of particles at similar dose rates and energy
levels. Hence, it would be interesting to investigate this. In none of the previous papers, the direc­
tionality dependence of the sensor has been discussed. It is thus unknown if the angle of incidence of
the radiation has a significant influence on sensitivity. Floating gate dosimeters might prove useful for
other research as well. Very recently, researchers at CERN have presented their results of testing the
floating gate dosimeter as a single ion detector at the RADiation and its Effects on Components and
Systems (RADECS) conference, and further investigations are ongoing [16].

The noise tests made clear that the setup being used suffers from relatively high noise levels. In the
future, the cause of these high noise levels should be determined, and solutions should be studied.
These tests also showed fluctuations caused by temperature variations that could not be compensated
for. In order to improve accuracy, the integration of a more precise temperature sensor could be inves­
tigated.
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SPENVIS Simulations

A.1. Low­Earth Orbit

(a) Mission settings in SPENVIS. (b) Orbit settings in SPENVIS.

Figure A.1: Orbit specifications for a one year CubeSat mission in LEO in SPENVIS based on the orbital characteristics of the
ISS [82].

Figure A.2: Settings for the trapped radiation models in SPENVIS for a one year CubeSat mission in LEO.
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Figure A.3: Settings for the solar particle fluence model in SPENVIS for a one year CubeSat mission in LEO.

Figure A.4: Settings for the galactic cosmic ray flux model in SPENVIS for a one year CubeSat mission in LEO.

Figure A.5: Settings for the total ionising dose model in SPENVIS for a one year CubeSat mission in LEO.

(a) Settings in SPENVIS for MULASSIS simulations with
trapped protons as a source.

(b) Settings in SPENVIS for MULASSIS simulations with
GCRs as a source.

Figure A.6: Settings in SPENVIS for MULASSIS simulations for different sources of radiation particles for a one year CubeSat
mission in LEO.
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Figure A.7: Settings for the geometry in SPENVIS for MULASSIS simulations for a one year CubeSat mission in LEO.

Figure A.8: Analysis settings in SPENVIS for MULASSIS simulations for a one year CubeSat mission in LEO.
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A.2. Areostationary orbit

(a) Mission settings in SPENVIS. (b) Orbit settings in SPENVIS.

Figure A.9: Orbit specifications for a 10 year areostationary mission in SPENVIS.

Figure A.10: GCR model settings in SPENVIS for an areostationary orbit.
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Code

B.1. FlatSat
B.1.1. FreeRTOS

1 void i n i t _ h e l l o _wo r l d ( ) {
2 s ta t i c Sta t i cTask_ t he l l o_ t cb ;
3 s ta t i c StackType_t he l l o_s tack [ 5 00 ] ;
4 xTaskCreateStat ic ( he l lo_wor ld_ task , ”HELLO” , 500 , NULL, 1 , he l lo_s tack , &he l l o_ t cb ) ;
5 }
6

7 TickType_t t a s k_ i n t e r v a l = 5 ; / / the task i n t e r v a l i n seconds
8 void he l lo_wor ld_ task ( void * pvParams ) {
9 TickType_t xLastWakeTime = xTaskGetTickCount ( ) ;
10

11 for ( ; ; ) {
12 p r i n t f ( ” He l lo World \ n ” ) ;
13 vTaskDelayUnt i l (&xLastWakeTime , t a s k_ i n t e r v a l * configTICK_RATE_HZ ) ;
14 }
15 }

Listing B.1: Example on how to create a task for the OBC in FreeRTOS.

1 / * set up I2C connect ion * /
2 struct i o _desc r i p t o r * I2C_1_io ;
3 i2c_m_sync_get_ io_descr ip tor (&I2C_1 , & I2C_1_io ) ;
4 i2c_m_sync_enable (&I2C_1 ) ;
5 i2c_m_sync_set_slaveaddr (&I2C_1 , 0x25 , I2C_M_SEVEN) ;
6

7 for ( ; ; ) {
8 i o _w r i t e ( I2C_1_io , <* va r iab le >,<bytes >) ;
9 io_read ( I2C_1_io , <* va r iab le >,<bytes >) ;
10 }

Listing B.2: FreeRTOS I2C functions.

B.1.2. Yamcs
1<?xml vers ion = ”1 .0 ” encoding =”UTF−8”?>
2<SpaceSystem name= ” f l a t s a t ”
3 xmlns= ” h t t p : / /www.omg. org / space / x tce ”
4 xmlns : x s i = ” h t t p : / /www.w3 . org /2001/XMLSchema− ins tance ” xs i : schemaLocation= ” h t t p : / /www.omg.

org / spec /XTCE/20180204 ”>
5 <TelemetryMetaData>
6 <ParameterTypeSet>
7 <EnumeratedParameterType name= ”OBCPacketTypeType ”>
8 <Uni tSet / >
9 <IntegerDataEncoding s i z e I nB i t s = ” 8 ” signed= ” f a l s e ” / >

10 <Enumerat ionLis t>
11 <Enumeration value= ” 1 ” l abe l = ” Beacon ” / >
12 <Enumeration value= ” 2 ” l abe l = ”Command” / >

75
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13 <Enumeration value= ” 3 ” l abe l = ” Data ” / >
14 < / Enumerat ionLis t>
15 < / EnumeratedParameterType>
16 <EnumeratedParameterType name= ”OBCDataPacketTypeType ”>
17 <Uni tSet / >
18 <IntegerDataEncoding s i z e I nB i t s = ” 8 ” signed= ” f a l s e ” / >
19 <Enumerat ionLis t>
20 <Enumeration value= ” 1 ” l abe l = ” Telemetry ” / >
21 < / Enumerat ionLis t>
22 < / EnumeratedParameterType>
23 <IntegerParameterType name= ” CSPPrior i tyType ” signed= ” f a l s e ” i n i t i a l V a l u e = ” 0 ”>
24 <Uni tSet / >
25 <IntegerDataEncoding s i z e I nB i t s = ” 2 ” / >
26 < / IntegerParameterType>
27 <IntegerParameterType name= ”CSPAddressType ” signed= ” f a l s e ” i n i t i a l V a l u e = ” 0 ”>
28 <Uni tSet / >
29 <IntegerDataEncoding s i z e I nB i t s = ” 5 ” / >
30 < / IntegerParameterType>
31 <IntegerParameterType name= ”CSPPortType ” signed= ” f a l s e ” i n i t i a l V a l u e = ” 0 ”>
32 <Uni tSet / >
33 <IntegerDataEncoding s i z e I nB i t s = ” 6 ” / >
34 < / IntegerParameterType>
35 <IntegerParameterType name= ” CSPReservedFlagsType ” i n i t i a l V a l u e = ” 0 ”>
36 <Uni tSet / >
37 <IntegerDataEncoding s i z e I nB i t s = ” 3 ” / >
38 < / IntegerParameterType>
39 <BooleanParameterType name= ”CSPFragmentFlagType ” i n i t i a l V a l u e = ” 0 ” zeroSt r ingValue

= ” NotFragmented ” oneStr ingValue= ” Fragmented ”>
40 <Uni tSet / >
41 <IntegerDataEncoding s i z e I nB i t s = ” 1 ” / >
42 < / BooleanParameterType>
43 <BooleanParameterType name= ” CSPAuthenticat ionFlagType ” i n i t i a l V a l u e = ” 0 ”

zeroSt r ingValue= ” NotAuthent icated ” oneStr ingValue= ”HMAC”>
44 <Uni tSet / >
45 <IntegerDataEncoding s i z e I nB i t s = ” 1 ” / >
46 < / BooleanParameterType>
47 <BooleanParameterType name= ” CSPEncryptionFlagType ” i n i t i a l V a l u e = ” 0 ”

zeroSt r ingValue= ” Unencrypted ” oneStr ingValue= ”XTEA”>
48 <Uni tSet / >
49 <IntegerDataEncoding s i z e I nB i t s = ” 1 ” / >
50 < / BooleanParameterType>
51 <BooleanParameterType name= ” CSPProtocolFlagType ” i n i t i a l V a l u e = ” 0 ” zeroSt r ingValue

= ”UDP” oneStr ingValue= ”RDP”>
52 <Uni tSet / >
53 <IntegerDataEncoding s i z e I nB i t s = ” 1 ” / >
54 < / BooleanParameterType>
55 <BooleanParameterType name= ” CSPIntegr i tyFlagType ” i n i t i a l V a l u e = ” 0 ”

zeroSt r ingValue= ” NotChecked ” oneStr ingValue= ”CRC32”>
56 <Uni tSet / >
57 <IntegerDataEncoding s i z e I nB i t s = ” 1 ” / >
58 < / BooleanParameterType>
59 <IntegerParameterType name= ” u i n t 8_ t ” signed= ” f a l s e ”>
60 <Uni tSet / >
61 <IntegerDataEncoding encoding= ” unsigned ” s i z e I nB i t s = ” 8 ” byteOrder= ”

l e a s t S i g n i f i c a n t B y t e F i r s t ” / >
62 < / IntegerParameterType>
63 <IntegerParameterType name= ” i n t 16_ t ” signed= ” t rue ”>
64 <Uni tSet / >
65 <IntegerDataEncoding encoding= ”TwosComplement ” s i z e I nB i t s = ” 16 ” byteOrder= ”

l e a s t S i g n i f i c a n t B y t e F i r s t ” / >
66 < / IntegerParameterType>
67 <IntegerParameterType name= ” u in t16_ t ” signed= ” f a l s e ”>
68 <Uni tSet / >
69 <IntegerDataEncoding encoding= ” unsigned ” s i z e I nB i t s = ” 16 ” byteOrder= ”

l e a s t S i g n i f i c a n t B y t e F i r s t ” / >
70 < / IntegerParameterType>
71 <ArrayParameterType name= ” u in t16_ t_a r ray ” numberOfDimensions= ” 1 ” arrayTypeRef= ”

u i n t16_ t ” / >
72 <ArrayParameterType name= ” i n t 16_ t_a r ray ” numberOfDimensions= ” 1 ” arrayTypeRef= ”

i n t 16_ t ” / >
73 <IntegerParameterType name= ” u in t32_ t ” signed= ” f a l s e ”>
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74 <Uni tSet / >
75 <IntegerDataEncoding encoding= ” unsigned ” s i z e I nB i t s = ” 32 ” byteOrder= ”

l e a s t S i g n i f i c a n t B y t e F i r s t ” / >
76 < / IntegerParameterType>
77 <FloatParameterType name= ” f l o a t _ t ” >
78 <Uni tSet / >
79 <FloatDataEncoding s i z e I nB i t s = ” 32 ” byteOrder= ” l e a s t S i g n i f i c a n t B y t e F i r s t ” / >
80 < / FloatParameterType>
81 <ArrayParameterType name= ” f l o a t _ a r r a y ” numberOfDimensions= ” 1 ” arrayTypeRef= ”

f l o a t _ t ” / >
82 <BooleanParameterType name= ” boo l_ t ” >
83 <Uni tSet / >
84 <IntegerDataEncoding s i z e I nB i t s = ” 8 ” / >
85 < / BooleanParameterType>
86 < / ParameterTypeSet>
87 <ParameterSet>
88 <Parameter name= ” CSP_Pr ior i ty ” parameterTypeRef= ” CSPPrior i tyType ” / >
89 <Parameter name= ”CSP_Source ” parameterTypeRef= ”CSPAddressType ” / >
90 <Parameter name= ” CSP_Destination ” parameterTypeRef= ”CSPAddressType ” / >
91 <Parameter name= ” CSP_SourcePort ” parameterTypeRef= ” CSPPortType ” / >
92 <Parameter name= ” CSP_Dest inat ionPort ” parameterTypeRef= ” CSPPortType ” / >
93 <Parameter name= ” CSP_ReservedFlags ” parameterTypeRef= ” CSPReservedFlagsType ” / >
94 <Parameter name= ” CSP_Fragmentation ” parameterTypeRef= ” CSPFragmentFlagType ” / >
95 <Parameter name= ” CSP_Authent icat ion ” parameterTypeRef= ” CSPAuthenticat ionFlagType ”

/ >
96 <Parameter name= ” CSP_Encryption ” parameterTypeRef= ” CSPEncryptionFlagType ” / >
97 <Parameter name= ” CSP_Protocol ” parameterTypeRef= ” CSPProtocolFlagType ” / >
98 <Parameter name= ” CSP_Integr i ty ” parameterTypeRef= ” CSPIntegr i tyFlagType ” / >
99

100 <Parameter name= ” sensor ” parameterTypeRef= ” u i n t 8_ t ” / >
101 <Parameter name= ” temp ” parameterTypeRef= ” u i n t 8_ t ” / >
102 <Parameter name= ” F_sensor ” parameterTypeRef= ” u i n t32_ t ” / >
103 <Parameter name= ” F_reference ” parameterTypeRef= ” u i n t32_ t ” / >
104 <Parameter name= ” recharge_count ” parameterTypeRef= ” u i n t 8_ t ” / >
105 <Parameter name= ” window_factor ” parameterTypeRef= ” f l o a t _ t ” / >
106 < / ParameterSet>
107 <ContainerSet>
108 <SequenceContainer abs t r ac t = ” t r ue ” name= ”CSPPacket ” >
109 <En t r y L i s t >
110 <ParameterRefEntry parameterRef= ” CSP_Pr ior i ty ” / >
111 <ParameterRefEntry parameterRef= ”CSP_Source ” / >
112 <ParameterRefEntry parameterRef= ” CSP_Destination ” / >
113 <ParameterRefEntry parameterRef= ” CSP_Dest inat ionPort ” / >
114 <ParameterRefEntry parameterRef= ” CSP_SourcePort ” / >
115 <ParameterRefEntry parameterRef= ” CSP_ReservedFlags ” / >
116 <ParameterRefEntry parameterRef= ” CSP_Fragmentation ” / >
117 <ParameterRefEntry parameterRef= ” CSP_Authent icat ion ” / >
118 <ParameterRefEntry parameterRef= ” CSP_Encryption ” / >
119 <ParameterRefEntry parameterRef= ” CSP_Protocol ” / >
120 <ParameterRefEntry parameterRef= ” CSP_Integr i ty ” / >
121 < / En t r y L i s t >
122 < / SequenceContainer>
123 <SequenceContainer name= ” TelemetryPacket ” >
124 <En t r y L i s t >
125 <ParameterRefEntry parameterRef= ” sensor ” / >
126 <ParameterRefEntry parameterRef= ” temp ” / >
127 <ParameterRefEntry parameterRef= ” F_sensor ” / >
128 <ParameterRefEntry parameterRef= ” F_reference ” / >
129 <ParameterRefEntry parameterRef= ” recharge_count ” / >
130 <ParameterRefEntry parameterRef= ” window_factor ” / >
131 < / En t r y L i s t >
132 <BaseContainer conta inerRef= ”CSPPacket ” >
133 <Re s t r i c t i o nC r i t e r i a >
134 <ComparisonList>
135 <Comparison value= ” 20 ” parameterRef= ” CSP_Dest inat ionPort ” / >
136 < / ComparisonList>
137 < / R e s t r i c t i o nC r i t e r i a >
138 < / BaseContainer>
139 < / SequenceContainer>
140 < / ContainerSet>
141 < / TelemetryMetaData>
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142
143 <CommandMetaData>
144 < /CommandMetaData>
145< / SpaceSystem>

Listing B.3: Yamcs XML code describing the telemetry coming from the floating gate dosimeter via the FlatSat.

B.1.3. On­Board Computer
1 # inc lude ”FGDOS_YAMCS. h ”
2

3 / *
4 set up the FreeRTOS task and a l l o ca t e to i t a s p e c i f i c memory stack
5 * /
6 void init_FGDOS ( ) {
7 s ta t i c Sta t i cTask_ t FGDOS_tcb ;
8 s ta t i c StackType_t FGDOS_stack [ 5 00 ] ;
9 xTaskCreateStat ic (FGDOS_task , ”HELLO” , 500 , NULL, 1 ,FGDOS_stack , &FGDOS_tcb ) ;
10 }
11

12 / *
13 main task to perform
14 * /
15 void FGDOS_task ( void * pvParams ) {
16 TickType_t xLastWakeTime = xTaskGetTickCount ( ) ;
17 TickType_t t a s k_ i n t e r v a l = 4 ; / / the task i n t e r v a l i n seconds
18

19 / * l o c a l va r i ab l es f o r sending and rece i v i ng I2C and CSP * /
20 u i n t 8_ t I2C_rece ive_ar r [ BYTES_I2C ] , I2C_send_arr [ 1 0 ] , CSP_message [CSP_MESSAGE_LENGTH] ;
21 u i n t 8_ t fgdos_sensor , fgdos_rech_count , fgdos_temp ;
22 u in t32_ t fgdos_f_sens , fgdos_ f_ re f ;
23 f l o a t fgdos_window_factor ;
24 f l o a t *p_fgdos_window_factor ; / / po i n t e r used to recons t ruc t f l o a t from received bytes
25

26 / * set up I2C connect ion * /
27 struct i o _desc r i p t o r * I2C_1_io ;
28 i2c_m_sync_get_ io_descr ip tor (&I2C_1 , & I2C_1_io ) ;
29 i2c_m_sync_enable (&I2C_1 ) ;
30 i2c_m_sync_set_slaveaddr (&I2C_1 , SLAVE_ADDRESS, I2C_M_SEVEN) ;
31

32 / * watchdog setup * /
33 WDT_0_init ( ) ;
34

35 for ( ; ; ) {
36 / *
37 * Main task : Reading data from the FGDOS:
38 * Send I2C command to the Arduino t r i g g e r i n g i t to send SPI commands to FGDOS to read

ar ray o f r e g i s t e r s to send over I2C
39 * data_received = sensor , temperature , F_sensor , F_reference , recharge_count ,

window_factor
40 * data_received types = byte , byte , 3*byte , 3*byte , byte , f l o a t (4* byte ) −> 13 bytes
41 * /
42 i f ( io_read ( I2C_1_io , I2C_receive_arr , BYTES_I2C)==BYTES_I2C) {
43 i f ( ( I2C_rece ive_ar r [ 8 ] & 0x80 )==0x80 ) {
44 p r i n t f ( ” recharge ongoing . . . WAIT \ n ” ) ;
45 } else {
46 fgdos_sensor = I2C_rece ive_ar r [ 0 ] ;
47 fgdos_temp = I2C_rece ive_ar r [ 1 ] ;
48 fgdos_rech_count = I2C_rece ive_ar r [ 8 ] & 0x0F ; / / on ly 4 l a s t b i t s determine

recharge count
49 p_fgdos_window_factor = & I2C_rece ive_ar r [ 9 ] ;
50 fgdos_window_factor = *p_fgdos_window_factor ;
51 / / f requenc ies cons i s t o f 18 b i t s ( hence 0x3FFFF mask )
52 fgdos_f_sens = ( ( ( unsigned long ) ( I2C_rece ive_ar r [ 2 ] << 8 | I2C_rece ive_ar r [ 3 ]

) <<8 | I2C_rece ive_ar r [ 4 ] ) & 0x3FFFF ) * fgdos_window_factor ;
53 f gdos_ f_ re f = ( ( ( unsigned long ) ( I2C_rece ive_ar r [ 5 ] << 8 | I2C_rece ive_ar r [ 6 ]

) <<8 | I2C_rece ive_ar r [ 7 ] ) & 0x3FFFF ) * fgdos_window_factor ;
54 }
55 } else {
56 p r i n t f ( ” wrong numbers o f I2C bytes t r ans f e r r ed . . . \ n ” ) ;
57 }
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58

59 vTaskDelayUnt i l (&xLastWakeTime , t a s k_ i n t e r v a l *configTICK_RATE_HZ ) ;
60 wdt_feed (&WDT_0) ; / / rese t watchdog
61

62 / *
63 * Send CSP packets v ia TT&C to ground s t a t i o n s f o r use i n Yamcs .
64 * /
65 CSP_message [ 0 ] = fgdos_sensor ;
66 CSP_message [ 1 ] = fgdos_temp ;
67 memcpy(&CSP_message [ 2 ] ,& fgdos_f_sens , 4 ) ;
68 memcpy(&CSP_message [ 6 ] ,& fgdos_ f_ re f , 4 ) ;
69 CSP_message [ 10 ] = fgdos_rech_count ;
70 memcpy(&CSP_message [ 11 ] ,& fgdos_window_factor , 4 ) ;
71 csp_conn_t * connect ion = csp_connect (CSP_PRIO_NORM, / * the p r i o r i t y o f the

connect ion * /
72 25 , / * the t a r ge t CSP address * /
73 20 , / * the t a r ge t po r t (NOTE: YAMCS does not

care about t h i s and j u s t takes a l l CSP packets , whatever the po r t ) * /
74 1000 , / * the t imeout f o r t h i s connect ion . * /
75 CSP_O_NONE / * p ro toco l op t ions * /
76 ) ;
77 i f ( connect ion == NULL) { p r i n t f ( ” FAILED \ n ” ) ; }
78 else {
79 csp_packet_t * pkt = csp_buf fe r_get (CSP_MESSAGE_LENGTH) ;
80 pkt −> leng th = CSP_MESSAGE_LENGTH;
81 memcpy( pkt −>data ,CSP_message ,CSP_MESSAGE_LENGTH) ;
82 csp_send ( connect ion , pkt , 1000) ;
83 csp_close ( connect ion ) ;
84 }
85 vTaskDelayUnt i l (&xLastWakeTime , t a s k_ i n t e r v a l *configTICK_RATE_HZ ) ;
86 }
87 }

Listing B.4: FreeRTOS task on the OBC for retrieving dosimeter data and sending it to the ground station for plotting in Yamcs.

B.2. Arduino
B.2.1. Basic Functions

1 void f g do s_ i n i t ( byte sensor ) {
2 / / se t the r e g i s t e r se t t i n g s
3 wr i te_ reg ( sensor ,xB_RECHARGE_WINDOW, xB_set t ings_a ) ;
4 wr i te_ reg ( sensor ,xC_CHARGE_SENS, xC_set t ings ) ;
5 wr i te_ reg ( sensor , xE_NIRQ_ENGATE, xE_set t ings ) ;
6 wr i te_ reg ( sensor ,xD_RECHARGE_REF, xD_se t t i ngs_o f f ) ;
7 / / wa i t f o r re ference to s t a b i l i s e , e . g . 4 measurement windows
8 wai t (4/𝑊𝐼𝑁𝐷𝑂𝑊𝐹𝐴𝐶𝑇𝑂𝑅 ∗ 1000 ) ;
9 / / se t t a r ge t and th resho ld r e g i s t e r s by se l e c t i ng 5 MSBs ( / BITSHIFT ) and set them to the

appropr ia te r e g i s t e r s
10 byte reg_ ta rge t = f l o o r (TARGET_FREQ/WINDOW_FACTOR/ BITSHIFT ) ;
11 wr i te_ reg ( sensor , x9_TARGET, reg_ ta rge t ) ;
12 byte reg_ thresho ld = f l o o r (THRESHOLD_FREQ/WINDOW_FACTOR/ BITSHIFT ) ;
13 wr i te_ reg ( sensor ,xA_THRESHOLD, reg_thresho ld ) ;
14 wr i te_ reg ( sensor ,xD_RECHARGE_REF, xD_sett ings_on ) ;
15 / / wa i t f o r r e g i s t e r s to update ( 2 measurement windows +10 recommended by Sealicon

)wait(2.1/𝑊𝐼𝑁𝐷𝑂𝑊𝐹𝐴𝐶𝑇𝑂𝑅 ∗ 1000);
Listing B.5: FGD­03F sensor chip setup function.

1 / / Funct ion to read a r e g i s t e r from the sensor . F i r s t , send the address , then read what i s
being send back

2 unsigned in t read_reg ( byte sensor , byte reg ) {
3 byte data = 0;
4 byte adr = reg |RD;
5 d i g i t a lW r i t e ( sensor , LOW) ;
6 SPI . t r a n s f e r ( adr ) ;
7 / / delayMicroseconds (10) ;
8 data = SPI . t r a n s f e r (0 x00 ) ;
9 d i g i t a lW r i t e ( sensor , HIGH) ;
10 r e t u rn data ;
11 }
12 / / w r i t e to a r e g i s t e r
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13 void wr i te_ reg ( byte sensor , byte reg , byte data ) {
14 byte adr = reg |WR;
15 d i g i t a lW r i t e ( sensor , LOW) ;
16 SPI . t r a n s f e r ( adr ) ;
17 SPI . t r a n s f e r ( data ) ;
18 d i g i t a lW r i t e ( sensor , HIGH) ;
19 }

Listing B.6: Read and write functions to interact with dosimeter registers via SPI.

B.2.2. FlatSat­Dosimeter Interface
1 void setup ( ) {
2 Se r i a l . begin (250000) ;
3 whi le ( ! Se r i a l ) ;
4

5 / / −−−−−−−−−−−−−−− PWM GENERATION −−−−−−−−−−−−−−−−−−−−−−−−
6 pinMode (9 , OUTPUT) ;
7 TCCR1A = _BV(COM1A0) | _BV(WGM11) | _BV(WGM10) ;
8 TCCR1B = _BV(WGM13) | _BV(WGM12) | _BV(CS11) ; / / se t CS2x to the des i red b i t to change

d i v i d e r f o r frequency (CS21 = 8)
9 OCR1A = 31; / / f r eq = 16MHz / d i v i d e r / (OCR2A +1) (= 31.25 kHz )
10 OCR1B = 15; / / duty cyc le = OCR2B+1 / OCR2A+1
11

12 / / −−−−−−−−−−−−−−− SPI SETUP −−−−−−−−−−−−−−−−−−−−−−−−
13 SPI . beg inTransact ion ( SPISet t ings (500000 , MSBFIRST, SPI_MODE0) ) ;
14 SPI . begin ( ) ;
15 pinMode (SS1, OUTPUT) ; / / ch ip enable , ac t i ve low
16 pinMode (SS2, OUTPUT) ;
17 pinMode (10 ,OUTPUT) ; / / se t SS pin to output to prevent Arduino from going i n t o s lave mode
18 d i g i t a lW r i t e (SS1, HIGH) ;
19 d i g i t a lW r i t e (SS2, HIGH) ;
20

21 / / −−−−−−−−−−−−−−− I2C SETUP −−−−−−−−−−−−−−−−−−−−−−−−
22 Wire . begin (0 x25 ) ; / / se t s lave address
23 Wire . onReceive ( receiveEvent ) ;
24 Wire . onRequest ( requestEvent ) ;
25

26 / / −−−−−−−−−−−−−−− SENSOR SETUP −−−−−−−−−−−−−−−−−−−−−−−−
27 f g do s_ i n i t (SS2) ;
28 }
29

30 void loop ( ) {
31 i f ( f l ag_ rece i ve == t rue ) {
32 reg = I2C_in [ 0 ] ;
33 swi tch ( i ) {
34 case 2:
35 data8 = I2C_in [ 1 ] ;
36 wr i te_ reg (SS2, reg , data8 ) ;
37 break ;
38 de f au l t :
39 Se r i a l . p r i n t l n ( ” data type not recognised . . . ” ) ;
40 }
41 f l ag_ rece i ve = f a l s e ;
42 }
43 }
44

45 void receiveEvent ( )
46 {
47 i = 0 ;
48 whi le ( Wire . a va i l ab l e ( ) ) {
49 I2C_in [ i ] = Wire . read ( ) ;
50 ++ i ;
51 }
52 f l ag_ rece i ve = t rue ;
53 }
54

55 void requestEvent ( )
56 {
57 temperature = read_reg (SS2,TEMP) ;
58 recharge_count = read_reg (SS2,RECHARGE_COUNT) ;



B.2. Arduino 81

59 c o l l e c t _ f r e q (SS2,&sens_freq ,& r e f _ f r eq ) ;
60 I2C_out [ 0 ] = 2 ;
61 I2C_out [ 1 ] = temperature ;
62 I2C_out [ 8 ] = recharge_count ;
63 f l o a t _ t o_by t es (WINDOW_FACTOR, & I2C_out [ 9 ] ) ;
64

65 Wire . w r i t e ( I2C_out ,BYTES_SEND) ;
66 f l ag_ reques t = t rue ;
67 }
68

69 / *
70 * read the frequency r e g i s t e r s and recons t ruc t t h e i r values
71 * f requency = r eg i s t e r s / window pulses amount * ck frequency
72 * /
73 bool c o l l e c t _ f r e q ( byte sensor , long in t * sens_freq , long in t * r e f _ f r eq ) {
74 bool have_sens_freq = f a l s e ;
75 bool have_ref_ f req = f a l s e ;
76 byte f req_reg [ 3 ] ;
77 unsigned in t t ime_s t a r t = m i l l i s ( ) ;
78

79 i f ( ( read_reg ( sensor ,RECHARGE_COUNT) & 0x80 ) == 0x80 ) {
80 Se r i a l . p r i n t l n ( ” recharge i n progress . . . BREAK” ) ;
81 r e t u rn f a l s e ;
82 }
83 whi le ( ! have_sens_freq | | ! have_re f_ f req ) {
84 i f ( ! have_sens_freq ) {
85 / / sensor frequency
86 f req_reg [ 0 ] = read_reg ( sensor ,0 x08 ) ;
87 f req_reg [ 1 ] = read_reg ( sensor ,0 x07 ) ;
88 f req_reg [ 2 ] = read_reg ( sensor ,0 x06 ) ;
89 * sens_freq = ( ( ( unsigned long ) ( f req_reg [ 0 ] << 8 | f req_reg [ 1 ] ) << 8 | f req_reg [ 2 ] ) &

FREQ_MASK ) ;
90 have_sens_freq = t rue ;
91 * sens_freq = * sens_freq * WINDOW_FACTOR;
92

93 I2C_out [ 2 ] = f req_reg [ 0 ] ;
94 I2C_out [ 3 ] = f req_reg [ 1 ] ;
95 I2C_out [ 4 ] = f req_reg [ 2 ] ;
96 }
97 i f ( ! have_ref_ f req ) {
98 / / re ference frequency
99 f req_reg [ 0 ] = read_reg ( sensor ,0 x05 ) ;
100 f req_reg [ 1 ] = read_reg ( sensor ,0 x04 ) ;
101 f req_reg [ 2 ] = read_reg ( sensor ,0 x03 ) ;
102 * r e f _ f r eq = ( ( ( unsigned long ) ( f req_reg [ 0 ] << 8 | f req_reg [ 1 ] ) << 8 | f req_reg [ 2 ] ) &

FREQ_MASK ) ;
103 have_ref_ f req = t rue ;
104 * r e f _ f r eq = * r e f _ f r eq * WINDOW_FACTOR;
105

106 I2C_out [ 5 ] = f req_reg [ 0 ] ;
107 I2C_out [ 6 ] = f req_reg [ 1 ] ;
108 I2C_out [ 7 ] = f req_reg [ 2 ] ;
109 }
110 i f ( ( m i l l i s ( ) − t ime_s ta r t >(4*1/WINDOW_FACTOR*x ) & ! have_re f_ f req & ! have_sens_freq ) ) {
111 Se r i a l . p r i n t l n ( ” reading f a i l e d , t imeout ” ) ;
112 r e t u rn f a l s e ;
113 }
114 }
115 r e t u rn t rue ;
116 }

Listing B.7: Arduino program main loop to act as an intermediary between the FlatSat and the FGD­02F dosimeter sensor chip.

1

2 / / CHOOSE SENSITIVITY $\&$ ISR $\&$ WINDOW
3 #def ine HIGHSENS
4 / / # de f ine LOWSENS
5 #def ine FGD_ISR t rue
6 / / # de f ine FGD_ISR fa l se
7 #def ine WINDOW_PULSES 4096
8 / / # de f ine WINDOW_PULSES 8192
9 / / # de f ine WINDOW_PULSES 16384
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10 / / # de f ine WINDOW_PULSES 32768
11

12 / / Reg is te r d e f i n i t i o n s
13 #def ine x0_TEMP 0x00
14 #def ine x1_RECHARGE_COUNT 0x01
15 #def ine x9_TARGET 0x09
16 #def ine xA_THRESHOLD 0x0A
17 #def ine xB_RECHARGE_WINDOW 0x0B
18 #def ine xC_CHARGE_SENS 0x0C
19 #def ine xD_RECHARGE_REF 0x0D
20 #def ine xE_NIRQ_ENGATE 0x0E
21

22 / / sensor constant d e f i n i t i o n s ( these depend on se t t i n g s i n Arduino and sensor ! )
23 #def ine CK_FREQ 31250.0 f / / depends on the se t t i n g s o f the PWM
24 #def ine WINDOW_FACTOR (CK_FREQ/WINDOW_PULSES) / / one should be def ined as f l o a t , o therwise

rounding e r r o r s
25

26 / / r e g i s t e r o v e r a l l v a l i d se t t i n g s
27 / / n i r q s e t t i n g to push− p u l l ( n i rqoc b i t 0) or open c o l l e c t o r ( 1 ) , measurement window to

count c locks ( engate b i t 0)
28 / / e d i r t b i t to 1 to only measure when no SPI i s ongoing
29 #def ine xE_set t ings 0x06
30 / / se t the re ference o s c i l l a t o r and window measurement amount o f pulses se t t i n g s
31 / / b i t s ( 8 : 4 ) f o r recharg ing ( enable autorech , i n t e r n a l pump at VB, rech by pump, 0) and

( 3 : 2 ) f o r window ( b i t count ing from lsb to msb)
32 / / windows set to 11 (4096 pulses ) (00=32768 ck pulses per window )
33 / / TDIV ( b i t 0) to 1 f o r more prec ise frequency range , ONLY FOR LOWEST 2 AMOUNTS OF PULSES

USED
34 / / b i t s h i f t i s used f o r th resho ld and t a r ge t r e g i s t e r comparison , depends on TDIV ( i f 1 , then

10 sh i f t s , i f 0 then 13)
35 / / Cx de fau l t , 4x to d isab le auto recharge ( ca l l ed ac t i ve and passive but i s confusing , I

know . . . )
36 # i f WINDOW_PULSES == 4096
37 / / TDIV to 1
38 #def ine xB_set t ings_a 0xCD
39 #def ine xB_set t ings_p 0x4D
40 #def ine BITSHIFT 1024 / / i s 10 b i t s h i f t s
41 # e l i f WINDOW_PULSES == 8192
42 / / TDIV to 1
43 #def ine xB_set t ings_a 0xC9
44 #def ine xB_set t ings_p 0x49
45 #def ine BITSHIFT 1024
46 # e l i f WINDOW_PULSES == 16384
47 / / TDIV to determine
48 #def ine xB_set t ings_a 0xC5
49 #def ine xB_set t ings_p 0x45
50 #def ine BITSHIFT 8192
51 # e l i f WINDOW_PULSES == 32768
52 / / TDIV to 0
53 #def ine xB_set t ings_a 0xC0
54 #def ine xB_set t ings_p 0x40
55 #def ine BITSHIFT 8192
56 #end i f
57

58 # i f d e f HIGHSENS
59 #def ine SENS ” high ”
60 #def ine THRESHOLD_FREQ 50000
61 #def ine TARGET_FREQ 90000
62 / / manual recharge o f f and s e s i t i v i t y to high
63 / / MSB to swi tch on or o f f manual recharge , 3 LSBs to set s e n s i t i v i t y (100 low , 001 high )
64 #def ine xC_set t ings 0x79
65 / / d isconnect recharg ing system before se t t i n g ta rge ts , se t pump l e ve l ( f o r sho r t es t recharge

t ime b i t 3:0 to 111)
66 / / the recharge vo l tage of 100 (16.5 V, . . . 4) seems to be good , otherwise to f a s t and

overshoots i n recharg ing
67 / / se t re ference close to ta rge t , according to s e n s i t i v i t y ( b i t 3 to 1 f o r lower values )
68 #def ine xD_se t t i ngs_o f f 0x04
69 / / a l low recharges again
70 #def ine xD_sett ings_on 0x44
71 / / f o r enabl ing manual recharges
72 #def ine xC_sett ings_manual 0xF9
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73 #def ine xD_sett ings_manual 0x64
74 #end i f
75

76 # i f d e f LOWSENS
77 #def ine SENS ” low ”
78 #def ine THRESHOLD_FREQ 140000
79 #def ine TARGET_FREQ 180000
80 #def ine xC_set t ings 0x7C
81 #def ine xD_se t t i ngs_o f f 0x04
82 #def ine xD_sett ings_on 0x44
83 #def ine xC_sett ings_manual 0xFC
84 #def ine xD_sett ings_manual 0x64
85 #end i f

Listing B.8: Arduino code in which the register addresses and values are mapped onto more comprehensible variable names
for the FGD­03F sensor chip.

B.2.3. Radiation Tests
1 void setup ( ) {
2 / / se t up s e r i a l connect ion wi th PC
3 Se r i a l . begin (250000) ;
4 whi le ( ! Se r i a l ) ;
5

6 standby_passive_pins_setup ( ) ;
7 pwm_setup ( ) ;
8 spi_setup ( ) ;
9 wai t (1000) ;
10

11 f g do s_ i n i t (SS2) ;
12 f g do s_ i n i t (SS1) ;
13

14 / / ISR upon new data , i n t e r r u p t request data ready , ac t i ve low
15 / / Arduino pu l l up used and sensor set to open c o l l e c t o r ( can only p u l l low )
16 i f ( f l a g _ i s r ) {
17 pinMode (NIRQ_1 , INPUT_PULLUP) ;
18 pinMode (NIRQ_2 , INPUT_PULLUP) ;
19 a t t a c h I n t e r r u p t ( d i g i t a l P i n T o I n t e r r u p t (NIRQ_1) , col lect_data_SS1 , LOW) ;
20 a t t a c h I n t e r r u p t ( d i g i t a l P i n T o I n t e r r u p t (NIRQ_2) , col lect_data_SS2 , LOW) ;
21 }
22 }
23

24 void loop ( ) {
25 / / Co l l e c t data i n a loop when ISR i s not used
26 / / NIRQ does not work dur ing recharges , c o l l e c t data v ia loop dur ing recharges
27 i f ( ! f l a g _ i s r ) {
28 co l l e c t _da ta (SS1, & temperature_1 , &recharge_count_1 , &sens_freq_1 , & re f_ f req_1 ,

WINDOW_FACTOR) ;
29 co l l e c t _da ta (SS2, & temperature_2 , &recharge_count_2 , &sens_freq_2 , & re f_ f req_2 ,

WINDOW_FACTOR) ;
30 / / wa i t a t l e as t 2.1 windows f o r new data ( i n m i l l i seconds 2/𝑊𝐼𝑁𝐷𝑂𝑊_𝐹𝐴𝐶𝑇𝑂𝑅 ∗ 1000 )
31 wai t (2.1/𝑊𝐼𝑁𝐷𝑂𝑊𝐹𝐴𝐶𝑇𝑂𝑅 ∗ 1000 ) ;
32 } e lse i f ( ( ( recharge_count_1 & 0x80 ) == 0x80 ) | | ( ( recharge_count_2 & 0x80 ) == 0x80 ) ) {
33 i f ( ( recharge_count_1 & 0x80 ) == 0x80 ) { co l l e c t _da ta (SS1, & temperature_1 , &

recharge_count_1 , &sens_freq_1 , & re f_ f req_1 , WINDOW_FACTOR) ; }
34 i f ( ( recharge_count_2 & 0x80 ) == 0x80 ) { co l l e c t _da ta (SS2, & temperature_2 , &

recharge_count_2 , &sens_freq_2 , & re f_ f req_2 , WINDOW_FACTOR) ; }
35 wai t ( 2 . 1 /WINDOW_FACTOR*1000) ;
36 Se r i a l . p r i n t l n ( ” ex t ra loop running ” ) ;
37 }
38

39 / / Option to change sensor se t t i n g s
40 command = get_command ( ) ;
41 set_command (command, &sens_freq_1 , &sens_freq_2 , & t a rge t_ f req , & th resho ld_ f req , &

re f_ f req_1 , & re f_ f req_2 ,
42 & temperature_1 , & temperature_2 , &recharge_count_1 , &recharge_count_2 , f l a g _ i s r ) ;
43 }
44

45 void col lect_data_SS1 ( ) {
46 co l l e c t _da ta (SS1, & temperature_1 , &recharge_count_1 , &sens_freq_1 , & re f_ f req_1 ,

WINDOW_FACTOR) ;
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47 }
48 void col lect_data_SS2 ( ) {
49 co l l e c t _da ta (SS2, & temperature_2 , &recharge_count_2 , &sens_freq_2 , & re f_ f req_2 ,

WINDOW_FACTOR) ;
50 }

Listing B.9: Arduino program to interact with the FGD­03F sensor chip during the radiation tests.

1 char get_command ( ) {
2 String command_str ;
3 whi le ( Se r i a l . a va i l ab l e ( ) ) {
4 command_str = Se r i a l . readSt r ing ( ) ;
5 }
6 r e t u rn command_str [ 0 ] ;
7 }
8

9 void set_command ( char command, unsigned long in t * sens_freq_1 , unsigned long in t * sens_freq_2
, unsigned long in t * t a rge t_ f req ,

10 unsigned long in t * th resho ld_ f req , unsigned long in t * re f_ f req_1 , unsigned
long in t * re f_ f req_2 ,

11 i n t * temperature_1 , i n t * temperature_2 , byte * recharge_count_1 , byte *
recharge_count_2 , bool f l a g _ i s r )

12 {
13 / / f l a g s to remember on or o f f s ta tes
14 s ta t i c bool f lag_d ischarge_1 = true , f lag_d ischarge_2 = true , f l ag_ac t i ve_1 = t rue ,

f lag_on_1 = true , f lag_on_2 = true ,
15 f l ag_ac t i ve_2 = t rue , f lag_recharge_1 = true , f lag_recharge_2 = t rue ;
16 / / deac t i va te i n t e r r u p t before to prevent c o l l i s i o n
17 i f ( f l a g _ i s r ) {
18 de tach In t e r r up t ( d i g i t a l P i n T o I n t e r r u p t (NIRQ_1) ) ;
19 de tach In t e r r up t ( d i g i t a l P i n T o I n t e r r u p t (NIRQ_2) ) ;
20 pinMode (NIRQ_1 , INPUT) ;
21 pinMode (NIRQ_2 , INPUT) ;
22 }
23 swi tch (command) {
24 case ’ 1 ’ :
25 co l l e c t _da ta (SS1, temperature_1 , recharge_count_2 , sens_freq_1 , re f_ f req_1 ,

WINDOW_FACTOR) ;
26 break ;
27 case ’ 2 ’ :
28 co l l e c t _da ta (SS2, temperature_2 , recharge_count_2 , sens_freq_2 , re f_ f req_2 ,

WINDOW_FACTOR) ;
29 break ;
30 case ’ t ’ :
31 / / T f o r t a r ge t and th resho ld
32 co l l ec t_ range (SS1, ta rge t_ f req , th resho ld_ f req ) ;
33 Se r i a l . p r i n t ( ”TARGET 1: ” ) ; Se r i a l . p r i n t (* t a r ge t _ f r eq ) ;
34 Se r i a l . p r i n t ( ” , THRESHOLD 1: ” ) ; Se r i a l . p r i n t l n (* t h resho ld_ f req ) ;
35 break ;
36 case ’T ’ :
37 co l l ec t_ range (SS2, ta rge t_ f req , th resho ld_ f req ) ;
38 Se r i a l . p r i n t ( ”TARGET 2: ” ) ; Se r i a l . p r i n t (* t a r ge t _ f r eq ) ;
39 Se r i a l . p r i n t ( ” , THRESHOLD 2: ” ) ; Se r i a l . p r i n t l n (* t h resho ld_ f req ) ;
40 break ;
41 case ’o ’ :
42 i f ( ! f lag_on_1 ) {
43 d i g i t a lW r i t e (NSTBY_1,HIGH) ;
44 Se r i a l . p r i n t l n ( ”ON 1 ” ) ;
45 f lag_on_1 = t rue ;
46 } e lse {
47 d i g i t a lW r i t e (NSTBY_1,LOW) ;
48 Se r i a l . p r i n t l n ( ”STANDBY 1 ” ) ;
49 f lag_on_1 = f a l s e ;
50 }
51 break ;
52 case ’O’ :
53 i f ( ! f lag_on_2 ) {
54 d i g i t a lW r i t e (NSTBY_2,HIGH) ;
55 Se r i a l . p r i n t l n ( ”ON 2 ” ) ;
56 f lag_on_2 = t rue ;
57 } e lse {
58 d i g i t a lW r i t e (NSTBY_2,LOW) ;



B.2. Arduino 85

59 Se r i a l . p r i n t l n ( ”STANDBY 2 ” ) ;
60 f lag_on_2 = f a l s e ;
61 }
62 break ;
63 case ’a ’ :
64 i f ( ! f l ag_ac t i ve_1 ) {
65 d i g i t a lW r i t e (PASSIVE ,LOW) ;
66 Se r i a l . p r i n t l n ( ”ACTIVE 1 ” ) ;
67 f l ag_ac t i ve_1 = t rue ;
68 } e lse {
69 d i g i t a lW r i t e (PASSIVE ,HIGH) ;
70 Se r i a l . p r i n t l n ( ”PASSIVE 1 ” ) ;
71 f l ag_ac t i ve_1 = f a l s e ;
72 }
73 break ;
74 case ’A ’ :
75 i f ( ! f l ag_ac t i ve_2 ) {
76 d i g i t a lW r i t e (PASSIVE ,LOW) ;
77 Se r i a l . p r i n t l n ( ”ACTIVE 2 ” ) ;
78 f l ag_ac t i ve_2 = t rue ;
79 } e lse {
80 d i g i t a lW r i t e (PASSIVE ,HIGH) ;
81 Se r i a l . p r i n t l n ( ”PASSIVE 2 ” ) ;
82 f l ag_ac t i ve_2 = f a l s e ;
83 }
84 break ;
85 case ’ r ’ :
86 i f ( f lag_recharge_1 ) {
87 recharge_enable (SS1) ;
88 Se r i a l . p r i n t l n ( ”RECHARGING STARTED 1 ” ) ;
89 f lag_recharge_1 = f a l s e ;
90 } e lse {
91 recharge_disab le (SS1) ;
92 Se r i a l . p r i n t l n ( ”RECHARGING STOPPED 1 ” ) ;
93 f lag_recharge_1 = t rue ;
94 }
95 break ;
96 case ’R ’ :
97 i f ( f lag_recharge_2 ) {
98 recharge_enable (SS2) ;
99 Se r i a l . p r i n t l n ( ”RECHARGING STARTED 2 ” ) ;
100 f lag_recharge_2 = f a l s e ;
101 } e lse {
102 recharge_disab le (SS2) ;
103 Se r i a l . p r i n t l n ( ”RECHARGING STOPPED 2 ” ) ;
104 f lag_recharge_2 = t rue ;
105 }
106 break ;
107 case ’d ’ :
108 i f ( f lag_d ischarge_1 ) {
109 discharge_enable (SS1) ;
110 Se r i a l . p r i n t l n ( ” d ischarg ing . . . 1 ” ) ;
111 f lag_d ischarge_1 = f a l s e ;
112 } e lse {
113 d ischarge_d isab le (SS1) ;
114 Se r i a l . p r i n t l n ( ”DISCHARGING STOPPED 1 ” ) ;
115 f lag_d ischarge_1 = t rue ;
116 }
117 break ;
118 case ’D ’ :
119 i f ( f lag_d ischarge_2 ) {
120 discharge_enable (SS2) ;
121 Se r i a l . p r i n t l n ( ” d ischarg ing . . . 2 ” ) ;
122 f lag_d ischarge_2 = f a l s e ;
123 } e lse {
124 d ischarge_d isab le (SS2) ;
125 Se r i a l . p r i n t l n ( ”DISCHARGING STOPPED 2 ” ) ;
126 f lag_d ischarge_2 = t rue ;
127 }
128 break ;
129 case ’ i ’ :
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130 / / a l l s e t t i n g s rese t
131 Se r i a l . p r i n t ( ”RESET: ” ) ;
132 f g do s_ i n i t (SS1) ;
133 break ;
134 case ’ I ’ :
135 / / a l l s e t t i n g s rese t
136 Se r i a l . p r i n t ( ”RESET: ” ) ;
137 f g do s_ i n i t (SS2) ;
138 break ;
139 case ’ l ’ :
140 f g dos_ i n i t _ va r i a b l e (SS1, ” low ” , ” ac t i ve ” ) ;
141 break ;
142 case ’L ’ :
143 f g dos_ i n i t _ va r i a b l e (SS2, ” low ” , ” ac t i ve ” ) ;
144 break ;
145 case ’h ’ :
146 f g dos_ i n i t _ va r i a b l e (SS1, ” high ” , ” ac t i ve ” ) ;
147 break ;
148 case ’H ’ :
149 f g dos_ i n i t _ va r i a b l e (SS2, ” high ” , ” ac t i ve ” ) ;
150 break ;
151 de f au l t :
152 break ;
153 }
154 i f ( f l a g _ i s r ) {
155 i f ( f lag_on_1 ) {
156 pinMode (NIRQ_1 , INPUT_PULLUP) ;
157 a t t a c h I n t e r r u p t ( d i g i t a l P i n T o I n t e r r u p t (NIRQ_1) , col lect_data_SS1 , LOW) ;
158 }
159 i f ( f lag_on_2 ) {
160 pinMode (NIRQ_2 , INPUT_PULLUP) ;
161 a t t a c h I n t e r r u p t ( d i g i t a l P i n T o I n t e r r u p t (NIRQ_2) , col lect_data_SS2 , LOW) ;
162 }
163 }
164 }

Listing B.10: Arduino functions to make commands possible and control the sensor chip’s settings.

B.3. SAMV71
B.3.1. Radiation Tests

1 # inc lude <a tme l_s ta r t . h>
2 # inc lude <s t d i o . h>
3

4 #def ine INA219_1_ADDRESS 0x40
5 #def ine INA219_2_ADDRESS 0x41
6

7 #def ine INA219_CONFIG_BVOLTAGERANGE_16V 0x0000 / / 16 V bus range
8 #def ine INA219_CONFIG_GAIN_1_40MV 0x0000 / / Gain 1 , 40 mV
9 #def ine INA219_CONFIG_BADCRES_12BIT 0x0180 / / 1 x 12− b i t shunt sample
10 #def ine INA219_CONFIG_SADCRES_12BIT_1S_532US 0x0018 / / 1 x 12− b i t shunt sample
11 #def ine INA219_CONFIG_MODE_SANDBVOLT_CONTINUOUS 0x07 / / < shunt and bus vo l tage cont inuous
12

13 #def ine INA219_REG_SHUNTVOLTAGE (0x01 )
14 #def ine INA219_REG_BUSVOLTAGE (0x02 )
15 #def ine INA219_REG_POWER (0x03 )
16 #def ine INA219_REG_CURRENT (0x04 )
17 #def ine INA219_REG_CONFIG 0x00
18 #def ine INA219_REG_CALIBRATION 0x05
19

20 #def ine INA219_VSHUNT_PGA1_MASK 0x8FFF
21 #def ine INA219_VBUS_MASK 0xFFF8
22

23 #def ine STR_DATA_SIZE 60
24 #def ine STR_INFO_SIZE 80
25

26 void r e t r i e ve_vo l t age ( u i n t 8_ t sensor , u i n t 16_ t *V_bus , i n t 16_ t *V_shunt ) ;
27

28 i n t main ( void )
29 {



B.3. SAMV71 87

30 / * I n i t i a l i z e s MCU, d r i v e r s and middleware * /
31 a tme l _ s t a r t _ i n i t ( ) ;
32

33 / * i n i t i a l i z e USART f o r PC communication , va r i ab l e d e f i n i t i o n s * /
34 struct i o _desc r i p t o r * i o _ s e r i a l ;
35 usar t_sync_ge t_ io_desc r ip to r ( $\&$SERIAL , $\& $ i o _ se r i a l ) ;
36 usart_sync_enable ( $\&$SERIAL ) ;
37 char s t r_da ta [STR_DATA_SIZE ] , s t r _ i n f o [ STR_INFO_SIZE ] , vbus_st r [ 1 0 ] , vshun t_s t r [ 1 0 ] ;
38

39 / * I2C (TWI) setup * /
40 struct i o _desc r i p t o r * I2C_0_io ;
41 i2c_m_sync_get_ io_descr ip tor ( $\&$I2C_0 , $\& $I2C_0_io ) ;
42 i2c_m_sync_enable ( $\&$I2C_0 ) ;
43 i n t 16_ t V_shunt_1 = 0 , V_shunt_2 = 0;
44 u in t16_ t V_bus_1 = 0 , V_bus_2 = 0;
45 bool f l ag_shun t = t rue , f lag_bus = t rue ;
46 / * set con f i gu r a t i o n r e g i s t e r f o r both sensors
47 * also set the c a l i b r a t i o n r e g i s t e r i f you want to measure cu r ren t and power d i r e c t l y
48 * /
49 u in t16_ t con f i g = INA219_CONFIG_BVOLTAGERANGE_16V |
50 INA219_CONFIG_GAIN_1_40MV | INA219_CONFIG_BADCRES_12BIT |
51 INA219_CONFIG_SADCRES_12BIT_1S_532US |
52 INA219_CONFIG_MODE_SANDBVOLT_CONTINUOUS;
53 i2c_m_sync_set_slaveaddr ( $\&$I2C_0 , INA219_1_ADDRESS, I2C_M_SEVEN) ;
54 i2c_m_sync_cmd_write ( $\&$I2C_0 , INA219_REG_CONFIG, $\& $conf ig , 2) ;
55 i2c_m_sync_set_slaveaddr ( $\&$I2C_0 , INA219_2_ADDRESS, I2C_M_SEVEN) ;
56 i2c_m_sync_cmd_write ( $\&$I2C_0 , INA219_REG_CONFIG, $\& $conf ig , 2) ;
57

58 while ( 1 ) {
59 / / sensor 1 $\&$ 2 measurements
60 r e t r i e ve_vo l t age ( INA219_1_ADDRESS, $\&$V_bus_1 , $\&$V_shunt_1 ) ;
61 r e t r i e ve_vo l t age ( INA219_2_ADDRESS, $\&$V_bus_2 , $\&$V_shunt_2 ) ;
62 s n p r i n t f ( s t r_data , STR_DATA_SIZE , ”Vs1 (uV) ,d,Vb1(mV),d , Vs2 (uV) ,d,Vb2(mV),d \ n ” , V_shunt_1 ,

V_bus_1 , V_shunt_2 , V_bus_2 ) ;
63 i o _w r i t e ( i o _ se r i a l , s t r_data , STR_DATA_SIZE) ;
64 while ( ! usar t_sync_is_tx_empty ( i o _ s e r i a l ) ) { }
65 / / when s t r i n g i s sho r te r than prev ious one , end s t i l l con ta ins values , so rese t s t r i n g
66 memset ( s t r_data , 0 , STR_DATA_SIZE) ;
67 }
68 }
69

70 void r e t r i e ve_vo l t age ( u i n t 8_ t address , u i n t16_ t *V_bus , i n t 16_ t *V_shunt ) {
71 i2c_m_sync_set_slaveaddr ( $\&$I2C_0 , address , I2C_M_SEVEN) ;
72 i2c_m_sync_cmd_read ( $\&$I2C_0 , INA219_REG_SHUNTVOLTAGE, V_shunt , 2) ;
73 delay_us (1 ) ; / / o therwise bytes are not c o r r e c t l y r eg i s t e red
74 *V_shunt = ( ( ( ( * V_shunt $\&$ 0x00FF ) << 8) | ( ( * V_shunt $\&$ 0xFF00 ) >> 8) ) $\&$

INA219_VSHUNT_PGA1_MASK) *10; / / put MSByte f i r s t and conver t to µV
75 i2c_m_sync_cmd_read ( $\&$I2C_0 , INA219_REG_BUSVOLTAGE, V_bus , 2) ;
76 delay_us (1 ) ;
77 *V_bus = ( ( ( ( * V_bus $\&$ 0x00FF ) << 8) | ( ( *V_bus $\&$ 0xFF00 ) >> 8) ) >> 3) *4; / / put

MSByte f i r s t and conver t to mV
78 }

Listing B.11: SAMV71 code to measure shunt and bus voltages using two INA219 sensors.
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