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Abstract

Since the oil price collapse at the end of 2014, operators in the offshore industry experience a
decline in revenues and a need for downsizing. Simultaneously, the wind industry is growing
every year, as an increasing amount of companies and consumers are investing in green
energy. This creates opportunities for Heerema Marine Contractors (HMC), as they have
ample experience in offshore installations, operations and maintenance. Currently, in most
cases a Jack-Up Vessel (JUV) is used to install offshore Wind Turbine Generators (WTGs).
With the exception of Hywind, a wind farm of floating wind turbines commissioned with a
Semi-Submersible Crane Vessel (SSCV) near shore and thereby protected from large waves,
there is little experience in installing large WTGs with a floating vessel in offshore sea states.
Current trends in Offshore Wind Farm (OWF) development are the upscaling of WTGs and
installations in deeper waters, both resulting in more complex operations. In the current
market however, there are many installation operators with lower priced JUVs. Therefore, to
compete and make it economically viable for HMC to enter this industry, HMC must be able
to install WTGs at a faster rate than the rate of conventional installation vessels.

The main objective of this master thesis is to determine the economic and technical feasibility
for HMC to enter the offshore wind industry as an installation operator. First, the attractive-
ness of the offshore wind market is analyzed. For the analysis of the offshore wind market
as a business environment the theoretical framework ‘PESTLE’ is applied. Through the
application of the ‘Porter’s Five Forces’model, the competitive position of HMC as an poten-
tial entrant to the offshore wind market is analyzed. Second, insight is gained under which
conditions it is economically feasible to use a SSCV for the installation of 10 MW WTGs. Dif-
ferent logistical methods are compared in terms of installation time and installation costs, as
a function of site particularities, and by comparing the use of a JUV, a purpose-build instal-
lation vessel and a SSCV. As the installation of WTGs makes up a significant percentage of
the total costs of a project, the workability of the installation vessel is of great importance. To
address the technical feasibility, this thesis aims to quantify the influence of wave forecast
on the workability of installing a fully-assembled 10 MW WTG with a SSCV.

The offshore wind market in the North Sea as a business environment is evaluated to be
attractive. Additionally, there is a large potential for building new OWFs in the North Sea
and governmental support is significant and assumed to be stable in the future. The trends
that OWF development moves into deeper waters and further offshore, as well as the increase
in size of wind turbines are all positive for floating installation vessels with larger crane
capacity, as many JUVs have reached their maximum capacities. Although the barriers to
enter the OWE industry are high, the power of the OWF developers is significant and the price
competition among installation operators is fierce, the threat of alternative WTGs becoming
mainstream is small due to economies of scale and the enormous potential of new OWF
development. It is recommended to enter the market with a HMC SSCV and focus on the
installation of extra-large WTGs (≥10 MW) and thereby succeed in the offshore wind market
by specialization.

Based on the current ECN Tool (version 2.1) and the assumptions made, it is economically
feasible to use an SSCV for the installation of completely pre-assembled wind turbines in a
large OWF (>1500 MW). In the scenario used in the ECN Tool, the duration of the WTG lift,
installation and the SSCV sailing to the next TP should be less than six hours. According
to the industry, a great concern is the movement of the SSCV during the set-down, and
thereby making it a complex operation with impact loads that are more difficult to predict.
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vi Abstract

Wave forecasting is the key that can take away this concern, however it is still an ‘unproven
innovation’ in the industry. With the use of a 2 minute wave and motion forecast, the waiting
on weather for the ‘WTG lift’ and ‘WTG set-down’ on the TP can be reduced from 28 hours per
turbine to 7 hours for the ‘WTG lift’ and 48 minutes for the ‘WTG set-down’ (on an average
of 5 months). Subsequently, based on a 2 minute wave and motion forecast, the impact
load on the bottom of the tower and the TP can be reduced by 13 % by choosing an optimal
sea elevation for the set-down moment. As the average waiting on weather time is relative
high for installing the third blade and lifting the WTG, it is furthermore recommended to
investigate the influence on wave radar forecast on these steps. The implementation of wave
radar technology during the installation process, is to be investigated further. The estimation
of step durations and operational limits, has a large influence on the analysis of installation
time and accompanying costs. Additionally, a closer and more detailed cooperation with
industry experts is required to estimate new durations more accurately.
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Sign conventions

LiftDyn

Figure 1: Sign convention LiftDyn: Wave direction
coming from, counter clock wise w.r.t. local body

axis, 0 deg wave following vessel
Figure 2: Sign convention LiftDyn: Right handed
coordinate system, Positive: Z up, x to bow, y to
PS, yaw counter clock wise, roll SB down, Pitch

bow down

OrcaFlex

Figure 3: Sign convention OrcaFlex: Wave
direction going to, counter clock wise w.r.t. local

body axis, 0 deg wave following vessel
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1
Research definition

1.1. Company profile
Heerema Marine Contractors is a company specialized in the design, construction, trans-
porting and installation of offshore facilities for the oil and gas industry. It started in 1948
as a small construction company in Venezuela. In the 1960s it expanded to the North Sea oil
and gas industry and started operating crane vessels. Together with the commissioning of
the world’s first semi-submersible crane vessels, Balder and Hermod, and with an innovative
dual-crane feature, Heerema acquired the position of the industry leader. With the Aegir, a
deep water construction vessel, Heerema is capable of executing complex infrastructure and
pipeline projects in ultra-deep water. Heerema built up considerable expertise with Engi-
neering, Procurement, Installation and Construction (EPIC) contracts, which achieved cost
reductions for their clients. Currently, Heerema is an international organization specialized
in the engineering and fabrication of large and complex structures for the offshore oil and
gas and energy-related business. Heerema is specialized in producing large one of a kind
projects with high precision [1].

Figure 1.1: Aegir Figure 1.2: Balder

Figure 1.3: Thialf Figure 1.4: Sleipnir

The fleet is consisting of Deepwater Construction vessel (DCV) Aegir (Fig.1.1), DCV and Semi-
Submersible Crane Vessel (SSCV) Balder (Fig.1.2), SSCV Thialf (Fig.1.3) and anchor handling
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2 1. Research definition

tugs, cargo barges and launch barges. A new Semi-Submersible Crane Vessel, the Sleipnir
(Fig.1.4), is under development and will be operational in 2019.

1.2. Research relevance
Since the oil price collapse in the end of 2014, barrels are currently sold at about $64 [2].
Even though the average crude oil price per barrel is volatile last years, there is an overall rise
started in July 2017 from $48 [3]. According to executives in the industry it is uncertain if
and when oil returns to $90 or $100 a barrel [4]. Investments in upstream operations in the
oil and gas industry are decreasing every year and this trend will continue next year, which
will represent the longest investment decline period in the history of the industry according to
the International Energy Agency [5][6]. Subsequently, the amount of new projects contracted
for the coming years is decreasing for Heerema. As most of the company’s operating in the
oil and gas industry, they experience a decline in revenues and a need for downsizing [7].

More than 90% of the power that is currently used in Europe, is obtained by the processing
of fossil fuels like coal, natural gas, and oil [8]. Besides that the extraction of these sources
is limited, 𝐶𝑂ኼ on a large scale is released during combustion. Thereby, it poses possible
environmental concerns [8]. Although producing the materials for and constructing of wind
turbines also leads to 𝐶𝑂ኼ emissions, the 𝐶𝑂ኼ release due to combustion of fossil fuels is
much more significant [8]. In a European context it has been agreed that the target for 2020
is that 14% of total Dutch energy consumption must come from renewable sources. One of
these options is wind energy, onshore as well as offshore [9]. The wind industry is growing
every year, especially since a growing amount of companies and consumers are interested to
invest in green energy. This can create opportunities for companies that have experience in
offshore installation and offshore operations and maintenance [10].

There are many companies that made the transition from the oil and gas industry to the off-
shore wind industry. On the one hand, there are energy supply companies that switch from
coals, oil and gas to renewables and on the other hand there are operators in the offshore
industry having experience in installation and maintenance works. Mostly energy suppliers,
like Vattenfall, made the transition to be a project developer of an entire wind farm and oper-
ators providing a certain technique, equipment or service, like A2SEA, made the transition to
be an operator in de offshore wind industry [11]. Other companies, like Van Oord and Ørsted
became both; they are responsible for the development of an entire wind farm but they are
also an integrated operator with in-house engineers. The resemblance in these transitions
is the adaptation to a completely different type of project development. From big yields and
one-of-a kind projects in the oil and gas industry to an aim for cost reduction, dependency
on subsidies and batch production per project in the wind industry [11].

For HMC it could be interesting to investigate the feasibility of an SSCV as a new possible
installation vessel for installing large wind turbine generators (WTG). Besides Hywind, a wind
farm of floating wind turbines commissioned with the SSCV Saipem 7000 near shore, pro-
tected from large waves, it is never done before in offshore sea states [12]. This study adds
to the existing literature by comparing installation strategies, including the use of a SSCV,
taking trends in increased size of wind turbines, and development further offshore and in
deeper waters into account [13].

1.3. Motivation
As mentioned before, there are less projects for Heerema to perform because of the declining
oil and gas industry[7]. With its vessels and engineering expertise, it can be an opportunity
for Heerema to enter the growing offshore wind market. Ten years ago the discussion started
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about which role Heerema can play in this rising industry. Even though the company gained
some experience in installing converter stations for offshore wind farms [14], serious attempts
were never made to conquer a position in the offshore wind market. Now the debate is
triggered again because the niche market of ten years ago has developed itself into one of the
fastest growing industrial segments of the world [13]. Additionally, the trend in the upscaling
of turbines, resulting in more complex installation projects can be interesting for Heerema.
Therefore, Heerema wants to know if and how they should enter the offshore wind market as
an installation operator.

Despite the cost reduction trend in the wind industry, most wind assets are still unable to
cover the cost of plant over their asset lifetime through today’s price levels in the energy mar-
ket [15]. It is a challenge to make profit during the development of a wind farm, and also
during the engineering and construction phase. In the current market there are enough in-
stallation operators with lower priced jack-up vessels, so to compete economically Heerema
should install turbines at a faster rate or the installation vessels should have unique ca-
pacities. To be able to do this some challenges have to be overcome: gain a position in the
offshore wind industry as an installation operator, optimize the supply chain, ensure a safe
transportation and installation of components of the wind turbine, analyze the wind loading
and impact loads during the installation of the wind turbine on the foundation, optimizing
the vessel operability limits during the installation.

1.4. Scope and objectives
The main objective of this master thesis is to determine the economic and technical feasibility
for Heerema to enter the offshore wind industry.

Due to the limited duration of this master thesis, two specific challenges were chosen within
the feasibility framework. By comparing different installation strategies for installing an off-
shore wind turbine, insight is gained under which conditions it is economically feasible to
use an SSCV for the installation of a wind turbine. Although there are many technical chal-
lenges related to the installation phase, the soft landing of the wind turbine on the transition
piece is a crucial and most concerning operation when utilizing a floating installation vessel.
The goal of the second section therefore, is to determine the influence of wave forecast on the
workability for installing a fully-assembled 10 MW WTG with a SSCV.

Therefore, the following sub-objectives are set to attain the main objective:

1. To analyze the attractiveness of the offshore wind market, and identify the factors in-
fluencing the competitive position of Heerema entering and operating in this market.

2. To increase the transparency in logistical methods for installing offshore wind turbines
in terms of installation time and installation costs, as a function of site particularities,
and by comparing the use of a jack-up vessel, a purpose-build installation vessel and a
SSCV.

3. To quantify the influence of a smaller step duration of the most weather restricted oper-
ation, the set-down of a completely pre-assembled WTG with a SSCV, on the workability.

This thesis is focusing on the installation of three bladed offshore WTGs with a capacity of 10
MW in the North Sea. According to WindEurope, an association based in Brussels, promoting
the use of wind power in Europe and analyzing wind market trends, the North Sea has the
greatest economically attractive potential compared to the Baltic Sea and the Atlantic Sea
[16]. Because of this potential, and to narrow down the scope, only the developments in the
North Sea are analyzed.
The scope excludes the installation of the substructure and the transition piece (TP). It is
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assumed that the transition piece is connected on a fixed substructure, as they represent
99% of all installed substructures in Europe [17].

1.5. Thesis lay-out
This report consists of seven chapters that will contribute to the research of this thesis.
Chapter 1 contains the motivation and objective of this research. In Chapter 2 the current
trends in the offshore wind market are analyzed to understand the competition between
installation operators. The following part of this thesis consists of two sections; an economical
part researching the installation phase of the development of an offshore wind farm and a
technical part focusing on two specific operations during the installation phase: the free-
hanging and the set-down.

Chapter 3 elaborates on the supply chain in the transportation and installation phase, and
capacities of different types of installation vessels. In Chapter 4 three installation strategies
are compared in terms of installation time and installation costs as a function of site particu-
larities. The chapter ends with some of the technical challenges occurring during installation
with a SSCV, of which the soft-landing is assumed to be a potential bottleneck for a single-
lift installation. This operation will be the focus of the technical feasibility study. Chapter
5 focuses on building a general model of a free-hanging wind turbine that is completely as-
sembled. Once the mode shapes of the model in the frequency domain are checked for a
risk for resonance, impact loads during the set-down of the wind turbine on the transition
piece are analyzed. In Chapter 6 the workability is optimized by taking a shorter time frame
for the set-down moment. The final chapter, Chapter 7, answers the research question by
concluding the two sections. For these conclusions, all retrieved information of this research
is used. Furthermore several recommendations are provided in Chapter 7. These recom-
mendations will focus on identifying opportunities for further research. Figure 1.5 shows
the report structure and synergy between the seven chapters.

Figure 1.5: Structure of report



2
Offshore wind energy in the North Sea

The main question in this chapter aims to answer is whether the Offshore Wind Energy
(OWE) industry is attractive for Heerema to operate in. First, significant factors influencing
the industry’s further development and deployment in the North Sea are identified, to attain
an understanding of the business environment of the OWE industry. Second, the intensity
of competition in the market for installation operators of Wind Turbine Generators (WTGs)
is evaluated, by looking at the power of substitutes, buyers, suppliers and barriers to enter
the industry.

Method

To analyze the offshore wind market as a business environment a theoretical framework
called ‘PESTLE’ is applied. Political, Economic, Social, Technological, Legislative, and En-
vironmental factors are influencing the development and current state of the offshore wind
industry, indicated in the outer circle in Fig. 2.1. It offers insight into the main drivers in
the energy sector and the dependency of an wind turbine installation operator on changes at
a macro level. This analysis will also help understanding market movement towards growth
or decline, and its potential and direction for operations. Through the application of the
‘Porter’s Five Forces’ model the competitive position of Heerema as an potential entrant to
the offshore wind market is analyzed in section 2.3. The model identifies and analyses how
the following five forces determine the balance of power in a situation: supplier power, buyer
power, competitive rivalry, threat of substitution and threat of new entry (represented in red
circles in Fig. 2.1).

5
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Figure 2.1: Theoretical framework of Porter’s Five Forces (red) and PESTLE model (blue)

2.1. Status quo European offshore wind market
According to WindEurope, the cumulative installed offshore wind capacity reached 15.78
GW at the end of 2017 [17]. In the last year, a record of 3.148 GW of net additional installed
capacity was seen, corresponding to 560 new offshore wind turbines across 17 wind farms
(Fig. 2.2). Eleven projects are under construction in Germany and the UK. This will increase
the total installed grid connected capacity by a further 2.9 GW, bringing the cumulative
capacity to in Europe to 18.7 GW [17].

Figure 2.2: Cumulative and annual offshore wind installations in Europe (MW) [17]



2.2. External factors influencing the offshore wind energy industry 7

A remarkable development in 2016 was the dramatic reduction in offshore wind prices.
The Dutch Borssele 1 & 2 was auctioned at EUR 72/MWh in June, followed by a Danish
nearshore tender in September at EUR 64/MWh. In November the winning bid for the Dan-
ish Krieger’s Flak was EUR 49/MWh and then Borssele 3 & 4 in the Netherlands coming
in at EUR 54.50/MWh in December. In March 2018 the first non-subsidized offshore wind
tender was awarded by the Dutch government for the Hollandse Kust Zuid I & II. For the first
time, in some circumstances, offshore wind energy is cheaper than onshore. The reasons for
these reductions are the advances in technology and management, such as the deployment
of new generation 8-10 MW WTGs [18]. The maturing of the industry results in a growing
confidence of investors. Also the current low steel price has an influence on the tender of-
fers. Much of the state of the steel industry can be tied to the rate of Chinese production.
An overall economic slowdown in China results in a reduction of its steel production by 20%.
This will cause demand outweigh supply for the first time in over a decade. This is expected
to cause a sharp rise in steel prices during 2018 and lasting at least to 2020. It could result
in a significant rise of offshore wind price in the near future or even a shift to foundations
containing less steel, such as gravity based, in the long term [19].

Figure 2.3: European market outlook for next five years [17]

By 2020 WindEurope expects a total installed European offshore wind capacity of 25 GW. As
depicted in Figure 2.3, it is predicted that by 2022 another 16.1 GW of offshore wind energy
will be commissioned. These are projects under construction and awaiting grid connection
(2.9 GW), projects with a Final Investment Decision (FID) or projects awarded in auctions but
without FID (together 13.2 GW).

2.2. External factors influencing the offshore wind energy industry
The OWE industry is currently influenced by political, environmental, economic and social
factors, some to a greater extent than others. All these factors together determine market
movement towards growth or decline, its potential and direction for operations.
Given the current subsidies, tax exemptions and allowances for development of offshore wind
project, the governmental support is significant. Governments possess strong interest in off-
shore wind power because of 𝐶𝑂ኼ reduction targets and thus, political and legislative changes
are implemented to impact development and movement of the industry. However, this sup-
port from politicians is not certain in the future. Neither the speed and path of further
development of offshore wind is certain.

Even though the energy production of OWFs is sustainable in an overall manner, the con-
struction of wind farms may have a negative impact on marine wildlife through underwater
noise emissions. Ongoing research is monitoring and technological solutions are designed
to mitigate these effects. Nonetheless, concern for greenhouse gas emissions has already
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resulted in implementation of various environmental policies and regulations establishing
taxation on 𝐶𝑂ኼ emissions, where all renewable energy sources are referred as environmental
friendly. Together with the targets for climate change and a steadily increasing demand for
electricity, a search for new alternatives is triggered. From an economic point of view off-
shore wind is believed to be capable of meeting energy demands in the near future. Still, the
biggest obstacle for developers of new offshore wind projects is credit accessibility. Finally,
public opinion has a significant influence on actions of some states and operations of various
players in the market. Opinions that offshore wind is causing visual horizon pollution may
trigger political intentions to assist the industry financially and legally to move into deeper
waters. Logically, one of the incentives for the government to mitigate with the public is
because the subsidies are paid with tax money.

2.2.1. Political and legislative support

Renewable energy sources are promoted by politicians because they can ensure security
of energy supply, efficient utilization of resources, a sustainable development of cities and
regions, and especially support to reach climate policy targets. These targets were set during
the climate conference in Paris in 2015 between 195 countries. The main target is to stay
below a temperature incline of 2 degree Celsius compared to 1990 levels, meaning a reduction
in greenhouse gas emissions by 80-95% [20]. This will have a large impact on the current
energy system.

According to the yearly progress report about the climate policy of the Member States the
Commission concluded that targets for 2020 seems to be realistic they will succeed. This
year a special report will be produced by the IPCC, the VN-panel for climate science, about
the consequences of an increase of 1,5°C and the required emission reduction to reach that
target. From 2023 on there will be an evaluation ‘Global Stocktake’ every five years to
measure the reduction in carbon emissions worldwide [20]. The targets for 2030 are revised
in a new Framework for climate and energy in June 2017 by the European Council [21]:

• A 40% cut in greenhouse gas emissions compared to 1990 levels
• At least a 27% share of renewable energy consumption
• At least 27% energy savings compared with the business-as-usual scenario

The European Commission presented a roadmap suggesting that, by 2050, the EU should cut
its emissions to 80% through domestic reductions alone rather than relying on international
credits. The accompanying milestone is 60% by 2040. All sectors need to contribute to the
low-carbon transition according to their technological and economic potential. Figure 2.4
shows the 𝐶𝑂ኼ emissions of the power sector almost totally have to be eliminated by 2050
[22]. Large investments in smart power grids are necessary for the transition to renewable
sources, in order to transport wind energy from where it is produced to where it is consumed
over large distances.

Figure 2.4: Possible 80% cut in greenhouse gas emissions in the EU (100%=1990) [22]
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The question if these targets are realistic is difficult to answer. The Commission concludes
with its roadmap that the transition is feasible and affordable, but requires innovation and
investments. The EU would need to invest an additional €270 billion over the next 4 decades.
However, accountability is missing in the Paris Agreement for the emissions budget nor for
quantified emission reductions. The package of targets does not contain obligatory goals per
country but only judicial binding targets for the EU as a whole.

To support the offshore wind industry in its development and further integration, various
price subsidies, green certificates, tender schemes for the construction of OWFs, tax exemp-
tions or reductions on energy production and quota obligations have been implemented. A
feed-in tariff is a price subsidy that is formed to offer extra investment security and guarantee
long-term stability to producers. Green certificates oblige the energy suppliers to deliver a
portion of their electricity from renewables, and to finance the additional cost of producing
green electricity themselves [23].
Decisive policies and clear procedures have boosted the growth of the offshore wind sector
in some countries, but a lack of synergy in the EU as a whole prevents the industry from
exploiting its full potential. In order to facilitate dynamic trade across borders and efficient
sharing of reserves, unified regulation and a unified system operation are to be pursued [24].

2.2.2. Technological development

The offshore wind industry has been characterized by its strong focus on R&D, stimulated
by a technological race between manufacturers. Supply chain efficiency and cost reduction
are achieved not only through emphasis on new technologies but also through a focus on
economies of scale and standardization.

The question often arises whether there is one single ‘optimum’ technology. A certain con-
cept is chosen by the market that will be continuously improved, but it is not necessarily the
technically optimal concept. An optimized wind turbine is the outcome of a complex func-
tion combining requirements in terms of efficiency, reliability, access, transport and storage,
installation, visibility, support to the electricity network, noise emission, cost and so on.
Most occurring typology in the industry covering about 99% of all wind turbines installed
are horizontal axis turbine with an upstream three-bladed rotor. For foundations, monopiles
remained the most popular substructure type in 2017, representing 87% [17]. The initial
technology and system design applied for wind turbines offshore has been adapted from
onshore-based versions and deployed in shallow waters.

As technology evolves and the most favorable shallow site locations have been commissioned,
the OWE industry is moving into deeper waters, further offshore, or to harsher locations that
are still shallow and not far offshore (Fig. 2.5, where the size of the bubble indicates the
overall capacity of the site). The average water depth of wind farms completed in 2017 was
27.5 m and the average distance to shore was 41 km [17]. The OWFs far from shore are
exposed to harsher weather conditions with fewer weather windows for the installation and
Operations and Maintenance (O&M) of wind turbines. The electrical infrastructure and the
grid connection increase in costs as a direct result. Moreover, offshore wind turbines have
gradually increased in size in order to reduce cost and overall improvement in access to wind
resources with height. Larger turbines can capture wind more efficiently and taller turbines
can reach stronger winds. In 2017, the average size of installed offshore wind turbine was
5.9 MW, a 23% increase on 2016 [17]. Consequently, transportation and installation vessels
were developed specifically designed to be operating in deeper waters and installing with
larger crane capacity.

There are different opinions about how ‘economies of scale’ can be reached, by upscaling
or farm optimization. Some argue turbines will continue to increase in size up to 15 MW
or even 20 MW. A study from ECN concludes a turbine size 20 MW is technically feasible,
with a rotor diameter of 250m [25]. The exact consequences are unknown, but the tip of
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Figure 2.5: Average water depth and distance to shore of bottom-fixed offshore wind farms [17]

the blades of the largest turbines may exceed the speed of sound resulting in additional
vibrations and thereby causing extra fatigue of the steel. Others argue 10 MW turbines will
become mainstream and the number of turbines in a farm will increase resulting in 5 to 10
GW mega projects[23]. Interaction between turbines and value creation across the supply
chain is the focus of optimization.

Shell believes that large integrated projects up to 10 GW are the means to reach the energy
targets. With an anchor tenant, a party who takes the biggest risk for about half the project
but pays a lower price for the site, a pilot project should be developed in order to gain expe-
rience [26]. It is not surprising Shell is promoting giga wind farms since they are one of the
few companies with sufficient investment capital.

Ultimately, all research activities, including research regarding upscaling, are focused on
reductions of the cost of energy. According to a study done by WindEurope, called ‘UpWind’,
two directions were distinguished, which the industry is taking towards cost reductions [27]:

• Incremental innovation: cost reductions through economies of scale resulting from in-
creased market volumes of mainstream products, with a continuous improvement of
manufacturing and installation methods and products;

• Breakthrough innovation: creation of innovative products, including significantly up-
scaled dedicated turbines, to be considered as new products.

2.2.3. Economic growth

Not only concerns for increasing prices of fossil fuels or wind energy being recognized as a
proven source of clean an affordable energy drives European policy makers towards sup-
porting this promising sector, but also the opportunity to realize economic potential plays a
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role. The development of a new industrial sector in Europe is considered an innovative motor
for regional and local development, creating jobs and facilitating growth of other economic
sectors [13].

Not less than ten years ago, financial institutions and banks considered subsidies a commer-
cial risk since any financial aid from the government can be as easily awarded as removed.
This made it difficult for wind farm owners to raise capital required for the development of
any offshore project in the wind industry. However, cost competitiveness and reduced risk
perceptions have brought in market players last years who are looking to diversify their oil
and gas portfolios. Many reports from organizations like WindEurope and IRENA provide
information about the investment landscape and predict a positive outlook to attract more
investors [13, 16]. As can be seen in Figure 2.6, in 2016 eleven projects reached a final
investment decision with a combined investment value of €18.2 billion, representing an in-
crease of 39% over 2015. Although a first decrease in investments since 2012 occurred last
year, in 2017 six projects worth €7.5 billion reach the final investment decision, representing
a decrease of 60% over 2016 [10].

Figure 2.6: New offshore wind investments and capacity financed: 2010 – 2017 (€bn) [17]

To realize the enormous potential of the North Sea, the offshore grid infrastructure is of great
significance, with more projects in deeper waters and further offshore. The current offshore
electricity grid is not yet suitable for large scale development of offshore wind. Grid con-
nection, comprising onshore connection and international offshore interconnections are key
barriers for large scale deployment. The inter-governmental organization The North Seas
Countries’ Offshore Grid Initiative has been launched, in order to offer a framework for re-
gional cooperation to find common solutions in questions of current and possible future grid
infrastructure developments in the North Sea [28]. Together with the EU this initiative is fo-
cused on transnational cooperation through exchange of specific experience, lessons learned
from other OWE project, cost-efficient installation and industrialization in order to reach
benefits of scale.

2.2.4. Environmental policies

The OWE industry is highly supported and prioritized by the European Commission in the
energy policy, in order to deliver sustainable, competitive and secure energy. New policies
resulted in cutting subsidies from conventional energy sources and allocating these into
renewable energy sources. This redistribution of subsidies, the increasing awareness of sus-
tainable development and the European Emission Trading System (ETS) are incentives for
companies to innovate in resources they use, known as eco-innovation [29].

The EU ETS is introduced by The Commission in 2005 to reduce the greenhouse gas emis-
sions by letting certain company’s pay for the amounts of carbon dioxide, nitrous oxide and
perfluorocarbons they emit. There are around 10 000 large 𝐶𝑂ኼ emitters – power and heat
producers, oil refineries, steel manufactures, cement manufacturers, glass manufacturers,



12 2. Offshore wind energy in the North Sea

brick and ceramics and the paper industry. A cap is set on the total amount of certain green-
house gases that can be emitted by installations covered by the system. In time this cap will
be reduced so total emissions decrease. Companies can buy so-called emission rights, which
are interchangeable between companies. Companies polluting more than the cap, have to
purchase additional rights and consequently have higher costs. Companies that deal more
efficient with energy or use renewables, can sell their non-used emission rights [30].

The EU ETS system is criticized for several points. First of all the current price per right of five
Euro’s per ton 𝐶𝑂ኼ is too low. This way there is no incentive for companies with big capital to
reduce their emissions. Secondly, the German Renewable Energy Federation has criticized
the European Parliament’s propositions for a reform of the EU’s ETS for being ‘an empty
shell’ that cements the system’s status as ‘an ineffective instrument for climate protection’.
The federation said the number of issued certificates had to be reduced by 4.7% per year to
limit global warming as intended, while the 2.2% the parliament now agreed on they were
failing to achieve this goal [31]. Third, the complexity of the EU ETS is experienced as a
genuine problem. Particularly for small and medium-sized enterprises, the administrative
burden associated with emissions trading is large in proportion to their emissions. That
diminishes the cost effectiveness of the system and erodes the support for the system at the
same time [32]. It is unknown what the consequences are if the system fails.

In order to understand and evaluate the extent to which offshore wind farms achieve a net car-
bon emission reduction over their lifetime, life-cycle assessments were made [33]. Variations
in cost and carbon emissions estimates are affected by assumptions made in the calculation
itself, methodological choices and data uncertainty. Every study differs in what is included,
although mostly direct emissions that occur during construction, operation and decommis-
sioning are taken into consideration; and indirect emissions that occur in the manufacture
and transport of components such as turbines, foundations, cables etc. These emissions
are normalized to the electricity produced over the project’s lifetime to produce a ‘carbon
footprint’ for the project [33].
Even though these studies can be seen as subjective, some common conclusions could be
drawn. Several carbon life-cycle analysis of wind farms agree that the manufacturing and
disposal phase of the life-cycle dominates its footprint. They also conclude that the offshore
wind turbine has returned the investment in terms of energy after approximately nine months
[34].

Moreover, environmental impacts of OWFs on local biodiversity and habitats are closely mon-
itored. The existing EU legislation highly protects sensitive nature areas, and only grants
permission for wind farm operation only when certain conditions have been met. Potential
locations for offshore wind farms are to be granted approval and permits, in order to avoid
substantial adverse environmental impacts. The EC has established a European Marine
Observation and Data Network to facilitate access to data for environmental impact assess-
ments [35]. National governments of Member States are becoming more involved in the site
selection for OWF through detailed screenings of wind, water and soil conditions. This is a
time consuming process and can take up to five years [36].

Noise reduction

The construction noise of offshore wind farm foundation can effect marine wildlife in a nega-
tive manner. Fistuca’s Blue Piling technology demonstrated that noise levels can be reduced
when using a large water column to drive the pile in the soil, instead of the steel ram used
by conventional hammers. A combustion throws up this water column, which falls back on
the pile under the force of gravity, hence delivering two blows. According the Fistuca, the
nature of the mechanism ensures quiet piling [37]. Another example is a bubble curtain
which is a simple technique to reduce propagation of the noise from the source. To create
the bubble curtain, each foundation is first encircled by a perforated tube. The tube is then
filled with compressed air which rises toward the surface, forming a circular wall of bubbles
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[38]. A disadvantage of the technique is that it is only partially effective. In fact, the high
frequencies that are produced during the hammer, tend to ‘escape’ through the seabed and
propagate further in the ocean.

2.2.5. Public opinion

Currently, public support is crucial for successful operation of offshore wind projects, which
is why many developers make an effort to inform the public and the civilians living near
the offshore areas of project development. Press conferences, availability of newsletters and
access to information on the internet are drawing attention to the sector’s ability to improve
energy security, increase employment and economic development, indicating the capability
of the industry to power number of households, other industries with reduced greenhouse
gas emissions, and contribute towards national and EU commitments.

According to an attitude survey, known as the 2011 Eurobarometer survey, Europeans were
more favorable to renewable energy and wind energy in particular (89%) when compared
to nuclear or fossil fuels [39]. The use of renewable energy sources instead of fossil fuels
has been found to reduce premature mortality and lost workdays; an installed offshore WTG
does not pollute drinking water systems or compete with agriculture, while coal mining and
natural gas drilling pose significant pollution of water resources. To reduce visual and noise
impact of operating offshore WTG, governments established a ‘12 mile (23 km) zone’ as a
minimum distance to shore for an OWF [40]. In the future, wind farms will be constructed
further offshore and far away from the perception onshore.

Finally, more awareness is created because the end customer gained power to freely choose
the preferable source of electricity in their household, and available technologies afford to of-
fer prompt electricity meters and services that help customers to understand and control their
electricity usage. The awareness of the public led to the appearance of online crowdfunding
platforms, which created additional mechanisms for broader participation and support for
industry, and allowing anyone to invest and benefit from the returns.

2.3. Competitive position as installation operator

2.3.1. Intensity of competition

The market for wind turbine installation in the North Sea is rather undifferentiated and price
competition is fierce. Due to the current reduced oil and gas activities, the options for a
jack-up vessel with a low day-rate to choose from are numerous. In order to compete in
this market, it is imperative to have high productivity. Installing a wind farm includes many
repetitions and it is important to know exactly how you do it in the most efficient way.

The foundation is often installed by a different vessel than the WTG itself, because different
capacities are required. Although it is likely to change in the future with the increase in wind
farm size, the WTG is mostly installed with a single installation vessel. An exception is the
construction of the Global Tech I wind farm in the German North Sea. Fred. Olsen Wind-
carrier’s jack-up vessels, the Brave Tern and the Bold Tern, worked together enabling them
to install either four towers and nacelles or two complete rotor stars in a single deployment
[41].

The market is currently concentrated in the countries along the shores of the North Sea. As a
result, the main actors are based in Denmark, UK, and the Netherlands. Even if the knowhow
base and operations are still situated in countries around the North Sea, the ownership of the
companies is becoming increasingly global. One of the major operators, Seajacks, is owned
by a Japanese equity fund and another major operator, Swire Blue Ocea, is headquartered
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in Singapore. Because the list of wind turbine installation vessels is extensive, four types of
competition are explained with an accompanying vessel.

Figure 2.7: Sea Installer, A2SEA Figure 2.8: Aeolus, Van Oord

Figure 2.9: Saipem 7000, Saipem SpA Figure 2.10: Orion, GeoSea

A2SEA is a company that made a successful transition from pioneer to market leader through
specialization. A2SEA has focused exclusively on offshore wind, while many competitors are
also engaged in other areas. Installation of windmill foundations, cables, and windmills
accounts for approximately 95-98% of the company turnover. The remaining 3-5% include
replacement of key components, cargo transfer, maintenance, and accommodation [42]. The
Sea Installer (Fig. 2.7) is a purpose-built vessel, designed to transport and install up to
eight 4MW turbines or four 8.3MW turbines. This focus has allowed the company to build a
knowhow base and organization that is tailor-made for turbine installation.

Van Oord has gained a position in the market as being an integrated operator. For the
wind farm developer it is convenient if an operator takes the risk to construct the foundation
and WTGs of a wind farm, such as Van Oord did with the Gemini Offshore Wind Park. By
executing both transportation as installation in a project they can innovate in logistics and
installation concepts. This year, the upgraded wind turbine installation vessel the Aeolus
will be operational, having the biggest heavy-lift crane in its class (Fig. 2.8).

Saipem is a direct competitor to Heerema for the installation of wind turbines as they also own
semi-submersible crane vessels. In the Hywind Pilot Park, they demonstrated that inshore
installation of fully pre-assembled wind turbines is possible with a floating vessel, the Saipem
7000 (Fig. 2.9).

The last type of competition is a heavy lift floating installation vessel with DP3, called the
Orion built by GeoSea (Fig. 2.10). Due to the large deck space (8,000 𝑚ኼ) it has a high
transport and load capacity. The loads can be lifted to an unrivaled height of more than
170 𝑚. Besides these capacities, the vessel has dual fuel engines and can run on natural
gas (LNG). It will have a Green Passport and Clean Design notation. It could be an exceptional
advantage in the future if the government puts targets on 𝐶𝑂ኼ emissions during constructions.
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2.3.2. Power of wind farm developers as consumers

Currently there are a few major players on the market with the ownership of offshore wind
farms. Ørsted is the largest owner of offshore wind power in Europe with 17% of cumulative
installations at the end of 2017. E.ON is the second largest owner with 8% of installed
capacity owned, followed by Innogy (7%), Vattenfall (7%), and Macquarie Capital (6%). The
top five owners represent 42% of all installed capacity in Europe, a slight decrease compared
to the end of 2016 [17].

The customers of installation operators are the public and private energy companies, who
operate the wind farms. Wind power is purchased by energy companies, that distribute
the electricity further on to other industries and private households. Energy companies
are not only engaged in the generation and transmission of electricity, but they may act as
a developer as well when they manage the construction of a wind farm. Therefore, their
level of involvement significantly influences the development of the OWE industry. Ørsted is
for example a majority shareholder in the market leading offshore wind turbine installation
company A2SEA [11]. Since wind farm developers are the main customers of wind technology
designed for offshore installation, their bargaining power affects the profit potentials of all
their subcontractors; from turbine manufacturers to installation and O&M operators.
The dependency on energy companies and the level of (public) investments in offshore wind
farmsmean that the installation companies are very reliant on the policy making of the states.
Even if the customers are large companies with considerable bargaining power, the ability
of installation operators to move into other sectors reduce the customer dependency of the
installation companies.

For the wind farm developer, there is a wide variety of vessels available for the installation
of small to average sized wind turbines. On the other hand, installation vessels for larger
turbines with a capacity of 8 MW and more in deeper waters, the supply and demand ratio
changes. Simply because there are only a handful installation vessels capable of installing
8 MW wind turbines in deeper waters yet, the supply side is limited. Therefore, bargaining
power of developers of wind farms in waters deeper than 50 meters and with wind turbines
larger than 8 MW, is relatively low. This makes the market for an installation operator of
larger wind turbines more attractive.

2.3.3. Power of wind turbine manufacturers as suppliers

Turbine manufacturers are the ones supplying wind technology that is to be installed by
the installation operator. According to the current market share, turbine manufacturers are
very concentrated offering similar turbine types and designs. Even though only a few turbine
manufacturers are dominating the industry, it is not in their interest to increase the price of
its product and services. Turbine manufactures currently active on the offshore wind market
compete for every project initiated in the North Sea. Siemens Gamesa Renewable Energy has
the most offshore wind turbines in Europe with 64% of the total installed capacity. MHI
Vestas Offshore Wind (18%) is the second biggest turbine supplier, followed by Senvion (8%)
and Adwen (6%) [17].

As mentioned before, the most occurring wind turbine is a three bladed wind turbine posi-
tioned on a monopile foundation. One can assume it is the reason most installation vessels
are designed for installing this type of wind turbine and that it is difficult for an installation
operator to differentiate. However, market trends of turbines increasing in size and installa-
tion in deeper waters creates opportunities for installation operators. It allows new players
in the market, like Heerema, to demonstrate their technologies are suitable for larger turbine
and for deeper waters.

Furthermore, enormous potential for innovation and development of technology itself opens
opportunity for new market entrants. There are numerous alternative turbine concepts, but
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they have not gained a significant position in the market yet. Still, only being capable of
competing on scales of economy through industrialization of its manufacturing activities,
reducing costs through optimization of logistics and new installation concepts will allow new
players to raise their cost competitiveness and increase their bargaining power. All in all, the
bargaining power of today’s turbine manufacturers are relatively low.

2.3.4. Threat of substitutes

The share of offshore wind energy in the electricity market can be reduced, when the oil
and gas industry is picking up speed again. The North Sea has always been known as the
oldest field for offshore gas and oil industry, therefore convincing many participants of that
particular sector that their business in that region is not yet over. Significant developments
in other parts of the energy sector, such as breakthroughs in 𝐶𝑂ኼ storage technologies, can
have an influence on the prolonged utilization of coal and gas-powered generation utilities.
Thereby it could increase the competition to the offshore wind sector [39].

The emphasis of the offshore wind and decommissioning markets on cost reduction, results
in the requirement for cost-effective heavy-lift vessel solutions. As such, in a market where
day rates are often driven by tonnage requirements, super heavy-lift vessels may have a
somewhat limited market reach, and vessels that are over-specified will risk lower day rates.

The third type of threat is that heavy-lift installation vessels become financially less attractive
for operation because wind turbines with a floating substructure gain a market share. Be-
sides the potential for standardization of foundation designs it is possible to tow out floating
substructures including the turbine with a tug boat, resulting in lower costs. For installing
the catenaries, it is indicated that the technology can be borrowed from offshore oil and
gas industry that already possesses extensive experience operating in rough and hostile en-
vironment of the North Sea through decades. It is assumed that 80% of all the offshore
wind resource is located in waters 60 𝑚 and deeper in European seas, where traditional
bottom-fixed offshore wind (BFOW) is not economically attractive. Even though there is a
large potential, R&D within offshore floating wind requires high capital investment in or-
der to compete with BFOW or other clean energy generators, such as such as onshore wind
power, solar technology, and nuclear power for potential investments. At the moment there
are four substructure designs for floating offshore wind: barge, semi-submersible, spar buoy
and tension leg platform (Fig. 2.11). The first three are loosely moored to the seabed, allowing
for easier installation, while the tension leg platform is more firmly connected to the seabed.
This allows for a more stable structure.

Figure 2.11: Floating substructures: barge, semi-submersible, spar buoy and tension leg platform ፟.፥.፭.፫.
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2.3.5. Barriers to entry

From 2008 to 2010 the market was booming and several new companies entered the market.
This happened despite the high entry barriers. First, new entrants must invest in equipment
to execute efficient and reliable installations operations. It can be assumed that jack-up ves-
sels were low-priced at that time due to the decline of the oil and gas market. Second, new
players need to invest in building an adequate knowhow base and organization. Because of
the complexity of the wind turbine technique and the installation operation a lack of experi-
ence and qualified people can become a major obstacle for new entrants. Most entrants were
large companies with activities in offshore oil and gas.

2.4. Conclusion
With the use of the ‘PESTLE’ framework, the offshore wind market in the North Sea is
evaluated to be attractive as a business environment. There is a large potential for building
new OWFs in the North Sea. It is expected another 54 GW of new installations is build in
an average scenario according to WindEurope. The trends in deeper waters, further offshore
and increasing size of turbines are positive for floating installation vessels with larger crane
capacity, as JUV’s have reached their maximum capacities. It is recommended to list the
announced tenders in deeper waters (where jack-up vessels cannot operate), that can be
potential OWFs for HMC to install. The governmental support is significant and is assumed
to be stable in the future.

With the use of the ‘Porter’s Five Forces’ framework, the competition for HMC as an installa-
tion operator is assessed. The barriers to enter the OWE industry are high, due to large cap-
ital requirements for initial manufacturing costs, a competition from well-established brand
names and a need for experienced and qualified people. The power of the OWF developers
is high, because it seems to be difficult to convince the developer to take risk of using a new
method. Although, there power of OWF developers diminishes for installations in deeper
waters, since the supply and demand ratio changes. Due to the many operating jack-up
vessels, the price competition among installation operators is still fierce. On the other hand,
the threat of alternative WTGs becoming mainstream is small due to economies of scale and
the potential of new OWF development is enormous. As competitors succeeded through spe-
cialization, there is an opportunity for Heerema to enter the market with their SSCVs and
focus on the installation of extra large WTGs (≥10 MW).





3
Installation phase in the development of

an offshore wind farm

This chapter will give background information on the supply chain of the installation phase
of an offshore wind farm. Also the advantages and disadvantages per installation vessel,
pre-assembly and re-supply strategy are given. This will help the reader to understand the
current challenges for determining the installation strategy.

3.1. Focus of the supply chain
The purpose of operating a wind farm is getting as much power out of the wind energy, and
hence electricity, as possible. Therefore selected offshore sites have high wind speeds, and
consequently higher sea states, which affect the transport and installation process in a neg-
ative manner. The challenge is to minimize offshore installation time due to the dependency
on weather. Because restricting weather windows are the main cause of delays, the logis-
tics should be such that turbines and vessels are in the right place at the right time. If the
upstream stages of supply chain manufacturers produce their parts on schedule, the instal-
lation phase may be interrupted by weather resulting in formation of stock backups within
the supply chain. Therefore, a pre-assembly strategy is preferred to comprise a minimum
number of components for installation onsite and a maximum number of components on
vessel per load out [43].

The installation phase can be divided into the following sub phases [44]:

• Site preparation for offshore substation
• Installation of offshore substation
• Site preparation for export cables
• Installation of export cable(s)
• Site preparation for foundations
• Foundation installation
• Site preparation for inter-array cables
• Installation of inter-array cables
• Installation of wind turbines

This study will focus on the last phase: installation of wind turbines. The supply of the
turbine components at the harbor is not included in the scope, as it is likely to change in the
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future with the upscaling of components, and therefore the supply chain of the installation
will change. Turbine supply involves the manufacture, assembly and functional tests of
all electrical and mechanical components and systems at the factory. Most of the installed
wind turbines originate from two factories of the largest turbine suppliers, MHI Vestas and
Siemens Gamesa, which are located in Esbjerg, Denmark and Hull Plant, United Kingdom.
Afterwards the components are transported over land or over sea. With the increased size of
the components, such as the blades, it will be problematic to transport over land, crossing
roundabouts and tunnels. Therefore, factories could be placed at the port in the future
to avoid onshore transportation of components. These ports also need the infrastructure
to accommodate novel large foundations and bigger installation vessels. Depending on the
speed of the installation vessel, sailing time from port to site location will be significantly
increased [45].

The logistic operations in the installation phase involve: preparations at the port to mobilize
utilities such as the cranes on land and onboard, pre-assembly of components if planned
and loading onto the vessel, transportation to the site, installation at the site location.

Figure 3.1: Logistical operations involved during installation phase offshore wind turbines

3.2. Capacities of installation vessels
Also in the installation phase, the increase in the scale of the turbines requires adaptation;
the carrying and lifting capacities of installation vessels have to be upgraded. As the offshore
wind industry is developing, OWFs are constructed further offshore and in deeper waters.
The increase in water depth has an effect on the jacking time of the jack-up vessel. It is
possible to upscale the vessel for deeper waters with leg lengths around 70 𝑚, but there will
be a trade-off where duration of this step is too long compared to the relatively lower day rate
of the vessel. A more important drawback is that the sea bed conditions need to be analyzed
before jacking, and that they can be restricting if stability of the jack-up unit cannot be
guaranteed. Semi-submersible crane vessels are not restricted by deep water but by shallow
waters at around 15 𝑚, when the under keel clearance limit is reached it becomes unable
for the vessel to maneuver on those locations. As mentioned before, an increase in distance
to the port calls for higher sailing speed and larger available deck space on the vessel to be
able to carry more sets of turbine each trip. Huisman developed a vessel especially dedicated
to installing fully assembled wind turbines offshore, called ‘The Shuttle’ (Fig. 3.2). Each
vessel has its own advantages and disadvantages, shown in table 3.1.

Table 3.1: Pros and cons per type of installation vessel

Pros Cons

Jack-up vessel Stable working platform
Attractive price (good availability in industry)

Jacking up- & down takes time
Limiting crane capacity

Purpose-built installation vessel High transit speed
Active motion compensation

Max. number of transporting turbines: 2
No feeder system possible

Semi-submersible

Fast turbine installation
Heavy lift capacities
Capable installing large water depths
Large deck space
Larger weather window (than other floating WTIV)

Limited hook height
Expensive
Low transit speed
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Figure 3.2: Conceptual purpose-built installation vessel ’The Shuttle’, Huisman

3.3. Pre-assembly and re-supply strategies
Besides the distance to port and vessel storage capacity, pre-assembly is a major factor that
influences the installation time of an offshore wind farm. The purpose of pre-assembly is to
partly overcome challenges from dependency on weather conditions. Increasing the number
of pre-assembled components per load out reduces the total offshore installation time. On
the other hand, the increased volume of the assembled structures can lead to less efficient
use of storage capacity on vessel. Another disadvantage is the need of calm sea during
the transportation since the wind turbines are not designed for resisting the dynamic loads
when their components are attached to each other, making it another factor that increases
the weather dependency of the travel that can affect the project flow. As depicted in Figure
3.3 there are various concepts through which wind turbines can be assembled:

• Five Pieces separately
• Bunny Ear
• Pre-assembled Rotor
• Completely pre-assembled

Figure 3.3: Pre-assembly configuration: 5 Pieces separately, Bunny Ear, Pre-assembled Rotor, Complete WTG ፟.፥.፭.፫.

The most common method is to install the tower, nacelle with hub and 3 blades separately.
A Bunny Ear configuration consist of 3 parts: the tower, the nacelle with hub and 2 blades
attached, and 1 last blade. When the rotor is pre-assembled, the 3 blades are already con-
nected to the hub onshore. Depending on the size of the tower or the crane capacity of the
installation vessel, the tower can be installed in 1 or 2 pieces. An overview of the advantages
and disadvantages are given in table 3.2.

After the choice of pre-assembly, the project developer or the installation sub-contractor
needs to decide on a logistical method to transport the components from port to the wind
farm location. According to literature there are two possibilities to get the components to the
site; using an all-in-one or a feeder system [43]. With the all-in-one system the installation
vessel also transports the components, and hence there is no unloading process needed.
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Table 3.2: Pros and cons per pre-assembly strategy [46]

Strategy Pros Cons

Separate parts Both vertical and horizontal blade fits possible
(Although depend. on facilitator) Time consuming: longest offshore time

Bunny Ear Method
Efficient with limited harbor facilities
Narrow port entrances possible
Known and proven methodology

Fatigue during transit

Complete
pre-assembly Time saving: shortest offshore time

Very dependent on wind conditions at site
Large deck space required
Large harbor cranes required

When the feeder system is applied, the installation unit stays at the wind farm. The ‘feeder’
vessels or barges bring the necessary components to the site. In Fig. 3.4 the supply chain of
an all-in-one system is depicted. Depending on the pre-assembly strategy, components are
prepared and assembled before the loading starts. As soon as the weather window allows,
the components can be loaded to the vessel. The high lifting of large components is restricted
by wind speeds. When the maximum amount of turbines are loaded on the vessel it can sail
to the site. Before the installation starts, the vessel needs to be positioned; jacked down or
by dynamic positioning (DP). When assembling the five separately, the tower is installed first,
followed by the nacelle and the hub. Afterwards the 3 blades are connected to the hub. The
installation vessel sails to the next site and repeats the loop until the all the loaded turbine
components on deck are installed. The next step, the vessel sails back to the port and collects
new components. This loop is repeated and stops when the last turbine of the wind farm is
installed.

Figure 3.4: All-in-one system: WTG installation in which components supplied by installation vessel

The feeder system uses one or multiple barges to deliver the components at the site. In Fig.
3.4 vessel can be replaced with ‘barge’. Also the ‘installation at site’ is not done with the
barge but with another vessel, the installation unit. To complete the supply chain of the
feeder system the installation vessel is to be seen parallel to the supply chain of the barge
(Fig. 3.5).

Figure 3.5: Feeder vessel logistics: WTG installation in which components supplied by feeder vessel



4
Comparison of installation costs
depending on pre-assembly and

re-supply strategies

The goal of this comparison study is to increase the transparency in logistical methods for
installing offshore wind turbines in terms of installation time and installation costs, as a
function of site particularities.

4.1. Set-up of analysis

4.1.1. Relevance to the existing literature

As the offshore wind industry is evolving at a high speed, research from five years ago can
be outdated today when innovations changed the technical layout of the turbine, the supply
chain or the highly complex planning of an entire project. Past research on the offshore wind
industry has been mainly focused on the technical challenges in the design, manufacturing,
installation and operation of the facilities in the port. In comparison to the operation and
maintenance phase, relatively little research has focused on the logistics involved in the
installation phase of the offshore wind industry. However, Uraz has created an approach for
time-wise modeling of the transportation and installation process of offshore wind turbines
in order to figure out the effect of different parameters on the overall duration [46]. Existing
literature consider only current operating installation vessels and do not offer insight in the
parameters influencing installation time and installation costs of conceptual wind turbine
installation vessels that should be capable of installing large wind turbines of 10 MW. This
part of the thesis adds to the existing literature by comparing installation strategies, some of
which are conceptual, and taking the disturbances due to weather conditions into account.

4.1.2. Scope of the analysis

For this study a standard jack-up vessel, a dedicated wind turbine installation vessel (WTIV)
and a heavy-lift Semi-Submersible crane vessel (SSCV) are considered. It is assumed that a
10 MW turbine can be installed by all three vessels. Trends of installation costs per vessel
are analyzed depending on:
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24 4. Comparison of installation costs depending on pre-assembly and re-supply strategies

• the distance to port
• size of wind farm
• pre-assembly strategy

Excluded in this study:

• Installation of foundations
• Floating wind turbines
• Uncertainty and disruptions in the supply chain

4.1.3. ECN Install Tool

To perform the analyses an external tool, called ECN Install, was used. As the name implies
the tool is developed by ECN, which is the national institute of the Netherlands for energy re-
search. ECN Install is a time based programwith which the expected commissioning date and
the cost of installation can be estimated. As input, all relevant parameters- vessels, equip-
ment, harbors, components, weather conditions and permits are specified. Additionally, the
entire installation plan is defined in the form of ‘steps’. The assumptions in the input val-
ues are the biggest uncertainties in the calculation. These assumptions were checked with
an industry expert, who has experience with the planning of the Gemini offshore wind farm.
Some of the assumptions are were checked by performing an sensitivity study.

4.1.4. Scenarios based on installation vessel, pre-assembly and re-supply strategy

With the use of ECN Install, 6 scenarios were compared. A scenario was based upon the
vessel choice, pre-assembly choice and the choice whether a barge or a vessel supplied the
components or turbines.

The 6 scenarios, depicted in Fig. 4.1, are:

1. Jack-up vessel with separate parts

2. Jack-up vessel with Bunny Ear configurations

3. Dedicated WTIV with fully pre-assembled turbines

4. SSCV supplied by barge with components

5. SSCV with fully pre-assembled turbines

6. SSCV supplied by barge with fully pre-assembled turbines
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Figure 4.1: Top view of WTG components on installation vessels or feeder barges

4.1.5. Model characteristics for the ECN Install Tool

The following input data was used in the ECN Install Tool:

• Climate data: Weather information of 3 locations in North Sea is used. Specifically, the
data is corresponding to Borselle I & II, Ijmuiden Ver (K13) and Doggersbank (satellite
data) for offshore locations. The weather data are available with 3 hours of resolution.

• Operation bases: For the entire installation process, Vlissingen Port was used for Borselle
and Esjberg Port is used for Ijmuiden Ver and Doggersbank. The wind farm was the
other operation base for the installation process.

• Distance to port: For Borselle, Doggersbank and Ijmuiden Ver the distance between the
base port and the farm is 70 km, 350 km and 450 km respectively. The distances were
established by using ‘Google Earth’ software (Appendix A.1.5). The coordinates of the
wind farms were inserted in order to determine the exact location. Locations of the
ports were found manually by using the ‘search tool’ of the same software. Distance
between ports and corresponding wind farms were achieved by drawing the path (that
a vessel can take on the sea) by using the ‘path tool’, where new shipping routes of
the Dutch Rijkswaterstaat were taken into account.

• Wind Turbine: A conceptual 3 bladed turbine design of 10 MW was considered for in-
stallation. This is a reference turbine designed by the DTU, university of Copenhagen,
Denmark. Rotor diameter and hub height are 178 m and 119 m respectively.

• Components: Five components were considered to be installed for each turbine. They
are – Tower, Nacelle and three Blades.

• Size of wind farm: 3 Different sizes of wind farms are considered: 750 MW, 1500 MW
and 3000 MW. Because the total installation time in the tool could not exceed 2 years,
and parallel use of vessels was too complicated to insert in the tool, a limitation of wind
farm size was set at 3000 MW.

• Pre-assembly: 3 Different methods of pre-assembly strategies are used: 5 pieces sep-
arately, Bunny Ear method and fully pre-assembled turbines. Appendix A.1.1 shows
possible deck configurations per pre=assembly strategy.



26 4. Comparison of installation costs depending on pre-assembly and re-supply strategies

• Vessel: Technical specifications of the installation vessels have been collected from the
technical sheets that were accessed via the websites of the owner and/or the designer
companies. Based on the deck space, the amount of total turbines per load out is
estimated. The day rate of each vessel is estimated, listed in Appendix A.1.3.

• Installation steps: In Appendix A.1.4 the steps, the duration of each step and the weather
restrictions are listed per scenario. Because the WTIV and the SSCV are not used jet
for further offshore wind farm installation, the step durations are assumed based on
industry standards from the jack-up vessel.

4.2. Trends installation costs per vessel

4.2.1. Installation costs for varying offshore wind farm size and distance to port

The following can be concluded from the simulations. As fixed costs have an relatively lower
impact on the overall price when upscaling the wind farm size, the installation costs per tur-
bine decrease. Furthermore, the installation costs when using the SSCV both as an trans-
portation and installation vessel rank as the highest compared to the other vessels. Because
the day rate of the SSCV is assumed to be more than circa 3 times the day rate of an jack-up
vessel, it is preferable to use another vessel for the transportation of the turbine components
or the fully pre-assembled turbine.

750
0

150
0

300
0

0

0.2

0.4

0.6

0.8

OWF size (MW)

In
st
al
la
tio
n
co
st
s
(M
€)

Borselle I & II

JUV
JUV bunny
Ded. WTIV
SSCV
SSCV barge components
SSCV barge complete wtg

Figure 4.2: Installation costs per WTG (M€) 10 MW

A second conclusion that can be drawn is that the distance to port is not crucial in most
scenarios, which can be seen in Fig. 4.3 as most lines are horizontal. For short distances to
port (70 𝑘𝑚) the scenario with a dedicated WTIV is favorable for all 3 sizes of wind farms. Even
though the vessel can transport merely 2 wind turbines per trip, the sensitivity to distance can
be explained due the relatively high sailing speed of 12 knots and the claim of the company
of the fast installation time of 2 hours for the turbine. The reason for insensitivity to the site
location, and hence the distance, of the jack-up vessel can be caused because the jacking
time (45 min) is taken the same for the 3 wind farm locations. The water depth range is
overlapping but not entirely the same: Borselle I & II: 16 – 38 𝑚, Doggersbank: 18 – 25 𝑚,
Ijmuiden Ver: 16 – 44 m.
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Figure 4.3: Installation costs (M€) 10 MW WTG, depending on OWF size

When looking at the installations costs per wind farm size (Fig. 4.4), the range of results is
too small to draw extra conclusions. To understand the sensitivity of an assumption, the
step durations of installing a turbine with the dedicated WTIV and the SSCV, and the costs
of the JUV and the SSCV were changed (Fig. 4.5.
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Figure 4.4: Installation costs (M€) 10 MW WTG, depending on distance to port

4.2.2. Sensitivities on step duration and day-rate vessel

Change 1: Decrease installation time of complete turbine from 8 hours to 6 hours using a
SSCV (Fig. 4.5, upper left). The abbreviation ‘FIT’ stands for Faster Installation Time. When
comparing the costs one scenario becomes remarkable favorable for large wind farms of 3000
MW: the SSCV supplied with fully pre-assembled wind turbine by barge. When assuming
positioning the vessel and sailing on to the next turbine takes 2 hours, it takes 8 hours in
total for installing a turbine offshore. One can state if the SSCV can install 3 wind turbines
per day, it is financially optimal to use the SSCV supplied with fully pre-assembled wind
turbine by barge when constructing a 3000 MW wind farm.

Change 2: Increased installation time of complete turbine from 2 hours to 6 hours when
using a dedicated WTIV (Fig. 4.5, upper right). The abbreviation ‘SIT’ stands for Slower
Installation Time. In the brochure of the conceptual vessel the installation time is stated to
be 2 hours, but according to experts, this seemed to be fairly underestimated. The change
in installation time makes this scenario an average performer.

Change 3: Increased day rate of a jack-up vessel with 25% (Fig. 4.5, lower left). The two
scenarios with a jack-up vessel end up higher in the graph, directly competing with the
SSCV.

Change 4: Increased day rate of a SSCV with 25% (Fig. 4.5, lower right). All three scenarios
with a SSCV are most unfavourable in terms of installation costs. The division in installa-
tion time is different, where the scenario with SSCV supplied with fully pre-assembled wind
turbine by barge is most favorable.
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Figure 4.5: Installation costs (M€) 10 MW WTG for Doggersbank, changing installation time and day-rate

Because the range of installation cost per scenario is small, changing the day rate, directly
affects the order of financially preferable installation vessel. Therefore, it is advisable to
revise the costs per vessel. Especially, the assumption on the cost per grillage have a large
influence on the costs of supplier barges. If one assumes the grillage costs can be shared over
more than one wind farm project, the feeder supply method could become more financially
attractive. When developing wind farms of 3 GW and larger using an SSCV is economically
optimal to install complete pre-assembled wind turbines supplied by barge.
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4.3. Challenges for the single-lift installation with a floating vessel
After the assessment of installation methods the focus for the second section is on the single-
lift installation with a semi-submersible crane vessel, where components are supplied per
barge. The advantages of using a SSCV and installing a completely pre-assembled turbine
are mentioned in Chapter 3. To install next generation offshore wind turbines (>10 MW) with
a SSCV there are multiple challenges occurring:

• Connections blade to nacelle

• Location of pre-assembly

• Transportation of components

• Soft landing on transition piece

First, the connection technique of the blade to the nacelle is copied from onshore turbines
and is not optimal when transporting a fully pre-assembled turbine offshore. Secondly, the
location of pre-assembly can be optimized per wind farm, which can be done either onshore
or offshore on deck of a barge using DP, a jack-up vessel or the semi-submersible crane
vessel itself. Thirdly, the transportation of the large components or the pre-assembled wind
turbines is restricted due to weather conditions. The turbine design or the supporting con-
struction can be optimized to meet the stress, impact load and stability requirements. The
last challenge is a potential bottleneck for installation with floating installation vessels if not
secured (Fig. 4.6). As the size of the components increase, both landing a fully pre-assembled
wind turbine before it gets bolted on the transition piece as well as landing only the tower on
the transition piece, is a crucial operation that should meet the impact load criteria. If this
part of the installation phase fails, the whole installation method cannot be used. Therefore,
the second section of this thesis focuses particularly on the soft landing of the wind turbine
on the transition piece.

Figure 4.6: Single-lift installation with floating vessel
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Analysis on resonance risk and impact

loads on the offshore wind turbine

The goal of chapter 5 is to make a realistic model of an WTG in the free-hanging and set-down
phase. The first two sections of this chapter explain the operational limits, the installation
sequence and the crane rigging of the Thialf, that determine the WTG model characteristics
which are used for further calculations. Section 5.3 analyzes the risk on resonance during the
free-hanging phase. The impact loads on the bottom of the wind turbine tower are analyzed
in section 5.4 during the set-down moment. Finally, section 5.4.6 confirms the reduction
in impact loads, for lowering the WTG in an optimal moment with the least hydrodynamic
loading.

5.1. Operational limits and weather restrictions during the installa-
tion phase

When calculating the workability of an installation (Chapter 6) a single or multiple operational
limit(s) can be set for each step. RAOs are generated from a specific point of the WTG with
LiftDyn (section 5.3), and operational limits can be applied to these specific points. For a
WTG in the free-hanging phase, it is for example possible to state a most limiting criteria
of an acceleration in horizontal direction of the COG of the WTG that should not exceed
0.1 𝑚/𝑠ኼ. Beside operational limits, it is possible to put weather restriction on a certain
installation step. The wind speed and significant wave height limits are based on guidelines
in the industry [47]. For an optimal selection of limiting criteria, a comparison study can
be made of multiple simulations to determine what is most limiting in a certain scenario.
In addition, operations should be measured in real life under which conditions the crane
operator still can perform the tasks. In the model of this thesis no tugger wires are added to
constrain horizontal or vertical motions because the system is stable enough (section 5.3.3).
Neither a damper is added between the transition piece on the bottom of the tower to lower
the impact force during the set-down moment. This resulted in the following operational and
weather restrictions (table 5.1):

Table 5.1: Operational limits and weather restrictions per step for one WTG installation

Step description Nacelle hor. [m] Blade hor.[m] Blade vert.[m] WTG hor.[m] Wind speed [m/s] Sign. wave height WTG vert. vel. [m/s]
Barge load out 12.9 2
Bunny lift 1 10
Install blade on bunny 1 1 10
WTG lift 1 10 0.04
WTG torque bolts 12.9
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Note: The motion restrictions are defined as Significant Double Amplitude (SDA). For ex-
ample, a SDA of 1 𝑚 means that the nacelle can move 0.5 𝑚 from equilibrium in horizontal
direction during the lift of the bunny on the tower. The vertical velocity limit is defined as
Significant Single Amplitude (SSA), as it only applies in a downward direction.

The barge load-out implies loading the components of 4 WTGs on deck of the Thialf. The com-
ponents should be organized on deck in such an order, so that the WTG can be constructed
with ‘easy logistics’. The WTG is limited by a vertical velocity during the lift. In table 5.1
the velocity limit is stated that is imposed by hydrodynamic loading. When calculating the
impact load on the bottom of the tower, the lowering velocity is taken into account as well.
This velocity is the speed of lowering the hoist wires. The maximum vertical velocity of the
bottom of the tower, during the set-down is:

𝑉፦ፚ፱,፬፞፭ዅ፝፨፰፧ = 𝑉 ፲፧ፚ፦። + 𝑉፥፨፰፞፫።፧፠ (5.1)

Where 𝑉፦ፚ፱,፬፞፭ዅ፝፨፰፧ is 0.1 𝑚/𝑠 [48], 𝑉 ፲፧ፚ፦። is 0.04 𝑚/𝑠 and 𝑉፥፨፰፞፫።፧፠ is 0.06 𝑚/𝑠.

In subsection 5.4.2 the mating technique is explained. At the start of the mating operation
the clearance between the TP and the bottom of the tower is 3 𝑚. A clearance between the pin
and bucket of 1.5 𝑚 is taken, which is estimated by the Renewables Department at Heerema
that performed similar WTG installations in the Simulation Center. Given the clearance and
set-down velocity, the duration of the set-down is 30 𝑠 at minimum and 50 𝑠 at maximum.
When looking at the total time required for the set-down, an extra 10 𝑠 can be added for
‘thinking time’ of the crane operator to decide to lower and an extra 5 𝑠 can be added for the
delay of hoist wires. The moment a crane operator pushes a button to lower the hoist wires,
it takes around 10 𝑠 to roll out the cable. Therefore, a time-frame of 65 𝑠 without exceeding
the operational limits is required to start the operation.

Figure 5.1: Clearance between tower and transition piece

5.2. Constructing the offshore wind turbine

5.2.1. Sequence of critical path

As mentioned before the scenario where a barge supplies the components to the SSCV was
chosen for the second section of this thesis. Currently, Heerema is investigating the options to
construct the WTG on a frame connected to the aft of the vessel. In the following calculations
it is assumed it is possible to load out the components from the barge to the deck, and
consequently to construct a complete WTG on the aft of the vessel. In one barge it is assumed
components of four 10 MW WTGs can be transported. Due to the large deck space of the
Thialf it is assumed components of four WTGs can be stored on deck in such an order they
can be picked up for construction. In table 5.2 steps of the critical path are stated when
using one crane for the assembly and two cranes for the WTG lift. This means that during
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the assembly of the first bunny of one barge, the tower can already be constructed on the
aft with the second crane. When the bolts of the first WTG of one barge are being thightend
to the transition piece, the bunny of the second WTG can be assembled meanwhile. All the
steps need to be executed without interruption, except the loading the WTG components out
of the barge (step 1) can be done in several occasions, which requires a weather window of
3 hours to start or continue this step. The critical path changes if two cranes are used for
the assembly of the WTG.

Table 5.2: Critical path of steps for installation of 4 WTGs

nr. Step description Duration [hrs]
1 Barge load-out #1 20
2 #1 Assembly bunny 3
3 #1 Bunny Lift 2.5
4 #1 Install Blade 3 2.5
5 #1 WTG lift 4
6 #1 WTG torque bolts 3
7 #2 Tower lift 2.5
8 #2 Bunny lift 2.5
9 #2 Install Blade 3 2.5
10 #2 WTG lift 4
11 #2 WTG torque bolts 3
12 #3 Tower lift 2.5
13 #3 Bunny lift 2.5
14 #3 Install Blade 3 2.5
15 #3 WTG lift 4
16 #3 WTG torque bolts 3
17 #4 Tower lift 2.5
18 #4 Bunny lift 2.5
19 #4 Install Blade 3 2.5
20 #4 WTG lift 4
21 #4 WTG torque bolts 3
22 Completions 1.5

Total 80

In chapter 6 the waiting on weather was calculated for the installation of an entire wind farm.
It is assumed the wind farm consists of 80 WTGs with a capacity of 10 MW. This means that
for the installation of 80 WTGs it takes 1600 hrs (67 days) without waiting on weather. With
a decrease of 2 hours in the critical path mentioned above, a reduction in total installation
time without WoW of almost 2 days can be realized.

The step ‘WTG lift’ is assumed to consist of the following sub-steps:

• WTG lift from frame
• Crane reposition
• WTG set-down by lowering hoist wires

The step ‘WTG torque bolts’ is assumed to consist of the following sub-steps:

• WTG torque bolts
• SSCV sail to next TP

5.2.2. Crane position

In Figure 5.2 the load curve of the cranes of the Thialf is depicted, and shows the maximum
hookload and the maximum lifting height at a certain crane radius per type of crane block
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(Main hoist, Aux or Whip). The crane positions for lifting the tower, the bunny and the third
blade to the bunny for construction and the WTG lift with two cranes are defined as followed
(table 5.3):

Table 5.3: Thialf crane specifications per lift operation

Slew angle PS [°] Slew angle SB [°] Crane radius [m] Hookload (per crane) [t] Hook height [m] Type of block
Tower lift 225 - 42 605 164 Aux
Bunny lift - 135 42 568 174 Whip
Blade to bunny lift 187 - 42 87 177 Whip
Dual-crane lift 197.5 162.5 50 655 168.5 Aux

Where the hookload consists of the weight of the WTG (≈1174 𝑡), the crane block and lift-
frame. The hookload is stated in short tonnes (1 𝑆ℎ.𝑡. ≈907 𝑘𝑔). The Auxilary block has a
weight of 29.2 𝑡, the Whip block 10.2 𝑡, the lift-frame for the bunny 30 𝑡, the lift-frame for
the third blade 46 𝑡 and the lift-frame for the complete WTG has a weight of 136 𝑡. The hook
height is measured from the keel of the Thialf (with an average draft of 26.6 𝑚) to the crane
block. The dimensions of the WTG and the lift-frame are listed in Appendix A.2.

Figure 5.2: Hookload curve and maximum lifting heights Thialf

Note: Is not possible to reach the required hook height for the lift of the Bunny with the
Aux block. In this model the whip block is chosen for its height capacity, but it does not
have the load capacity. Therefore in reality, this operation is not possible. The cranes should
be upgraded or another vessel should be used, like the Sleipnir. Second, it is assumed the
cranes can operate simultaneously during the WTG lift. In reality this is difficult, and a small
misalignment can cause the WTG rotate (e.g. roll motions can occur).

5.3. Free-hanging wind turbine in the installation phase
After the lift-off of the WTG from the frame at the aft of the vessel, the wind turbine is in its
so called ‘free-hanging phase’. During the free-hanging phase of the wind turbine there is
a risk that resonance occurs, due to hydrodynamic wave loading on the vessel. In section
5.3.1 - 5.3.2 the theory is explained, that is used to perform calculations in the in-house
software tool ‘LiftDyn’. In section 5.3.3 the mode shapes, of the free-hanging WTG, are
computed in order to understand how the system behaves and for which frequencies it is
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sensible. It concludes if there is a risk of resonance of the free-hanging WTG, due to wave
loading.

5.3.1. Frequency domain analysis

For the motion forecast of a vessel with a module hanging in its cranes, it is most practical
to use an frequency domain approach. The calculation is easy to understand and much
less time consuming than a time domain calculation, which is convenient when performing
multiple calculations to analyze the systems behavior.

Within the linear wave theory, any irregular sea-state can be described by a superposition of
sinusoidal (harmonic) waves as a Fourier series (equation 5.2). For the vessel response, the
superposition principle states that the total response of a linear system equals the sum of
multiple individual responses of linear subsystems. In order words, the equations of motions
are solved for each harmonic wave. For small motions, the response of a vessel to waves can
be linearized and can also be described as a Fourier series (equation 5.3):

𝜁(𝑡) =
ፍ

∑
፧ኻ

𝜁ፚ,፧𝑐𝑜𝑠(𝜔፧𝑡 + 𝜙᎓ , 𝑛) (5.2)

𝑍(𝑡) =
ፍ

∑
፧ኻ

𝑍ፚ,፧𝑐𝑜𝑠(𝜔᎓,፧𝑡 + 𝜙ፙ𝜁, 𝑛) (5.3)

Where 𝜁ፚ [𝑚] is the wave amplitude, 𝑍ፚ [𝑚] the motion amplitude (heave), 𝜔 [rad/s] the angular
frequency, 𝑡 [𝑠] the time, 𝜙 [rad] the phase angle, 𝑁 the number of samples and 𝑛 the sequence
number.

This linearization is no longer valid when vessel motions become larger, as damping and
hydrostatic terms in the Equation of Motion (EOM) become non-linear, second order wave
forces occur or when calculating impact loads (or other discontinuous phenomena). Even
though it is more time consuming, a time domain analysis would allow to solve such dynamic
problems. When calculating the impact loads on the docking system between the transition
piece and the tower a time domain approach is required.

Response Amplitude Operator

The frequency characteristics of a system consists out of amplitude and phase characteris-
tics. The amplitude characteristics are also referred as the ‘Response Amplitude Operator’(RAO),
a ratio of motion amplitude per unit wave amplitude (ፗᑒ᎓ᑒ ). The RAO is thus a transfer function
of translations, and is often denoted as 𝐻።፣, where 𝑖.𝑗 = 1…𝑚 represent the motion compo-
nents. The phase characteristics are expressed as the phase difference between motion and
wave ‘𝜙᎓’. The vessel response can be calculated by multiplying the wave amplitude by a
linear transfer function, the RAO. This is possible due to the fact the wave elevation (equation
5.2) and vessel response (equation 5.3) are linear proportional in linear wave theory. This
means that the ratio (the RAO) of the force and response amplitude and phase is constant.
The heave response motions of a vessel are noted as follows:

𝑍(𝑡) =
ፍ

∑
፧ኻ

𝑅𝐴𝑂፳(𝜔፧ , 𝜇፧) ⋅ 𝜁ፚ,፧𝑐𝑜𝑠(𝜔፧𝑡 + 𝜙᎓,፧) (5.4)

The response spectrum of a motion can be found by using the squared value of the transfer
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function of that motion 𝐻።፣ and the wave spectrum 𝑆᎓(𝜔):

𝑆ፑᑚᑛ(𝜔) = |𝐻።፣|ኼ ⋅ 𝑆᎓(𝜔) (5.5)

Where 𝑖𝑗 = 1…𝑚 represent the motion components (e.g. 𝐻ኽኽ = 𝑅𝐴𝑂፳).

Liftdyn

To solve the linear hydrodynamic problem in the frequency domain, ‘LiftDyn’ was used.
LiftDyn is an in-house software package of HMC that is designed to solve linear hydrodynamic
problems in the frequency domain. The equations of motions are constructed for the global
motions of the COG of each rigid body. So with 𝑛 bodies in the model, there are 6𝑛 unknowns
and 6𝑛 equations of motion. The 6n equations of motions can be written in a single matrix
equation:

(𝑀 + 𝐴(𝜔)) ⋅ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑋”(𝜔, 𝜇፧) + 𝐵(𝜔, 𝜇፧) ⋅ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑋ᖣ(𝜔, 𝜇፧) + 𝐶 ⋅ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑋(𝜔, 𝜇፧) = ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐹(𝜔, 𝜇፧) (5.6)

Where 𝑀, 𝐴, 𝐵 and 𝐶 respectively the mass, added mass, damping and stiffness matrices are
square matrices of size 6𝑛 x 6𝑛. The Force vector 𝐹 contains the forces on the COG of the
rigid bodies. The unknown motion vector 𝑋, consists of the 6 motions of the COG of each
rigid body. The RAO is depending on frequency (𝜔) and wave direction (𝜇) and can be post-
processed to a motion, velocity or acceleration RAO at any desired point relative to any other
point.

5.3.2. Radii of gyration of offshore wind turbine

In order to analyze the dynamic behavior of the completely pre-assembled wind turbine hang-
ing in the cranes, also referred to as ‘the module’, it is required to know the radii of gyration.
Several simplifications and assumptions were made to use Liftdyn in an fast manner.
First, it is assumed the module with its components acts as a rigid body. Second, the radii
of gyration of the nacelle and three blades were combined. The construction of these compo-
nents connected is called a ‘star’. Third, COG of the star is known from an internal source
in Heerema. Fourth, the tower is assumed to be a cylinder with an equal diameter instead of
having one tapered side.

Themassmoment of inertia about the centroidal 𝑥-, 𝑦-, or 𝑧-axis of the tower was calculated
with the general formula of a hollow cylinder [49]:

𝐼፱ᑔ፱ᑔ = 𝐼፲ᑔ፲ᑔ =
𝑚(3 ⋅ 𝑎ኼ + 3 ⋅ 𝑏ኼ + 𝑙ኼ)

12 ; 𝐼፳ᑔ፳ᑔ =
𝑚(𝑎ኼ + 𝑏ኼ)

2 (5.7)

Where 𝑚 is the mass, 𝑎 is the inner diameter and 𝑏 is the outer diameter, and 𝑙 the length
of the tower. It is assumed the mass is distributed equally.

The mass moment of inertia about the centroidal 𝑥-, 𝑦-, or 𝑧-axis of the nacelle was calcu-
lated with the general formula of a rectangular prism [50]:

𝐼፱ᑔ፱ᑔ =
𝑚(𝑙ኼ + ℎኼ)

12 ; 𝐼፲ᑔ፲ᑔ =
𝑚(𝑙ኼ +𝑤ኼ)

12 ; 𝐼፳ᑔ፳ᑔ =
𝑚(ℎኼ +𝑤ኼ)

12 (5.8)

Where 𝑙 is the length, ℎ is the height and 𝑤 is the width of the nacelle. It is assumed the
mass is distributed equally.
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The mass moment of inertia about the 𝑥-, 𝑦-, or 𝑧-axis of the blade was calculated with the
general formula of a rectangular prism [50]:

𝐼፱፱ =
𝑚(𝑤ኼ)
12 + 𝑚(0.25 ⋅ 𝑙

ኼ)
3 ; 𝐼፲፲ =

𝑚(ℎኼ)
12 + 𝑚(0.25 ⋅ 𝑙

ኼ)
3 ; 𝐼፳፳ =

𝑚(ℎኼ +𝑤ኼ)
12 (5.9)

Where 𝑙 is the length, ℎ is the height and 𝑤 is the width of the blade. It is assumed the
COG of the blade is positioned at 25% of its total length.

The radius of gyration of the tower was subsequently calculated with the following formula
[51]:

𝑅፱፱,፲፲,፳፳ =√
𝐼፱፱,፲፲,፳፳
𝑚 (5.10)

To calculate the combined mass moment of inertia about the 𝑥-, 𝑦-, or 𝑧-axis of the star the
‘parallel axis theorem’ was used, given the body’s moment of inertia about a parallel axis
through the object’s center of gravity and the perpendicular distance between the axes [52].

𝐼 = 𝐼፦ +𝑚 ⋅ 𝑑ኼ (5.11)

Where 𝐼፦ is the moment of inertia of the body with respect to the 𝑧-axis passing through
the body’s center of gravity, 𝑑 is the perpendicular distance between the axis 𝑧 and the parallel
axis 𝑧ᖣ and 𝑚 is the mass of the body.

About each axis, the 𝑥-, 𝑦-, or 𝑧-axis of the star, the sum of the mass moment of inertia per
component was calculated. The distance 𝑑 from the COG of the nacelle and of each blade to
the (known) COG of the star was calculated by using Pythagoras’ theorem. Finally, the radii
of gyration of the star was calculated using equation 5.10.

5.3.3. Resonance risk

The behavior of the RAO can be separated in three sections of frequencies, which is pre-
sented in Figure 5.3. The natural frequency of the system determine the boundaries of the
sections. Input frequencies significantly lower than the natural frequency result in motions
that are dominated by the spring terms. Input frequencies close to the natural frequency are
dominated by the damping terms and input frequencies significantly higher than the nat-
ural frequency are dominated by the mass terms. The natural frequency is dependent on
the ratio between the mass, stiffness and some extended damping of the system Resonance
can appear, depending on the magnitude of the damping, somewhere in the neighborhood
of the natural frequencies; the ratio 𝑟 = Ꭶ

Ꭶᑟ is close to 1. Resonances are usually marked in
the RAO diagram by a local maximum. The magnitude of resonance can be reduced if the
natural frequency can be shifted away from the forcing frequency, by changing the stiffness
or mass of the system, or the magnitude can be reduced by adding damping to the system.

According to Huygens law for a swinging pendulum suspended from one pivot [54], the first
natural period of the module is calculated with equation 5.12. In reality the WTG is more
constrained due to two hanging points, which will influence the sway modus. Therefore, the
value of 𝑇፧ is just indicative.

𝑇፧ = 2𝜋√
𝐿
𝑔 = 2𝜋

√49.22
9.81 ≅ 14 𝑠, Natural period pendulum (5.12)
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Figure 5.3: Frequency areas with respect to
motional behavior [53] Figure 5.4: LiftDyn Model

Where 𝑇 [𝑠] is the natural period, 𝐿 [𝑚] the length of pendulum to the overall effective CoG
and 𝑔 [𝑚/𝑠ኼ] the gravitational constant.

Mode shapes

LiftDyn is used to compute the mode shapes of the systems, to give an idea of how the system
behaves and for which frequencies it is sensible. A graphical representation of the amplitude
of a mode shape (i.e. 9፭፡) in figure 5.4 is magnified for a better understanding, and therefore
is not representing reality. In total 20 mode shapes were found, however mode shape 10
until 20 will have an insignificantly influence on the system. In table A.4 the relevant mode
shapes are listed.

Table 5.4: Mode shapes of free-hanging WTG computed by LiftDyn

Mode Shape Nat. Freq. [rad/s] Nat. Period [s] Dominant Motion(s)
1 0.03 217.91 Yaw
2 0.03 187.93 Sway
3 0.03 180.05 Surge
4 0.28 22.31 Roll
5 0.31 20.27 Pitch
6 0.36 17.58 Pitch/ Heave
7 0.40 15.72 Pitch/ Heave
8 0.49 12.69 Sway/ Roll
9 1.41 4.47 Pitch/ Heave

The significance of a mode is indicated by Mass Participation, where a factor indicates the
amount of the total structural mass that is activated by a single mode. If all modes of a
structure are considered, the cumulative Mass Participation will be 100%. An example of an
output file of LiftDyn for mode shapes 7,8 and 9 is listed in Appendix A.3. It shows that the
Thialf responds very little to mode shapes ≥ 7. The Thialf is mainly moved by eigenperiods
and maximum wave forces. Mode shapes 1 to 3 are controlled by the DP-system of the Thialf,
which typically have a damping of > 70%, hence no significant response is observed in these
mode shapes. The pendulum responds to mode 7 up to and including mode 9.

The frequency of input (waves) is the same as the frequency of output (motions). Typical
periods of wind waves are dependent per project location. For example, the North sea spectral
peak period (𝑇፩) can range between 3-16 seconds. In Doggersbank (Central North Sea) more
than 80% of wind waves range between 5-12 seconds, which is 1.26 rad/s to 0.52 rad/s
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respectively. For wave periods of 12 seconds and longer, there is a possibility of occurring
of around 3% on a yearly basis. Considering installation will not take place in the winter
months, the percentage will be even lower for the months of interest (in spring and summer).
Therefore, it can be concluded the module has a inertia dominated response to mode shape
8, where the load frequency of the wave is higher than the eigenfrequency of the pendulum.
In order words, the wave period is lower than the natural period of mode 8.

More interesting, in terms of resonance risk, is mode shape 9. Waves with periods of 4-5 𝑠
and 𝐻፬ of 0-2 𝑚 are very likely to occur (around 13% on a yearly basis measured in a period
of 50 years). Figure 5.5 shows that the operability is not limited at waves of 4-5 𝑠 (𝑇፩) and
≥ 6𝑚 (𝐻፬). Waves of 4 𝑠 and ≥ 6𝑚 do not occur; due to the steepness, waves of 4 𝑠 already
break at 𝐻 > 3.57 𝑚. In deep water the theoretical limit for wave steepness is given in the
following formula of Michell [55]:

𝐻
𝜆 <

1
7 , where 𝜆 = 𝑔

2𝜋 ⋅ 𝑇
ኼ
፩ (5.13)

Where 𝐻 [𝑚] is the wave height and 𝜆 [𝑚] the wave length. The wave length is 25𝑚 (for 𝑇፩=4𝑠)
and can be calculated with the dispersion relation (presented in second part in equation 5.13).

It can be concluded that the module does not give a resonance respond to mode shape 9. The
Thialf does not transport the small load frequencies of waves to the module, which is mainly
due to the heavy weight of the Thialf (around 170,00 𝑚𝑇). Overall, the system is stable and
it is unnecessary to add tugger wires, adjust the mass of the module or adjust the stiffness
of the wires from the liftframe.
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5.3.4. Influence mass and wires on operability

Even though in section 5.3.3 it is concluded the system is stable, it is interesting to analyze if
the influence of mass and stiffness of liftframe wires can increase the operability. In section
5.3.1 it is explained how a response spectrum of a motion can be found. LiftDyn is used
to generate multiple JONSWAP spectrum’s with a peak range from 4 to 10 seconds and for
multiple directions. All waves have a significant wave height of 1 meter, 𝛾 is set on 2 and no
spreading is applied. After applying an operation limit of a vertical velocity at the bottom of
the tower of 0.04 𝑚/𝑠, the operability can be generated given a certain sea state.

Figure 5.5: Operability Curve Figure 5.6: Operability Curve with WTG mass increase
(factor 2)

Figure 5.7: Operability Curve with sling stiffness increase
(factor 100)

Figure 5.8: Operability Curve with sling stiffness increase
(factor 10000)

Increasing the mass of the WTG will not influence the mode shapes of the system. Only
the change in COG will result in a smaller 𝐿 in equation 5.12, and a smaller natural period.
With the WTG lift of 10 MW the maximum crane height capacity of the Thialf is almost used.
Therefore, only a small change in COG, due to a increase in mass, can be assumed.

The stiffness of the hoist wires stay the same. The stiffness of the 4 top synthetic slings and
4 bottom synthetic slings connected to the lift-frame can be adjusted. The original stiffness
is 784.8 𝑘𝑁/𝑚. Because the system was already stable, the effect of increasing the stiffness
is minimal.
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5.4. Set-down moment of the wind turbine in the installation phase
During the set-down phase, impact loads act on the docking system and between the bot-
tom of the tower and the flange of the TP. In this paragraph impact loads are obtained with
OrcaFlex (section 5.4.3), which is a common engineering tool to analyze dynamic offshore ma-
rine systems. The behavior of the impact load is analyzed for one sea state in section 5.4.4.
In section 5.4.5 the impact loads are computed in OrcaFlex for multiple sea states. Sub-
sequently, in section 5.4.6, the maximum impact load is compared to the maximum impact
load when the set-down is performed at an optimal moment (i.e. with the least hydrodynamic
loading).

5.4.1. Time domain analysis

When calculating impact loads, it is more adequate to use a time domain approach due to
non-linear responses. The set-down is a dynamic phase with a transient phenomena. The
result is a simulation of the behavior as we experience it in the real world. A disadvantage of a
time domain analysis is that it is very time consuming: the analysis itself is time consuming
and multiple simulation are required to obtain statistical reliable results.

5.4.2. Mating technique

In Appendix A three mating techniques for the connection of the tower to the transition piece
are depicted: a grouted or a flanged connection, bolted connection or a bolted connection
with a docking system. Considering the resemblance with the Hywind Project [12], the same
mating technique is chosen: a bolted connection with a docking system. The docking sys-
tem consists of two pins mounted on the tower, and two stabbing buckets mounted on the
transition piece (Fig. 5.9). The bucket guides the motion of the tower and absorbs the shock
with a spring/ damper unit at the bottom of the bucket. The system shall ensure a smooth
vertical load transfer to limit the hard contact forces in the flange and limit the global tran-
sient dynamic motions resulting from the impact forces when the tower is set down on the
substructure. The docking system is mounted on the inside of the tower and transition piece,
therefore it will not need to be removed after installation [48].

Figure 5.9: Mating procedure of connection tower to transition piece

5.4.3. OrcaFlex model

The dynamic impact force of the flange on the buckets and the TP is considered in the Or-
caFlex model. The impact force is absorbed by elastic deformation of the TP, a change of ki-
netic (velocity) energy of the WTG and a change in potential energy of the WTG and the vessel
due to an upwards displacement of the WTG, and consequently a hydrostatic displacement
of the vessel.

The transition piece and the buckets are modeled as elastic solids in OrcaFlex. The upper
part of the bucket, the cone, must be strong enough to resist the first impact, which has a
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horizontal component. When both pins are guided through the cones, the pins encounter a
vertical resistance from the spring/ damper unit at the bottom of the bucket (Fig. 5.10).

The general model of the Thialf, crane, rigging and WTG is prepared in LiftDyn, and imported
in OrcaFlex. Here the weights, attachment points and stiffness, hydrostatics and hydrody-
namics are defined.

Damping

The damping value of the spring/ damper unit is set to 400 𝑘𝑁/(𝑚/𝑠), 35% of the critical
damping [48]. Steel-to-steel friction is set to 0. Recent internal studies of Heerema showed
that steel-to-steel normal impact energy absorption is around 0.5% of the critical damping,
which is applied in the model.

Stiffness

The axial stiffness of the TP is calculated with the following formula:

𝑘 = 𝐸𝐴
𝐿 (5.14)

Where 𝐴 is the cross-sectional area of the flange, 𝐸 is the elastic modulus of steel (𝐸 = 210 𝐺𝑃𝑎),
and 𝐿 is the (partial) length of the TP.
The stiffness of the spring at the bottom of the bucket is 250 𝑘𝑁/𝑚 [48]. The horizontal
stiffness of the bucket is 250.000 𝑘𝑁/𝑚 (stiffness provided by a client of Heerema).

Figure 5.10: Representation of docking pin and
bucket Figure 5.11: Representation of spring and

dampers in TP (yellow) and buckets (red)

Environmental sea state

The operability curve in Figure 5.5 shows that a wave headings of 0 degrees is the most
limiting. This is due to the asymmetrical design of the Thialf. A Jonswap wave spectrum is
used without spreading, similar as was used for LiftDyn.

Table 5.5: Environment used in OrcaFlex

Parameter Variation
Hs 0.5m, 1.0m, 1.5m, 2.0m, 2.5m, 3.0m, 3.5m, 4.0m, 4.5m, 5.0m
Tp 4s, 5s, 6s, 7s, 8s, 9s, 10s
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5.4.4. Impact loads during set-down moment in one sea state

The impact force on the flange of the TP and the two buckets is analyzed of 50 simulations
per sea state. Impact forces of interest are listed in table 5.6:

Table 5.6: Measured impact loads during set-down

Value impact load Component
Moment i.r.t. first
flange contact
between tower & TP

Max. Bucket (left & right) During
Avg. Bucket (left & right) 100 s after
Max. Flange TP During
Max. Flange TP After
Avg. Flange TP 100 s after

The maximum stroke of the spring/ damper unit in the bucket is 0.3 𝑚. The expected max-
imum contact force is around 115 𝑘𝑁 with 𝑉፦ፚ፱,፬፞፭ዅ፝፨፰፧ (�̇� = 0.1 𝑚/𝑠 in 𝐹 = 𝑥 ⋅ 𝑘 + �̇� ⋅ 𝑐), or
100 𝑘𝑁 with 𝑉፥፨፰፞፫።፧፠ (0.06 𝑚/𝑠) when there is little hydrodynamic loading. The expected
natural period is calculated with the following formula:

𝑇፧ = 2𝜋 ⋅√
𝑚
𝑘 (5.15)

Where 𝑘፮፤፞፭፬ before flange contact results in 𝑇፧ = 10.17 𝑠 (with a heave motion), and
𝑘፮፤፞፭፬ዄ፟፥ፚ፧፠፞ after first flange contact results in 𝑇፧ = 0.024 𝑠. The natural period of the
TP, including the length of the monopile (76 𝑚), is 𝑇፧ = 0.105 𝑠.

In Appendix A.4 the horizontal impact loads on the buckets are depicted and analyzed.

Figure 5.12: Sign convention OrcaFlex model
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(a) Time-trace of vertical impact load bucket left (b) Zoomed-in time-trace of vertical impact load
bucket left

(c) Time-trace of vertical impact load bucket right (d) Zoomed-in time-trace of vertical impact load
bucket right

(e) Time-trace of vertical impact load TP (f) Zoomed-in time-trace of vertical impact load TP

Figure 5.13: Impact load on buckets & TP [kN], sea state ፇ፬ ∶ ኼ.፦, ፓ፩ ∶ ዀ፬



5.4. Set-down moment of the wind turbine in the installation phase 45

(a) Time-trace of rotation around x-axis (b) Time-trace of rotation around z-axis

(c) Time-trace of rotation around y-axis (d) Zoomed-in time-trace of rotation around y-axis

Figure 5.14: Rotations of Tower bottom [deg], sea state ፇ፬ ∶ ኼ.፦, ፓ፩ ∶ ዀ፬

The following can be noted when looking at the time series of the impact loads (Figure 5.13)
and rotations (Figure 5.14):

1. 100 𝑠 after the first contact of the tower on the flange of the TP, it can be assumed the
system is relative stable and the average of the load represent the static load. The sum
of these loads is 13,750 𝑘𝑁, which is close to the total weight of the WTG and the lift
frame (12,851 𝑘𝑁).

2. However, due to only 0.5% of the critical damping on steel-to-steel, the system is not
completely stable after 100 𝑠. This can be observed in the rotations around the x-axis
as well. The bandwidth of the fluctuation of the dynamic impact load (Figure 5.13f) will
be smaller if damping or any steel-to-steel friction is added.

3. The maximum impact load in the buckets confirm the expectations based on the sum
of spring and damper forces, for sea states with 𝐻𝑠 ∶ 2.5𝑚 𝑇𝑝 ∶ 6𝑠 the maximum is 117.5
𝑘𝑁 (left) and 113.5 𝑘𝑁 (right) (Figure 5.13b, 5.13d).

4. The buckets experience more peaks of impact loads after the first contact. In most cases
the first contact is the maximum peak. The smaller peaks after the first maximum are
correlating to rotations of the WTG around the y-axis (relative to the length of the Thialf).

5. Rotations of the WTG around the y-axis (relative to the pitch motions of the Thialf) are
significantly larger than rotations around the x-axis (relative to the roll motions of the
Thialf) and rotations around the z-axis (relative to the yaw motions of the Thialf). See
Figure 5.12 for sign conventions.
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6. The first contact load on the flange of the TP is damped by the buckets. The difference
between 𝑇𝑃ፚ፯፠ and 𝑇𝑃 ።፫፬፭,፦ፚ፱ is bigger for sea states with with 2.5 𝐻𝑠 6 𝑇𝑝 than for sea
states 0.75 𝐻𝑠 9 𝑇𝑝; the latter sea state has a bigger influence on the first maximum
impact load on the TP.

7. Damping of the buckets can only be modeled OrcaFlex in downward direction. This
means there is no damping term when the WTG is moving upwards. In Figure 5.13b,
5.13d the effect of asymmetrical damping can be seen; the impact force is increasing
until it suddenly drops to 75 𝑘𝑁 (force with spring term only). Afterwards the impact load
quickly increases and decreases several times in succession, with an overall decrease
due to damping.

8. The maximum impact load on the flange of the TP mostly occurs after the first maxi-
mum impact. Rotations of the WTG around the y-axis are correlated to the moment of
occurrence of impact loads on the TP.

9. The natural period of the TP, 100 𝑠 after first contact, is around 0.125-0.142 𝑠. This is
in the order of magnitude of the expected value (0.105 𝑠).

10. The ‘group’ vibration of the TP after 100 𝑠 can be explained with the way the TP is
modeled (Figure 5.11): the extra mass at the top of the TP can cause some inertia.

5.4.5. Impact load during set-down moment in multiple sea states

The environment as stated in section 5.4.3, is used for the analysis of impact loads occurring
in multiple sea states. First, the simulations that failed are thrown away. In most failed
simulations the pins stabbed outside the buckets, which will not happen in reality due to
human interaction. A small part of the failed simulations the pins were guided through
the cones, after which pins moved through the cylinder or cone. This latter effect shows a
modeling flaw, which should be corrected if more analyses were to be done. It is observed that
when a operation is succeeded, the Tower is relatively stable after 100 𝑠 from the lowering
start. The average static load on each bucket is ≈75 𝑘𝑁. Therefore, simulations are thrown
away were the average static load of the bucket is less than 40 𝑘𝑁. In Figure 5.15 the number
of successful and failed simulations are depicted, with 43 % succeeded simulations of the
total 3187 performed simulations for all sea states. The figure shows that the threshold of
40 𝑘𝑁 is correct. The distribution of failed simulations are illustrated in Figure 5.16.

Figure 5.15: Total number of failed simulations (left bar)
and successful simulations (right bar) Figure 5.16: Distribution of failed simulations

per sea state (mean)
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Figure 5.17: Maximum impact load
on left bucket [kN] (P90)

Figure 5.18: Distribution of maximum impact load
on left bucket, ፇ፬ ∶ ኻ፦, ፓ፩ ∶ ፬

The maximum impact load on the left bucket is depicted per sea state in Figure 5.17. Keeping
in mind the (average) operability curve, the maximum impact load on the left bucket is lower
than 400 𝑘𝑁 in most sea states. Note that the size of the white circle implies the number
of successful simulations. Therefore, conclusions cannot be drawn from the sea state with
𝐻𝑠 ∶ 1.5𝑚, 𝑇𝑝 ∶ 10𝑠. This can be the result of not having statistically sound data. Moreover,
note that the upper right corner is lacking information due zero successful simulations. Fi-
nally, note that a P90 is taken from the data as this provides information for engineering
purposes for the ultimate limit state, instead of using a Gumbel distribution. Figure 5.18
shows the distribution of maximum impact loads on the left bucket for one sea state with
𝐻𝑠 ∶ 1𝑚, 𝑇𝑝 ∶ 7𝑠. It illustrates that there are some outliers in maximum impact loads, which
occurs in most sea states.

As can be seen from Figure 5.19 and 5.20 the maximum load on the TP after the first contact
with the Tower, is in most cases lower than the maximum load occurring in the entire time
of the simulation. This means the set-down of the wind turbine is successfully guided

Figure 5.19: First maximum impact load
on TP [kN] (P90)

Figure 5.20: Maximum impact load
on TP [kN] (P90)
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It is interesting to analyze the relation of the impact load on the TP with the velocity of the
bottom of the WTG Tower. As mentioned before, this velocity is the result of the lowering
velocity of the hoist wires and the velocity induced by the hydrodynamic loading. In this
case, the maximum impact load after the first contact is considered. Of course, the impact
loads of later impact moments could be analyzed as well.

(a) Vertical impact load TP Flange [kN]

(b) Vertical velocity of Tower bottom [m/s]

Figure 5.21: Zoomed-in time-series of impact load TP (a) and velocity Tower (b), sea state: ፇ፬  ኻ.፦, ፓ፩  ዀ፬

In Figure 5.21a the red line is ‘smoothed’ out over the maxima of impact loads, and the red
star marks the maximum impact load of interest. In Figure 5.21b the vertical velocity of the
Tower can be observed, where the green star marks the velocity of the Tower before the first
contact with the TP.

Before the Tower hits the TP, the pins make an impact on the buckets, which can explain the
sudden change in velocity at 𝑡 = 36𝑠. The red line marks 10 seconds before the first contact
of the TP and the Tower. It shows high fluctuations in velocity at 𝑡 = 40𝑠, this could be due to
the low stiffness of the spring at the bottom of the bucket (250 𝑘𝑁/𝑚). At 𝑡 = 47.2𝑠, the first
impact on the TP occurs, resulting in a shorter natural period of 𝑇𝑛 = 0.17𝑠. At 𝑡 = 50𝑠, the
Tower is moving in upward direction again, after which the second impact on the TP occurs at
𝑡 = 53𝑠. This measured shorter 𝑇፧ should be resembling with the calculated 𝑇፧ based on the
stiffness of the total TP (𝑘ፓፏ = 4.66E+06 𝑘𝑁/𝑚 -> 𝑇፧ = 0.105𝑠). It is in the order of magnitude,
but apparently the TP is less stiff in the OrcaFlex model than the calculated stiffness.

It is recommended to analyze the relation of the impact load on the TP and the velocity of
the crane tip as well. The cause of the difference, between the velocity of the Tower and the
crane tip should be investigated, as the WTG will vibrate in its own natural period during the
free-hanging phase. This motion behavior is caused directly by wind loading, and indirectly
by hydrodynamic loading.

In Figure 5.22 and 5.23 the first maximum impact load on the TP and the vertical velocity of
the Tower are plotted for one sea state. The green line marks the limit chosen by the crane
operator, in this case the maximum vertical velocity is 𝑉𝑧 = 0.1𝑚/𝑠. Therefore, the impact
loads left from the green line are of interest in this case.
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Figure 5.22: First maximum impact load vs. vertical velocity,
sea state = ፇ፬ ∶ ኻ.፦, ፓ፩ ∶ ዀ፬

Figure 5.23: First maximum impact load vs. vertical velocity,
sea state = ፇ፬ ∶ ኻ፦, ፓ፩ ∶ ኻኺ፬

In Figure 5.24 and 5.25 the relation between first maximum impact load on the TP and
the vertical velocity of the Tower are plotted for multiple sea state (defined in section 5.4.3).
The horizontal green line marks the maximum first impact load (16,200 𝑘𝑁) that can occur
when the velocity limit (marked with the vertical green line) is not exceeded. In other words,
even though impact loads of 40,000 𝑘𝑁 are found with the use of Monte Carlo approach,
the expected impact loads are less than 16,200 𝑘𝑁, due to human intervention. It can be
observed from Figure 5.25 that more than 95 % of all the successful simulations, the first
maximum impact load is lower than the average static load the last 100 𝑠 of the simulation.
This means that the first impact is successfully damped by the buckets.

Figure 5.24: First maximum impact load vs. vertical velocity

Figure 5.25: Zoomed-in plot of first maximum impact load vs. vertical velocity
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5.4.6. Impact load during optimal set-down moment

The impact loads on the bucket, the first maximum and the maximum, are relatively low if
the velocity of the sea elevation is small during the moment of set-down. In table 5.7 the
impact loads of an example (1 simulation with sea state 2.5 𝐻𝑠 6 𝑇𝑝) is given.

Table 5.7: Impact loads for optimal set-down moment

JONSWAP
2.5 Hs 6 Tp

Average
static load
(kN)

First
Maximum
load (kN)

Maximum
load (kN)

Bucket_left 75.4 98.6 102.8
Bucket_right 75.4 98.6 104.7
TP 13598.0 7828.0 15197.2

(a) Zoomed-in time-trace of vertical contact force
bucket left

(b) Zoomed-in time-trace of vertical contact force
bucket right

Figure 5.26: Contact forces on buckets with sea state ኼ. ፇ፬ ዀ ፓ፩

At 45.08 𝑠 the velocity of the sea elevation is smaller than 0.6 𝑚/𝑠, and in a ‘valley’ (Figure
5.27b).

(a)

(b)

Figure 5.27: (a) Sea elevation, (b) Sea velocity
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5.5. Impact load reduction with a docking system of 3 units
A third pin and bucket is added to the docking system, to analyze the effect on the impact
loads and the rotations (Figure 5.28). Table 5.8 shows the reduction in impact loads on the
buckets and the transition piece. For the given sea state only 8 successful simulations were
taken into account. It is recommended to perform more simulations and for different sea
state, in order to validate the result. The reduction in maximum rotations is minimal, as can
be seen from Table 5.9 (see Figure 5.12 for sign conventions). This can be the effect of 0.5 %
of the critical damping on steel-to-steel, like is stated in point two on page 45.

Figure 5.28: Docking system with 3 units

Table 5.8: Reduction in impact loads with 3 pins (average values of 8 simulations)

JONSWAP
0.75 Hs 9 Tp

First maximum
load (kN)

Maximum
load (kN)

Average static
load (kN)

Bucket (left) 137.8 75.2
TP 11463.4 18150.0 13598.6
Bucket (left) - 3 pins 112.0 75.6
TP - 3 pins 8149.6 15958.4 13532.0

Table 5.9: Reduction in maximum rotations of wind turbine tower

JONSWAP
0.75 Hs 9 Tp

Maximum rotations
around x-axis (deg)

Maximum rotations
around y-axis (deg)

Maximum rotations
around z-axis (deg)

Tower -0.72 0.85 -0.24
Tower - 3 pins 0.68 0.62 -0.11





6
Optimization of workability by reducing

required time-frame for set-down

6.1. Sequence tool
In order to estimate the amount of Waiting on Weather (WoW) for the installation of an OWF,
the sequence tool is used. The sequence tool is an in-house software program of Heerema,
that bases the WoW estimations on historical time series of wave measurements that are
considered indicative for the project location. In section 5.2.1 the different steps (called op-
erations) that will be carried out after each other are listed. For each operation criteria are
specified, that determine whether work can be carried out or not (section 5.1). Multiple cri-
teria can be given per operation. The sequence is then used to calculate how much waiting
on weather time would have occurred when the project had started at a certain date in the
past. This computation is repeated for a large number of dates starting in a particular sea-
son (e.g. month) resulting in a probability distribution function of total waiting on weather.
Finally, for each month the expected mean duration to finish a operation as well as to finish
the whole project are computed. It should be noted that the outcome of the sequence tool is
only statistical, and that no (hydrodynamic) loading calculations are made.

Figure 6.1: Delay determined in sequence tool
Figure 6.2: Datapoints in environment

In figure 6.1 the way delay is determined in the sequence tool is depicted. If the environmental
value (e.g. significant wave height or wind speed) or the response (e.g. motion, velocity or
acceleration) is a above the limit for the duration of the operation, the delay starts. The length
of the red box in figure 6.1 represents the duration of an operation, and the position of the
red box relative to the y-axis represents the stated limit.

53
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In figure 6.2 the consequence for the delay of a resolution of 3 hours of wave measurements
is depicted. For example, if the duration of an operation is 2 hours and the limit is 2 m of
significant wave height, a delay of 3 hours can be estimated which will not occur in reality.
Sequence tool determines if the wave measurement is above the limit (red dot in figure 6.2),
and continues to the evaluate the next measurement. In reality the sea state could be as rep-
resented with the black line, and the operation can already be commenced at 13:00 o’clock.
In order to take a short step duration of one minute into account, an alternative approach
was used, which is explained in section 6.3.

6.2. Waiting on weather for installation of entire wind farm
To demonstrate the effect of weather downtime for the installation of an entire OWF, a test
case is performed. One of the three project locations, used in section 4.2, is chosen: IJmuiden
Ver. The OWF is located at 80 𝑘𝑚 from the Dutch coastline, and consists of 80 WTGs with a
capacity of 10 MW. For the installation of 4 turbines 22 consecutive operations are required
(section 5.2.1), and 440 operations in total for 80 turbines. The average waiting on weather
time is calculated per step, starting in a specific month. It can be observed from figure ??
that the operation ‘WTG lift’ has a significantly larger WoW time. Considering this operation
is strongly restricted (with a downward velocity of 𝑇𝑜𝑤𝑒𝑟፨፭፭፨፦ = 0.04 𝑚/𝑠), it can be expected.

Figure 6.3: Average waiting on weather per installation step

6.3. Uptime analysis

6.3.1. Wave radar forecast

An internal study at Heerema investigated if the use of deterministic motion forecasting,
wave radar particularly, can increase the operability of offshore lifting operations [56]. When
vessel motion exceed prescribed limits, an operation will be postponed. The wave radar is
able to forecast a quiescent period within a period of limit exceeding vessel motions, and
consequently the limits for the module can be broadened. It is assumed it is possible to
predict the incoming waves with a forecasted time span of two minutes, using wave radar
[56].
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With the implementation of wave radar technology in the Thialf, the crane operator can see
the wave forecast on a display in the cabin. When a weather window occurs on the display,
the crane operator can push a button to start lowering the hoist wires for the set-down.
It is assumed software can calculate the motions of the WTG based on the wave forecast.
Furthermore, it is assumed software can analyze an optimal moment for set-down with the
least hydrodynamic loading. At last, it is assumed software can insert a delay between the
moment the crane operator pushes the button and the moment the tower will have a first
contact with the TP.

If the 2 minute wave and motion forecast can ensure the moment of set-down, the assumed
duration of the step ‘WTG lift’ can be reduced drastically. The influence of a shorter step
duration is concluded in section 6.4.

6.3.2. Semi-deterministic Matlab model

From an internal study at Heerema, in collaboration with Vestas, the downward velocity
and acceleration limits of the 𝑇𝑜𝑤𝑒𝑟፨፭፭፨፦ are obtained and set at 0.04 𝑚/𝑠 and 0.119 𝑚/𝑠ኼ,
respectively.

For eight incoming wave directions, themotion-, velocity- and acceleration-RAO of 𝑇𝑜𝑤𝑒𝑟፨፭፭፨፦,
generated in LiftDyn, are used to produce a response spectrum. The RAO in z-direction for
one wave direction is selected, with the accompanying RAO-phase. A wave spectrum is made
with varying significant wave heights and wave peak periods. The peak enhancement factor
gamma is set to 2. Afterwards a response spectrum is made with equation 5.5. A check on the
RAOs is performed, by deriving the velocity- and acceleration-RAO from the z-motion-RAO.

A time-series response is made for the duration of 9000 𝑠, with 𝑑𝑡 = 0.1 𝑠. Because an aliasing
effect is ought to be prevented, a new omega is made based on the maximum duration of
the time series. A new response spectrum can be created, and the RAO-phases should be
interpolated accordingly based on the new omega. A random phase is generated for the
wave spectrum, which is uniformly distributed for deep water. For a given sea state, the time
series of a motion response of theWTG is generated using the Inverse Fourier Transformation.
Similarly, the time-series of a velocity and acceleration response is generated. In Appendix
?? the Matlab code can be found for further explanation.
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6.3.3. Increase in uptime percentage by reducing time-frame
for set-down moment

A generated vertical motion response for a given sea state is depicted in figure 6.4. The time-
series of the downward velocity of the WTG (Fig. 6.5) is highlighted in pink if it is below
the threshold (i.e. 0.04 𝑚/𝑠). If this limit is not exceeded for a specified short time frame,
a weather window is detected (highlighted in green in Fig. 6.5). The influence of the size of
the time frame is shown in figure (verwijs naar scatterplots). The percentage of uptime is
calculated by the total time of weather windows divided by the total time of the time-series.
In figure 6.5 a time-frame of 90 𝑠 with a sea state of 1.5 𝑚 and 6 𝑠, resulted in an uptime of
22 %.

Figure 6.4: Time-series of Z-motion of ፓ፨፰፞፫ᑓᑠᑥᑥᑠᑞ (based on ፇ፬ = 1.5፦, ፓ፩ = 6 ፬, wavedir = 0 ፝፞፠)

Figure 6.5: Time-series of Z-velocity of ፓ፨፰፞፫ᑓᑠᑥᑥᑠᑞ (with 22% uptime, time-frame = 90 ፬)

Figure 6.6: Time-series of Z-acceleration of ፓ፨፰፞፫ᑓᑠᑥᑥᑠᑞ (with 100% uptime, time-frame = 90 ፬)

Likewise, the uptime is calculated for the downward acceleration of the WTG (Fig. 6.6). For
each sea state, the velocity threshold was more limiting than the acceleration threshold.
Therefore, the acceleration threshold is not considered in the following calculations.
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When performing the uptime analysis for more sea states, a scatter diagram can be produced.
In figure 6.7 the uptime is presented in a scatter diagram, with an incoming wave direction
of 0 degrees. As the time-frame increases the transition area from a high to a low uptime
decreases.

(a) Uptime [%], time-frame = 15 ፬ (b) Uptime [%], time-frame = 65 ፬

(c) Uptime [%], time-frame = 90 ፬ (d) Uptime [%], time-frame = 120 ፬

Figure 6.7: Scatter diagrams of uptime [%], with varying time-frame

As mentioned before (section 5.1), the required time-frame for the set-down operation is 65 𝑠.
The scatter diagrams for different incoming wave directions with a time-frame of 65 𝑠 can be
found in Appendix A. The area below the blue line (Fig. 6.7b) marks the sea state for which
the uptime is larger then 10 %. The average waiting time before a weather window occurs is
576 𝑠. In figure 6.8 it can be observed that the average waiting time decreases when stating
a higher threshold of uptime percentage.

Figure 6.8: Average waiting time before a time-frame occurs depending on uptime percentage
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6.4. Average waiting on weather with new time-frame
Now the WTG lift with a duration of 4 hours is replaced with a duration of 1 hour, combined
with a WTG set-down of 65 𝑠 plus 576 𝑠 (the average waiting time a window occurs). Unfor-
tunately, with the way the sequence tool is modeled it will not see a difference between a step
duration of three hours and 65 𝑠 (Fig. 6.2). Therefore, inserting a step duration of 65 𝑠 will
not affect the calculated WoW time.

An alternative way to include the velocity limit for the set-down with a duration of 65 𝑠, is
to modify the inserted environment in the sequence tool. An extra criteria is added in the
environment document called ‘unity check’. This unity check is the value of the Hs of the
environment document divided by (the vector of) the blue line of figure 6.7b. If the value of
the unity check is below one, it means the condition of staying below the velocity threshold
is met (Appendix A.6). It also means that the uptime is larger than 10 % and the average
waiting time before this operation can be started is 576 𝑠. Finally, the operational limit for
the set-down moment is that the unity check should be below 1.

Figure 6.9: Average WoW per installation step, WTG set-down = 65 s

It can be observed that the average WoW of the ‘WTG set-down’ operation is drastically
reduced. The average waiting time before a time frame of 65 𝑠 is included in the calculation.
Furthermore, the average WoW of the ‘WTG lift’ is partly increased. Perhaps, the operational
limits of this step are on the conservative side.

6.5. Total installation time for installation entire wind farm
The output file of the sequence tool states the average total operation time including WoW per
each of the 440 steps, for starting in every month of the year. The start date of each step can
be calculated if the average operation time including WoW is added to the step before. This
resulted in figure 6.10. It can be noted that a whole day of waiting of weather for installing
one turbine is very significant. The total installation time with the new time-frame of ‘WTG
set-down’, is depicted in figure 6.11. Here ‘WTG lift’ is split up in 1 hour combined with
WTG set-down (duration = 65 𝑠).

Table 6.1: Total WoW days, OWF size = 80 WTGs

Month Start
Installation

WoW Standard
[days]

WoW New
[days]

Difference WoW
Stand. - New [days]

Jan 136 125 11
Feb 112 100 12
Mar 90 76 14
Apr 75 55 20
May 105 49 56
Jun 107 82 25
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Figure 6.10: Total installation time incl. WoW

Figure 6.11: Total installation time incl. WoW, shorter time-frame





7
Conclusions and recommendations

In section 1.4 the main research objective for this thesis is formulated as: ‘Determine the
economic and technical feasibility for Heerema to enter the offshore wind industry’. In this
chapter conclusions and recommendations regarding the research question are formulated.
The conclusions are split up in three sections, of which each section answers a sub-objective.
The first section is on the attractiveness of the offshore wind market (section 7.1.1), the
second section is on the installation costs related to logistical methods (section 7.1.2) and
the third section is on the influence of wave forecast on the workability of installing a fully-
assembled 10 MW WTG with a SSCV (section 7.1.3). The recommendations are given in
section 7.2.

7.1. Conclusions
For the analysis of the offshore wind market as a business environment (Chapter 2), the
theoretical framework ‘PESTLE’ is applied. Through the application of the ‘Porter’s Five
Forces’ model, the competitive position of Heerema as an potential entrant to the offshore
wind market is analyzed. In Chapter 4 the installation costs are calculated using the current
version of the ECN Install Tool. With LiftDyn the modeshapes the free-hanging WTG are
computed, in order to review the risk on resonance (Chapter 5). In Chapter 5 OrcaFlex is
used to simulate impact loads during the set-down moment. In order to analyze the influence
of the required time-frame for the WTG set-down, a model was build in Matlab (Chapter 6).
With the Sequence Tool, the installation time including the waiting on weather was calculated
(Chapter 6).

7.1.1. Offshore wind market

As the offshore windmarket in the North Sea is rapidly evolving, it is important to comprehend
the factors influencing the industry’s further development and internal competition. The
following conclusions can be drawn:

• The offshore wind market in the North Sea as a business environment is evaluated to be
attractive. Additionally, there is a large potential for building new OWFs in the North Sea
and the governmental support is significant and assumed to be stable in the future. The
trends that OWF development moves into deeper waters and further offshore, as well as
the increase in size of wind turbines are all positive for floating installation vessels with
larger crane capacity, as many JUVs have reached their maximum capacities.
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• Although the barriers to enter the OWE industry are high, the power of the OWF devel-
opers is significant and the price competition among installation operators is fierce, the
threat of alternative WTGs becoming mainstream is small due to economies of scale and
the enormous potential of new OWF development. There is an opportunity for Heerema
to enter the market with their SSCVs and focus on the installation of extra large WTGs
(≥10 MW).

7.1.2. Economic feasibility

The following can be concluded, after comparing different installation strategies for installing
offshore wind turbines:

• Based on the current ECN Tool (version 2.1) and the assumptions made in section 4.1, it
is economically feasible to use an SSCV for the installation of completely pre-assembled
wind turbines in a large OWF (>1500 MW). In the scenario used in the ECN Tool, the
duration of the WTG lift, installation and the SSCV sailing to the next TP should be less
than six hours.

7.1.3. Technical feasibility

The lifting of the WTG and the soft landing on the transition piece are crucial operations with
high operational limits, when utilizing a floating installation vessel. In order to optimize the
workability, the effects of a 2 minute wave and motion forecast are analyzed. The following
conclusions can be drawn:

• With the use of a 2 minute wave and motion forecast, the waiting on weather for the
‘WTG lift’ and ‘WTG set-down’ on the TP can be reduced from 28 hours per turbine
to 7 hours for the ‘WTG lift’ and 48 minutes for the ’WTG set-down’ (on average of 5
months).

• With the use of a 2 minute wave and motion forecast, the impact load on the bottom of
the tower and the TP can be reduced by 13 % by choosing an optimal sea elevation for
the set-down moment.

7.2. Recommendations
In this study the attractiveness of the offshore wind market and the economic feasibility for
installing WTGs with a SSCV are analysed. Furthermore, the potential benefits of using a 2
minute wave and motion forecast are shown. Assumptions can be verified, implementation
should be investigated and other areas can be explored in order to optimize the wind turbine
installation. Therefore, some recommendations are given:

• As the offshore wind market is evaluated to be attractive for the coming years, it is
recommended to enter this industry as an installation operator, on the condition that
new developments in the market are watched closely.

• It is important to maintain close contact with the supplier of the WTGs, in order to
understand in which areas innovation is possible and to cooperatively develop an in-
stallation method feasible with floating vessels.

• The estimation of step durations and operational limits, has a large influence on the
analysis of installation time and accompanying costs (section 4.2). Therefore, a closer
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and more detailed cooperation with industry experts is required to estimate new dura-
tions more accurately.

• As the average waiting on weather time is relative high for the steps ‘Install Blade 3’
and ‘WTG lift’, it is recommended to investigate the influence on wave radar forecast
on these steps.

• In order to improve the accuracy of the RAO of the bottom of the tower, generated by
LiftDyn, wind loading should be implemented. Also the influence of wind loading on
WTG components during transportation and construction on the aft of the vessel should
be analyzed.

• Different options of a critical path for the installation of a wind farm can be explored,
such as combining two installation vessels or two cranes of one vessel for the construc-
tion of the WTG.

• It can be interesting to perform more research on the guidance of the tower to the TP,
because the OrcaFlex model showed that the pins could stab outside the buckets due
to hydrodynamic loading.

• Finally, in order to realize a reduction in the duration of ‘WTG set-down’, the imple-
mentation of wave radar technology should be investigated.
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Appendix A

A.1. Vessel characteristics

A.1.1. Deck configuration of pre-assembly strategies

Figure A.1: 5 Pieces Separately with Tower in 1
Piece, SeaInstaller – SeaJacks Figure A.2: Bunny Ear, Haliade - Alstom

Figure A.3: Rotor Star with Tower in 2 Pieces, Senvion
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A.1.2. Bolted connections

(a) Connection rotor-star assembly to nacelle (b) Connection blade to rotor

(c) Connection inside tower
(d) Openings for bolt connections of tower

Figure A.4: Bolted connections between WTG components

A.1.3. Vessel costs

Figure A.5: Costs per vessel type, based on known JUV day-rate

Assumptions made in costs:

• The costs of a jack-up vessel are derived from an average of 7 vessels in the same class.
For the other vessels, the same distribution is taken. The estimations of day rates of
other vessels are checked with industry experts from ECN and HMC.

• Fixed costs: The ’booking’ costs for reserving the vessel. This is assumed to be 2.4 times
the day rate.
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• Grillage: 375,000 €. It is assumed that a grillage for components is 80% of the costs of
a grillage for a complete pre-assembled wind turbine.

• MOB/ DEMOB: (14 day rate vessel) + (# of WTGs on board grillage cost). These are
the costs to prepare the vessel for operation, installing the grillages etc. For a vessel it
is assumed that 2 weeks of preparations are necessary, for vessel in combination with
a feeder barge 1 week of preparation are considered to be necessary.

• Day rate waiting: It is depending on the contract with the developer. It can be 80%, but
for the performed cases it is assumed to be 100%.

• Barge: 17,700 €/ day. It is assumed this price includes 1 tug boat.
• Port: The cost of the operation bases will be assumed to be the same for all 3 ports at a
day rate of € 15,000/day. In reality this will be dependent on the quay length and the
tonnage per square meter the quay area can handle.

• During the installation is it assumed working shifts can be filled 24/7.
• It is assumed there are no permit constraints for the installation of wind turbines.

A.1.4. Step duration for a jack-up vessel

The duration per installation step for installing an offshore wind turbine with a jack-up vessel,
is in-house knowledge of ECN.

Table A.1: Duration per installation step of a jack-up vessel

JUV Operation Duration [min]
’Positioning’ 60
’Jacking-up’ 42
’Jacking-down’ 42
’Sailing within’ 60
’Mobilization’ 20160
’Installing tower’ 180
’Installing nacelle’ 150
’Installing blade’ 120
’Loading tower’ 180
’Loading nacelle’ 150
’Loading blade’ 120
’Installing rotor assembly’ 190
’Installing bunny ear assembly’ 200

merelvb
Rectangle



68 A. Appendix A

A.1.5. Sailing route from port to site location

For the estimation of the distance of sailing route from port to site location, ‘Google Earth’
is used. New shipping routes, published by Rijkswaterstaat, are taken into account.

Figure A.6: Example sailing route: from Vlissingen port to Borselle I & II (≈70 ፤፦)

Figure A.7: New shipping route for sailing in offshore wind farms
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A.2. Dimensions offshore wind turbine and lift-frame
Currently the largest wind turbine is designed by MHI Vestas and has a capacity of 9.5 MW
with a rotor diameter of 164 𝑚 [57]. It is an upgraded version of the originally 7 MW turbine
introduced in 2011. The orginally 7 MW was already designed for at least 8 MW, but an extra
2.5 MW of upscaled capacity was not expected by the industry. It shows that there is an range
of possible generators constructed in a wind turbine with the same physical dimensions of
tower, nacelle and blades. Because there is only information available on the 8 MW WTG
with a rotor diameter of 164 𝑚 (known as V164-8.0MW), this was taken as a starting point
for upscaling [58]. A study from the Technical University of Denmark (DTU) designed a
Reference Wind Turbine (RWT) of 10 MW, stated some of the dimensions: rotor diameter of
178.3 𝑚 and hub height of 119 𝑚 [59]. Also the mass of the tower, nacelle and blades where
stated: 605 𝑡, 446 𝑡 and 41 𝑡 respectively. The complete 10 MW wind turbine has a mass of
1174 𝑡. The unknown dimensions were linearly upscaled, resulting in dimensions presented
in table A.2. As the 10 MW RWT is originally upscaled from 7 MW, of which its dimensions
are also applicable for a 9.5 MW WTG, it can be assumed the calculated dimensions are
conservative. It can be assumed the dimensions of the 10 MW RWT could be valid with an
upgraded generator of 12.5 MW.

Table A.2: Dimensions of 10 MW RWT

Item Length [m] Width [m] Height [m] Weight [t]
Nacelle & Hub 23.0 9.8 10.4 446
Blade 89.2 5.3 6.7 41

Item Length [m] Bottom dia. [m] Top dia. [m] Weight [t]
Tower 119 7.6 5.6 605

The locations of the Center of Gravity (COG) per component were also linearly upscaled
(table A.3). The COG of the tower and blade are at 40% and 25% of their total length re-
spectively. It is assumed the COG of the blade is centered to simplify the calculations of the
radii of gyration, but in reality it is positioned at around 5% of its width.

Table A.3: COG per component of 10 MW RWT

Item Length [m] Width [m]
Nacelle & Hub 13 5
Blade 22 0
Tower 48 0
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The design of the lift-frame for the single-lift installation of a complete WTG (Fig. A.8) is
based upon the rigging arrangement used in the Hywind project [12]. The dimensions are
estimated at 30 𝑚 x 7 𝑚 x 4 𝑚 (L x W x H). The width of the frame is determined by the min-
imum allowable distance between the two cranes, to avoid collision of crane tips: the hoist
wires from the crane to the frame should be vertical. The vertical position of the lift-frame is
above the COG of the WTG to ensure stability. Four wires are connected from the lift-frame
to another lift-frame at the bottom of the tower.

Figure A.8: Conceptual design of lift-frame for single-lift installation of WTG
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A.3. Mode shapes computed with LiftDyn
From table A.4 the following can be noted:

• The mass distribution factors show the dominating motions that are induced by the
mode shapes. For example: the domination motions of the wind turbine for mode 8 are
sway and roll and for mode 9 pitch and heave.

• WTG is a rigid body; the dominating motions of mode shapes of the components of the
wind turbine resemble.

• Thialf responds very little to mode shapes ≥ 7 (Thialf is moved by eigen periods and max.
wave forces)

• Natural periods of pendulum are out of range from natural period wave spectrum North
Sea (peak: 8 -10 sec) Not for swell waves!

Table A.4: Example of three mode shape mass with distribution factors of the Thialf and three components of WTG

Mode Shape 7 8 9
%
Natural
Period [s] 15.7201 12.6936 4.4711

%
Scale Factor 1.00E+00 1.00E+00 1.00E+00
%
DX-Motion [m] of Body: Thialf 0.0078 0 -0.0166
DY-Motion [m] of Body: Thialf 0 -0.042 0
DZ-Motion [m] of Body: Thialf 0.127 -0.0001 -0.0003
RX-Motion [deg] of Body: Thialf 0.0001 0.2971 0
RY-Motion [deg] of Body: Thialf 0.3576 -0.0003 -0.0429
RZ-Motion [deg] of Body: Thialf 0 0.0747 0
DX-Motion [m] of Body: Nacelle -3.6191 0.0002 6.5495
DY-Motion [m] of Body: Nacelle 0.0017 8.9051 -0.0005
DZ-Motion [m] of Body: Nacelle 0.8024 0.0119 -0.0495
RX-Motion [deg] of Body: Nacelle 0.0001 0.7739 0.0008
RY-Motion [deg] of Body: Nacelle 4.2531 -0.0008 7.0914
RZ-Motion [deg] of Body: Nacelle 0.003 -0.1138 -0.2404
DX-Motion [m] of Body: Blade1 -2.9224 -0.0298 7.6468
DY-Motion [m] of Body: Blade1 0.0016 8.7785 -0.0006
DZ-Motion [m] of Body: Blade1 0.8024 -0.1912 -0.0497
RX-Motion [deg] of Body: Blade1 0.0001 0.7739 0.0008
RY-Motion [deg] of Body: Blade1 4.2531 -0.0008 7.0914
RZ-Motion [deg] of Body: Blade1 0.003 -0.1138 -0.2404
DX-Motion [m] of Body: Tower -8.9192 0.0012 -2.2876
DY-Motion [m] of Body: Tower 0.0018 9.8696 0.0005
DZ-Motion [m] of Body: Tower 0.8024 0.0119 -0.0495
RX-Motion [deg] of Body: Tower 0.0001 0.7739 0.0008
RY-Motion [deg] of Body: Tower 4.2531 -0.0008 7.0914
RZ-Motion [deg] of Body: Tower 0.003 -0.1138 -0.2404

merelvb
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A.4. Impact loads on buckets during set-down
Impact loads of 1 simulation for sea state 𝐻𝑠 ∶ 2.5𝑚, 𝑇𝑝 ∶ 6𝑠. The bucket is geometrically
divided in 2 pieces, a cone on top to guide the pin and a cylinder below. From Figure A.15
and A.16 it can be observed that the horizontal impact load on the cylinder of the right bucket
is significant (25 times larger than the maximum vertical impact load on the spring/ damper
unit at the bottom of the bucket). It is recommended to improve the design of the buckets,
and investigate how much the steel of the bucket may deform at maximum.

Figure A.9: Time-series of vertical impact load
on TP (kN)

Figure A.10: Time-series of vertical impact load
on right bucket (kN)

Figure A.11: Time-series of impact load on cone
of right bucket (kN)

Figure A.12: Time-series of impact load on
cylinder of right bucket (kN)
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Figure A.13: Time-series of impact load on cone of
right bucket in x-direction (kN)

Figure A.14: Time-series of impact load on cone of
right bucket in y-direction (kN)

Figure A.15: Time-series of impact load on
cylinder of right bucket in x-direction (kN)

Figure A.16: Time-series of impact load on
cylinder of right bucket in y-direction (kN)
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A.5. Tension hoist wires
Tension in Hoist Wires of 1 simulation for sea state 𝐻𝑠 ∶ 2.5𝑚, 𝑇𝑝 ∶ 6𝑠. It can be observed that
after 80 𝑠, there is no tension in the hoist wires and therefore they hang ‘slag’.

Figure A.17: Time-series of tension in hoist wire
on port side crane(kN)

Figure A.18: Time-series of tension in hoist wire
on star board crane (kN)
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A.6. Unity check for modified environment
The environment data set is modified by including an extra column, called ‘unity check’.
A vector, ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗Hs, limit , is produced from the sea state limit for which the uptime percentage is
larger than 10 % (Fig. 6.7b).

Unity check = Hs, environment
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗Hs, limit

(A.1)

If 𝑈𝐶 > 1 = the operation cannot start, and if 𝑈𝐶 < 1 = the operation can start.

Figure A.19: Time trace of Hs,environment (orange) and Hs,limit (blue)

Figure A.20: Zoomed-in time trace of Hs,environment (orange) and Hs,limit (blue)
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B.1. Matlab codes

B.1.1. Matlab code: generate data files as input for OrcaFlex
 

 

 

 

 

 

 

close all; clear all; clc; 

addpath('c:\data\merel\matlab\orcaflex\'); 

OFX_addpath; 

 
% user input 

varPath = '\\leinetapp1\condor\Tender Analysis\Student\Merel\Batch 

2\runs\'; 

nRuns = 50; 

Hss = 0.5;0.5:5; 

Tps = 4:1:10; 

  

m = ofxModel('base_model.dat'); 

 
%  Loop over the defined states and write variation 

mkdir(varPath); 

TR = hmcTimeRemaining(length(Hss)*length(Tps)); 

TR.start; 

  

for Hs = Hss 

        for Tp = Tps 

            m('Environment').WaveHs = Hs; 

            m('Environment').WaveTp = Tp; 

                for i=1:nRuns 

                    OFX_varyEnvironmentSeeds(m); 

                    filename = [varPath,'Hs_', 

num2str(Hs),'Tp',num2str(round(100*Tp)),'variation', num2str(i),'.dat']; 

                    m.SaveData(filename);       

                end 

            TR.oneDone; 

        end  

end 

 
% Copy any additional required files 

copyfile('post.py',varPath); 

 

 

Figure B.1: Matlab code: Create OrcaFlex input data files = 50 simulations per defined sea state
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B.1.2. Matlab code: Uptime analysis
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a
o
_
m
o
d
e
,
 
r
a
o
_
n
o
d
e
)
;
 

 
 

 
 
 
 
r
a
o
_
f
i
l
e
 
=
 
'
\
\
A
l
e
c
t
o
\
i
n
n
o
v
l
e
i
\
D
e
p
\
D
E
V
s
\
D
E
V
8
1
1
3
0
 
-
 
W
i
n
d
\
_
W
o
r
k
f
o
l
d
e
r
 
M
e
r
e
l
\
T
h
e
s
i
s
\
M
a
t
l
a
b
\
R
A
O
s
\
W
T
G
_
d
u
a
l
-
l
i
f
t
_
1
0
M
W
_
T
P
-

p
o
s
i
t
i
o
n
e
d
_
W
T
G
_
B
o
t
t
o
m
_
T
o
w
e
r
_
A
c
c
+
g
.
s
t
f
_
p
l
t
'
;
 

 
 
 
 
r
a
o
_
m
o
d
e
 
=
 
3
;
 
 
 
 
 
 
%
 
t
h
e
 
3
r
d
 
m
o
d
e
 
=
 
R
A
O
 
i
n
 
Z
-
d
i
r
e
c
t
i
o
n
 

 
 
 
 
r
a
o
_
n
o
d
e
 
=
 
1
;
 
 
 
 
 
 
%
 
t
h
e
 
f
i
r
s
t
 
p
o
i
 
i
n
 
t
h
e
 
l
i
f
t
d
y
n
 
f
i
l
e
 
(
u
s
u
a
l
l
y
 
t
h
e
r
e
 
i
s
 
o
n
l
y
 
o
n
e
 
a
n
y
w
a
y
s
)
 

 
 
 
 
r
a
o
_
A
c
c
z
 
=
 
h
m
c
R
A
O
.
c
r
e
a
t
e
F
r
o
m
L
i
f
t
d
y
n
(
r
a
o
_
f
i
l
e
,
 
r
a
o
_
m
o
d
e
,
 
r
a
o
_
n
o
d
e
)
;
 

 
 

 
 
 
 
%
 
s
e
l
e
c
t
 
r
a
o
 
f
o
r
 
o
n
e
 
w
a
v
e
d
i
r
e
c
t
i
o
n
 

 
 
 
 
%
w
a
v
e
d
i
r
 
 
 
 
 
 
 
 
 
=
 
0
;
 

 
 
 
 
i
r
a
o
 
 
 
 
 
 
 
 
 
 
 
 
=
 
f
i
n
d
(
r
a
o
_
z
.
d
b
_
h
e
a
d
i
n
g
s
 
=
=
 
w
a
v
e
d
i
r
)
;
 

 
 
 
 
s
e
l
e
c
t
_
r
a
o
_
z
 
 
 
 
=
 
r
a
o
_
z
.
d
b
_
a
m
p
l
i
t
u
d
e
(
i
r
a
o
,
:
)
;
 

 
 
 
 
s
e
l
e
c
t
_
p
h
a
s
e
_
z
 
 
=
 
r
a
o
_
z
.
d
b
_
p
h
a
s
e
(
i
r
a
o
,
:
)
;
 

 
 
 
 
s
e
l
e
c
t
_
r
a
o
_
v
z
 
 
 
=
 
r
a
o
_
v
z
.
d
b
_
a
m
p
l
i
t
u
d
e
(
i
r
a
o
,
:
)
;
 

 
 
 
 
s
e
l
e
c
t
_
p
h
a
s
e
_
v
z
 
=
 
r
a
o
_
v
z
.
d
b
_
p
h
a
s
e
(
i
r
a
o
,
:
)
;
 

 
 
 
 
s
e
l
e
c
t
_
r
a
o
_
A
c
c
z
 
 
 
=
 
r
a
o
_
A
c
c
z
.
d
b
_
a
m
p
l
i
t
u
d
e
(
i
r
a
o
,
:
)
;
 

 
 
 
 
s
e
l
e
c
t
_
p
h
a
s
e
_
A
c
c
z
 
=
 
r
a
o
_
A
c
c
z
.
d
b
_
p
h
a
s
e
(
i
r
a
o
,
:
)
;
 

Figure B.2: Matlab code: Uptime analysis (1/6)
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%
%
 
m
a
k
e
 
w
a
v
e
 
s
p
e
c
t
r
u
m
 

 
 
 
 
%
H
s
 
=
 
2
;
 

 
 
 
 
%
T
p
 
=
 
8
;
 

 
 
 
 
g
a
m
m
a
 
=
 
2
;
 

 
 
 
 
o
m
e
g
a
 
=
 
r
a
o
_
z
.
d
b
_
o
m
e
g
a
;
 

 
 
 
 
S
w
a
v
e
 
=
 
w
a
v
e
s
p
e
c
t
r
u
m
(
H
s
,
T
p
,
g
a
m
m
a
,
o
m
e
g
a
)
;
 

 
 
 
 
%
%
 
m
a
k
e
 
r
e
s
p
o
n
s
e
 
s
p
e
c
t
r
u
m
 

 
 
 
 
S
r
e
s
p
_
z
 
 
=
 
S
w
a
v
e
.
*
s
e
l
e
c
t
_
r
a
o
_
z
.
^
2
;
 

 
 
 
 
S
r
e
s
p
_
v
z
 
=
 
S
w
a
v
e
.
*
s
e
l
e
c
t
_
r
a
o
_
v
z
.
^
2
;
 

 
 
 
 
S
r
e
s
p
_
v
z
2
=
 
S
w
a
v
e
.
*
(
s
e
l
e
c
t
_
r
a
o
_
z
.
*
o
m
e
g
a
)
.
^
2
;
 

 
 
 
 
S
r
e
s
p
_
A
c
c
z
=
 
S
w
a
v
e
.
*
(
s
e
l
e
c
t
_
r
a
o
_
A
c
c
z
)
.
^
2
;
 

 
 
 
 
S
r
e
s
p
_
A
c
c
z
2
=
 
S
w
a
v
e
.
*
(
s
e
l
e
c
t
_
r
a
o
_
z
.
*
o
m
e
g
a
.
^
2
)
.
^
2
;
 

 
 

 
 
 
 
%
%
 
n
o
w
 
p
l
o
t
 
a
l
l
 
c
o
m
p
o
n
e
n
t
s
 

 
 
 
 
f
i
g
u
r
e
(
1
)
 

 
 
 
 
s
p
1
 
=
 
s
u
b
p
l
o
t
(
3
,
1
,
1
)
;
 
p
l
o
t
(
o
m
e
g
a
,
s
e
l
e
c
t
_
r
a
o
_
z
,
o
m
e
g
a
,
s
e
l
e
c
t
_
r
a
o
_
v
z
,
 
o
m
e
g
a
,
s
e
l
e
c
t
_
r
a
o
_
A
c
c
z
)
,
 
t
i
t
l
e
(
'
R
A
O
 
T
o
w
e
r
_
{
b
o
t
t
o
m
}
'
)
,
 

x
l
a
b
e
l
(
'
F
r
e
q
u
e
n
c
y
 
[
r
a
d
/
s
]
'
,
 
'
F
o
n
t
S
i
z
e
'
,
 
6
)
,
 
y
l
a
b
e
l
(
'
Z
 
m
o
t
i
o
n
 
R
.
A
.
O
 
[
m
/
m
]
'
,
 
'
F
o
n
t
S
i
z
e
'
,
 
6
)
 

 
 
 
 
s
p
2
 
=
 
s
u
b
p
l
o
t
(
3
,
1
,
2
)
;
 
p
l
o
t
(
o
m
e
g
a
,
S
w
a
v
e
)
,
 
t
i
t
l
e
(
s
p
r
i
n
t
f
(
'
S
e
a
 
e
l
e
v
a
t
i
o
n
:
 
H
s
=
%
3
.
1
f
m
,
 
T
p
=
%
2
.
0
f
s
'
,
H
s
,
T
p
)
)
,
 
x
l
a
b
e
l
(
'
F
r
e
q
u
e
n
c
y
 
[
r
a
d
/
s
]
'
,
 

'
F
o
n
t
S
i
z
e
'
,
 
6
)
,
 
y
l
a
b
e
l
(
'
S
p
e
c
t
r
a
l
 
d
e
n
s
i
t
y
 
[
m
^
2
 
S
]
'
,
 
'
F
o
n
t
S
i
z
e
'
,
 
6
)
 

 
 
 
 
s
p
3
 
=
 
s
u
b
p
l
o
t
(
3
,
1
,
3
)
;
 
p
l
o
t
(
o
m
e
g
a
,
S
r
e
s
p
_
z
,
o
m
e
g
a
,
S
r
e
s
p
_
v
z
,
o
m
e
g
a
,
S
r
e
s
p
_
v
z
2
,
'
c
:
'
)
,
 
t
i
t
l
e
(
'
R
e
s
p
o
n
s
e
 
T
o
w
e
r
_
{
b
o
t
t
o
m
}
'
)
,
 
 
x
l
a
b
e
l
(
'
F
r
e
q
u
e
n
c
y
 

[
r
a
d
/
s
]
'
,
 
'
F
o
n
t
S
i
z
e
'
,
 
6
)
,
 
y
l
a
b
e
l
(
'
Z
 
m
o
t
i
o
n
 
r
e
s
p
o
n
s
e
 
(
S
D
A
)
[
m
]
'
,
 
'
F
o
n
t
S
i
z
e
'
,
 
6
)
 

 
 

 
 
 
 
 
%
 
m
a
k
e
 
t
i
m
e
 
s
e
r
i
e
s
,
 
b
a
s
e
d
 
o
n
 
i
f
f
t
 
(
b
a
s
e
d
 
o
n
 
'
g
e
n
w
a
v
e
.
m
'
)
 

 
 
 
 
%
 
d
e
f
i
n
e
 
t
 
&
 
d
t
 

 
 
 
 
d
t
 
=
 
0
.
1
;
 

 
 
 
 
t
 
 
=
 
0
:
d
t
:
9
0
0
0
;
 

 
 
 
 
%
 
n
o
w
 
m
a
k
e
 
n
e
w
_
o
m
e
g
a
 
b
a
s
e
d
 
o
n
 
t
 

 
 
 
 
N
 
 
 
 
 
=
 
l
e
n
g
t
h
(
t
)
;
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
%
 
n
u
m
b
e
r
 
o
f
 
s
a
m
p
l
e
s
 
[
-
]
 

 
 
 
 
d
w
 
 
 
 
=
 
2
*
p
i
/
m
a
x
(
t
)
;
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
%
 
f
r
e
q
u
e
n
c
y
 
s
t
e
p
 
[
r
a
d
/
s
]
 

 
 
 
 
n
e
w
_
o
m
e
g
a
 
=
 
0
:
d
w
:
(
N
-
1
)
*
d
w
;
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
%
 
f
r
e
q
u
e
n
c
y
 
v
e
c
t
o
r
 
[
r
a
d
/
s
]
 

 
 
 
 
%
 
c
r
e
a
t
e
 
n
e
w
 
r
e
s
p
o
n
s
e
 
s
p
e
c
t
r
u
m
,
 
b
a
s
e
d
 
o
n
 
n
e
w
_
o
m
e
g
a
 

 
 
 
 
S
r
e
s
p
_
z
_
n
e
w
 
=
 
i
n
t
e
r
p
1
(
o
m
e
g
a
,
S
r
e
s
p
_
z
,
n
e
w
_
o
m
e
g
a
,
'
l
i
n
e
a
r
'
,
'
e
x
t
r
a
p
'
)
;
 
 
 
 
 
 
 
 
 
 
 
%
 
Z
-
m
o
t
i
o
n
 

 
 
 
 
S
r
e
s
p
_
v
z
_
n
e
w
 
=
 
i
n
t
e
r
p
1
(
o
m
e
g
a
,
S
r
e
s
p
_
v
z
,
n
e
w
_
o
m
e
g
a
,
'
l
i
n
e
a
r
'
,
'
e
x
t
r
a
p
'
)
;
 
 
 
 
 
 
 
 
 
%
 
Z
-
v
e
l
o
c
i
t
y
 

 
 
 
 
S
r
e
s
p
_
A
c
c
z
_
n
e
w
 
=
 
i
n
t
e
r
p
1
(
o
m
e
g
a
,
S
r
e
s
p
_
A
c
c
z
,
n
e
w
_
o
m
e
g
a
,
'
l
i
n
e
a
r
'
,
'
e
x
t
r
a
p
'
)
;
 
 
 
 
 
%
 
Z
-
a
c
c
e
l
e
r
a
t
i
o
n
 

 
 
 
 
%
 
i
n
t
e
r
p
o
l
a
t
e
 
p
h
a
s
e
s
 

 
 
 
 
P
h
a
s
e
_
z
 
 
=
 
i
n
t
e
r
p
1
(
o
m
e
g
a
,
s
e
l
e
c
t
_
p
h
a
s
e
_
z
,
n
e
w
_
o
m
e
g
a
,
'
l
i
n
e
a
r
'
,
'
e
x
t
r
a
p
'
)
'
;
 
 
 
 
 
 
%
 
P
h
a
s
e
 
Z
-
m
o
t
i
o
n
 
i
n
t
e
r
p
o
l
a
t
e
d
 

 
 
 
 
P
h
a
s
e
_
v
z
 
=
 
i
n
t
e
r
p
1
(
o
m
e
g
a
,
s
e
l
e
c
t
_
p
h
a
s
e
_
v
z
,
n
e
w
_
o
m
e
g
a
,
'
l
i
n
e
a
r
'
,
'
e
x
t
r
a
p
'
)
'
;
 
 
 
 
 
%
 
Z
-
v
e
l
o
c
i
t
y
 

 
 
 
 
P
h
a
s
e
_
A
c
c
z
 
=
 
i
n
t
e
r
p
1
(
o
m
e
g
a
,
s
e
l
e
c
t
_
p
h
a
s
e
_
A
c
c
z
,
n
e
w
_
o
m
e
g
a
,
'
l
i
n
e
a
r
'
,
'
e
x
t
r
a
p
'
)
'
;
 
%
 
Z
-
a
c
c
e
l
e
r
a
t
i
o
n
 

 
 
 
 
%
 

%
 
 
 
 
 
s
u
b
p
l
o
t
(
3
,
1
,
3
)
,
 
h
o
l
d
 
o
n
,
 
p
l
o
t
(
n
e
w
_
o
m
e
g
a
,
S
r
e
s
p
_
z
_
n
e
w
,
'
r
-
.
'
)
,
 
h
o
l
d
 
o
f
f
 

 
 
 
 
S
D
A
z
 
=
 
4
*
s
q
r
t
(
t
r
a
p
z
(
n
e
w
_
o
m
e
g
a
,
S
r
e
s
p
_
z
_
n
e
w
)
)
;
 

 
 
 
 
%
%
 
T
i
m
e
 
s
e
r
i
e
s
 
 

 
 
 
 
%
 
t
i
m
e
 
t
r
a
c
e
 
Z
-
m
o
t
i
o
n
 

 
 
 
 
r
n
g
(
1
2
3
4
5
)
 

 
 
 
 
F
w
a
v
e
 
=
 
2
*
p
i
*
r
a
n
d
(
N
,
1
)
;
 
 
 
 
 
%
 
r
a
n
d
o
m
 
p
h
a
s
e
 
u
n
i
f
o
r
m
l
y
 
d
i
s
t
r
i
b
u
t
e
d
 
(
0
,
1
)
 

 
 
 
 
[
o
m
_
D
F
T
z
,
D
F
T
z
]
 
=
 
m
a
t
f
f
t
(
n
e
w
_
o
m
e
g
a
'
,
S
r
e
s
p
_
z
_
n
e
w
'
,
(
F
w
a
v
e
+
P
h
a
s
e
_
z
)
*
1
8
0
/
p
i
,
1
)
;
 
 
%
 
f
r
o
m
 
 

 
 
 
 
[
t
,
Z
_
r
e
s
p
o
n
s
e
]
 
=
 
m
a
t
f
f
t
(
o
m
_
D
F
T
z
,
D
F
T
z
,
3
)
;
 

  

Figure B.3: Matlab code: Uptime analysis (2/6)
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%
 
t
i
m
e
 
t
r
a
c
e
 
Z
-
v
e
l
o
c
i
t
y
 

 
 
 
 
[
o
m
_
D
F
T
v
z
,
D
F
T
v
z
]
 
=
 
m
a
t
f
f
t
(
n
e
w
_
o
m
e
g
a
'
,
S
r
e
s
p
_
v
z
_
n
e
w
'
,
(
F
w
a
v
e
+
P
h
a
s
e
_
v
z
)
*
1
8
0
/
p
i
,
1
)
;
 
 
%
 
f
r
o
m
 
 

 
 
 
 
[
t
,
V
z
_
r
e
s
p
o
n
s
e
]
 
=
 
m
a
t
f
f
t
(
o
m
_
D
F
T
v
z
,
D
F
T
v
z
,
3
)
;
 

 
 
 
 
%
 
V
e
l
o
c
i
t
y
 
b
a
s
e
d
 
o
n
 
g
r
a
d
i
e
n
t
 
o
f
 
Z
-
m
o
t
i
o
n
 

 
 
 
 
V
z
2
 
=
 
g
r
a
d
i
e
n
t
(
Z
_
r
e
s
p
o
n
s
e
,
t
)
;
 
%
 
o
n
l
y
 
f
o
r
 
c
h
e
c
k
i
n
g
 
p
u
r
p
o
s
e
s
 

 
 
 
 
%
 
t
i
m
e
 
t
r
a
c
e
 
Z
-
a
c
c
e
l
e
r
a
t
i
o
n
 

 
 
 
 
[
o
m
_
D
F
T
A
c
c
z
,
D
F
T
A
c
c
z
]
 
=
 
m
a
t
f
f
t
(
n
e
w
_
o
m
e
g
a
'
,
S
r
e
s
p
_
A
c
c
z
_
n
e
w
'
,
(
F
w
a
v
e
+
P
h
a
s
e
_
v
z
)
*
1
8
0
/
p
i
,
1
)
;
 
 
%
 
f
r
o
m
 
 

 
 
 
 
[
t
,
A
c
c
z
_
r
e
s
p
o
n
s
e
]
 
=
 
m
a
t
f
f
t
(
o
m
_
D
F
T
A
c
c
z
,
D
F
T
A
c
c
z
,
3
)
;
 

 
 
 
 
%
 
f
i
n
a
l
 
c
h
e
c
k
 
o
n
 
s
p
e
c
t
r
u
m
 

 
 
 
 
d
o
m
_
c
h
e
c
k
 
=
 
0
.
0
0
5
;
 

 
 
 
 
[
o
m
_
c
h
e
c
k
,
S
c
h
e
c
k
,
S
c
o
n
f
]
 
=
 
s
p
e
c
d
e
n
s
(
t
,
Z
_
r
e
s
p
o
n
s
e
,
d
o
m
_
c
h
e
c
k
)
;
 

 
 
 
 
s
u
b
p
l
o
t
(
3
,
1
,
3
)
,
 
h
o
l
d
 
o
n
,
 
p
l
o
t
(
o
m
_
c
h
e
c
k
,
S
c
h
e
c
k
,
'
m
.
'
,
o
m
_
c
h
e
c
k
,
S
c
h
e
c
k
-
S
c
o
n
f
,
'
k
:
'
,
o
m
_
c
h
e
c
k
,
S
c
h
e
c
k
+
S
c
o
n
f
,
'
k
:
'
)
,
 
h
o
l
d
 
o
f
f
 

 
 
 
 
x
l
i
m
(
[
0
 
1
.
6
]
)
,
 
%
y
l
i
m
(
[
0
 
0
.
2
]
)
 

 
 
 
 
l
e
g
e
n
d
(
s
p
1
,
'
Z
 
m
o
t
'
,
'
Z
 
v
e
l
'
,
'
Z
 
a
c
c
'
)
 

 
 
 
 
l
e
g
e
n
d
(
s
p
3
,
'
S
r
e
s
p
 
z
'
,
'
S
r
e
s
p
 
v
z
'
,
'
S
r
e
s
p
 
v
z
2
'
,
'
S
r
e
s
p
 
z
 
n
e
w
'
)
 

 
 

 
 
 
 
f
i
g
u
r
e
(
2
)
 

 
 
 
 
a
x
(
1
)
 
=
 
s
u
b
p
l
o
t
(
3
,
1
,
1
)
;
 
p
l
o
t
(
t
,
Z
_
r
e
s
p
o
n
s
e
)
,
 
t
i
t
l
e
(
s
p
r
i
n
t
f
(
'
T
i
m
e
 
s
e
r
i
e
s
 
Z
-
m
o
t
i
o
n
 
(
b
a
s
e
d
 
o
n
 
H
s
 
=
 
%
3
.
1
f
 
m
,
 
T
p
 
=
 
%
4
.
1
f
 
s
e
c
,
 
w
a
v
e
d
i
r
 
=
 

%
i
 
d
e
g
)
 
-
 
S
D
A
_
Z
 
=
 
%
3
.
1
f
m
'
,
H
s
,
T
p
,
w
a
v
e
d
i
r
,
S
D
A
z
)
)
,
 
 
x
l
a
b
e
l
(
'
T
i
m
e
 
[
s
]
'
,
 
'
F
o
n
t
S
i
z
e
'
,
 
6
)
,
 
y
l
a
b
e
l
(
'
Z
 
m
o
t
i
o
n
 
r
e
s
p
o
n
s
e
 
[
m
]
'
,
 
'
F
o
n
t
S
i
z
e
'
,
 
6
)
 

 
 
 
 
a
x
(
2
)
 
=
 
s
u
b
p
l
o
t
(
3
,
1
,
2
)
;
 
p
l
o
t
(
t
,
V
z
_
r
e
s
p
o
n
s
e
)
,
 
t
i
t
l
e
(
'
T
i
m
e
 
s
e
r
i
e
s
'
)
,
 
 
x
l
a
b
e
l
(
'
T
i
m
e
 
[
s
]
'
,
 
'
F
o
n
t
S
i
z
e
'
,
 
6
)
,
 
y
l
a
b
e
l
(
'
Z
 
v
e
l
o
c
i
t
y
 
r
e
s
p
o
n
s
e
 

[
m
/
s
]
'
,
 
'
F
o
n
t
S
i
z
e
'
,
 
6
)
 

 
 
 
 
a
x
(
3
)
 
=
 
s
u
b
p
l
o
t
(
3
,
1
,
3
)
;
 
p
l
o
t
(
t
,
A
c
c
z
_
r
e
s
p
o
n
s
e
)
,
 
t
i
t
l
e
(
'
T
i
m
e
 
s
e
r
i
e
s
'
)
,
 
 
x
l
a
b
e
l
(
'
T
i
m
e
 
[
s
]
'
,
 
'
F
o
n
t
S
i
z
e
'
,
 
6
)
,
 
y
l
a
b
e
l
(
'
Z
 
a
c
c
e
l
e
r
a
t
i
o
n
 

r
e
s
p
o
n
s
e
 
[
m
/
s
^
2
]
'
,
 
'
F
o
n
t
S
i
z
e
'
,
 
6
)
 

 
 
 
 
l
i
n
k
a
x
e
s
(
a
x
,
'
x
'
)
 

 
 
 
 
 
%
%
 
N
o
w
 
l
o
o
k
 
f
o
r
 
t
r
e
s
h
o
l
d
 
i
n
 
v
e
l
o
c
i
t
y
 

 
 
 
 
%
V
t
h
r
e
s
h
 
=
 
0
.
0
5
;
 
%
 
m
/
s
 

 
 
 
 
%
i
n
d
e
x
 
=
 
f
i
n
d
(
V
z
_
r
e
s
p
o
n
s
e
<
V
t
h
r
e
s
h
 
&
 
V
z
_
r
e
s
p
o
n
s
e
>
-
V
t
h
r
e
s
h
)
;
 
%
 
t
h
e
s
e
 
a
r
e
 
t
h
e
 
t
i
m
e
 
p
o
i
n
t
s
 
w
h
e
r
e
 
|
V
z
|
 
<
 
V
t
h
r
e
s
h
o
l
d
 

 
 
 
 
i
n
d
e
x
 
=
 
f
i
n
d
(
V
z
_
r
e
s
p
o
n
s
e
>
-
V
t
h
r
e
s
h
)
;
 
%
 
v
e
r
t
i
c
a
l
 
v
e
l
o
c
i
t
y
 
d
o
e
s
 
n
o
t
 
e
x
c
e
e
d
 
-
V
t
h
r
e
s
h
o
l
d
 

 
 
 
 
s
u
b
p
l
o
t
(
3
,
1
,
2
)
,
 
h
o
l
d
 
o
n
,
 
p
l
o
t
(
t
(
i
n
d
e
x
)
,
V
z
_
r
e
s
p
o
n
s
e
(
i
n
d
e
x
)
,
'
m
.
'
)
,
 
h
o
l
d
 
o
f
f
 

 
 
 
 
%
 
 

 
 
 
 
%
T
m
i
n
 
=
 
3
0
;
 
%
 
m
i
n
i
m
u
m
 
r
e
q
u
i
r
e
d
 
t
i
m
e
 
(
s
e
c
)
 
n
e
e
d
e
d
 
f
o
r
 
i
n
s
t
a
l
l
a
t
i
o
n
 

 
 
 
 
i
e
n
d
 
=
 
f
i
n
d
(
d
i
f
f
(
i
n
d
e
x
)
>
1
)
;
 
%
 
d
e
f
i
n
e
s
 
e
n
d
 
e
a
c
h
 
s
e
c
t
i
o
n
 
w
i
t
h
 
V
z
 
<
=
 
V
t
h
r
e
s
h
o
l
d
 

 
 
 
 
i
s
t
a
r
t
 
=
 
i
n
d
e
x
(
1
)
;
 

 
 
 
 
t
e
l
l
e
r
 
=
 
0
;
 

 
 
 
 
i
f
 
i
s
e
m
p
t
y
(
i
e
n
d
)
 
%
 
n
o
 
b
r
e
a
k
s
 
i
n
 
t
i
m
e
 
t
r
a
c
e
 

 
 
 
 
 
 
 
 
S
t
a
r
t
S
t
o
p
v
 
=
 
[
1
 
i
n
d
e
x
(
e
n
d
)
]
;
 

 
 
 
 
e
l
s
e
 

 
 
 
 
 
 
 
 
S
t
a
r
t
S
t
o
p
v
 
=
 
[
1
 
2
]
;
 

 
 
 
 
e
n
d
 

 
 
 
 
%
 

 
 
 
 
f
o
r
 
i
c
o
u
n
t
 
=
 
1
:
l
e
n
g
t
h
(
i
e
n
d
)
 

 
 
 
 
 
 
 
 
d
e
l
t
a
T
 
=
 
t
(
i
n
d
e
x
(
i
e
n
d
(
i
c
o
u
n
t
)
)
)
-
t
(
i
s
t
a
r
t
)
;
 

 
 
 
 
 
 
 
 
i
f
 
d
e
l
t
a
T
>
=
T
m
i
n
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
t
e
l
l
e
r
 
=
 
t
e
l
l
e
r
+
1
;
 

 
 
 
 
 
 
 
 
 
 
 
 
S
t
a
r
t
S
t
o
p
v
(
t
e
l
l
e
r
,
1
:
2
)
 
=
 
[
i
s
t
a
r
t
,
i
n
d
e
x
(
i
e
n
d
(
i
c
o
u
n
t
)
)
]
;
 

 
 
 
 
 
 
 
 
 
 
 
 
s
u
b
p
l
o
t
(
3
,
1
,
2
)
,
 
h
o
l
d
 
o
n
,
 

p
l
o
t
(
[
t
(
S
t
a
r
t
S
t
o
p
v
(
t
e
l
l
e
r
,
1
)
:
S
t
a
r
t
S
t
o
p
v
(
t
e
l
l
e
r
,
2
)
)
]
,
[
V
z
_
r
e
s
p
o
n
s
e
(
S
t
a
r
t
S
t
o
p
v
(
t
e
l
l
e
r
,
1
)
:
S
t
a
r
t
S
t
o
p
v
(
t
e
l
l
e
r
,
2
)
)
]
,
'
g
.
'
)
,
 
h
o
l
d
 
o
f
f
 

 
 
 
 
 
 
 
 
e
n
d
 

 
 
 
 
 
 
 
 
i
s
t
a
r
t
 
=
 
i
n
d
e
x
(
i
e
n
d
(
i
c
o
u
n
t
)
+
1
)
;
 
 
 
 
 

Figure B.4: Matlab code: Uptime analysis (3/6)
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e
n
d
 

  
 
 
 
%
 
c
h
e
c
k
 
l
a
s
t
 
p
a
r
t
 

 
 
 
 
 
 
 
 
d
e
l
t
a
T
 
=
 
t
(
i
n
d
e
x
(
e
n
d
)
)
-
t
(
i
s
t
a
r
t
)
;
 

 
 
 
 
 
 
 
 
i
f
 
d
e
l
t
a
T
>
=
T
m
i
n
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
t
e
l
l
e
r
 
=
 
t
e
l
l
e
r
+
1
;
 

 
 
 
 
 
 
 
 
 
 
 
 
S
t
a
r
t
S
t
o
p
v
(
t
e
l
l
e
r
,
1
:
2
)
 
=
 
[
i
s
t
a
r
t
,
i
n
d
e
x
(
e
n
d
)
]
;
 

 
 
 
 
 
 
 
 
 
 
 
 
s
u
b
p
l
o
t
(
3
,
1
,
2
)
,
 
h
o
l
d
 
o
n
,
 

p
l
o
t
(
[
t
(
S
t
a
r
t
S
t
o
p
v
(
t
e
l
l
e
r
,
1
)
:
S
t
a
r
t
S
t
o
p
v
(
t
e
l
l
e
r
,
2
)
)
]
,
[
V
z
_
r
e
s
p
o
n
s
e
(
S
t
a
r
t
S
t
o
p
v
(
t
e
l
l
e
r
,
1
)
:
S
t
a
r
t
S
t
o
p
v
(
t
e
l
l
e
r
,
2
)
)
]
,
'
g
.
'
)
,
 
h
o
l
d
 
o
f
f
 

 
 
 
 
 
 
 
 
e
n
d
 
 
 
 
 

 
 
 
 
%
 

 
 
 
 
U
p
t
i
m
e
V
z
 
=
 
s
u
m
(
(
S
t
a
r
t
S
t
o
p
v
(
:
,
2
)
-
S
t
a
r
t
S
t
o
p
v
(
:
,
1
)
)
*
d
t
)
/
t
(
e
n
d
)
*
1
0
0
;
 

 
 
 
 
w
a
i
t
t
i
m
e
 
=
 
(
1
-
U
p
t
i
m
e
V
z
/
1
0
0
)
*
t
(
e
n
d
)
;
 

 
 
 
 
a
v
g
w
a
i
t
t
i
m
e
 
=
 
m
a
x
(
0
,
w
a
i
t
t
i
m
e
/
s
i
z
e
(
S
t
a
r
t
S
t
o
p
v
,
1
)
)
;
 

 
 
 
 
t
i
t
l
e
(
s
p
r
i
n
t
f
(
'
V
e
r
t
i
c
a
l
 
v
e
l
o
c
i
t
y
 
u
p
t
i
m
e
 
=
 
%
4
.
1
f
%
%
 
@
t
h
r
e
s
h
o
l
d
 
%
4
.
2
f
 
m
/
s
 
-
 
T
m
i
n
 
=
 
%
1
.
0
f
 
s
e
c
 
(
T
w
a
i
t
_
a
_
v
_
g
 
=
 
%
1
.
0
f
 
s
)
'
,
U
p
t
i
m
e
V
z
,
-

V
t
h
r
e
s
h
,
T
m
i
n
,
a
v
g
w
a
i
t
t
i
m
e
)
)
 

 
 
 
 
 
%
%
 
N
o
w
 
l
o
o
k
 
f
o
r
 
t
r
e
s
h
o
l
d
 
i
n
 
A
c
c
e
l
e
r
a
t
i
o
n
 

 
 
 
 
%
A
c
c
t
h
r
e
s
h
 
=
 
0
.
1
1
9
;
 
%
 
m
/
s
^
2
 

 
 
 
 
%
i
n
d
e
x
 
=
 
f
i
n
d
(
A
c
c
z
_
r
e
s
p
o
n
s
e
<
A
c
c
t
h
r
e
s
h
 
&
 
A
c
c
z
_
r
e
s
p
o
n
s
e
>
-
A
c
c
t
h
r
e
s
h
)
;
 
%
 
t
h
e
s
e
 
a
r
e
 
t
h
e
 
t
i
m
e
 
p
o
i
n
t
s
 
w
h
e
r
e
 
|
A
c
c
z
|
 
<
 
A
c
c
t
h
r
e
s
h
o
l
d
 

 
 
 
 
i
n
d
e
x
 
=
 
f
i
n
d
(
A
c
c
z
_
r
e
s
p
o
n
s
e
>
-
A
c
c
t
h
r
e
s
h
)
;
 
%
 
v
e
r
t
i
c
a
l
 
a
c
c
e
l
e
r
a
t
i
o
n
 
d
o
e
s
 
n
o
t
 
e
x
c
e
e
d
 
A
c
c
V
t
h
r
e
s
h
o
l
d
 

 
 
 
 
s
u
b
p
l
o
t
(
3
,
1
,
3
)
,
 
h
o
l
d
 
o
n
,
 
p
l
o
t
(
t
(
i
n
d
e
x
)
,
A
c
c
z
_
r
e
s
p
o
n
s
e
(
i
n
d
e
x
)
,
'
m
.
'
)
,
 
h
o
l
d
 
o
f
f
 

 
 
 
 
 

 
 
 
 
i
e
n
d
 
=
 
f
i
n
d
(
d
i
f
f
(
i
n
d
e
x
)
>
1
)
;
 
%
 
d
e
f
i
n
e
s
 
e
n
d
 
e
a
c
h
 
s
e
c
t
i
o
n
 
w
i
t
h
 
A
c
c
z
 
<
=
 
A
c
c
t
h
r
e
s
h
o
l
d
 

 
 
 
 
i
s
t
a
r
t
 
=
 
i
n
d
e
x
(
1
)
;
 

 
 
 
 
t
e
l
l
e
r
 
=
 
0
;
 

 
 
 
 
i
f
 
i
s
e
m
p
t
y
(
i
e
n
d
)
 
%
 
n
o
 
b
r
e
a
k
s
 
i
n
 
t
i
m
e
 
t
r
a
c
e
 

 
 
 
 
 
 
 
 
S
t
a
r
t
S
t
o
p
a
 
=
 
[
1
 
i
n
d
e
x
(
e
n
d
)
]
;
 

 
 
 
 
e
l
s
e
 

 
 
 
 
 
 
 
 
S
t
a
r
t
S
t
o
p
a
 
=
 
[
1
 
2
]
;
 

 
 
 
 
e
n
d
 

 
 
 
 
%
 

 
 
 
 
f
o
r
 
i
c
o
u
n
t
 
=
 
1
:
l
e
n
g
t
h
(
i
e
n
d
)
 

 
 
 
 
 
 
 
 
d
e
l
t
a
T
 
=
 
t
(
i
n
d
e
x
(
i
e
n
d
(
i
c
o
u
n
t
)
)
)
-
t
(
i
s
t
a
r
t
)
;
 

 
 
 
 
 
 
 
 
i
f
 
d
e
l
t
a
T
>
=
T
m
i
n
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
t
e
l
l
e
r
 
=
 
t
e
l
l
e
r
+
1
;
 

 
 
 
 
 
 
 
 
 
 
 
 
S
t
a
r
t
S
t
o
p
a
(
t
e
l
l
e
r
,
1
:
2
)
 
=
 
[
i
s
t
a
r
t
,
i
n
d
e
x
(
i
e
n
d
(
i
c
o
u
n
t
)
)
]
;
 

 
 
 
 
 
 
 
 
 
 
 
 
s
u
b
p
l
o
t
(
3
,
1
,
3
)
,
 
h
o
l
d
 
o
n
,
 

p
l
o
t
(
[
t
(
S
t
a
r
t
S
t
o
p
a
(
t
e
l
l
e
r
,
1
)
:
S
t
a
r
t
S
t
o
p
a
(
t
e
l
l
e
r
,
2
)
)
]
,
[
A
c
c
z
_
r
e
s
p
o
n
s
e
(
S
t
a
r
t
S
t
o
p
a
(
t
e
l
l
e
r
,
1
)
:
S
t
a
r
t
S
t
o
p
a
(
t
e
l
l
e
r
,
2
)
)
]
,
'
g
.
'
)
,
 
h
o
l
d
 
o
f
f
 

 
 
 
 
e
n
d
 

 
 
 
 
 
 
 
 
i
s
t
a
r
t
 
=
 
i
n
d
e
x
(
i
e
n
d
(
i
c
o
u
n
t
)
+
1
)
;
 
 
 
 
 

 
 
 
 
e
n
d
 

 
 
 
 
%
 
c
h
e
c
k
 
l
a
s
t
 
p
a
r
t
 

 
 
 
 
 
 
 
 
d
e
l
t
a
T
 
=
 
t
(
i
n
d
e
x
(
e
n
d
)
)
-
t
(
i
s
t
a
r
t
)
;
 

 
 
 
 
 
 
 
 
i
f
 
d
e
l
t
a
T
>
=
T
m
i
n
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
t
e
l
l
e
r
 
=
 
t
e
l
l
e
r
+
1
;
 

 
 
 
 
 
 
 
 
 
 
 
 
S
t
a
r
t
S
t
o
p
a
(
t
e
l
l
e
r
,
1
:
2
)
 
=
 
[
i
s
t
a
r
t
,
i
n
d
e
x
(
e
n
d
)
]
;
 

 
 
 
 
 
 
 
 
 
 
 
 
s
u
b
p
l
o
t
(
3
,
1
,
3
)
,
 
h
o
l
d
 
o
n
,
 

p
l
o
t
(
[
t
(
S
t
a
r
t
S
t
o
p
a
(
t
e
l
l
e
r
,
1
)
:
S
t
a
r
t
S
t
o
p
a
(
t
e
l
l
e
r
,
2
)
)
]
,
[
V
z
_
r
e
s
p
o
n
s
e
(
S
t
a
r
t
S
t
o
p
a
(
t
e
l
l
e
r
,
1
)
:
S
t
a
r
t
S
t
o
p
a
(
t
e
l
l
e
r
,
2
)
)
]
,
'
g
.
'
)
,
 
h
o
l
d
 
o
f
f
 

 
 
 
 
 
 
 
 
e
n
d
 

Figure B.5: Matlab code: Uptime analysis (4/6)
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%
 
 
 
 
 

 
 
 
 
U
p
t
i
m
e
A
c
c
 
=
 
s
u
m
(
(
S
t
a
r
t
S
t
o
p
a
(
:
,
2
)
-
S
t
a
r
t
S
t
o
p
a
(
:
,
1
)
)
*
d
t
)
/
t
(
e
n
d
)
*
1
0
0
;
 

 
 
 
 
t
i
t
l
e
(
s
p
r
i
n
t
f
(
'
V
e
r
t
i
c
a
l
 
A
c
c
 
u
p
t
i
m
e
 
=
 
%
4
.
1
f
%
%
 
@
t
h
r
e
s
h
o
l
d
 
%
5
.
3
f
 
m
/
s
^
2
 
-
 
T
m
i
n
 
=
 
%
1
.
0
f
 
s
e
c
'
,
U
p
t
i
m
e
A
c
c
,
-
A
c
c
t
h
r
e
s
h
,
T
m
i
n
)
)
 

 
 
 
 
%
 

 
 
 
 
%
P
D
F
n
a
m
e
 
=
 
s
p
r
i
n
t
f
(
'
H
s
%
3
.
1
f
m
_
T
p
%
3
.
1
f
s
_
W
d
i
r
%
i
d
e
g
_
V
l
i
m
%
4
.
2
f
m
p
s
_
A
l
i
m
%
5
.
3
f
m
p
s
c
_
T
m
i
n
%
i
s
.
P
D
F
'
,
H
s
,
T
p
,
w
a
v
e
d
i
r
,
V
t
h
r
e
s
h
,
A
c
c
t
h
r
e
s
h
,
T
m
i
n
)
;
 

 
 
 
 
%
o
r
i
e
n
t
 
t
a
l
l
 

 
 
 
 
%
p
r
i
n
t
(
'
-
d
p
d
f
'
,
[
'
F
i
g
u
r
e
s
\
'
,
P
D
F
n
a
m
e
]
)
 

 
 
 
 
%
 
 

 
 
 
 
r
u
n
t
e
l
l
e
r
 
=
 
r
u
n
t
e
l
l
e
r
+
1
;
 

 
 
 
 
R
e
s
u
l
t
(
r
u
n
t
e
l
l
e
r
,
:
)
 
=
 
[
H
s
,
T
p
,
w
a
v
e
d
i
r
,
T
m
i
n
,
V
t
h
r
e
s
h
,
A
c
c
t
h
r
e
s
h
,
U
p
t
i
m
e
V
z
,
U
p
t
i
m
e
A
c
c
,
S
D
A
z
,
a
v
g
w
a
i
t
t
i
m
e
]
;
 

 
 
 
 
%
 

 
 
 
 
t
o
c
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
e
n
d
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
e
n
d
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
e
n
d
 

 
 
 
 
 
 
 
 
 
 
 
 
e
n
d
 

 
 
 
 
 
 
 
 
e
n
d
 

 
 
 
 
e
n
d
 

%
%
 
s
a
v
e
 
r
e
s
u
l
t
s
 
w
i
t
h
o
u
t
,
 
(
'
R
e
s
u
l
t
_
i
n
c
l
w
a
v
e
d
i
r
'
)
 
 
 
 
 
 
 

 
 
 
 
s
a
v
e
(
'
R
e
s
p
o
n
s
e
_
R
e
s
u
l
t
s
_
0
d
e
g
_
6
5
s
.
m
a
t
'
,
'
R
e
s
u
l
t
'
)
 

 
%
%
 
e
n
d
 
c
a
s
e
 
'
m
a
k
e
d
a
t
a
'
 

c
a
s
e
 
'
a
n
a
l
y
z
e
d
a
t
a
'
 

 
 
 
 
%
%
 
n
o
w
 
m
a
k
e
 
s
u
r
f
a
c
e
 
p
l
o
t
s
 

 
 
 
 
l
o
a
d
(
'
R
e
s
p
o
n
s
e
_
R
e
s
u
l
t
s
_
0
d
e
g
_
a
l
l
t
i
m
e
f
r
a
m
e
s
.
m
a
t
'
)
 

 
 
 
 
%
 

 
 
 
 
%
R
e
s
u
l
t
 
=
 
R
e
s
p
o
n
s
e
_
R
e
s
u
l
t
s
_
i
n
c
l
w
a
v
e
d
i
r
_
f
r
a
m
e
6
5
s
;
 
%
 
u
s
e
 
t
h
i
s
 
w
h
e
n
 
a
l
l
 
d
a
t
a
 
i
s
 
g
e
n
e
r
a
t
e
d
 
f
o
r
 
m
o
r
e
 
t
h
a
n
 
1
 
w
a
v
e
d
i
r
 

 
 
 
 
%
R
e
s
u
l
t
 
=
 
[
R
e
s
u
l
t
(
:
,
1
:
2
)
 
z
e
r
o
s
(
l
e
n
g
t
h
(
R
e
s
u
l
t
)
,
1
)
 
R
e
s
u
l
t
(
:
,
4
:
8
)
]
;
 
%
 
u
s
e
 
t
h
i
s
 
o
n
 
o
r
i
g
i
n
a
l
 
d
a
t
a
 
f
o
r
 
w
a
v
e
d
i
r
 
=
 
0
;
 

 
 
 
 
%
 

 
 
 
 
V
t
h
r
e
s
h
 
=
 
0
.
0
4
;
 

 
 
 
 
A
c
c
t
h
r
e
s
h
 
=
 
0
.
1
1
9
;
 

 
 
 
 
%
 

 
 
 
 
f
o
r
 
w
a
v
e
d
i
r
 
=
 
0
 
%
:
4
5
:
1
8
0
 

 
 
 
 
f
o
r
 
T
m
i
n
 
=
 
1
5
:
1
5
:
1
2
0
 

 
 
 
 
 
 
 
 
i
n
d
e
x
 
=
 
f
i
n
d
(
R
e
s
u
l
t
(
:
,
3
)
=
=
w
a
v
e
d
i
r
 
&
 
R
e
s
u
l
t
(
:
,
4
)
=
=
T
m
i
n
 
&
 
R
e
s
u
l
t
(
:
,
5
)
=
=
V
t
h
r
e
s
h
 
&
 
R
e
s
u
l
t
(
:
,
6
)
=
=
A
c
c
t
h
r
e
s
h
)
;
 

 
 
 
 
 
 
 
 
V
z
_
u
p
 
=
 
R
e
s
u
l
t
(
i
n
d
e
x
,
7
)
;
 

 
 
 
 
 
 
 
 
A
c
_
u
p
 
=
 
R
e
s
u
l
t
(
i
n
d
e
x
,
8
)
;
 
 
 
 
 

 
 
 
 
 
 
 
 
%
 

 
 
 
 
 
 
 
 
H
s
 
=
 
u
n
i
q
u
e
(
R
e
s
u
l
t
(
:
,
1
)
)
;
 

 
 
 
 
 
 
 
 
T
p
 
=
 
u
n
i
q
u
e
(
R
e
s
u
l
t
(
:
,
2
)
)
;
 

 
 
 
 
 
 
 
 
%
 
n
o
w
 
t
r
a
n
s
f
o
r
m
 
a
r
r
a
y
 
o
f
 
V
z
_
u
p
 
t
o
 
m
a
t
r
i
x
 
V
z
_
u
p
_
m
a
t
r
i
x
 

 
 
 
 
 
 
 
 
f
o
r
 
i
h
s
 
=
 
1
:
l
e
n
g
t
h
(
H
s
)
 

 
 
 
 
 
 
 
 
 
 
 
 
f
o
r
 
i
t
p
 
=
 
1
:
l
e
n
g
t
h
(
T
p
)
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
i
l
o
o
k
u
p
 
=
 
f
i
n
d
(
R
e
s
u
l
t
(
i
n
d
e
x
,
1
)
=
=
H
s
(
i
h
s
)
 
&
 
R
e
s
u
l
t
(
i
n
d
e
x
,
2
)
=
=
T
p
(
i
t
p
)
)
;
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
V
z
_
U
p
_
m
a
t
r
i
x
(
i
t
p
,
i
h
s
)
 
=
 
V
z
_
u
p
(
i
l
o
o
k
u
p
)
;
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
e
n
d
 

 
 
 
 
 
 
 
 
e
n
d
 

 
 
 
 
 
 
 
 
%
 

 
 
 
 
 
 
 
 
s
u
r
f
(
T
p
,
H
s
,
V
z
_
U
p
_
m
a
t
r
i
x
'
)
 

 
 
 
 
 
 
 
 
v
i
e
w
(
0
,
9
0
)
 

Figure B.6: Matlab code: Uptime analysis (5/6)
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x
l
a
b
e
l
(
'
T
p
 
[
s
]
'
)
 

 
 
 
 
 
 
 
 
y
l
a
b
e
l
(
'
H
s
 
[
m
]
'
)
 

 
 
 
 
 
 
 
 
m
a
p
 
=
 
[
 
1
.
0
0
0
0
 
 
 
 
 
 
 
 
 
0
 
 
 
 
 
 
 
 
 
0
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1
.
0
0
0
0
 
 
 
 
0
.
3
5
2
9
 
 
 
 
 
 
 
 
 
0
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1
.
0
0
0
0
 
 
 
 
0
.
5
2
9
4
 
 
 
 
 
 
 
 
 
0
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1
.
0
0
0
0
 
 
 
 
0
.
7
0
5
9
 
 
 
 
 
 
 
 
 
0
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1
.
0
0
0
0
 
 
 
 
0
.
8
8
2
4
 
 
 
 
 
 
 
 
 
0
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
0
.
9
4
1
2
 
 
 
 
1
.
0
0
0
0
 
 
 
 
 
 
 
 
 
0
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
0
.
7
6
4
7
 
 
 
 
1
.
0
0
0
0
 
 
 
 
 
 
 
 
 
0
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
0
.
5
8
8
2
 
 
 
 
1
.
0
0
0
0
 
 
 
 
 
 
 
 
 
0
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
0
.
4
1
1
8
 
 
 
 
1
.
0
0
0
0
 
 
 
 
 
 
 
 
 
0
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
0
.
0
5
8
8
 
 
 
 
1
.
0
0
0
0
 
 
 
 
 
 
 
 
 
0
]
;
 

 
 
 
 
 
 
 
 
c
o
l
o
r
m
a
p
(
m
a
p
)
 

 
 
 
 
 
 
 
 
c
o
l
o
r
b
a
r
(
'
D
i
r
e
c
t
i
o
n
'
,
'
r
e
v
e
r
s
e
'
)
 

 
 
 
 
 
 
 
 
c
 
=
 
c
o
l
o
r
b
a
r
;
 

 
 
 
 
 
 
 
 
c
.
L
a
b
e
l
.
S
t
r
i
n
g
 
=
 
'
U
p
t
i
m
e
 
(
%
)
'
;
 

 
 
 
 
 
 
 
 
s
h
a
d
i
n
g
 
i
n
t
e
r
p
 

 
 
 
 
 
 
 
 
t
i
t
l
e
(
s
p
r
i
n
t
f
(
'
U
p
t
i
m
e
 
b
a
s
e
d
 
o
n
 
m
a
x
 
V
z
 
=
 
-
%
4
.
2
f
 
m
/
s
 
a
n
d
 
T
m
i
n
 
=
 
%
i
 
s
e
c
 
f
o
r
 
w
a
v
e
d
i
r
 
=
 
%
i
d
e
g
'
,
V
t
h
r
e
s
h
,
T
m
i
n
,
w
a
v
e
d
i
r
)
)
 

 
 
 
 
 
 
 
 
 
%
 
n
o
w
 
a
d
d
 
L
i
f
t
D
y
n
 
o
p
e
r
a
b
i
l
i
t
y
 

 
 
 
 
 
 
 
 
o
p
e
_
f
i
l
e
 
=
 
'
\
\
A
L
E
C
T
O
\
u
s
e
r
s
$
\
m
e
r
e
l
v
b
\
T
h
e
s
i
s
\
9
.
 
L
i
f
t
D
y
n
\
W
T
G
_
d
u
a
l
-
l
i
f
t
_
T
P
-
p
o
s
i
t
i
o
n
e
d
\
W
T
G
_
d
u
a
l
-
l
i
f
t
_
1
0
M
W
_
T
P
-
p
o
s
i
t
i
o
n
e
d
_
M
a
x
.
 
v
e
r
t
.
 

v
e
l
.
 
0
.
0
4
m
p
s
 
n
o
 
s
p
r
d
.
_
J
O
N
S
W
A
P
1
.
o
p
e
_
p
l
t
'
;
 
%
 
n
o
 
s
p
r
e
a
d
i
n
g
 

 
 
 
 
 
 
 
 
m
o
d
e
 
=
 
1
;
 
 
 
 
 
 
%
 
t
h
e
 
1
d
t
 
m
o
d
e
 
(
t
h
e
r
e
'
s
 
o
n
l
y
 
1
)
 

 
 
 
 
 
 
 
 
n
o
d
e
 
=
 
1
;
 
 
 
 
 
 
%
 
t
h
e
 
f
i
r
s
t
 
p
o
i
 
i
n
 
t
h
e
 
l
i
f
t
d
y
n
 
f
i
l
e
 
(
u
s
u
a
l
l
y
 
t
h
e
r
e
 
i
s
 
o
n
l
y
 
o
n
e
 
a
n
y
w
a
y
s
)
 

 
 

 
 
 
 
 
 
 
 
o
p
e
_
V
z
 
 
=
 
h
m
c
R
A
O
.
c
r
e
a
t
e
F
r
o
m
L
i
f
t
d
y
n
(
o
p
e
_
f
i
l
e
,
 
m
o
d
e
,
 
n
o
d
e
)
;
 

 
 
 
 
 
 
 
 
w
a
v
e
d
i
r
 
=
 
0
;
 

 
 
 
 
 
 
 
 
i
o
p
e
 
 
 
 
=
 
f
i
n
d
(
o
p
e
_
V
z
.
d
b
_
h
e
a
d
i
n
g
s
 
=
=
 
w
a
v
e
d
i
r
)
;
 

 
 
 
 
 
 
 
 
s
e
l
e
c
t
_
o
p
e
_
V
z
 
=
 
o
p
e
_
V
z
.
d
b
_
a
m
p
l
i
t
u
d
e
(
i
o
p
e
,
:
)
;
 

 
 
 
 
 
 
 
 
o
p
e
_
T
p
 
 
=
 
o
p
e
_
V
z
.
d
b
_
o
m
e
g
a
;
 

 
 
 
 
 
 
 
 
h
o
l
d
 
o
n
,
 
p
l
o
t
3
(
o
p
e
_
T
p
,
s
e
l
e
c
t
_
o
p
e
_
V
z
,
1
0
0
*
o
n
e
s
(
s
i
z
e
(
o
p
e
_
T
p
)
)
,
'
k
'
,
'
l
i
n
e
w
i
d
t
h
'
,
2
)
,
 
h
o
l
d
 
o
f
f
 

 
 
 
 
 
 
 
 
a
x
i
s
(
[
4
 
1
0
 
0
.
5
 
5
]
)
 

 
 
 
 
 
 
 
 
%
 

 
 
 
 
 
 
 
 
P
D
F
n
a
m
e
 
=
 
s
p
r
i
n
t
f
(
'
O
p
e
r
a
b
i
l
i
t
y
_
W
d
i
r
%
i
d
e
g
_
V
l
i
m
%
4
.
2
f
m
p
s
_
A
l
i
m
%
5
.
3
f
m
p
s
c
_
T
m
i
n
%
i
s
.
P
D
F
'
,
w
a
v
e
d
i
r
,
V
t
h
r
e
s
h
,
A
c
c
t
h
r
e
s
h
,
T
m
i
n
)
;
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
p
r
i
n
t
(
'
-
d
p
d
f
'
,
[
'
F
i
g
u
r
e
s
\
'
,
P
D
F
n
a
m
e
]
)
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
p
a
u
s
e
(
1
)
 

 
 
 
 
 
 
 
 
%
 
 
 
 
 

 
 
 
 
e
n
d
 
 
 
 
 
 
 
 
 

 
 
 
 
e
n
d
 

%
%
 
E
N
D
 
S
W
I
T
C
H
 

e
n
d
 

 
 

Figure B.7: Matlab code: Uptime analysis (6/6)
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B.1.3. Matlab code: Modify environment as input for Sequence Tool

          c
l
o
s
e
 
a
l
l
;
 
c
l
e
a
r
 
a
l
l
;
 
c
l
c
;
 
 

d
b
 
=
 
l
o
a
d
_
l
o
c
a
l
(
'
\
\
A
l
e
c
t
o
\
a
p
p
s
\
L
e
i
d
e
n
\
E
n
v
D
a
t
a
\
S
t
a
n
d
a
r
d
_
s
c
a
t
t
e
r
s
_
t
i
m
e
t
r
a
c
e
s
\
T
i
m
e
t
r
a
c
e
s
\
N
o
r
t
h
 
S
e
a
\
N
o
r
t
h
 
S
e
a
 

S
o
u
t
h
\
A
R
G
O
S
S
_
S
N
S
_
N
E
_
K
1
2
_
s
2
d
_
r
e
v
0
3
_
p
l
u
s
_
2
0
1
1
_
c
u
r
r
e
n
t
s
.
e
n
v
_
m
a
t
'
)
;
 

E
n
v
i
r
o
n
m
e
n
t
 
=
 
d
b
.
E
n
v
i
r
o
n
m
e
n
t
;
 

 
 

 
 

T
p
_
l
i
m
 
=
 
[
-
1
,
 
4
,
 
4
.
5
,
 
4
.
8
,
 
5
.
1
,
 
5
.
4
,
 
5
.
5
,
 
5
.
7
,
 
5
.
8
,
 
6
,
 
7
,
 
7
.
6
,
 
7
.
9
,
 
8
.
2
,
 
9
,
 
9
.
5
,
 
1
0
,
 
9
9
9
9
]
;
 

H
s
_
l
i
m
 
=
 
[
5
,
 
5
,
 
4
.
8
5
,
 
4
.
5
,
 
4
,
 
3
.
5
5
,
 
3
.
2
5
,
 
3
,
 
2
.
7
5
,
 
2
.
4
,
 
1
.
5
,
 
1
.
3
,
 
1
.
1
,
 
1
,
 
0
.
9
,
 
0
.
8
5
,
 
0
.
8
,
 
0
.
5
]
;
 

 
 

p
l
o
t
(
T
p
_
l
i
m
,
 
H
s
_
l
i
m
)
,
 
t
i
t
l
e
(
'
L
i
m
i
t
 
u
p
t
i
m
e
 
l
a
r
g
e
r
 
t
h
a
n
 
1
0
%
'
)
;
 

 
 

H
s
_
l
i
m
i
t
 
=
 
i
n
t
e
r
p
1
(
T
p
_
l
i
m
,
 
H
s
_
l
i
m
,
 
E
n
v
i
r
o
n
m
e
n
t
.
T
p
)
;
 

 
 

%
 
U
C
 
i
s
 
t
h
e
 
a
c
t
u
a
l
 
s
e
a
-
s
t
a
t
e
 
d
i
v
i
d
e
d
 
b
y
 
t
h
e
 
a
l
l
o
w
a
b
l
e
 
s
e
a
-
s
t
a
t
e
 

U
C
 
=
 
E
n
v
i
r
o
n
m
e
n
t
.
H
s
 
.
/
 
H
s
_
l
i
m
i
t
;
 

 
 

f
i
g
u
r
e
;
 

p
l
o
t
(
E
n
v
i
r
o
n
m
e
n
t
.
T
i
m
e
,
 
U
C
,
'
d
i
s
p
l
a
y
n
a
m
e
'
,
'
U
C
'
)
;
 
h
o
l
d
 
o
n
;
 

p
l
o
t
(
E
n
v
i
r
o
n
m
e
n
t
.
T
i
m
e
,
E
n
v
i
r
o
n
m
e
n
t
.
H
s
,
'
d
i
s
p
l
a
y
n
a
m
e
'
,
'
H
s
'
)
,
 
t
i
t
l
e
(
'
M
o
d
i
f
i
e
d
 
E
n
v
i
r
o
n
m
e
n
t
 
w
i
t
h
 
u
p
t
i
m
e
 
l
i
m
i
t
 
>
 
1
0
%
'
)
,
 
 
x
l
a
b
e
l
(
'
D
a
t
a
 

p
o
i
n
t
 
o
f
 
e
n
v
i
r
o
n
m
e
n
t
 
[
H
s
,
T
p
]
'
,
 
'
F
o
n
t
S
i
z
e
'
,
 
9
)
,
 
y
l
a
b
e
l
(
'
U
n
i
t
i
y
 
C
h
e
c
k
 
[
H
s
.
e
n
v
/
H
s
.
l
i
m
i
t
]
'
,
 
'
F
o
n
t
S
i
z
e
'
,
 
9
)
;
 

d
y
n
a
m
i
c
D
a
t
e
T
i
c
k
s
;
 

l
e
g
e
n
d
 
s
h
o
w
;
 
 

 
 

%
 
A
d
d
 
U
C
 
t
o
 
t
h
e
 
t
i
m
e
-
t
r
a
c
e
 

E
n
v
i
r
o
n
m
e
n
t
.
U
C
 
=
 
U
C
;
 

 
 

s
a
v
e
(
'
\
\
A
L
E
C
T
O
\
u
s
e
r
s
$
\
m
e
r
e
l
v
b
\
T
h
e
s
i
s
\
1
0
.
 
S
e
q
u
e
n
c
e
 
T
o
o
l
\
E
n
v
i
r
o
n
m
e
n
t
\
m
o
d
i
f
i
e
d
_
e
n
v
_
d
a
t
a
b
a
s
e
_
6
5
s
.
e
n
v
_
m
a
t
'
,
'
E
n
v
i
r
o
n
m
e
n
t
'
)
;
 

 

Figure B.8: Matlab code: Modify environment with unity check inserted, based on uptime (%) limit
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B.1.4. Matlab code: Generate dataset from result of OrcaFlex simulations
c
l
o
s
e
 
a
l
l
;
 
c
l
e
a
r
 
a
l
l
;
 
c
l
c
;
 

 
 

a
d
d
p
a
t
h
(
'
c
:
\
d
a
t
a
\
m
e
r
e
l
\
m
a
t
l
a
b
\
m
o
n
t
e
c
a
r
l
o
_
p
o
s
t
\
'
)
;
 

 
 

D
a
t
a
s
e
t
 
=
 
h
m
c
M
C
P
;
 

%
D
a
t
a
s
e
t
.
l
o
a
d
D
a
t
a
F
r
o
m
F
i
l
e
(
'
R
e
s
u
l
t
s
_
s
i
m
H
s
_
1
.
5
T
p
6
0
0
.
m
a
t
'
)
 

D
a
t
a
s
e
t
.
a
d
d
R
e
s
u
l
t
s
(
'
\
\
l
e
i
n
e
t
a
p
p
1
\
c
o
n
d
o
r
\
T
e
n
d
e
r
 
A
n
a
l
y
s
i
s
\
S
t
u
d
e
n
t
\
M
e
r
e
l
\
B
a
t
c
h
 
2
\
r
u
n
s
\
H
s
_
1
.
5
T
p
6
0
0
v
a
r
i
a
t
i
o
n
*
.
m
a
t
'
,
@
p
o
s
t
S
i
n
g
l
e
)
;
 

D
a
t
a
s
e
t
.
s
a
v
e
D
a
t
a
T
o
F
i
l
e
(
'
R
e
s
u
l
t
s
_
s
i
m
H
s
_
1
.
5
T
p
6
0
0
.
m
a
t
'
)
 

 
 

 
 
 

%
 
I
f
 
t
h
e
 
a
v
e
r
a
g
e
 
i
m
p
a
c
t
 
l
o
a
d
 
o
f
 
b
u
c
k
e
t
 
o
v
e
r
 
t
h
e
 
l
a
s
t
 
1
0
0
 
s
e
c
o
n
d
 
i
s
 
l
e
s
s
 
t
h
a
n
 
4
0
 
k
N
 

%
 
t
h
e
n
 
t
h
e
 
s
i
m
u
l
a
t
i
o
n
 
i
s
 
f
a
i
l
e
d
 

 
 

%
 
f
i
r
s
t
 
c
h
e
c
k
 
i
f
 
t
h
e
 
t
r
e
s
h
o
l
d
 
i
s
 
o
k
 

f
i
g
u
r
e
;
 

h
i
s
t
(
D
a
t
a
s
e
t
.
d
a
t
a
.
a
v
g
s
t
a
t
S
t
o
p
p
e
r
L
o
a
d
L
e
f
t
)
;
 

x
l
a
b
e
l
(
'
A
v
e
r
a
g
e
 
s
t
o
p
p
e
r
 
l
o
a
d
 
l
e
f
t
 
o
v
e
r
 
l
a
s
t
 
1
0
0
 
s
e
c
o
n
d
s
 
[
k
N
]
'
)
;
 

y
l
a
b
e
l
(
'
N
u
m
b
e
r
 
o
f
 
s
i
m
u
l
a
t
i
o
n
s
'
)
;
 

 
 

D
a
t
a
s
e
t
.
d
a
t
a
.
f
a
i
l
e
d
 
=
 
(
D
a
t
a
s
e
t
.
d
a
t
a
.
a
v
g
s
t
a
t
S
t
o
p
p
e
r
L
o
a
d
L
e
f
t
 
<
 
4
0
)
;
 

 
 

f
i
g
u
r
e
;
 

D
a
t
a
s
e
t
.
p
l
o
t
T
i
t
l
e
T
e
x
t
 
=
 
'
W
T
G
 
i
n
s
t
a
l
l
a
t
i
o
n
,
 
f
a
i
l
e
d
 
s
i
m
u
l
a
t
i
o
n
'
;
 

D
a
t
a
s
e
t
.
p
l
o
t
H
s
T
p
C
o
n
t
o
u
r
(
'
f
a
i
l
e
d
'
,
@
m
e
a
n
)
;
 

 
 

o
k
 
=
 
D
a
t
a
s
e
t
.
g
i
v
e
P
a
r
t
i
a
l
S
e
t
(
D
a
t
a
s
e
t
.
d
a
t
a
.
a
v
g
s
t
a
t
S
t
o
p
p
e
r
L
o
a
d
L
e
f
t
 
>
 
4
0
)
;
 
%
 
o
k
 
i
s
 
n
o
w
 
t
h
e
 
s
e
t
 

%
 
c
o
n
t
a
i
n
i
n
g
 
o
n
l
y
 
t
h
o
s
e
 
s
i
m
u
l
a
i
t
o
n
s
 
t
h
a
t
 
r
e
s
u
l
t
e
d
 
i
n
 
a
 
s
u
c
c
e
s
f
u
l
l
 

%
 
i
n
s
t
a
l
l
a
t
i
o
n
 

 
 

%
%
 
P
l
o
t
 
s
u
c
c
e
s
s
f
u
l
 
s
i
m
u
l
a
t
i
o
n
s
 

f
i
g
u
r
e
;
 

o
k
.
p
l
o
t
T
i
t
l
e
T
e
x
t
 
=
 
'
W
T
G
 
i
n
s
t
a
l
l
a
t
i
o
n
'
;
 

o
k
.
p
l
o
t
H
s
T
p
C
o
n
t
o
u
r
(
'
m
a
x
S
t
o
p
p
e
r
L
o
a
d
L
e
f
t
'
,
@
P
9
0
)
;
 

 
 

f
i
g
u
r
e
;
 

o
k
.
p
l
o
t
H
s
T
p
C
o
n
t
o
u
r
(
'
f
i
r
s
t
m
a
x
T
P
r
e
c
e
p
t
o
r
L
o
a
d
'
,
@
P
9
0
)
;
 

f
i
g
u
r
e
;
 

o
k
.
p
l
o
t
H
s
T
p
C
o
n
t
o
u
r
(
'
m
a
x
T
P
r
e
c
e
p
t
o
r
L
o
a
d
'
,
@
P
9
0
)
 

 
 

 f
i
g
u
r
e
;
 

H
s
 
=
 
1
;
 

T
p
 
=
 
7
;
 

o
k
.
p
l
o
t
D
i
s
t
r
i
b
u
t
i
o
n
(
'
m
a
x
S
t
o
p
p
e
r
L
o
a
d
L
e
f
t
'
,
'
H
s
'
,
H
s
,
'
T
p
'
,
T
p
)
;
 

  

Figure B.9: Matlab code: Create dataset from OrcaFlex simulations
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B.1.5. Matlab code: Function for post-retrieving data of OrcaFlex simulations

f
u
n
c
t
i
o
n
 
R
 
=
 
p
o
s
t
S
i
n
g
l
e
(
f
i
l
e
n
a
m
e
)
 

 
 
 
 
 
d
 
=
 
l
o
a
d
_
l
o
c
a
l
(
f
i
l
e
n
a
m
e
)
;
 

 
 
 
 
 
 
 

 
 
 
 
%
 
e
x
t
r
a
c
t
 
t
h
e
 
u
s
e
f
u
l
l
 
d
a
t
a
 
f
r
o
m
 
d
 
a
n
d
 
p
u
t
 
i
t
 
i
n
 
f
i
e
l
d
s
 
o
f
 
R
 

 
 
 
 
 

 
 

 
 
 
 
R
.
T
p
 
=
 
d
.
T
p
;
 

 
 
 
 
R
.
H
s
 
=
 
d
.
H
s
;
 

 
 
 
 
R
.
d
i
r
 
=
 
d
.
d
i
r
;
 

 
 
 
 
 

 
 
 
 
t
 
=
 
d
.
t
i
m
e
;
 

 
 
 
 
 

 
 
 
 
R
.
m
a
x
S
t
o
p
p
e
r
L
o
a
d
L
e
f
t
 
=
 
m
a
x
(
d
.
S
t
o
p
p
e
r
_
s
h
a
p
e
_
l
e
f
t
.
C
o
n
t
a
c
t
_
F
o
r
c
e
)
;
 

 
 
 
 
R
.
a
v
g
s
t
a
t
S
t
o
p
p
e
r
L
o
a
d
L
e
f
t
 
=
 
m
e
a
n
(
d
.
S
t
o
p
p
e
r
_
s
h
a
p
e
_
l
e
f
t
.
C
o
n
t
a
c
t
_
F
o
r
c
e
(
t
>
1
5
0
)
)
;
 

 
 
 
 
R
.
m
a
x
S
t
o
p
p
e
r
L
o
a
d
R
i
g
h
t
 
=
 
m
a
x
(
d
.
S
t
o
p
p
e
r
_
s
h
a
p
e
_
r
i
g
h
t
.
C
o
n
t
a
c
t
_
F
o
r
c
e
)
;
 

 
 
 
 
R
.
a
v
g
s
t
a
t
S
t
o
p
p
e
r
L
o
a
d
R
i
g
h
t
 
=
 
m
e
a
n
(
d
.
S
t
o
p
p
e
r
_
s
h
a
p
e
_
r
i
g
h
t
.
C
o
n
t
a
c
t
_
F
o
r
c
e
(
t
>
1
5
0
)
)
;
 

 
 
 
 
R
.
f
i
r
s
t
m
a
x
T
P
r
e
c
e
p
t
o
r
L
o
a
d
 
=
 
m
a
x
(
d
.
T
P
_
r
e
c
e
p
t
o
r
.
C
o
n
t
a
c
t
_
F
o
r
c
e
(
t
<
5
5
)
)
;
 

 
 
 
 
R
.
m
a
x
T
P
r
e
c
e
p
t
o
r
L
o
a
d
 
=
 
m
a
x
(
d
.
T
P
_
r
e
c
e
p
t
o
r
.
C
o
n
t
a
c
t
_
F
o
r
c
e
)
;
 

 
 
 
 
R
.
a
v
g
s
t
a
t
T
P
r
e
c
e
p
t
o
r
L
o
a
d
 
=
 
m
e
a
n
(
d
.
T
P
_
r
e
c
e
p
t
o
r
.
C
o
n
t
a
c
t
_
F
o
r
c
e
(
t
>
1
5
0
)
)
;
 
 
 
 

 
 
 
 
R
.
m
i
n
T
P
R
o
t
1
 
=
 
m
i
n
(
d
.
T
P
_
r
e
c
e
p
t
o
r
.
R
o
t
a
t
i
o
n
_
1
)
;
 

 
 
 
 
R
.
m
a
x
T
P
R
o
t
1
 
=
 
m
a
x
(
d
.
T
P
_
r
e
c
e
p
t
o
r
.
R
o
t
a
t
i
o
n
_
1
)
;
 

 
 
 
 
R
.
m
i
n
T
P
R
o
t
2
 
=
 
m
i
n
(
d
.
T
P
_
r
e
c
e
p
t
o
r
.
R
o
t
a
t
i
o
n
_
2
)
;
 

 
 
 
 
R
.
m
a
x
T
P
R
o
t
2
 
=
 
m
a
x
(
d
.
T
P
_
r
e
c
e
p
t
o
r
.
R
o
t
a
t
i
o
n
_
2
)
;
 

 
 
 
 
R
.
m
i
n
T
P
R
o
t
3
 
=
 
m
i
n
(
d
.
T
P
_
r
e
c
e
p
t
o
r
.
R
o
t
a
t
i
o
n
_
3
)
;
 

 
 
 
 
R
.
m
a
x
T
P
R
o
t
3
 
=
 
m
a
x
(
d
.
T
P
_
r
e
c
e
p
t
o
r
.
R
o
t
a
t
i
o
n
_
3
)
;
 

 
 
 
 
 
%
%
 
F
i
n
d
 
f
i
r
s
t
 
m
a
x
i
m
u
m
 
T
P
 
i
m
p
a
c
t
 
l
o
a
d
 
 

 
 
 
 
%
 
f
i
n
d
 
t
h
e
 
t
i
m
e
 
a
t
 
w
h
i
c
h
 
t
h
e
 
f
i
r
s
t
 
i
m
p
a
c
t
 
o
c
c
u
r
s
 

 
 
 
 
i
n
d
 
=
 
f
i
n
d
(
d
.
T
P
_
r
e
c
e
p
t
o
r
.
C
o
n
t
a
c
t
_
F
o
r
c
e
 
>
 
0
,
 
1
,
 
'
f
i
r
s
t
'
)
;
 

 
 
 
 
t
_
i
m
p
a
c
t
 
=
 
d
.
t
i
m
e
(
i
n
d
)
;
 

 
 
 
 
 

 
 
 
 
%
 
l
o
c
a
t
e
 
t
h
e
 
i
n
t
e
r
v
a
l
 
t
h
a
t
 
w
e
 
a
r
e
 
i
n
t
e
r
e
s
t
e
d
 
i
n
 

 
 
 
 
t
_
d
u
r
a
t
i
o
n
 
=
 
1
0
;
 
%
s
 

 
 
 
 
t
_
s
t
a
r
t
 
=
 
t
_
i
m
p
a
c
t
 
-
 
t
_
d
u
r
a
t
i
o
n
;
 

 
 
 
 
i
n
d
_
d
 
=
 
f
i
n
d
(
(
d
.
t
i
m
e
>
t
_
s
t
a
r
t
)
 
&
 
(
d
.
t
i
m
e
 
<
 
t
_
i
m
p
a
c
t
)
)
;
 

 
 
 
 
 

 
 
 
 
%
 
f
i
g
u
r
e
;
 

 
 
 
 
%
 
s
u
b
p
l
o
t
(
2
,
1
,
1
)
;
 

 
 
 
 
%
 
p
l
o
t
(
d
.
t
i
m
e
,
 
d
.
T
P
_
r
e
c
e
p
t
o
r
.
C
o
n
t
a
c
t
_
F
o
r
c
e
)
,
 
t
i
t
l
e
(
'
V
e
r
t
i
c
a
l
 
i
m
p
a
c
t
 
l
o
a
d
 
T
P
 
F
l
a
n
g
e
 
[
k
N
]
'
)
,
 
x
l
a
b
e
l
(
'
T
i
m
e
 
[
s
]
'
,
 
'
F
o
n
t
S
i
z
e
'
,
 

6
)
,
 
y
l
a
b
e
l
(
'
I
m
p
a
c
t
 
L
o
a
d
 
[
k
N
]
'
,
 
'
F
o
n
t
S
i
z
e
'
,
 
6
)
;
 

 
 
 
 
%
 
h
o
l
d
 
o
n
;
 

 
 
 
 
%
 
p
l
o
t
(
d
.
t
i
m
e
(
i
n
d
)
,
 
d
.
T
P
_
r
e
c
e
p
t
o
r
.
C
o
n
t
a
c
t
_
F
o
r
c
e
(
i
n
d
)
,
'
r
.
'
)
;
 
h
o
l
d
 
o
f
f
;
 

 
 
 
 
%
 

 
 
 
 
%
 
s
u
b
p
l
o
t
(
2
,
1
,
2
)
;
 

 
 
 
 
%
 
p
l
o
t
(
d
.
t
i
m
e
,
 
d
.
T
P
_
r
e
c
e
p
t
o
r
.
G
Z
_
V
e
l
o
c
i
t
y
)
,
 
t
i
t
l
e
(
'
V
e
r
t
i
c
a
l
 
v
e
l
o
c
i
t
y
 
o
f
 
T
o
w
e
r
_
{
b
o
t
t
o
m
}
 
[
m
/
s
]
'
)
,
 
x
l
a
b
e
l
(
'
T
i
m
e
 
[
s
]
'
,
 

'
F
o
n
t
S
i
z
e
'
,
 
6
)
,
 
y
l
a
b
e
l
(
'
V
e
r
t
i
c
a
l
 
v
e
l
o
c
i
t
y
[
m
/
s
]
'
,
 
'
F
o
n
t
S
i
z
e
'
,
 
6
)
;
 

 
 
 
 
%
 
h
o
l
d
 
o
n
;
 

 
 
 
 
%
 
p
l
o
t
(
d
.
t
i
m
e
(
i
n
d
_
d
)
,
 
d
.
T
P
_
r
e
c
e
p
t
o
r
.
G
Z
_
V
e
l
o
c
i
t
y
(
i
n
d
_
d
)
,
'
r
.
'
)
;
 
h
o
l
d
 
o
f
f
;
 

 
 
 
 
 

 

Figure B.10: Matlab code: Function for retrieving data of OrcaFlex simulations (1/2)
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f
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t
 

 
 
 
 
%
 
'
S
m
o
o
t
h
'
 
a
 
l
i
n
e
 
o
v
e
r
 
t
h
e
 
p
e
a
k
s
 

 
 
 
 
[
i
p
k
s
,
p
k
s
]
 
=
 
f
i
n
d
m
i
n
m
a
x
(
d
.
T
P
_
r
e
c
e
p
t
o
r
.
C
o
n
t
a
c
t
_
F
o
r
c
e
,
'
m
a
x
'
)
;
 

 
 
 
 
%
 
s
u
b
p
l
o
t
(
2
,
1
,
1
)
;
 
h
o
l
d
 
o
n
;
 

 
 
 
 
t
_
p
k
s
 
=
 
d
.
t
i
m
e
(
i
p
k
s
)
;
 

 
 
 
 
%
 
p
l
o
t
(
t
_
p
k
s
,
p
k
s
)
;
 

 
 
 
 
 

 
 
 
 
%
 
T
a
k
e
 
f
i
r
s
t
 
p
e
a
k
 
o
f
 
t
h
e
 
'
s
m
o
o
t
h
e
d
'
 
l
i
n
e
 

 
 
 
 
[
i
,
p
k
s
]
 
=
 
f
i
n
d
m
i
n
m
a
x
(
p
k
s
,
'
m
a
x
'
)
;
 

 
 
 
 
t
_
r
e
s
u
l
t
 
=
 
t
_
p
k
s
(
i
(
1
)
)
;
 

 
 
 
 
p
k
s
_
r
e
s
u
l
t
 
=
 
p
k
s
(
1
)
;
 

 
 
 
 
 

%
 
 
 
 
 
p
l
o
t
(
t
_
r
e
s
u
l
t
,
p
k
s
_
r
e
s
u
l
t
,
'
r
*
'
)
;
 
h
o
l
d
 
o
f
f
;
 

 
 
 
 
%
%
 
F
i
n
d
 
V
z
 
v
a
l
u
e
 
a
t
 
m
o
m
e
n
t
 
o
f
 
f
i
r
s
t
 
i
m
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a
c
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%
 
F
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n
d
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h
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t
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e
 
a
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t
h
e
 
V
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s
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r
t
s
 
t
o
 
i
n
c
r
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a
s
e
 
s
i
g
n
i
f
i
c
a
n
t
l
y
 

 
 
 
 
i
n
d
_
V
z
_
r
e
s
u
l
t
 
=
 
f
i
n
d
(
i
n
d
_
d
(
e
n
d
)
)
;
 
h
o
l
d
 
o
n
;
 

 
 
 
 
t
_
V
z
_
r
e
s
u
l
t
 
=
 
d
.
t
i
m
e
(
i
n
d
_
d
(
e
n
d
)
)
;
 

 
 
 
 
 

 
 
 
 
%
 
l
o
c
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t
e
 
t
h
e
 
v
a
l
u
e
 
o
f
 
V
z
 
a
t
 
t
h
e
 
m
o
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e
n
t
 
o
f
 
f
i
r
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t
 
i
m
p
a
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t
 

 
 
 
 
V
z
_
r
e
s
u
l
t
 
=
 
d
.
T
P
_
r
e
c
e
p
t
o
r
.
G
Z
_
V
e
l
o
c
i
t
y
(
i
n
d
_
d
(
e
n
d
)
)
;
 

 
 
 
 
 

 
 
 
 
%
 
s
u
b
p
l
o
t
(
2
,
1
,
2
)
;
 

 
 
 
 
%
 
p
l
o
t
(
d
.
t
i
m
e
,
 
d
.
T
P
_
r
e
c
e
p
t
o
r
.
G
Z
_
V
e
l
o
c
i
t
y
,
 
t
_
V
z
_
r
e
s
u
l
t
,
 
V
z
_
r
e
s
u
l
t
,
'
g
*
'
)
;
 
h
o
l
d
 
o
f
f
;
 
 
 

 
 
 
 
 
R
.
V
z
_
b
e
f
o
r
e
_
f
i
r
s
t
_
i
m
p
a
c
t
 
=
 
V
z
_
r
e
s
u
l
t
;
 

 
 
 
 
R
.
t
i
m
e
_
o
f
_
f
i
r
s
t
_
i
m
p
a
c
t
 
=
 
t
_
V
z
_
r
e
s
u
l
t
;
 

 
 
 
 
R
.
F
i
r
s
t
_
m
a
x
_
i
m
p
a
c
t
_
l
o
a
d
 
=
 
p
k
s
_
r
e
s
u
l
t
;
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Figure B.11: Matlab code: Function for retrieving data of OrcaFlex simulations (2/2)



88 B. Appendix B

B.1.6. Matlab code: Generate scatterplot from OrcaFlex simulations

c
l
o
s
e
 
a
l
l
;
 
c
l
e
a
r
 
a
l
l
;
 
c
l
c
;
 

 
 

a
d
d
p
a
t
h
(
'
c
:
\
d
a
t
a
\
m
e
r
e
l
\
m
a
t
l
a
b
\
m
o
n
t
e
c
a
r
l
o
_
p
o
s
t
\
'
)
;
 

 
 

D
a
t
a
s
e
t
 
=
 
h
m
c
M
C
P
;
 

%
D
a
t
a
s
e
t
.
l
o
a
d
D
a
t
a
F
r
o
m
F
i
l
e
(
'
R
e
s
u
l
t
s
_
a
l
l
1
4
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s
i
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m
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t
'
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D
a
t
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e
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d
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u
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\
T
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d
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l
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\
S
t
u
d
e
n
t
\
M
e
r
e
l
\
B
a
t
c
h
 
2
\
r
u
n
s
\
*
.
m
a
t
'
,
@
p
o
s
t
S
i
n
g
l
e
)
;
 

D
a
t
a
s
e
t
.
s
a
v
e
D
a
t
a
T
o
F
i
l
e
(
'
R
e
s
u
l
t
s
_
a
l
l
1
4
0
0
s
i
m
.
m
a
t
'
)
 

 
 

o
k
 
=
 
D
a
t
a
s
e
t
.
g
i
v
e
P
a
r
t
i
a
l
S
e
t
(
D
a
t
a
s
e
t
.
d
a
t
a
.
a
v
g
s
t
a
t
S
t
o
p
p
e
r
L
o
a
d
L
e
f
t
 
>
 
4
0
)
;
 

%
 
o
k
 
i
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o
w
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e
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a
 
s
e
t
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p
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b
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i
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l
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v
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b
o
t
t
o
m
 
[
m
/
s
]
'
,
 

'
F
o
n
t
S
i
z
e
'
,
 
1
0
)
,
 
y
l
a
b
e
l
(
'
F
i
r
s
t
 
m
a
x
i
m
u
m
 
i
m
p
a
c
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;
 

  

Figure B.12: Matlab code: Create scatterplot from OrcaFlex simulations
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B.1.7. Matlab code: Used script for IFF
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p
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p
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p
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s
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[
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]
 
 
 
 
 
 
 
 
=
 
m
a
t
f
f
t
(
o
m
_
D
F
T
,
 
D
F
T
,
3
)
 

%
 
 
 
 
 
 
 
 
4
 
 
 
T
T
 
2
 
D
F
T
 
 
 
 
 
 
u
s
e
:
 
[
o
m
_
D
F
T
,
D
F
T
]
 
 
 
 
 
 
 
=
 
m
a
t
f
f
t
(
t
,
T
T
,
4
)
 

%
 
 
 
 
 
 
 
 
5
 
 
 
D
F
T
 
2
 
s
p
e
c
 
 
 
 
u
s
e
:
 
[
o
m
_
s
p
e
c
,
s
p
e
c
,
e
p
s
]
 
=
 
m
a
t
f
f
t
(
o
m
_
D
F
T
,
 
D
F
T
,
5
)
 

%
 
 
 
 
 
 
 
 
e
p
s
 
a
l
w
a
y
s
 
i
n
 
d
e
g
r
e
e
s
!
!
!
 

%
 
 
 
M
A
T
F
F
T
 
1
.
0
 
 
 
 
:
 
M
A
R
I
N
 
a
u
t
h
o
r
s
 
O
l
a
f
 
W
a
a
l
s
 
a
n
d
 
A
r
j
a
n
 
V
o
o
g
t
 

%
 
 
 
M
o
d
i
f
i
c
a
t
i
o
n
s
:
 
$
R
e
v
i
s
i
o
n
:
 
1
.
0
 
$
 
 
$
D
a
t
e
:
 
2
0
0
3
/
0
5
/
2
8
 
9
:
4
6
 
$
 

%
 
 
 
M
o
d
i
f
i
c
a
t
i
o
n
s
:
 
$
R
e
v
i
s
i
o
n
:
 
2
.
0
 
$
 
 
$
D
a
t
e
:
 
2
0
0
4
/
0
4
/
0
5
 
1
6
.
0
0
 
$
 
 
$
R
e
v
i
s
o
r
:
 
T
i
m
 
B
u
n
n
i
k
$
 

%
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
m
i
r
r
o
r
i
n
g
 
o
f
 
D
F
T
 
a
r
o
u
n
d
 
n
y
q
u
i
s
t
 
f
r
e
q
u
e
n
c
y
 
c
o
r
r
e
c
t
e
d
 

%
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
f
o
r
 
o
d
d
 
o
r
 
e
v
e
n
 
n
u
m
b
e
r
 
o
f
 
s
a
m
p
l
e
s
 

 
 

%
 
 
 
U
s
e
s
:
 
n
o
n
e
 

 
 

s
 
=
 
v
a
r
a
r
g
i
n
{
e
n
d
}
;
 

 
 

%
 
c
h
e
c
k
 
n
u
m
b
e
r
 
o
f
 
i
n
p
u
t
 
s
i
g
n
a
l
s
 

i
f
 
 
 
 
 
s
 
=
=
 
1
,
 
 
 
 
i
f
 
n
a
r
g
i
n
 
~
=
 
4
,
 
e
r
r
o
r
(
'
n
u
m
b
e
r
 
o
f
 
i
n
p
u
t
 
d
a
t
a
 
v
e
c
t
o
r
s
 
m
u
s
t
 
b
e
 
4
'
)
;
 
e
n
d
 

e
l
s
e
i
f
 
s
 
=
=
 
2
,
 
 
 
 
i
f
 
n
a
r
g
i
n
 
~
=
 
5
,
 
e
r
r
o
r
(
'
n
u
m
b
e
r
 
o
f
 
i
n
p
u
t
 
d
a
t
a
 
v
e
c
t
o
r
s
 
m
u
s
t
 
b
e
 
5
'
)
;
 
e
n
d
 

e
l
s
e
i
f
 
s
 
=
=
 
3
 
|
|
 
s
 
=
=
 
4
 
|
|
 
s
 
=
=
 
5
,
 

 
 
 
 
i
f
 
n
a
r
g
i
n
 
~
=
 
3
,
 
e
r
r
o
r
(
'
n
u
m
b
e
r
 
o
f
 
i
n
p
u
t
 
d
a
t
a
 
v
e
c
t
o
r
s
 
m
u
s
t
 
b
e
 
3
'
)
;
 
e
n
d
 

e
l
s
e
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
e
r
r
o
r
(
'
o
p
t
i
o
n
 
m
u
s
t
 
b
e
 
i
n
t
e
g
e
r
 
b
e
t
w
e
e
n
 
1
 
a
n
d
 
5
'
)
;
 
e
n
d
 

 
 

%
 
c
h
e
c
k
 
n
u
m
b
e
r
 
o
f
 
o
u
t
p
u
t
 
s
i
g
n
a
l
s
 

i
f
 
s
 
=
=
 
1
 
|
|
 
s
=
=
2
 
|
|
 
s
=
=
3
 
|
|
 
s
=
=
4
,
 

 
 
 
 
i
f
 
n
a
r
g
o
u
t
 
~
=
 
2
,
 
e
r
r
o
r
(
'
n
u
m
b
e
r
 
o
f
 
o
u
t
p
u
t
 
d
a
t
a
 
v
e
c
t
o
r
s
 
m
u
s
t
 
b
e
 
2
'
)
;
 
e
n
d
 

e
l
s
e
i
f
 
s
 
=
=
 
5
,
 
 
i
f
 
n
a
r
g
o
u
t
 
~
=
 
3
,
 
e
r
r
o
r
(
'
n
u
m
b
e
r
 
o
f
 
o
u
t
p
u
t
 
d
a
t
a
 
v
e
c
t
o
r
s
 
m
u
s
t
 
b
e
 
3
'
)
;
 
e
n
d
 

e
n
d
 

 
 

%
 
c
h
e
c
k
 
i
n
p
u
t
 
o
m
e
g
a
 
v
e
c
t
o
r
 
f
o
r
 
o
p
t
i
o
n
 
1
,
2
,
3
 
a
n
d
 
5
.
 

i
f
 
s
 
=
=
 
1
 
|
|
 
s
=
=
2
 
|
|
 
s
=
=
3
 
|
|
 
s
=
=
5
,
 

 
 
 
 
o
m
 
=
 
v
a
r
a
r
g
i
n
{
1
}
;
 
 

 
 
 
 
o
m
 
=
 
o
m
(
:
)
;
 

 
 
 
 
d
w
 
=
 
o
m
(
2
)
;
 

 
 
 
 
N
=
l
e
n
g
t
h
(
o
m
)
;
 

 
 
 
 
i
f
 
o
m
(
1
)
 
~
=
 
0
,
 
e
r
r
o
r
(
'
f
i
r
s
t
 
e
l
e
m
e
m
e
n
t
 
o
f
 
o
m
e
g
a
 
s
h
o
u
l
d
 
b
e
 
z
e
r
o
'
)
;
 
 
e
n
d
 

 
 
 
 
i
f
 
m
a
x
(
a
b
s
(
d
i
f
f
(
o
m
)
-
(
d
w
)
)
>
d
w
/
1
0
0
)
,
 
 

 
 
 
 
 
 
 
 
e
r
r
o
r
(
'
f
r
e
q
u
e
n
c
y
 
r
a
n
g
e
 
m
u
s
t
 
b
e
 
e
q
u
i
d
i
s
t
a
n
t
 
i
n
c
r
e
a
s
i
n
g
'
)
;
 
 
 
e
n
d
 

 
 
 
 
d
w
=
(
o
m
(
l
e
n
g
t
h
(
o
m
)
)
-
o
m
(
1
)
)
/
(
l
e
n
g
t
h
(
o
m
)
-
1
)
;
 

e
n
d
 

 
 

%
 
c
h
e
c
k
 
i
n
p
u
t
 
D
F
T
 
a
r
r
a
y
 
f
o
r
 
o
p
t
i
o
n
 
2
,
3
 
a
n
d
 
5
.
 

i
f
 
s
=
=
2
 
|
|
 
s
=
=
 
3
 
|
|
s
=
=
5
,
 

 
 
 
 
D
F
T
 
 
 
 
 
=
 
v
a
r
a
r
g
i
n
{
2
}
;
 
 
 
 
 

 
 
 
 
i
f
 
s
i
z
e
(
D
F
T
,
1
)
 
~
=
 
l
e
n
g
t
h
(
o
m
)
,
 
e
r
r
o
r
(
'
f
i
r
s
t
 
d
i
m
.
 
o
f
 
D
F
T
 
m
u
s
t
 
e
q
u
a
l
 
l
e
n
g
t
h
(
o
m
)
'
)
;
 
e
n
d
 
 
 
 
 

e
n
d
 

 
 

 
 
 
 
 

s
w
i
t
c
h
 
s
 

Figure B.13: Matlab code: Used HMC script for Inverse Fourier Transformation (1/3)
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c
a
s
e
 
1
 

 
 
 
 
s
p
e
c
 
 
 
 
=
 
v
a
r
a
r
g
i
n
{
2
}
;
 
 

 
 
 
 
e
p
s
 
 
 
 
 
=
 
v
a
r
a
r
g
i
n
{
3
}
;
 
 
 
 
 

 
 
 
 
i
f
 
s
i
z
e
(
s
p
e
c
)
 
 
 
~
=
 
s
i
z
e
(
e
p
s
)
,
 
e
r
r
o
r
(
'
d
i
m
e
n
s
i
o
n
 
s
p
e
c
 
a
n
d
 
e
p
s
 
m
u
s
t
 
b
e
 
t
h
e
 
s
a
m
e
'
)
;
 
e
n
d
 

 
 
 
 
i
f
 
s
i
z
e
(
s
p
e
c
,
1
)
 
~
=
 
l
e
n
g
t
h
(
o
m
)
,
e
r
r
o
r
(
'
f
i
r
s
t
 
d
i
m
.
 
o
f
 
s
p
e
c
 
m
u
s
t
 
e
q
u
a
l
 
l
e
n
g
t
h
(
o
m
)
'
)
;
e
n
d
 
 

 
 
 
 
a
m
p
 
 
 
 
 
=
 
s
q
r
t
(
2
*
s
p
e
c
*
d
w
)
;
 

 
 
 
 
e
p
s
 
 
 
 
 
=
 
e
p
s
*
p
i
/
1
8
0
;
 
 
 
 
 

 
 
 
 
D
F
T
 
 
 
 
 
=
 
N
*
a
m
p
.
*
(
c
o
s
(
e
p
s
)
+
s
q
r
t
(
-
1
)
*
s
i
n
(
e
p
s
)
)
;
 
 
 
 
 

 
 
 
 
v
a
r
a
r
g
o
u
t
{
1
}
 
=
 
o
m
;
 

 
 
 
 
v
a
r
a
r
g
o
u
t
{
2
}
 
=
 
D
F
T
;
 

 
 
 
 
 
 
 
 
 

c
a
s
e
 
2
 

 
 
 
 
o
m
_
R
A
O
 
 
=
 
v
a
r
a
r
g
i
n
{
3
}
;
 
 
 
 
 

 
 
 
 
R
A
O
 
 
 
 
 
=
 
v
a
r
a
r
g
i
n
{
4
}
;
 
 
 

 
 
 
 
D
F
T
s
i
z
e
 
=
 
s
i
z
e
(
D
F
T
)
;
 
 

 
 
 
 
R
A
O
s
i
z
e
 
=
 
s
i
z
e
(
R
A
O
)
;
 

 
 
 
 
i
f
 
m
a
x
(
D
F
T
s
i
z
e
(
2
:
e
n
d
)
~
=
R
A
O
s
i
z
e
(
2
:
e
n
d
)
)
,
 
e
r
r
o
r
(
'
R
A
O
 
s
i
z
e
 
m
u
s
t
 
e
q
u
a
l
 
D
F
T
 
s
i
z
e
'
)
;
 
e
n
d
 
 
 
 
 

 
 
 
 
i
f
 
s
i
z
e
(
R
A
O
,
1
)
 
~
=
 
l
e
n
g
t
h
(
o
m
_
R
A
O
)
,
 
 

 
 
 
 
 
 
 
 
e
r
r
o
r
(
'
f
i
r
s
t
 
d
i
m
.
 
o
f
 
R
A
O
 
m
u
s
t
 
e
q
u
a
l
 
l
e
n
g
t
h
(
o
m
_
R
A
O
)
'
)
;
 
e
n
d
 
 
 
 
 

 
 
 
 
i
f
 
o
m
_
R
A
O
(
1
)
~
=
0
,
 
 

 
 
 
 
 
 
 
 
e
r
r
o
r
(
'
f
i
r
s
t
 
b
i
n
 
o
f
 
R
A
O
 
h
a
n
d
l
e
s
 
m
e
a
n
 
v
a
l
u
e
 
t
h
u
s
 
o
m
_
R
A
O
(
1
)
 
m
u
s
t
 
b
e
 
z
e
r
o
'
)
;
 
e
n
d
 

 
 
 
 
i
f
 
o
m
_
R
A
O
(
e
n
d
)
<
o
m
(
e
n
d
)
,
 
e
r
r
o
r
(
'
R
A
O
 
m
u
s
t
 
b
e
 
d
e
f
i
n
e
d
 
t
i
l
l
 
m
a
x
(
o
m
_
D
F
T
)
'
)
;
 
e
n
d
 

 
 
 
 
R
A
O
I
 
 
 
 
=
 
i
n
t
e
r
p
1
(
o
m
_
R
A
O
,
R
A
O
,
o
m
,
'
l
i
n
e
a
r
'
)
;
 

 
 
 
 
D
F
T
R
 
 
 
 
=
 
D
F
T
.
*
R
A
O
I
;
 
 

 
 
 
 
v
a
r
a
r
g
o
u
t
{
1
}
 
=
 
o
m
;
 

 
 
 
 
v
a
r
a
r
g
o
u
t
{
2
}
 
=
 
D
F
T
R
;
 

 
 
 
 
 

c
a
s
e
 
3
 

 
 
 
 
d
t
 
 
 
 
=
 
2
*
p
i
/
d
w
/
N
;
 

 
 
 
 
t
 
 
 
 
 
=
 
0
:
d
t
:
(
N
-
1
)
*
d
t
;
 

 
 
 
 
t
 
 
 
 
 
=
 
t
(
:
)
;
 

 
 
 
 
s
=
s
i
z
e
(
D
F
T
)
;
 

 
 
 
 
D
F
T
L
 
 
=
 
[
D
F
T
;
 
z
e
r
o
s
(
[
N
-
l
e
n
g
t
h
(
D
F
T
)
 
s
(
2
:
e
n
d
)
]
)
]
;
 

 
 
 
 
T
T
 
 
 
 
=
 
r
e
a
l
(
i
f
f
t
(
D
F
T
L
)
)
;
 

 
 
 
 
v
a
r
a
r
g
o
u
t
{
1
}
 
=
 
t
;
 
 
 
 
 

 
 
 
 
v
a
r
a
r
g
o
u
t
{
2
}
 
=
 
T
T
;
 
 
 

c
a
s
e
 
4
 

 
 
 
 
t
 
 
 
 
 
=
 
v
a
r
a
r
g
i
n
{
1
}
;
 
 
 
 
 

 
 
 
 
T
T
 
 
 
 
=
 
v
a
r
a
r
g
i
n
{
2
}
;
 
 
 
 
 

 
 
 
 
t
 
 
 
 
 
=
 
t
(
:
)
;
 

 
 
 
 
d
t
 
 
 
 
=
 
t
(
2
)
-
t
(
1
)
;
 

 
 
 
 
i
f
 
m
a
x
(
a
b
s
(
d
i
f
f
(
t
)
-
(
d
t
)
)
>
d
t
/
1
0
0
)
,
 
e
r
r
o
r
(
'
t
i
m
e
 
r
a
n
g
e
 
m
u
s
t
 
b
e
 
e
q
u
i
d
i
s
t
a
n
t
'
)
;
 
e
n
d
 

 
 
 
 
i
f
 
s
i
z
e
(
T
T
,
1
)
~
=
l
e
n
g
t
h
(
t
)
,
 
e
r
r
o
r
(
'
f
i
r
s
t
 
d
i
m
.
 
o
f
 
T
T
 
m
u
s
t
 
e
q
u
a
l
 
l
e
n
g
t
h
(
t
)
'
)
;
 
e
n
d
 

 
 
 
 
d
t
=
(
t
(
l
e
n
g
t
h
(
t
)
)
-
t
(
1
)
)
/
(
l
e
n
g
t
h
(
t
)
-
1
)
;
 

 
 
 
 
N
 
 
 
 
 
=
 
l
e
n
g
t
h
(
t
)
;
 
 
 
 
 
 
 
 
 
 
 
 
 
 
%
 
n
u
m
b
e
r
 
o
f
 
t
i
m
e
s
t
e
p
s
 
 

 
 
 
 
d
w
 
 
 
 
=
 
2
*
p
i
/
N
/
d
t
;
 
 
 
 
 
 
 
 
 
 
 
 
 
 
%
 
f
r
e
q
u
e
n
c
y
 
s
t
e
p
 
[
r
a
d
/
s
]
 

 
 
 
 
o
m
 
 
 
 
=
 
0
:
d
w
:
(
N
-
1
)
*
d
w
;
 
 

 
 
 
 
o
m
 
 
 
 
=
 
o
m
(
:
)
;
 

 
 
 
 
D
F
T
 
 
 
=
 
f
f
t
(
T
T
)
;
 

 
 
 
 
s
t
r
 
 
 
=
 
'
'
;
 
 
 
 
f
o
r
 
i
=
1
:
l
e
n
g
t
h
(
s
i
z
e
(
D
F
T
)
)
-
1
 
;
 
 
 
 
s
t
r
=
[
s
t
r
 
'
,
:
'
 
]
;
 
e
n
d
 

Figure B.14: Matlab code: Used HMC script for Inverse Fourier Transformation (2/3)
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i
f
 
(
m
o
d
(
N
,
2
)
 
=
=
 
0
)
 

 
 
 
 
 
 
 
e
v
a
l
(
[
'
D
F
T
=
2
*
D
F
T
(
1
:
N
/
2
+
1
'
,
s
t
r
,
'
)
;
'
]
)
;
 

 
 
 
 
 
 
 
e
v
a
l
(
[
'
D
F
T
(
1
'
,
s
t
r
,
'
)
=
D
F
T
(
1
'
,
s
t
r
,
'
)
/
2
;
'
]
)
;
 

 
 
 
 
 
 
 
e
v
a
l
(
[
'
D
F
T
(
N
/
2
+
1
'
,
s
t
r
,
'
)
=
D
F
T
(
N
/
2
+
1
'
,
s
t
r
,
'
)
/
2
;
'
]
)
;
 

 
 
 
 
 
 
 
e
v
a
l
(
[
'
D
F
T
(
N
/
2
+
2
:
N
'
,
s
t
r
,
'
)
=
0
;
'
]
)
;
 

 
 
 
 
e
l
s
e
 

 
 
 
 
 
 
 
e
v
a
l
(
[
'
D
F
T
=
2
*
D
F
T
(
1
:
(
N
-
1
)
/
2
+
1
'
,
s
t
r
,
'
)
;
'
]
)
;
 

 
 
 
 
 
 
 
e
v
a
l
(
[
'
D
F
T
(
1
'
,
s
t
r
,
'
)
=
D
F
T
(
1
'
,
s
t
r
,
'
)
/
2
;
'
]
)
;
 

 
 
 
 
 
 
 
e
v
a
l
(
[
'
D
F
T
(
(
N
-
1
)
/
2
+
2
:
N
'
,
s
t
r
,
'
)
=
0
;
'
]
)
;
 

 
 
 
 
e
n
d
 

 
 
 
 

 
 
 
 
v
a
r
a
r
g
o
u
t
{
1
}
 
=
 
o
m
;
 

 
 
 
 
v
a
r
a
r
g
o
u
t
{
2
}
 
=
 
D
F
T
;
 

 
 
 
 
 

c
a
s
e
 
5
 

 
 
 
 
a
m
p
 
 
 
=
 
a
b
s
(
D
F
T
)
/
N
;
 

 
 
 
 
s
p
e
c
 
 
=
 
a
m
p
.
^
2
/
2
/
d
w
;
 
 
 

 
 
 
 
e
p
s
 
 
 
=
 
a
n
g
l
e
(
D
F
T
)
*
1
8
0
/
p
i
;
 
 
 
 

 
 
 
 
v
a
r
a
r
g
o
u
t
{
1
}
 
=
 
o
m
;
 
 
 
 
 

 
 
 
 
v
a
r
a
r
g
o
u
t
{
2
}
 
=
 
s
p
e
c
;
 

 
 
 
 
v
a
r
a
r
g
o
u
t
{
3
}
 
=
 
e
p
s
;
 

 
 
 
 
 

e
n
d
 
%
 
c
a
s
e
s
 

 
 

  

Figure B.15: Matlab code: Used HMC script for Inverse Fourier Transformation (3/3)

merelvb
Rectangle



92 B. Appendix B

B.1.8. Matlab code: Used script genwave

f
u
n
c
t
i
o
n
 
[
w
a
v
e
]
 
=
 
g
e
n
w
a
v
e
(
H
s
,
T
p
,
g
a
m
m
a
,
t
,
p
l
o
t
s
w
i
t
c
h
)
 

%
 
F
u
n
c
t
i
o
n
:
 
G
E
N
W
A
V
E
.
M
 

%
 

%
 
F
u
n
c
t
i
o
n
 
t
o
 
g
e
n
e
r
a
t
e
 
r
a
n
d
o
m
 
p
h
a
s
e
 
w
a
v
e
 
t
r
a
i
n
,
 
 

%
 
b
a
s
e
d
 
o
n
 
w
a
v
e
 
s
p
e
c
t
r
u
m
 
p
a
r
a
m
e
t
e
r
s
 
(
H
s
,
 
T
p
 
,
g
a
m
m
a
)
 
a
n
d
 
t
i
m
e
 
b
a
s
e
 
t
 

%
 

%
 
U
s
e
:
 
[
w
a
v
e
]
 
=
 
g
e
n
w
a
v
e
(
H
s
,
T
p
,
g
a
m
m
a
,
t
,
<
p
l
o
t
s
w
i
t
c
h
>
)
;
 

%
 

%
 
I
n
p
u
t
 
:
 
w
a
v
e
 
s
p
e
c
t
r
u
m
 
p
a
r
a
m
e
t
e
r
s
:
 
s
i
g
n
i
f
i
c
a
n
t
 
w
a
v
e
 
h
e
i
g
h
t
 
 
 
(
s
c
a
l
a
r
 
H
s
 
[
m
]
)
 

%
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
w
a
v
e
 
s
p
e
c
t
r
a
l
 
p
e
a
k
 
p
e
r
i
o
d
 
(
s
c
a
l
a
r
 
T
p
 
[
s
]
)
 

%
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
w
a
v
e
 
p
e
a
k
n
e
s
s
 
f
a
c
t
o
r
 
 
 
 
 
 
(
s
c
a
l
a
r
 
g
a
m
m
a
 
[
-
]
)
 

%
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
t
i
m
e
 
b
a
s
e
 
(
v
e
c
t
o
r
 
t
 
[
s
]
)
 

%
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b
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i
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i
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p
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B
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r
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p
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n
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P
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%
%
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N
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p
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]
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i
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q
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/
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=
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%
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r
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y
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c
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/
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p
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c
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%
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p
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c
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n
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a
v
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w
i
t
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r
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p
h
a
s
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l
s
e
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a
m
m
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-
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S
w
a
v
e
 
=
 
G
a
u
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S
p
e
c
t
r
u
m
(
H
s
,
T
p
,
o
m
e
g
a
)
;
 

e
n
d
 

 
 

i
f
 
T
p
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o
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a
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e
n
d
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=
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p
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p
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v
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e
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[
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Figure B.16: Matlab code: Used HMC script Function to generate random phase wave train (1/4)
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u
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p
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e
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o
m
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v
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M
a
r
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[
r
,
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=
 
s
i
z
e
(
o
m
e
g
a
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;
 

o
m
e
g
a
 
=
 
o
m
e
g
a
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w
p
 
 
 
 
=
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p
i
/
T
p
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o
m
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g
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=
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=
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m
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n
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=
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g
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=
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.
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+
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.
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p
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.
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=
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s
]
 
=
 
m
a
t
f
f
t
(
o
m
_
D
F
T
,
 
D
F
T
,
5
)
 

%
 
 
 
 
 
 
 
 
e
p
s
 
a
l
w
a
y
s
 
i
n
 
d
e
g
r
e
e
s
!
!
!
 

%
 
 
 
M
A
T
F
F
T
 
1
.
0
 
 
 
 
:
 
M
A
R
I
N
 
a
u
t
h
o
r
s
 
O
l
a
f
 
W
a
a
l
s
 
a
n
d
 
A
r
j
a
n
 
V
o
o
g
t
 

%
 
 
 
M
o
d
i
f
i
c
a
t
i
o
n
s
:
 
$
R
e
v
i
s
i
o
n
:
 
1
.
0
 
$
 
 
$
D
a
t
e
:
 
2
0
0
3
/
0
5
/
2
8
 
9
:
4
6
 
$
 

%
 
 
 
M
o
d
i
f
i
c
a
t
i
o
n
s
:
 
$
R
e
v
i
s
i
o
n
:
 
2
.
0
 
$
 
 
$
D
a
t
e
:
 
2
0
0
4
/
0
4
/
0
5
 
1
6
.
0
0
 
$
 
 
$
R
e
v
i
s
o
r
:
 
T
i
m
 
B
u
n
n
i
k
$
 

%
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
m
i
r
r
o
r
i
n
g
 
o
f
 
D
F
T
 
a
r
o
u
n
d
 
n
y
q
u
i
s
t
 
f
r
e
q
u
e
n
c
y
 
c
o
r
r
e
c
t
e
d
 

%
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
f
o
r
 
o
d
d
 
o
r
 
e
v
e
n
 
n
u
m
b
e
r
 
o
f
 
s
a
m
p
l
e
s
 

 
 

%
 
 
 
U
s
e
s
:
 
n
o
n
e
 

 
 

s
 
=
 
v
a
r
a
r
g
i
n
{
e
n
d
}
;
 

 
 

%
 
c
h
e
c
k
 
n
u
m
b
e
r
 
o
f
 
i
n
p
u
t
 
s
i
g
n
a
l
s
 

i
f
 
 
 
 
 
s
 
=
=
 
1
,
 
 
 
 
i
f
 
n
a
r
g
i
n
 
~
=
 
4
,
 
e
r
r
o
r
(
'
n
u
m
b
e
r
 
o
f
 
i
n
p
u
t
 
d
a
t
a
 
v
e
c
t
o
r
s
 
m
u
s
t
 
b
e
 
4
'
)
;
 
e
n
d
 

e
l
s
e
i
f
 
s
 
=
=
 
2
,
 
 
 
 
i
f
 
n
a
r
g
i
n
 
~
=
 
5
,
 
e
r
r
o
r
(
'
n
u
m
b
e
r
 
o
f
 
i
n
p
u
t
 
d
a
t
a
 
v
e
c
t
o
r
s
 
m
u
s
t
 
b
e
 
5
'
)
;
 
e
n
d
 

e
l
s
e
i
f
 
s
 
=
=
 
3
 
|
|
 
s
 
=
=
 
4
 
|
|
 
s
 
=
=
 
5
,
 

 
 
 
 
i
f
 
n
a
r
g
i
n
 
~
=
 
3
,
 
e
r
r
o
r
(
'
n
u
m
b
e
r
 
o
f
 
i
n
p
u
t
 
d
a
t
a
 
v
e
c
t
o
r
s
 
m
u
s
t
 
b
e
 
3
'
)
;
 
e
n
d
 

e
l
s
e
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
e
r
r
o
r
(
'
o
p
t
i
o
n
 
m
u
s
t
 
b
e
 
i
n
t
e
g
e
r
 
b
e
t
w
e
e
n
 
1
 
a
n
d
 
5
'
)
;
 
e
n
d
 

 
 

%
 
c
h
e
c
k
 
n
u
m
b
e
r
 
o
f
 
o
u
t
p
u
t
 
s
i
g
n
a
l
s
 

i
f
 
s
 
=
=
 
1
 
|
|
 
s
=
=
2
 
|
|
 
s
=
=
3
 
|
|
 
s
=
=
4
,
 

 
 
 
 
i
f
 
n
a
r
g
o
u
t
 
~
=
 
2
,
 
e
r
r
o
r
(
'
n
u
m
b
e
r
 
o
f
 
o
u
t
p
u
t
 
d
a
t
a
 
v
e
c
t
o
r
s
 
m
u
s
t
 
b
e
 
2
'
)
;
 
e
n
d
 

e
l
s
e
i
f
 
s
 
=
=
 
5
,
 
 
i
f
 
n
a
r
g
o
u
t
 
~
=
 
3
,
 
e
r
r
o
r
(
'
n
u
m
b
e
r
 
o
f
 
o
u
t
p
u
t
 
d
a
t
a
 
v
e
c
t
o
r
s
 
m
u
s
t
 
b
e
 
3
'
)
;
 
e
n
d
 

e
n
d
 

 
 

%
 
c
h
e
c
k
 
i
n
p
u
t
 
o
m
e
g
a
 
v
e
c
t
o
r
 
f
o
r
 
o
p
t
i
o
n
 
1
,
2
,
3
 
a
n
d
 
5
.
 

i
f
 
s
 
=
=
 
1
 
|
|
 
s
=
=
2
 
|
|
 
s
=
=
3
 
|
|
 
s
=
=
5
,
 

 
 
 
 
o
m
 
=
 
v
a
r
a
r
g
i
n
{
1
}
;
 
 

 
 
 
 
o
m
 
=
 
o
m
(
:
)
;
 

 
 
 
 
d
w
 
=
 
o
m
(
2
)
;
 

 
 
 
 
N
=
l
e
n
g
t
h
(
o
m
)
;
 

 
 
 
 
i
f
 
o
m
(
1
)
 
~
=
 
0
,
 
e
r
r
o
r
(
'
f
i
r
s
t
 
e
l
e
m
e
m
e
n
t
 
o
f
 
o
m
e
g
a
 
s
h
o
u
l
d
 
b
e
 
z
e
r
o
'
)
;
 
 
e
n
d
 

 
 
 
 
i
f
 
m
a
x
(
a
b
s
(
d
i
f
f
(
o
m
)
-
(
d
w
)
)
>
d
w
/
1
0
0
)
,
 
 

 
 
 
 
 
 
 
 
e
r
r
o
r
(
'
f
r
e
q
u
e
n
c
y
 
r
a
n
g
e
 
m
u
s
t
 
b
e
 
e
q
u
i
d
i
s
t
a
n
t
 
i
n
c
r
e
a
s
i
n
g
'
)
;
 
 
 
e
n
d
 

Figure B.17: Matlab code: Used HMC script Function to generate random phase wave train (2/4)
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d
w
=
(
o
m
(
l
e
n
g
t
h
(
o
m
)
)
-
o
m
(
1
)
)
/
(
l
e
n
g
t
h
(
o
m
)
-
1
)
;
 

e
n
d
 

 
 

%
 
c
h
e
c
k
 
i
n
p
u
t
 
D
F
T
 
a
r
r
a
y
 
f
o
r
 
o
p
t
i
o
n
 
2
,
3
 
a
n
d
 
5
.
 

i
f
 
s
=
=
2
 
|
|
 
s
=
=
 
3
 
|
|
s
=
=
5
,
 

 
 
 
 
D
F
T
 
 
 
 
 
=
 
v
a
r
a
r
g
i
n
{
2
}
;
 
 
 
 
 

 
 
 
 
i
f
 
s
i
z
e
(
D
F
T
,
1
)
 
~
=
 
l
e
n
g
t
h
(
o
m
)
,
 
e
r
r
o
r
(
'
f
i
r
s
t
 
d
i
m
.
 
o
f
 
D
F
T
 
m
u
s
t
 
e
q
u
a
l
 
l
e
n
g
t
h
(
o
m
)
'
)
;
 
e
n
d
 
 
 
 
 

e
n
d
 

 
 

 
 
 
 
 

s
w
i
t
c
h
 
s
 

 
 
 
 
 

c
a
s
e
 
1
 

 
 
 
 
s
p
e
c
 
 
 
 
=
 
v
a
r
a
r
g
i
n
{
2
}
;
 
 

 
 
 
 
e
p
s
 
 
 
 
 
=
 
v
a
r
a
r
g
i
n
{
3
}
;
 
 
 
 
 

 
 
 
 
i
f
 
s
i
z
e
(
s
p
e
c
)
 
 
 
~
=
 
s
i
z
e
(
e
p
s
)
,
 
e
r
r
o
r
(
'
d
i
m
e
n
s
i
o
n
 
s
p
e
c
 
a
n
d
 
e
p
s
 
m
u
s
t
 
b
e
 
t
h
e
 
s
a
m
e
'
)
;
 
e
n
d
 

 
 
 
 
i
f
 
s
i
z
e
(
s
p
e
c
,
1
)
 
~
=
 
l
e
n
g
t
h
(
o
m
)
,
e
r
r
o
r
(
'
f
i
r
s
t
 
d
i
m
.
 
o
f
 
s
p
e
c
 
m
u
s
t
 
e
q
u
a
l
 
l
e
n
g
t
h
(
o
m
)
'
)
;
e
n
d
 
 

 
 
 
 
a
m
p
 
 
 
 
 
=
 
s
q
r
t
(
2
*
s
p
e
c
*
d
w
)
;
 

 
 
 
 
e
p
s
 
 
 
 
 
=
 
e
p
s
*
p
i
/
1
8
0
;
 
 
 
 
 

 
 
 
 
D
F
T
 
 
 
 
 
=
 
N
*
a
m
p
.
*
(
c
o
s
(
e
p
s
)
+
s
q
r
t
(
-
1
)
*
s
i
n
(
e
p
s
)
)
;
 
 
 
 
 

 
 
 
 
v
a
r
a
r
g
o
u
t
{
1
}
 
=
 
o
m
;
 

 
 
 
 
v
a
r
a
r
g
o
u
t
{
2
}
 
=
 
D
F
T
;
 

 
 
 
 
 
 
 
 
 

c
a
s
e
 
2
 

 
 
 
 
o
m
_
R
A
O
 
 
=
 
v
a
r
a
r
g
i
n
{
3
}
;
 
 
 
 
 

 
 
 
 
R
A
O
 
 
 
 
 
=
 
v
a
r
a
r
g
i
n
{
4
}
;
 
 
 

 
 
 
 
D
F
T
s
i
z
e
 
=
 
s
i
z
e
(
D
F
T
)
;
 
 

 
 
 
 
R
A
O
s
i
z
e
 
=
 
s
i
z
e
(
R
A
O
)
;
 

 
 
 
 
i
f
 
m
a
x
(
D
F
T
s
i
z
e
(
2
:
e
n
d
)
~
=
R
A
O
s
i
z
e
(
2
:
e
n
d
)
)
,
 
e
r
r
o
r
(
'
R
A
O
 
s
i
z
e
 
m
u
s
t
 
e
q
u
a
l
 
D
F
T
 
s
i
z
e
'
)
;
 
e
n
d
 
 
 
 
 

 
 
 
 
i
f
 
s
i
z
e
(
R
A
O
,
1
)
 
~
=
 
l
e
n
g
t
h
(
o
m
_
R
A
O
)
,
 
 

 
 
 
 
 
 
 
 
e
r
r
o
r
(
'
f
i
r
s
t
 
d
i
m
.
 
o
f
 
R
A
O
 
m
u
s
t
 
e
q
u
a
l
 
l
e
n
g
t
h
(
o
m
_
R
A
O
)
'
)
;
 
e
n
d
 
 
 
 
 

 
 
 
 
i
f
 
o
m
_
R
A
O
(
1
)
~
=
0
,
 
 

 
 
 
 
 
 
 
 
e
r
r
o
r
(
'
f
i
r
s
t
 
b
i
n
 
o
f
 
R
A
O
 
h
a
n
d
l
e
s
 
m
e
a
n
 
v
a
l
u
e
 
t
h
u
s
 
o
m
_
R
A
O
(
1
)
 
m
u
s
t
 
b
e
 
z
e
r
o
'
)
;
 
e
n
d
 

 
 
 
 
i
f
 
o
m
_
R
A
O
(
e
n
d
)
<
o
m
(
e
n
d
)
,
 
e
r
r
o
r
(
'
R
A
O
 
m
u
s
t
 
b
e
 
d
e
f
i
n
e
d
 
t
i
l
l
 
m
a
x
(
o
m
_
D
F
T
)
'
)
;
 
e
n
d
 

 
 
 
 
R
A
O
I
 
 
 
 
=
 
i
n
t
e
r
p
1
(
o
m
_
R
A
O
,
R
A
O
,
o
m
,
'
l
i
n
e
a
r
'
)
;
 

 
 
 
 
D
F
T
R
 
 
 
 
=
 
D
F
T
.
*
R
A
O
I
;
 
 

 
 
 
 
v
a
r
a
r
g
o
u
t
{
1
}
 
=
 
o
m
;
 

 
 
 
 
v
a
r
a
r
g
o
u
t
{
2
}
 
=
 
D
F
T
R
;
 

 
 
 
 
 

c
a
s
e
 
3
 

 
 
 
 
d
t
 
 
 
 
=
 
2
*
p
i
/
d
w
/
N
;
 

 
 
 
 
t
 
 
 
 
 
=
 
0
:
d
t
:
(
N
-
1
)
*
d
t
;
 

 
 
 
 
t
 
 
 
 
 
=
 
t
(
:
)
;
 

 
 
 
 
s
=
s
i
z
e
(
D
F
T
)
;
 

 
 
 
 
D
F
T
L
 
 
=
 
[
D
F
T
;
 
z
e
r
o
s
(
[
N
-
l
e
n
g
t
h
(
D
F
T
)
 
s
(
2
:
e
n
d
)
]
)
]
;
 

 
 
 
 
T
T
 
 
 
 
=
 
r
e
a
l
(
i
f
f
t
(
D
F
T
L
)
)
;
 

 
 
 
 
v
a
r
a
r
g
o
u
t
{
1
}
 
=
 
t
;
 
 
 
 
 

 
 
 
 
v
a
r
a
r
g
o
u
t
{
2
}
 
=
 
T
T
;
 
 
 

c
a
s
e
 
4
 

 
 
 
 
t
 
 
 
 
 
=
 
v
a
r
a
r
g
i
n
{
1
}
;
 
 
 
 
 

 
 
 
 
T
T
 
 
 
 
=
 
v
a
r
a
r
g
i
n
{
2
}
;
 
 
 
 
 

 
 
 
 
t
 
 
 
 
 
=
 
t
(
:
)
;
 

 
 
 
 
d
t
 
 
 
 
=
 
t
(
2
)
-
t
(
1
)
;
 

 
 
 
 
i
f
 
m
a
x
(
a
b
s
(
d
i
f
f
(
t
)
-
(
d
t
)
)
>
d
t
/
1
0
0
)
,
 
e
r
r
o
r
(
'
t
i
m
e
 
r
a
n
g
e
 
m
u
s
t
 
b
e
 
e
q
u
i
d
i
s
t
a
n
t
'
)
;
 
e
n
d
 

 
 
 
 
i
f
 
s
i
z
e
(
T
T
,
1
)
~
=
l
e
n
g
t
h
(
t
)
,
 
e
r
r
o
r
(
'
f
i
r
s
t
 
d
i
m
.
 
o
f
 
T
T
 
m
u
s
t
 
e
q
u
a
l
 
l
e
n
g
t
h
(
t
)
'
)
;
 
e
n
d
 

 
 
 
 
d
t
=
(
t
(
l
e
n
g
t
h
(
t
)
)
-
t
(
1
)
)
/
(
l
e
n
g
t
h
(
t
)
-
1
)
;
 

 
 
 
 
N
 
 
 
 
 
=
 
l
e
n
g
t
h
(
t
)
;
 
 
 
 
 
 
 
 
 
 
 
 
 
 
%
 
n
u
m
b
e
r
 
o
f
 
t
i
m
e
s
t
e
p
s
 
 

 
 
 
 
d
w
 
 
 
 
=
 
2
*
p
i
/
N
/
d
t
;
 
 
 
 
 
 
 
 
 
 
 
 
 
 
%
 
f
r
e
q
u
e
n
c
y
 
s
t
e
p
 
[
r
a
d
/
s
]
 

 
 
 
 
o
m
 
 
 
 
=
 
0
:
d
w
:
(
N
-
1
)
*
d
w
;
 
 

 
 
 
 
o
m
 
 
 
 
=
 
o
m
(
:
)
;
 

 
 
 
 
D
F
T
 
 
 
=
 
f
f
t
(
T
T
)
;
 

 
 
 
 
s
t
r
 
 
 
=
 
'
'
;
 
 
 
 
f
o
r
 
i
=
1
:
l
e
n
g
t
h
(
s
i
z
e
(
D
F
T
)
)
-
1
 
;
 
 
 
 
s
t
r
=
[
s
t
r
 
'
,
:
'
 
]
;
 
e
n
d
 

 
 
 
 
i
f
 
(
m
o
d
(
N
,
2
)
 
=
=
 
0
)
 

 
 
 
 
 
 
 
e
v
a
l
(
[
'
D
F
T
=
2
*
D
F
T
(
1
:
N
/
2
+
1
'
,
s
t
r
,
'
)
;
'
]
)
;
 

 
 
 
 
 
 
 
e
v
a
l
(
[
'
D
F
T
(
1
'
,
s
t
r
,
'
)
=
D
F
T
(
1
'
,
s
t
r
,
'
)
/
2
;
'
]
)
;
 

 
 
 
 
 
 
 
e
v
a
l
(
[
'
D
F
T
(
N
/
2
+
1
'
,
s
t
r
,
'
)
=
D
F
T
(
N
/
2
+
1
'
,
s
t
r
,
'
)
/
2
;
'
]
)
;
 

 
 
 
 
 
 
 
e
v
a
l
(
[
'
D
F
T
(
N
/
2
+
2
:
N
'
,
s
t
r
,
'
)
=
0
;
'
]
)
;
 

 
 
 
 
e
l
s
e
 

 
 
 
 
 
 
 
e
v
a
l
(
[
'
D
F
T
=
2
*
D
F
T
(
1
:
(
N
-
1
)
/
2
+
1
'
,
s
t
r
,
'
)
;
'
]
)
;
 

 
 
 
 
 
 
 
e
v
a
l
(
[
'
D
F
T
(
1
'
,
s
t
r
,
'
)
=
D
F
T
(
1
'
,
s
t
r
,
'
)
/
2
;
'
]
)
;
 

 
 
 
 
 
 
 
e
v
a
l
(
[
'
D
F
T
(
(
N
-
1
)
/
2
+
2
:
N
'
,
s
t
r
,
'
)
=
0
;
'
]
)
;
 

 
 
 
 
e
n
d
 

 
 
 
 

 
 
 
 
v
a
r
a
r
g
o
u
t
{
1
}
 
=
 
o
m
;
 

 
 
 
 
v
a
r
a
r
g
o
u
t
{
2
}
 
=
 
D
F
T
;
 

 
 
 
 
 

c
a
s
e
 
5
 

 
 
 
 
a
m
p
 
 
 
=
 
a
b
s
(
D
F
T
)
/
N
;
 

 
 
 
 
s
p
e
c
 
 
=
 
a
m
p
.
^
2
/
2
/
d
w
;
 
 
 

 
 
 
 
e
p
s
 
 
 
=
 
a
n
g
l
e
(
D
F
T
)
*
1
8
0
/
p
i
;
 
 
 
 

 
 
 
 
v
a
r
a
r
g
o
u
t
{
1
}
 
=
 
o
m
;
 
 
 
 
 

 
 
 
 
v
a
r
a
r
g
o
u
t
{
2
}
 
=
 
s
p
e
c
;
 

 
 
 
 
v
a
r
a
r
g
o
u
t
{
3
}
 
=
 
e
p
s
;
 

 
 
 
 
 

Figure B.18: Matlab code: Used HMC script Function to generate random phase wave train (3/4)
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e
n
d
 
%
 
c
a
s
e
s
 

%
%
 
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
 

f
u
n
c
t
i
o
n
 
S
w
 
=
 
G
a
u
s
s
S
p
e
c
t
r
u
m
(
H
s
,
T
p
,
o
m
,
p
l
o
t
s
w
i
t
c
h
)
 

 
 
 
 
%
 

 
 
 
 
i
f
 
n
a
r
g
i
n
<
4
,
 
p
l
o
t
s
w
i
t
c
h
 
=
 
0
;
 
e
n
d
 

 
 
 
 
i
f
 
n
a
r
g
i
n
 
=
=
0
 
%
 
t
e
s
t
v
e
r
s
i
o
n
 

 
 
 
 
 
 
 
 
H
s
 
=
 
2
;
 

 
 
 
 
 
 
 
 
T
p
 
=
 
1
5
;
 

 
 
 
 
 
 
 
 
o
m
 
=
 
0
:
0
.
0
0
1
:
3
;
 

 
 
 
 
 
 
 
 
%
 
T
 
 
=
 
0
.
1
:
0
.
1
:
5
0
0
;
 
o
m
 
=
 
2
*
p
i
.
/
T
;
 
%
 
w
a
v
e
 
p
e
r
i
o
d
 
s
e
q
u
e
n
c
e
 
b
a
s
e
d
 
o
n
 
T
E
X
 
s
p
r
e
a
d
s
h
e
e
t
 

 
 
 
 
 
 
 
 
p
l
o
t
s
w
i
t
c
h
 
=
 
1
;
 
c
l
c
,
 
c
l
o
s
e
 

 
 
 
 
e
n
d
 

 
 
 
 
%
 
G
a
u
s
s
i
a
n
 
d
i
s
t
r
i
b
u
t
i
o
n
 

 
 
 
 
s
h
a
p
e
f
a
c
t
o
r
 
=
 
0
.
0
4
2
;
 
%
 
s
h
a
p
e
f
a
c
t
o
r
 
=
 
0
.
0
4
2
 
r
e
s
u
l
t
s
 
i
n
 
s
a
m
e
 
d
i
s
t
r
i
b
u
t
i
o
n
 
a
s
 
H
M
C
 
s
p
r
e
a
d
s
h
e
e
t
 

 
 
 
 
D
 
=
 
1
/
(
s
h
a
p
e
f
a
c
t
o
r
*
s
q
r
t
(
2
*
p
i
)
)
*
e
x
p
(
-
(
o
m
-
2
*
p
i
/
T
p
)
.
^
2
/
(
2
*
s
h
a
p
e
f
a
c
t
o
r
^
2
)
)
;
 

 
 
 
 
%
 
n
o
r
m
a
l
i
z
e
 
d
i
s
t
r
i
b
u
t
i
o
n
 
t
o
 
a
c
h
i
e
v
e
 
c
o
r
r
e
c
t
 
H
s
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Figure B.19: Matlab code: Used HMC script Function to generate random phase wave train (4/4)
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