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Abstract

Event managers at large city events use crowd density as a metric in the process of maintaining safety at large-
scale city events. Identifying the density of crowds at these events relies on expensive physical infrastructure
to work well or have limited accuracy. We propose a method that addresses the gap of not relying on physical
infrastructure while incorporating new data features that may help improve accuracy. In addition, Emotion
Estimation may prove to be useful for an outlier detection system, such as stampedes. The gap addressed for
Emotion Estimation is determining the distribution of emotions shown through facial expressions in social
media images at city events.

To fill the gap, we propose a new density estimation method and analyze the distribution of emotions
at events under normal circumstances. The proposed density estimation method does not rely on physical
infrastructure. It estimates the density of crowds using social media images, the images’ location, direction,
the number of people in the image, and the image angle of view. We also propose a method to extract the
images’ location using Structure from Motion and Generalized Procrustes Analysis. We analyzed the location
estimation through an experiment using manually gathered data. Density estimation was analyzed through
an experiment using crowd simulation. Emotion estimation was done through social media images gathered
at Kingsday and Sail in the Netherlands originally gathered by Gong et al. [15].

The results show that the location estimation method correctly determines 5% of images that are taken at
the event area and 100% of images that are not taken at the event area. We found 5/7 results to be within 100
meters of their true location, according to our findings. For our density estimation technique, the proposed
method outperformed other methods that do not rely on physical infrastructure for crowd densities of 0.1-0.3
(People/m2) and social media activity of 0.01-0.03 (images/person). For our emotion estimation, we found
that 25% of faces in social media images taken at the examined events were neutral, 70% were happy, and 5%
were one of the following expressions: sad, surprised, and fear. No angry facial expressions were found.

Our research provides new approaches to calculate the location of social media images and estimate
crowd density, which outperformed existing methods. Besides, we provide insights into emotions displayed
in social media images taken at city events.
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1
Introduction

This chapter introduces the background of this research, the research questions, contributions, and the out-
line of the structure for this thesis.

1.1. Background
City scale events used to happen and, despite the recent issues with the COVID-19 pandemic, are expected
to happen again in the future on a regular basis. City-scale events are large events that take place in an urban
setting. Examples of these in the Netherlands are King’s Day and SAIL Amsterdam. Due to their scale, these
events typically involve many stakeholders, such as the organizer, the municipality, national government,
security, and the visitors themselves. All of these stakeholders have some interest in the proper functioning
of the city-scale event. This can make crowd management a necessity[9, 38, 39]. Crowd management is
especially necessary for large events[9]. Moreover, it usually involves monitoring and having plans to deal
with crowd density, traffic generated by visitors, early arrivals, visibility of crowd management, and major
incident planning, amongst other factors[9].

We will be focusing on crowd density, sometimes shortened to density, because we have identified a pos-
sible concept to estimate this differently from how this is usually done, with the benefit of not requiring phys-
ical infrastructure at the event, such as camera monitoring through CCTV, also known as video surveillance.
The process of recording people and/or crowds through cameras. CCTV specifically is currently often used
for this purpose. For example, it is recommended practice, for large events, by the Event Safety Alliance, a
US-based group of amongst other event organisers[9].

Crowd density can be defined as the number of people present in a given area, divided by the size of that
given area. It is given as (People/M 2) and is often used in pedestrian traffic flow theory[7, 8, 15]. It is one
measurement that may need monitoring as it could be used to prevent stampedes, which are more likely to
occur in high-density areas [22], or to indicate issues due to the corona pandemic[2]. Managing crowd density
is considered good practice[9] and is, in some cases, obligatory to get a permit for being allowed to host city
events [38, 39].

The stampedes mentioned above tend to be chaotic and dangerous events. Therefore, it would not be
surprising to see emotions such as fear, surprise, and anger to be more common than during normal event
times. It may be possible to detect this change in emotions if it exists, shown through social media images.
However, it seems currently unknown what the distribution of the emotions shown by people in social media
images is during normal event times.

For the necessary crowd density metrics, several commercial methods exist that allow crowd density esti-
mation. Some of these are people counting systems located at all entrances and exits to count people, with
the downside of requiring physical infrastructure present at the event such as counting machines[50].

WiFi measuring poles that measure WiFi signals entering and leaving its range[42]. This technique re-
quires physical infrastructure present at the event. It may also be less accurate due to people not connecting
to the WiFi and WiFi range being dependent on environmental variables likely to change over time. One final
technique for estimating crowd density is detecting phones entering a phone network[3], which has the same
problems as WiFi measurement techniques for density estimation. It also has the possible downside of mo-
bile service providers not being allowed to share this data under the GDPR or similar laws. Methods also exist
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2 1. Introduction

that rely on the geodata connected to social media posts[15].
However, only a fraction of all social media posts have such geodata available. As is illustrated by 0.71% of

English tweets having coordinate geodata as determined by Huang and Carley[23]. It would be of interest if a
method could be devised to gather this geodata for a larger share of the social media posts. Having substan-
tially more data available is likely to contribute to better results. Even if only because it would allow statistics
to be gathered over more datapoints reducing uncertainties.

For estimating crowd emotions, surveys may be used, with the downside of only limited participation and
comparatively high cost in addition to the possible introduction of selection bias. Other methods focus on the
textual part of social media to estimate sentiment[13, 16, 26], which could be seen as related to emotions in
that happiness is associated with positive sentiment and anger associated with negative sentiment. This re-
search leaves social media images underutilized and a potential source for estimating emotions by extracting
faces for social media images and classifying displayed emotions.

1.2. Research questions
These possible gaps lead us to propose the following main research question of the thesis.

MRQ: To what extent can social media images contribute to the estimation of the density and emotions
of crowds during city events?

This research question is, however, quite large in scope. Therefore, it will be broken down into three sub-
research questions to argue why answering this overall research question is useful and what contributions it
would make. A visual overview of the idea behind these research questions can be found in Figure 1.1. While
an overview of their relationships can be found in Figure 3.1

RQ1: How can the geographic location of a social media picture taken during a city-scale event be esti-
mated?

One requirement in previous research, done by Gong et al.[15] was that the gathered social media data
was geotagged. However, this reduces the data available substantially as only a small fraction of social media
posts are geotagged, with only 0.71% of English tweets having coordinate data according to Huang and Car-
ley[23]. Ideally, all social media images would have a location. It allows a much clearer image of the event’s
social media activity as this provides more data than is usually available, likely allowing a better estimation.
This location estimation may be achievable using the social media image, as usually some part of the back-
ground is visible in these images. This work will employ Structure from Motion, a technique for combining
2d images into a 3d scene explained in more detail in subsection 3.2.1. This work will also employ a transfor-
mation function/matrix, which is a set of operations to convert between different coordinate systems, which
is amongst other, used in computer graphics and is explained in more detail in subsection 3.2.2. This work
will determine whether it is possible to construct a Structure from Motion 3d scene from these backgrounds.
It uses images with known longitude and latitude to create a transformation function. This transformation
function allows us to determine the social media images’ location.

RQ2: How can images be used to estimate crowd density from social media without crowd measurement
infrastructure?

For city events, it is interesting to know how many people there are in a given area. This amount helps
determine how successful the event is. Furthermore, it might aid with the organization of the event itself by
reducing potential risks such as stampedes[22]. It is also recommended practice by organizations such as
the Event safety alliance[9] and may be necessary to receive a permit to organize the city event in the first
place[38, 39]. Current methods rely on physical infrastructure, or lack accuracy as discussed in section 2.2.
Thus, we will propose a methodology that considers specific features that may be extracted from social media
images, such as the location, rotation, and the number of people counted in the image. We then analyze its
accuracy using a crowd simulation.

RQ3: How can social media images be used to study the emotions expressed by participants of city-scale
events?

While previous research has already been done on the sentiment of social media posts at city events[13,
16, 26], which could be seen as a generalization of emotions into positive emotions and negative emotions.
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Figure 1.1: Visual overview of the relationship between the true variables of crowd density, crowd emotions and image location. And the
estimates produced by social media images created by crowds in city events. Inspiration of visualization taken from [51]
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Research has also been done on emotions in controlled settings[4]. It could be of additional insight to look
into the underlying emotions of the people involved specifically for city events. As angry or sad emotions may
be indicative of a problem requiring attention. Moreover, if not, it may still prove to be useful in evaluating
the event. Our research will focus on the following facial expressions: neutral, angry, anxiety, fear, sadness,
happiness, specifically, in the context of social media images taken at city events.

1.3. Original contributions
This paper will strive to make the following contributions.

• A method to automatically determine whether an image was taken within a predefined area or not. The
method does not require data from a physical sensing infrastructure installed at the city event.

• A method to automatically determine the longitude and latitude of a location depicted in an image that
is determined to be within a predefined area. The method does not rely on the physical infrastructure
present at the city event. We shall refer to this method as the location estimation method.

• A method to automatically estimate crowd density for a city event that does not rely on physical infras-
tructure present at the city event. The method will rely on the following features: city event bounding
box, image location, image direction, people counted in the image, and the image angle of view. Each
feature is explained in more detail in section 3.1. We shall refer to this method as the density estimation
method.

• An analysis of the effectiveness of our location estimation method in the context of Zuidplein, Suma-
trakade, and De Dam. Which, amongst others, have been used to host the events of Kingsday, Sail, and
a variety of protests, respectively. All three of these areas are located in Amsterdam.

• An analysis of the effectiveness of our density estimation method using a crowd simulation with respect
to the features of true crowd density and the social media activity (the percentage of the crowd creating
social media images).

• An analysis of emotions shown in facial expressions in social media images taken at city events. Specif-
ically, the following emotions are considered: neutral, happy, sad, angry, surprised, and fear. For the
social media images taken at city events, we will rely on data gathered by Gong et al.[16] for the events
of Sail and Kingsday.

1.4. Outline
In this thesis, we will first examine how other research has approached the proposed research questions in
chapter 2. In chapter 3, we will introduce the proposed methods by which the paper will address the research
questions. In chapter 4 we will show how the experiments were conducted. chapter 5 will have the results of
the conducted experiments. Furthermore, a discussion on the results can be found in chapter 6. Finally, a
conclusion and proposals for future work can be found in chapter 7.



2
Related Work

In this chapter, related works are examined for each research question posed in section 1.2, i.e., location
estimation using social media images, density estimation using social media images, and emotion estimation
using social media images. We will briefly introduce the approach, results, and its relation to our research for
each work. Finally, a summary shall be given, demonstrating the gaps our research will address.

2.1. Location estimation using social media images
The problem of location estimation from social media images can be formalized as: given a social media post
containing an image, estimate the longitude and latitude of where that image has been taken. As far as can be
determined, no research exists that focuses on this exact problem; however, research does exist that is similar
to our research.

Chen et al.[5] in their work focus on estimating the location where a social media post was made using a
social media post and the post history of the user involved. This location estimation is achieved by extracting
the interest/theme, such as sports or entertainment, from the text part of the social media post. They also
require a user to have at least one post with geodata and assume that a user does not stray more than a certain
radius from the location given by the geodata, ever. They then use the interest taken from the post and then
map this to Points of Interest with known geo-location and corresponding interest/theme, such as sports
clubs or cinemas for sport and entertainment, respectively. They then assume that the post was made at the
Point of Interest within the radius around the known geodata resulting in an estimated location where the
post is made. For example, posting a social media post about sports (the interest) may be predicted to have
made that post at the nearest football club (the point of interest). Their method has an error of 0.734, 0.8686,
2.397, 4.826 and 10.302 km for radii of 0.5, 1, 1.5, 2 and 3 km respectively. This error measurement has another
drawback, however. As the post is matched to the location of a point of interest, only the locations of points
of interest can be generated as estimates for social media post locations, which means that the error has
a guaranteed minimum of the actual post location and the nearest point of interest. Finally, these points of
interest are hard to be controlled for as they are features of the real world and, therefore, in limited supply. One
can not increase the number of entertainment locations in the database arbitrarily by, for example, making
more measurements but only by opening large amounts of, for example, cinemas or other points of interest.
Meaning the resolution of the error can not simply be reduced by adding more data points in the form of
Points of Interest. Their work differs from our research in several regards. First of all, their work only looks at
the text part of social media, while ours will focus on the image part. Secondly, their work requires geotagged
social media posts to work, which is sparse, while ours will not. Lastly, it is accurate to only half a kilometer.

Patwari et al. [42] propose a technique useable for detecting the location of phones. As phones are com-
mon with up to 81% of us citizens owning one[43]. This availability of smartphones makes it able to estimate
the location of people by proxy as well. Their method uses geo-located WiFi base stations to locate mobile
WiFi stations (such as phones) connected to the base stations. To do this, it relies on two features, the sig-
nal Time of Arrival (TOA) between devices and the Received Signal Strength (RSS). Moreover, it assumes that
pairwise measurements for all devices in the system are present. Based on this, they propose a 2d location
estimation technique. They perform two experiments for 9x9m areas in a parking lot area and residential
home with Root Mean Square (RMS) errors of 0.9-2.4 m and 1.0-2.7 meters, respectively. Their work differs
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from our research because it requires physical infrastructure to be present in the form of WiFi stations, and
their work requires users to connect to their self-hosted WiFi or have access to a WiFi infrastructure at the city
event, while ours will not.

Hays and Efros [21] proposes a technique that estimates location for images. They achieve this by creating
a geotagged image dataset with geographic keywords such as city names, country names, and popular tourist
sites. After filtering out likely irrelevant images, they had 6,472,304 images. They calculated the following
features for each of these images: Tiny images, Color histograms, Texton Histograms, Line features, Gist De-
scriptors, and the geometric context. Each of these features was then scaled to have a roughly equal standard
deviation. The sum of these scaled features is then used for nearest-neighbor image comparison giving a
location estimate. They also propose a clustering-based nearest-neighbor variant that takes the 120 nearest-
neighbors and clusters them using mean-shift-clustering with a mean-shift bandwidth of 500 km. They then
propose that the image is located at the largest cluster, giving a location estimate. Considering only the first
choice is allowed, the single nearest-neighbor system performs better in achieving precise localization, with
15% being within 25km of the actual location. The mean-shift clustering technique performs better overall
with an error of 1700km.

Li et al. [27] improves on the original research done by Hays and Efros[21]. It does this by improving
computational time but, more importantly, when comparing to our work. They introduce the features of
mean, standard deviation, and skewness of color moments for each color channel over five regions of the
image, hierarchical wavelet packet descriptor, a method for representing the texture of an image as well as the
Scale Invariant Feature Transform, more commonly known as SIFT, which allows for scale-invariant feature
detection in images. They also propose a set of hierarchical structures to improve computation time and
accuracy. They are using these additional features compared to Hays and Efros, resulting in city/geographic
area classification accuracies of 97%, 91%, and 85% for the COREL5000, OxBuild5000, and GOLD datasets,
respectively.

Our research differs from the examined related works regarding localization in several key ways. First of
all, it does not need infrastructure as opposed to[42]. And it will focus on an area of accuracy measured in
meters, not city or geographic area as opposed to [5, 21, 27].

2.2. Density estimation using social media images
Density estimation using social media images is formalized as: given a set of social media posts with images
and an event area. Estimate the density of crowds at that event area during a given period. As far as can be
determined, no research exists that focuses on our exact problem. However, research does exist that is similar
to our research. In this context, research that focuses on counting people in images is explicitly included, as
density can be derived by dividing the people counted by the area involved.

Gong et al. [15] focuses on density estimation using social media for city-scale events. They achieve this
by introducing four different methods. Geo-Based Density estimation, a method that groups the sparse social
media posts with geodata from the city event together into timeslots and calculates the density by taking the
number of users that produced such a social media post and divide it by the area of the event. They also pro-
pose a modified version that considers a larger area than the event area to account for measurement errors
in the location of the social media post. The second method proposed is Speed-Based Density Estimation,
which counts users outside the event area with a probability function determined by pedestrian movement
speed and the distance to the event area and posts made at the event. Flow-Based Density Estimation relies
upon WiFi-sensors or counting systems at the event area boundary to determine the flow of users crossing it.
Moreover, it can use this to determine the number of people present in the event area. For its results, it relies
on ground data gathered for the event areas of Ruijterskade, Veemkade, Javakade, Sumatrakade en Zuidplein,
all in Amsterdam. It finds a MAPE of 0.9879, 0.9588, 0.9705, 0.9344, and 0.9529 for these event areas, respec-
tively, for Speed-Based Density Estimation the best-proposed method that does not rely on infrastructure.
Moreover, it finds a MAPE of 0.8474, 0.8569, 0.5667, 0.7198, and 0.5235 for the event areas, respectively, for
Flow-Based Density Estimation which does rely on WiFi-sensors or counting systems. Their work focuses on
the post and ignores additional insights derivable from images commonly attached to social media posts.
Their best performing method requires infrastructure to work, while the best performing method that does
not require infrastructure performs worse than the method that does rely on infrastructure in every event area
they examined. In our research, we aim to use the additional features that we can extract from the addition
of social media images to improve on the results of the method that does not require infrastructure while still
not requiring infrastructure such as WiFi-sensors or counting systems.
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Rahmalan et al. [44] tries to estimate the density of crowds visible in images taken by a single camera
with a fixed position. To achieve this, they introduce three different methods used for feature extraction. The
first method is Grey Level Dependency Matrix (GLDM), a method that looks at the joint probability of 2-pixel
grey levels occurring in the image. The second method is Minkowski Fractal Dimension (MFD), which is a
measurement of the shape’s roughness. Furthermore, thirdly, the Invariant Orthonormal Chebyshev Moments
(IOCM), which is a moment that does not change if a translation is applied. Each methods’ features are then
used to train a SOM classifier, a classifier that can do dimensionality reduction to allow high dimensional data
to have easier visualizations. For the dataset, images from a camera with a fixed position above the crowd was
used. The dataset’s images were labeled Very low, Low, Moderate, High, or Very high in crowd density. They
report their finding based on Morning, Afternoon, and Combined. For the combined result of both morning
and afternoon, they find 80%, 40%, and 85% classification accuracy for the number of people present in the
image for GLDM, MFD, and IOCM, respectively. Their work focuses on a single viewpoint as opposed to a city
event terrain. Their images are from well-placed cameras (minimizing obfuscation). Thus infrastructure is
required for this method.

Jiang et al. [24] are focused on counting people in images gained from fixed-position cameras. To do this,
they propose a multi-layer convolutional neural network (MLCNN). This MLCNN is comprised of a single
VGG16 body, a large neural network highly optimized for dealing with images. Three branches, one for each
of the three final sub bodies, are added that break off from each of the three final sub bodies of the main
VGG16 body to create a density map for each branch. The three generated density maps are then combined
into a final density map used for counting people in the input image. This system results in an MAE of 9.94
on the WorlExpo’10 dataset. Their work focuses on fixed position cameras positioned to reduce the obfusca-
tion of people as much as possible. In comparison, our work will be focused on social media images, which
tend to be taken by people and, therefore, at the eye level. Furthermore, our work will be focused on crowd
density over event areas with multiple viewpoints in the form of social media images as opposed to a single
viewpoint in the form of a fixed camera. Finally, their work focuses on a single viewpoint, and therefore it
can not have overlaps between viewpoints. In comparison, our work considers social media images as view-
points. Therefore, our work will have to consider the overlap between these social media images to prevent
the overcounting of people present in both overlapping images.

Liu et al. [28] are focussed on counting people in images gained from fixed-position cameras. They
achieve this by combining three neural networks into one larger one. These three neural networks are Reg-
Net, DetNet, and QualityNet. RegNet outputs a density map for each pixel in the input image. DetNet a head
detection density map. QualityNet which allocates the qualities of RegNet and DetNet for each pixel. This
QualityNet effectively results in a pixel specific weighting function on whether to use RegNet or DetNet. This
method results in an MAE of 9.23 on the WorlExpo’10 dataset. Their work is different from our research be-
cause they only focus on counting people in an image, while our work will focus on density over an event
area. This difference is important because it introduces overlapping viewpoints causing double counting of
people, whereas their work only has one viewpoint and can not overlap. The images used in their works are
taken from well-placed cameras, which minimizes obfuscation. That is why it is likely that physical infras-
tructure in the form of cameras may be necessary to achieve results similar to those in their work instead of
being able to gather this through social media.

Our work will not require physical infrastructure present at the event to function as opposed to[24, 28, 44]
and as opposed to the flow method proposed by Gong et al. [15]. Nor will it focus on a single viewpoint.
Instead, the work will focus on an event area with multiple viewpoints as opposed to the research done
by[24, 28, 44]. It will try to incorporate specific insights derivable from social media images; some introduced
through methods proposed in this work, such as the number of people counted in the image, the location of
the image, and the view direction of the image to improve the estimate as opposed to [15].

2.3. Emotion estimation using social media images
Emotion estimation using social media images is formalized as given a social media image, identify which
emotions are shown by the people in that image. The emotions selected by a work can differ a bit from
work to work but are generally some combination of neutral, anger, anxiety, fear, sadness, happiness, and
surprise[4, 13, 26]. One closely related subject is sentiment estimation. Which only focuses on a combination
of negative, positive, and neutral[16, 26] sentiments, which can be seen as individual emotions are usually
strongly associated positively or negatively with happiness corresponding to positive sentiment and anger
corresponding to negative sentiment, for example. These sentiments still provide insight into the state of
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research. Therefore related works about sentiment are included as well.

Kumar et al. [26] propose 2 methods to estimate the sentiment and emotion respectively in social me-
dia text. For the used social media text dataset, 60195 tweets were gathered through the Twitter API for the
hashtags #Google, #Microsoft, #Apple, and #Twitter. Their first method, used to classify sentiment, uses an
unsupervised approach by assigning a score to each word present in the Lexicon based on the relation be-
tween the number of hits on google of "word in the lexicon" concatenated with "excellent" or "poor." it is used
to classify sentiment and achieves an accuracy of 80.68%. The supervised method, which is used to classify
emotions. Bag of Words, the set of words in the post, is used as features. A Multinomial Naive Bayes (MNB)
classifier is used as the classifier. Moreover, they use a similar approach to gathering data as the first method.
However, they use the emotions as hashtags and assume that people with these hashtags in their social media
posts experience that emotion. Using this, they find an accuracy of 95.3% for classifying the emotions Anger,
Fear, Joy, Love, Sad, Surprise, and Thankfulness. Their work is different from our research as it focuses on the
text of a social media post while our focuses on the emotions of people shown in the image. This difference
is important as the social media text is generated only by the poster, while the people visible in the image are
likely to contain multiple people in the background, thereby providing much more insight into the emotions
of the actual crowd. It also focuses on a highly specific subset of social media posts, those that self-report
emotions shown, instead of specifically on social media posts originating from city events, which may have a
very different distribution.

Gong et al. [16] measure the error of classifying sentiment for different methods on social media data for
city events. To achieve this, they select multiple events Sail 2015, Kingsday 2016, europride 2017, and Feyeno-
ord football riots 2017, which have different activities such as a boat parade, street parties, flea market, fire-
works, and riots. These events were also in 2 different major cities in the Netherlands being Amsterdam and
Rotterdam, respectively. The selected methods are mainly Lexicon, specifically SentiStrength and SentiWord-
Net, and Machine learning-based. Specifically, Naive Bayes, SGDClassifier, LinearSVC, NuSVC, and SVC are
used. For the allowed sentiments, performance is measured for the scenario where neutral is allowed, and
the scenario where neutral sentiment is not allowed, positive and negative being allowed in both scenarios. A
common dataset is used, which is intended to reflect the true distribution of sentiment in social media posts.
Furthermore, an Event-based dataset is used, which is intended to reflect the true distribution of sentiment
in social media posts taken at city events. They find that all methods perform better if the neutral sentiment
is excluded. Their lowest classification error for those that include neutral is 0.305 and uses LinearSVC and
uses the event dataset for training. Their lowest classification error for those that do not include neutral is
0.177 and also uses LinearSVC and is trained on the event dataset. Their work is different from our research
as it focuses on the text-based part of the social media post, not the image. They also focus on the sentiment,
whereas we will be focusing on emotions expressed by people visible in the images.

Gajarla and Gupta [13] are interested in identifying the emotion associated with the image, not the emo-
tions of subjects within the image. They achieve this by gathering data from Flickr queries for the emotions
of Love, Happiness, Violence, Fear, and Sadness. They also analyze the sentiment by grouping the positive
emotions Love, Happiness into positive sentiment and grouping the negative emotion Violence, Fear, Sad-
ness into negative sentiment. They pass this data through a pre-trained VGG-ImageNet[47], a large neural
network specialized in detecting features in images, and use the results of a specific layer as input to a Sup-
port Vector Machine (SVM), stripping neural network layers and inputting these into an SVM are also known
as word2vec and used to encode linguistic or more generally context-aware properties. For the SVM, a One vs.
All in the context of the selected emotions is used. They also perform several finetuning steps that have com-
paratively minor effects on the overall results. For the sentiment classification, they find an accuracy of 0.678,
and for the emotion classification, they find an accuracy of 0.384. Their work is different from our research
because it is not focused on the emotion or sentiment shown by people in the image. Instead, it focuses on
the emotion evoked by the viewer of the image. It also does not focus on images taken at city events while
ours will.

Chakraborty et al. [4] is focused on detecting the emotions displayed in faces. To achieve this, they create
a dataset of front-facing faces in a lab setting. For each of the faces recorded, the person whose face was
recorded was shown a clip chosen specifically to evoke one of the emotions chosen from Anxiety, Disgust,
Fear, Happiness, and Sadness. The face image is segmented into three regions based on features specific
to that part of the face. These face segments are the mouth, the eyes, and the eyebrows. These are then
labeled into three fuzzy sets eye-opening, mouth opening, and eyebrow constriction, each with values of
LOW, MODERATE, and HIGH. Using these features for the faces, a fuzzy relational model is constructed,
which generates a probabilistic system that a specific emotion is shown. They find that their system predicts
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correct emotions 88.2% of the time for males, 92.2% of the time for females, and 96.6% of the time for children.
Their work is different from our research because it was done in a highly controlled lab environment. In

comparison, ours is focused on emotions shown in social media images at city events. We will also only be
focusing on the distribution of emotions while they focus on classification.

Our work will be focused on emotions shown at city events as opposed to [4, 13, 26]. It will focus on the
emotions displayed as opposed to [4]. Finally, our work will focus on emotions shown by subjects in images
as opposed to the social media text generated by the social media user[16, 26].

2.4. Summary
This section will highlight the main differences from the discussed related works for each discussed research
question.

2.4.1. Location estimation
Our research differs from the examined related works regarding localization in several key ways. First of all, it
does not need physical infrastructure such as WiFi infrastructure[42], as opposed to[42]. And it will focus on
an area of accuracy measured in meters, not city or geographic area as opposed to [5, 21, 27].

2.4.2. Density estimation
Our work will not require physical infrastructure present at the event to function as opposed to[24, 28, 44]
and opposed to the flow method proposed by Gong et al. [15]. Nor will it focus on a single viewpoint. Instead,
the work will focus on an event area with multiple viewpoints as opposed to the research done by[24, 28, 44].
Our work will incorporate specific insights derivable from social media images; some introduced through
methods proposed in this work, such as the number of people counted in the image, the location of the
image, and the view direction of the image to improve the estimate as opposed to [15].

2.4.3. Emotion estimation
Our work will be focused on emotions shown at city events as opposed to [4, 13, 26]. Our work will focus
on the emotions displayed as opposed to [4]. Finally, our work will focus on emotions shown by subjects in
images as opposed to the social media text generated by the social media user[16, 26].





3
Methodology

In this section, we first describe the methodology framework for investigating the main research question, i.e.,
using social media images to estimate crowds’ density and sentiment in city events. Further, for each com-
ponent in the framework – connected to a research sub-question, we introduce the related method. Namely:
estimating social media images’ location using Structure from Motion (SfM), estimating the density and emo-
tion of crowds using social media images.

3.1. Methodology framework
Our method for estimating the density of crowds shown by RQ2 in Figure 3.1 and proposed in section 3.3 is
dependent on social media images being able to provide the following features. The timestamp when the
image was taken, the number of people seen in the image, the angle of view of the image, the location the
image was taken, and the direction in which the image was taken.

While some of the discussed related works demonstrate the ability to count people in a single image[24,
28, 44] or extract faces from images through tools such as YOLO[45] and can therefore be deemed extractable
from social media images. Moreover, the timestamp is provided with the social media post. The angle of
view can be estimated, assuming that most social media images are made with a smartphone, are usually
limited to a small range of about 62-82 degrees, excluding specialty phones. Therefore the Angle of View can
be approximated by simply taking the halfway point at 72 degrees.

The location is, in certain cases, also available for social media images in the form of geodata attached
to the image. However, as shown in subsection 4.1.1, these locations may not represent the actual location
the image was taken. Moreover, they are quite sparse compared to the overall amount of social media posts.
To overcome these shortcomings of existing location data available to social media posts/images as well as
increase the overall availability of location data, we will introduce a method to estimate the location demon-
strated by RQ1 in Figure 3.1 and given in subsection 3.2.4.

The required image direction can be achieved through similar methods as subsection 3.2.4 by only taking
the rotation element introduced in subsection 3.2.2 and applying it to the image direction extractable from
subsection 3.2.1. The image direction was not closely examined in this work due to its direct relation to the
location estimation as illustrated by Figure 3.2.

Finally, we will also be looking at the distribution of emotions shown in social media images at city events
shown by RQ3 in Figure 3.1 the method of which is given in section 3.4. We will be focusing on the expected
distribution of emotions in faces in social media images taken at city events.

3.2. Estimate location of social media image using Structure from Motion
In this work, we design and evaluate a method based on Structure from Motion (SfM) and Generalized Pro-
crustes Analysis to determine the location of a social media image within a certain area or, if it is not from that
area, reject it. To explain this, we first introduce the Structure from Motion and further describe the General-
ized Procrustes Analysis, which uses the outputs of the SfM to estimate the location of where the social media
images were taken. Both are shown as the green boxes in Figure 3.3.
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Figure 3.1: The methodology of estimating the density and emotions of crowds from social media images at city events. Green squares
denote Research questions that are introduced. Rq 1 rq2 and Rq 3 have a methodology for investigating sub research questions in the

following subsections.
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Figure 3.2: As can be seen introducing an location estimation error between point 1 and point 1 approximate limits the rotation.
Because the estimated location given by point 1 approximate still needs to see approximately the same scene as the original point 1.
Therefor the rotation error is largely determined by the location estimation error. The reason why the scene has to stay more or less

consistent is a property of how Structure from Motion systems function and explained in more detail in subsection 3.2.1.

3.2.1. Structure from motion
The first step in the proposed method of location estimation makes use of the Structure from Motion (SfM)
approach.

Structure from Motion (SfM) is a process of creating a 3d scene reconstruction using 2d images by looking
at overlapping features in the 2d images. It then combines these overlapping features and maps them to a 3d
X, Y, Z coordinate space. This X, Y, Z coordinate space is the consensus relative distance space determined by
the SfM. It is the coordinate space for which the lowest error could be found based on all the images used by
the SfM. The Y dimension is height. The X, Z plane is in the same plane as longitude and latitude, assuming
we ignore that the earth is curved.

This aligning of X, Z with Longitude and Latitude is only approximately true for smaller areas but should
be sufficient for event areas, the area covered by the city event. This approximation is because the influence
of the earth’s curvature over a 1 km distance is about a 0.1 m deviation assuming the earth is round and has
a radius of 6378 km, which is the radius given by NASA[34]. In practice, calculating distances on the planet
involves many other complications, such as the planet not being a perfect sphere but ellipsoid and features
such as mountains causing local variations. However, for city events where the event area is flat, these should
not cause substantial deviations as they are either not relevant to city event scales. Or features of the earth
not usually present at event areas within cities, such as mountains.

This X, Y, Z space is also called the 3d reconstruction of the Structure from Motion system of the 2d images
or the reconstruction for short. This reconstruction also allows placing the 2d image in the X, Y, Z coordinate
system, giving us the best estimate for where the image was taken within the X, Y, Z coordinate system.

An example of such a Structure from Motion reconstruction, using the opensfm tool, is shown in Fig-
ure 3.4. Together with an image that was, together with other images, used for its reconstruction is found in
Figure 3.5. Please note how both have the palace visible in their bounding box.

Structure from Motion systems relies on several steps to derive the 3d reconstruction from a set of images.
While different specific Structure from Motion systems may use slightly different steps to optimize for their
specific problem, these steps should generally hold between different Structure from Motion systems.
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Figure 3.3: High level overview of the steps involved in achieving a longitude and latitude location estimation for a social media image
suspected to be taken at the city event.
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The first step in this process is to extract feature points from each image. These feature points are gen-
erally located at a specific point in the image but can aggregate information over the entire image in itself.
These feature points are specifically selected so that if the same object is shown in different images, the
feature points are the same. As different images usually vary in factors such as rotation, scaling, angle of
view, illumination, and other factors. The methods that extract these feature points usually provide ways
to handle (a specific subset of) these factors. Examples of methods that provide these feature points are
Scale Invariant Feature Transform (SIFT)[29], Hessian Affine Transformation with Histogram of Oriented Gra-
dients (HAHOG)[30] and Global Image Features (GIST)[40]. SIFT provides translation, scaling, and rotation
insensitive feature points and can handle some changes in lighting. In comparison, GIST’s feature points
are invariant to scale and rotation and can deal well with affine distortion, change in viewpoint, noise, and
illumination.

The second step is to match the features found in images in the first step between different pairs of images.
To determine if an overlap, as illustrated by Figure 3.9, between these images exists and, if so, what that
overlap is and how likely it is that this overlap is genuine. Due to the many features and noise present in the
features between images, approximate matching is often applied. An example technique used for this is Fast
Library for Approximate Nearest Neighbour (FLANN)[32]. In general, the feature matching step assumes that
features are more or less in the same real world position in all images. This makes Structure from Motion
well suited to, for example, urban environments and less suited to environments where shapes continuously
change, such as forests.

The third step is to determine the feature points present for multiple images. For example, if multiple
images capture the same door. Usually, a certain minimum amount of images should agree on the same
feature point to limit bad matches. These sequences of images with agreed-upon feature points are called
tracks. It should then be expected that the features generated for that door are present in each of these images.
Therefore, a track should be present for each of these feature points with the images that capture the door.

The fourth step is to do the actual 3d reconstruction. This reconstruction is achieved by trying to estimate
the current disagreement of the model. There is a certain amount of disagreement for any specific combina-
tion of values of feature point positions and image positions. One feature point may indicate that the image
was taken at one location, while another feature point may indicate that that same image was taken some-
where else. If one were to sum the overall disagreement within a specific combination of values for feature
point and image positions in the 3d X, Y, Z space, one would have an error metric. The lower the disagree-
ment in positions, the more accurate the model becomes. An error of 0 implies that the model is a good
reconstruction based on what is seen in the images. An error of 0 is unlikely to occur in real-world applica-
tions due to measurement noise, amongst others. An example of a technique used for optimizing the total
model disagreement is Bundle Adjustment (BA), which, based upon a set of initial estimates, can lower the
overall model disagreement.

As mentioned in the description of steps for a Structure from Motion system, one important step in the
process is detecting overlaps between images if no such overlaps exist. Alternatively, if only part of the images
overlaps, then no reconstruction can be made, or the reconstruction will only involve the image set that do
have overlap. For example, given two images. One taken in New York and 1 taken in London. Deriving a
3d structure from the combined images is impossible as they share no information and therefore allow no
triangulation between feature points in the images. To avoid this issue of being unable to reconstruct or
creating a wrong reconstruction, we seed the Structure from Motion system with source images with known
longitude and latitude. These images should be of sufficient number so that the entire event area is covered,
and enough overlap exists between them to ensure a successful Structure from Motion reconstruction.

For each image whose location is to be determined, we will do a reconstruction with the seed images
and the image whose location is to be determined. The image whose location is to be determined may or
may not be taken at the event area. It is up to the Structure from Motion method to determine whether this
is the case. In this research, as proposed in subsection 4.2.1, we will be focusing on social media images
from different city events. Though if random, non-adversarial, images are provided because it relies on these
feature points for its initial modeling. These random images are expected to be mostly not to be included in
the reconstruction. Moreover, even if random images are included by coincidence or accident. These random
images are still likely to be thrown out as they are unlikely to form long enough tracks to be kept for the initial
modeling, further reducing the likelihood of including images in the reconstruction that are not taken at the
actual event area.

The Structure from Motion system then produces an X, Y, Z coordinate value for all images in the recon-
struction. If the image was not in the reconstruction, the image does not have coordinate values.
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Figure 3.4: Structure from Motion reconstruction using Opensfm[30] with default settings of "De Dam" in Amsterdam using panorama
photos. The image in the upper left corner is the currently selected image location. The palace on the dam is contained by the red

bounding box.

It should, however, be mentioned that Structure from Motion reconstruction is highly computationally
expensive. The system scales quadratically for a single reconstruction in the number of input images, as
explained in subsection 7.2.1. Moreover, the constant time of each input is quite high (in the order of up to
several seconds for a single input image) Even for comparatively small event areas with 100 images or 1000
images, this can mean 10000 or 1000000 seconds of computing time assuming a constant compute time of 1
second per input in the worst case. This computing expense is also the reason much research is focused on
reducing the computation time of Structure from Motion systems, as demonstrated by Agarwal et al.[1] and
Frahm et al. where Agarwal et al. is focused on achieving (part of) city-scale Structure from Motion. While
Agarwal et al. is focused on the same problem while reducing the resources to fit within a single computer.

3.2.2. Generalized Procrustes Analysis
Generalized Procrustes is a process aimed at aligning coordinate systems using rotation, scaling, and translat-
ing. As shown in Figure 3.6.

As shown in Figure 3.3, one step in the process requires matching the created X, Y, Z coordinate system to
longitude latitude. In this context, we will ignore the Y coordinate as it is almost constant (being at roughly
eye height) compared to X, Z. We also assume that the longitude latitudes involved are city scale. Meaning
the curvature of the earth can be ignored as discussed in subsection 3.2.1. So that longitude and latitude can
be considered a linear coordinate system. This assumption simplifies the problem to matching points in an
X, Z coordinate system to points in a longitude-latitude coordinate system. With the social media images
included in the reconstruction, which only have coordinates in the X, Z coordinate system need to have their
longitude and latitude be predicted.

Generalized Procrustes Analysis[19] is capable of converting between Cartesian coordinate systems as we
require and guarantees the minimal achievable Root Mean Squared Error in the scope of the following oper-
ations: translation, scaling, and rotation for this conversion. Generalized Procrustes Analysis produces a set
of translation, scaling, and rotation operations that transform a coordinate in X, Z to longitude and latitude.
These types of transformation operations are examples of affine transformations.

3.2.3. Outlier Corrected Generalized Procrustes
One potential risk in using Generalized Procrustes Analysis is that it tries to optimize its selected affine trans-
formations using Root Mean Squares Error. This error measurement has the unfortunate downside that if
a single coordinate has a large error in the measurement, Procrustes’ real result is disproportionately influ-
enced by that measurement. For example, if we have the 3 points given in Figure 3.6 and introduce a single
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Figure 3.5: Example of image extracted from panoramas provided by the Amsterdam open dataset for the Dam in Amsterdam. The
palace on the dam is visible in the center of the image, and also surrounded by a red bounding box.

Figure 3.6: Example of a scaling of 2 and translation of 2 for both X and Y to go from the blue coordinate system given by B1, B2, and B3
to the orange coordinate system given by O1, O2, and O3. As this example features no error in the points being measured, Procrustes

would be expected to report an error of 0 and the exact scaling and translation used.
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Figure 3.7: An overview of the available data. With an example of a social media image with people counted annotated by the purple
boxes. The count of which gives Pn . Xn ,Yn gives the location at which image n is located. while Rm gives the direction the camera is

pointed. Vn is the angle of view for image n. Am as represented by the area given by the dotted lines is the area spanned by the
projection of m into the boundary formed by the event shape S

additional point with a measured error of 10 in the x-axis. Now the transformation function will drastically
change, even though the underlying affine transformations have not. For our problem, we would prefer an
affine transformation that relies on less, but likely more accurate points. To achieve this, we propose first
running generalized Procrustes as introduced in subsection 3.2.2 and then using its affine transformation
function to see which coordinates have the smallest distance from their actual true location. We then take
the first n points with the smallest distance and run Procrustes on these points. We will use the affine trans-
formation produced by this second Procrustes as the affine transformation function for Outlier Corrected
Generalized Procrustes. The n introduced should be selected in such a way that the law of large numbers
still holds. A maximum of a percentage of the overall points and a constant cutoff amount of points would
guarantee this in all cases where sufficient points are available to meet the constant cutoff amount of points.

3.2.4. Estimate location from images using Structure from Motion
Initially, the combined streetview and social media image, whose location is to be determined, is used by
the Structure from Motion system to produce X, Y, Z coordinates for those social media images that could
be reconstructed. Social media images that are not part of the reconstruction are determined not to be in
the event area. The streetview images’ X, Z coordinates, and longitude and latitude are used by Generalized
Procrustes Analysis to produce a translation, scaling, and rotation operations to map any X, Z coordinate to
a corresponding longitude, latitude coordinate. These translation, scaling, and rotation operations are then
applied to the X, Z coordinates of social media images, produced by the Structure from Motion system, to
produce the longitude, latitude location estimation for the social media images.

3.3. Estimate density of crowds at city events using social media images
We propose a methodology for estimating the density of crowds at city events using social media images. For
our initial set of social media images I , for every social media image i ∈ I taken during the events, we assume
to have the number of people in the image Pi . We have the longitude Xi , latitude Yi , and rotation projection
Ri of the image. We also have the timestamp Ti . We know the shape, or geometry, S of the event, which forms
an area within which all images must be located, also referred to as the event area.

The variable Ai is the area covered by the image projection, or A for the entire area covered by S. See also
Figure 3.7 for a visual representation of the introduced variables. If we were to assume that Xi , Yi , and Ri

give the exact location and rotation and that the angle of view is known and assume that Pi gives the exact
accurate amount of people in the image, even including (fully) obfuscated people. Then the density of part of
the terrain can be determined perfectly through Equation 3.1, which corresponds to the density of everything
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Figure 3.8: Example of the situation where all people are present in exactly one image. There are 2 camera points given by image 1 at
[2.5,2.5] and image 2 at [5,5]. the angle of view is 72 degrees and there are 5 people identified by the image by the dots named person 1
through 5 specifically at [1,1], [2,2], [6,6], [7,7], [8,8]. The event area is from 0-10 for both x and y and recorded in meters giving an area

of 100m2. The true density in this example is 5/100=0.05. the density method proposed in Equation 3.2 is also 0.05 for this example.

seen in the image.

Di = Pi

Ai
(3.1)

If no image projections were to overlap, and each person is present in an image, then every person is
counted exactly once. This ensures

∑
i∈I Pi equals the number of people present and the density can be

calculated through Equation 3.2 an example of this situation can be found in Figure 3.8. A real-world example
of overlap can be seen in Figure 3.9

D =
∑

i∈I Pi

A
(3.2)

This method would, provided all assumptions hold, provide a perfect density estimation. However, some
of these assumptions are unlikely to hold for any real-world implementation. We propose several modifica-
tions to these core assumptions to allow for a density implementation. By loosening these core assumptions,
we introduce specific sources of error to the estimate. However, it allows the model to be used in real-life
settings.

To address the assumption that no image projections can overlap, we first must look at what loosening
this restriction entails. Set theory tells us that allowing overlap between pairs of image projections produces
an overcount of P1∩2 as per Equation 3.3

P1 +P2 = P1−2 +P2−1 +2∗P1∩2 (3.3)

If we can determine P1∩2, we can correct this and allow for overlaps of pairs of image projections. How-
ever, it is unknown which part of the set people belong to as their exact location will be unknown. To make
getting a result still possible, we propose assuming that people are uniformly distributed over the image pro-
jection area. This assumption means that where overlap exists, people present are the average of the overlap-
ping image projection areas. This results in Equation 3.4

P1∩2 = D1 A1∩2 +D2 A1∩2

2
(3.4)
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(a) Example of an hypothetical overlap given by the red bounding
box. One person is present in the image overlap.

(b) Example of an hypothetical overlap given by the red bounding
box. One person is present in the image overlap.

(c) Example of an hypothetical overlap given by the red bounding
box. One person is present outside the image overlap.

(d) Example of an hypothetical overlap given by the red bounding
box. One person is present outside the image overlap.

Figure 3.9: 4 images with illustrative image projection overlaps given by the red bounding box. Given these 4 images we would count 4
people if only the aggregate of people counted in images is used. However for Figure 3.9a and Figure 3.9b there is a person present

within the overlap. This means that the person in the overlap gets counted twice and should only be counted once. therefor an
overcount of 1 person has occured by naively counting people in the images. The persons in Figure 3.9c and Figure 3.9d do not occur in

any overlaps and therefor should be counted normally as is.

We can then update our densities by distributing the overcount of people in P1∩2 between the people
counted in image 1 and 2 in proportion to the amount of people seen in the images as shown in Equation 3.5
and Equation 3.6 and an example can be found in Figure 3.10. The updated density can be calculated by di-
viding the updated amount of people by the area as shown in Equation 3.1 a visual example of this overcount
correction is available in Figure 3.10. This process is then repeated for all overlaps created by the overlapping
areas between pairs of image projections.

P1 = P1 −P1∩2 ∗ P1

P1 +P2
(3.5)

P2 = P2 −P1∩2 ∗ P2

P1 +P2
(3.6)

To address our assumption that each person is present in an image, we assume that the density of the
area covered by images is equal to the density of the area not covered by images. This assumption is, in
fact, the assumption that sampling a true distribution can result in measuring the true distribution. It is a
general assumption made for all measurements and should hold as long as the error measured is randomly
distributed and has no bias. Social media data, as proposed for our usage, is generally considered a biased
data source[6, 17, 20]. While it is certainly the case that certain high-interest areas may be over-represented
by social media images, we already correct for this with the overcount correction. So unless social media users
go out of their way to exclusively make social media images of high or low-density areas, this bias should be
limited. We are also currently assuming that we count the people in an image perfectly. This assumption
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Figure 3.10: Example of overcounting correction. The projection of image 1 and image 2 are double-counting person 3 at [5,1].
Therefore the true overcount is 1. Resulting in an estimated crowd size of 6 purely based on people counted in images compared to a

true crowd size of 5. The areas of both image projections have a density of 0.137, and the overlapping area is 6.25. Our proposed
overcount method results in an P1∩2 of 1.7125 as given by Equation 3.4. This variable, in turn, leads to updated P1 and P2 of 2.14375 for
both. The total amount of people estimated to be present after overcounting correction is 4.2875, whereas it was six without overcount
correction. The overcount is not perfectly addressed because, in this example, the persons are not uniformly distributed over the image

projection.
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Figure 3.11: Methodology for emotion analysis for crowds at city events using social media images.

is kept as it isolates our proposed method’s error from the error of any one specific "counting people in an
image" method. As there are multiple methods[24, 28, 51] that focus on this specific sub-problem, it seems
reasonable to isolate the problem of counting people in images from an overall density estimate method.
Currently, there is also the assumption that multiple social media images are taken at the same time. We in-
stead propose to assume that density and the distribution of people are consistent over smaller time-frames.
This assumption allows social media images in the same time window instead of the same timestamp to con-
tribute to the density estimation. This approach of using time windows to bin social media posts together for
a single density estimate has been shown to work in real-world settings in previous research by Gong et al.[15]

This addressing of assumptions leaves our assumption that the overcount correction adequately addresses
the existing overcount. For this, we propose an experiment in subsection 4.2.2

3.4. Analyse emotions of crowds using social media images
Our research introduces a method to analyze the emotions of crowds at city events using social media im-
ages. It will focus on the following facial expressions and their related emotions: neutral, angry, anxiety, fear,
sadness, happiness. To describe the method, we will first introduce how to extract faces from images and
then explain how we will detect emotions in faces. A visual overview of the steps involved can be found in
Figure 3.11.

3.4.1. Extract faces from images
Emotions are usually displayed individually, although some correlation may exist between people close by
each other in the same image. Therefore we start by identifying people individually. Extracting faces is a
logical choice, as humans show many emotions with their faces. This face extraction can be achieved using a
framework such as YOLO[45], which takes an image as input and outputs a bounding box for detected objects.
One such object is the face. Afterward, this bounding box can be used to construct an image of the face itself.

3.4.2. Detect emotions in facial expressions
Detecting emotions in images is a field where research is already done[4, 13, 25]. However, no information
seems known about the distribution of these emotions in social media images at city events. We propose
manually labeling faces to produce an emotion from Neutral, Happy, Sad, Angry, Surprised, or Fear label for
that face. We opted to manually label these images as while automated systems exist to classify emotions in
faces. They tend to be quite limited in their accuracy compared to their ground truth data, with an accuracy
of 0.71161 achieved in a public contest for achieving high accuracy in facial emotion classification[25]. The
process by which this is done specifically is given in subsection 4.2.3
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Experimental Setup

In this section, we introduce the experiment setting for answering the research question. First, we present the
four datasets used for the experiments. As the main research question consists of 3 research sub-questions,
we conduct three experiments, one for each research sub-question. We introduce each experiment’s setting
in terms of variables, process, dataset, and evaluation metrics.

4.1. Datasets
In our research, four datasets were used. We will give an overview of the data involved and justify its inclusion
in this research.

1. Social media dataset collected by Gong et al.[15]

2. Amsterdam open dataset[36]: panorama images

3. Manually produced social media image data

4. Crowd simulation data: social media activity and density

4.1.1. Social media dataset collected by Gong et al.[15]
This dataset contains Instagram social media posts taken at six city events located in Amsterdam and Rotter-
dam. Each data row represents a social media post. Each data row includes the post URL, which references
the original web page of the post and allows retrieval of the original post image and the corresponding data
gathered alongside it. It was originally used in their works [15, 16, 51]. Each data item consists of the following
fields.

1. Post link: This is the URL to the original social media post’s web page, which also contains the social
media image. 374 posts out of 2027 were no longer available and thus excluded from this research.

2. Timestamp: the timestamp in The Netherlands for the moment the post was created.

3. Event: the event during which the post was sent.

4. Longitude, latitude: used for locating where the image was supposedly taken. However, out of 512 im-
ages for all Kingsday and Sail events, only 88 locations are distinct. Due to the unlikelihood of recording
multiple images at the exact longitude and latitude due to noise in the measurement. We had to exclude
this parameter from our research due to unreliability in defining the location an image was originally
taken.

It was included in this research as a source of social media images taken at city events. This dataset was used
for the experiment proposed in subsection 4.2.3.

23
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Figure 4.1: Example of an equirectangular_full panorama image taken at "De Dam" in Amsterdam taken from the Amsterdam Open
Dataset.

4.1.2. Amsterdam Open Dataset
The Amsterdam Open Dataset[36] contains a set of data related to the city of Amsterdam. For this research, we
only used their panorama data[37] and the corresponding longitude and latitude. More specifically, we used
the image provided by the URL located at "equirectangular_full" in the Amsterdam Open Dataset panorama
data structure. This image is the full-size panorama image. An example panorama image is given by Fig-
ure 4.1. Furthermore, the Amsterdam Open Dataset was used for the coordinates in the form of longitude
and latitude values corresponding to where the panorama image was taken. It was included in this research
as a source of images with location data for seed images in being able to determine how an area looks using
Structure from Motion as described in subsection 4.2.2

4.1.3. Image Data collected manually in this research
We decided to take images using a smartphone for images with corresponding longitude and latitude, gath-
ered similarly to how social media images would be made. Primarily because of the integrated GPS allowing
simultaneous capture of image and location. This gathering of images was done in several areas over Amster-
dam, for which the Amsterdam open dataset has panorama images. In addition, all event areas correspond
to previous work done by Gong et al. allowing better comparability. Except for the De Dam event area, which
was included as it is frequently used for events and one of the few areas in the Netherlands that featured com-
paratively large quantities of people during the covid-19 pandemic. The images were gathered using a Nokia
8 Sirocco, and GPS was turned on. The Google camera app automatically saves the location into the images’
Exif data. Images were recorded using the main 12 Megapixel camera, stored in .jpg, and no additional com-
pression was applied. The images were gathered randomly by walking a few meters and then taking one or
more images in random directions. All event areas are in an urban environment in Amsterdam. An example
image of the dataset can be found in Figure 4.2.

It was included in this work as a source of stand-in images for social media images at city events with
known longitude and latitude, with an accuracy of about 5 meters as per the U.S. Air Force on the accuracy
of smartphone GPS signal[11]. It was selected over social media images gathered at city events as due to
the Covid-19 pandemic; no actual events took place. Moreover, no dataset could be identified of social media
images taken at city events with reliable longitude and latitude for where the image itself was taken. One such
dataset examined was provided by Gong et al.. However, it was unsuited for our needs due to issues with the
location data as discussed in subsection 4.1.1. It was used for the experiment introduced in subsection 4.2.1

They are considered equivalent to social media images taken at city events in the following respects:

• They are taken through a smartphone, resulting in more ”noisy” images compared to images taken with
professional camera equipment.

• They are taken at areas used for events, which means that the efficacy of the provided method can be
related to event areas.

They may deviate from social media images taken at events in the following ways:
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Figure 4.2: Image recorded at latitude and longitude of 52.373159 and 4.892017 correspondingly at De Dam in Amsterdam.

• No selfies or group photos, which while a common occurrence in social media images taken at city
events. Based on the dataset discussed in subsection 4.1.1, these images still leave large parts of the
background architecture visible in the background in most images. So this should have minimal impact
on the overall accuracy for the purpose of location estimation.

The selected event areas along with the number of gathered images for that area can be found in Table 4.1.

Table 4.1: Event areas and their corresponding amount of manually gathered images.

Event Area Gathered Images

Javakade 86

Ruijterskade 62

Sumatrakade 57

Veemkade 69

De Dam 53

Zuidplein 33

Event area: Event area images
where gathered.
Gathered Images: The number
of images gathered for the corre-
sponding event area.

4.1.4. Crowd simulation data: social media activity and density
For our crowd simulation of city events, we are grouping together multiple timestamps of social media posts
into a single timeframe as used successfully for the purpose of estimating density by Gong et al.[15]. This
grouping implies that the amount of people that make a social media image in that timeframe is controlled
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Figure 4.3: example of 2 simulated groups moving through an urban map, using Cromosim[10] for crowd simulation. The image was
taken after 6.90s of simulation. The population starts randomly distributed at the bottom and heads for the exit at the top, given in red.

People disappear once they hit the exit, causing a rapid reduction of the population after several seconds.

by the length of the timeframe, with a longer timeframe likely to capture more social media posts. There-
fore, it makes sense to focus on the percentage of people who make social media posts, as, for a real-world
application, the timeframe can be matched to fit that percentage.

The other important factor for our crowd simulation is the true density. This factor allows comparing with
the prediction given by the method determining the accuracy of the method.

There are many different approaches to doing crowd simulation. Twenty-five of which are examined by
Richards[46]. However, many of these approaches are either not freely available such as uCrowds [49]. Do
not allow for successful installation due to reasons such as deprecation, not providing required software (or
the specific required versions of software), or do not provide installation instructions prohibiting installa-
tion. Finally, of those crowd simulations that do work and are freely available, simulations are not suited for
crowds at city events because they rely on static populations as shown in Figure 4.3. In contrast, city events
feature people entering and leaving the event terrain continuously. The freely available alternatives focus on
timescales of seconds and amounts of people up to roughly 100. While the density of crowds at city events is
measured in minutes or hours, as exemplified by Gong et al.[15] and can easily feature tens of thousands of
people. These crowd sizes make computation of city event scale crowd simulations implausible using these
methods.

Formal crowd simulation techniques focus on the movements and interactions between people. While
it could be of interest to see how our method functions at different times. It is not strictly necessary for our
needs. These crowd simulation methods usually focus on different interactions between people, such as
keeping a minimum distance from others or staying closer to the group they move in. However, taken at a
large scale, these still result in a roughly uniform distribution in the areas where people are located in the
simulation. In addition, their initial location is usually given by a uniform distribution. Therefore, taking a
uniform distribution of people’s locations should be somewhat realistic for crowd simulation purposes. This
approach is, for example, taken by [10] which is based on the works by Maury and Faure[31].

This approach is not to say that no uniform distributions can exist. For events such as Kingsday, or a
protest, the more-or-less uniform distribution of crowds makes sense as people do not have anyone particular
focus at the event. For events like Sail this assumption does not necessarily make sense as on the waterside
of Sumatrakade, boats will be sailing, forming the points of interest. Therefore, it can be expected that people
bunch together closer to the waterside and thin out towards the back to see more of the point of interest.
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Figure 4.4: Crowd simulation of a 100 by 100 event area with 500 people (i.e., a crowd density of 0.05) and five people are producing
social media images (i.e., a social media activity of 0.01). Two of these are easily identified by the blue projection lines. The other three

are located in the top left, center bottom, and bottom right. The top left, and the top center viewpoints are the only ones that feature an
overlap. In the diagram, the X and Y-axis denote meters and are intended to demonstrate relative positions between people who are

given by the black dots.

Based on this, we will propose our crowd simulation method. Our crowd simulation has three variables.
The control variable event area A. The free variable true crowd density at the event: D . The free variable
percentage of people who produce social media images is also referred to as the social media activity: P and
the control variable angle of view for each image projection: AoV . The simulation is then constructed as
follows:

1. Calculate the number of people N at the event by multiplying the event area size by the true crowd
density.

2. Create N uniformly random coordinates within the event area for each of the people at the event.

3. Randomly select N ∗P people. These people are designated as those who make a social media image.
Assume each image is taken in a random direction Ri and see everyone in a triangle starting at the
image’s location with an angle of view AoV .

4. For each social media image, count the number of people that are in the projection. This count gives
Ci the number of people seen in image i.

5. Record the coordinates Xi ,Yi , direction Ri , angle of view AoV and people counts Ci of each image i.
These are the features available for density estimation. For comparison purposes, the true density and
percentage of people who produce social media images are recorded.

A visual representation of a crowd simulation can be found in Figure 4.4
Crowd simulation data was used for the density experiment proposed in subsection 4.2.2
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4.2. Experimental setting
In the following section, we introduce three experiments. Each experiment is introduced for investigating
each research sub-question.

4.2.1. Experiment 1: Estimate location from images using Structure from Motion (SfM)
To answer the first research question, "How can the geographic location of a social media picture taken dur-
ing a city-scale event be estimated?" we propose an experiment to validate the location estimation method
proposed in section 3.2. The experiment should validate the accuracy of predicting whether an image is taken
at an event area and determine the accuracy of the predicted location if it is in the event area.

The independent variables of this experiment are the selected event areas. These influence the dependent
variables of the location estimate.

For predicting whether an image is in the event area or not, we will report the confusion matrix for images
taken in the event area, referred to also as in event area, or not in event area if an image was not originally
taken in the event area involved, as well as images not taken in the event area. The confusion matrix is a metric
used for classification problems[48] and provides insight into how well a classification system performs.

For predicting where exactly an image was taken at the event, we use the distance between the true lo-
cation and the predicted location as the error in location estimation. We will be reporting these errors in
the form of radii of confidence, which is commonly used in location-based metrics[18] and provides insight
into how likely a particular deviation is. The radius of confidence is the likelihood that the true location and
estimated location deviate less than n. For our experiment, n is chosen to be set at [5, 10, 20, 50, 100, 100+]
and is measured in meters. These were chosen because the accuracy of smartphones is about five meters[11],
giving us a significant lower bound. Furthermore, the upper bound error of 100+ meters corresponds to being
outside of the event area in most cases.

To perform this experiment, we need to select event areas. We selected De Dam, Sumatrakade and Zuid-
plein in Amsterdam shown in Figure 4.9, Figure 4.8 and Figure 4.7 respectively. Sumatrakade and Zuidplein
have been previously used by Gong et al.[15]. These event areas were chosen because they are locations used
for city events in the past, such as Kingsday, Sail, and protests. Sumatrakade and Zuidplein were also chosen
because they would allow comparing results with previous research done by Gong et al.[15].

For these event areas, we need social media images with reliable locations and seed images of the event
terrain with their location as described in subsection 3.2.1. The amount of these images should be large
enough that the entire area is covered in a reconstruction. While being small enough to still be able to
compute the necessary amount of reconstructions within a reasonable timeframe as described in subsec-
tion 3.2.1. If the improvements proposed in subsection 7.2.1 are applied, this requirement would be lessened.

For the necessary social media images, there is a dataset by Gong et al.[15]. However, due to the problems
described in subsection 4.1.1, i.e., the data likely not representing the actual location the image was taken.
This dataset was not used, and instead, data was manually gathered as described in subsection 4.1.3. Specif-
ically, the data items gathered consist of the following: an image taken at the event area and the longitude
and latitude where that image was taken. For the images of the event terrain, also referred to as seed images
as discussed in subsection 3.2.1, we selected the Amsterdam open dataset[36], which contains panorama im-
ages and their location for most of Amsterdam. This dataset was chosen because of the high density of image
locations and accurate measurements (errors of up to 0.8m Root Mean Square[35])

For our Structure from Motion (SfM) method, we used OpenSfM[30] this implementation was selected
because it features a more-or-less default implementation of the SfM approach as introduced in subsec-
tion 3.2.1, its primary deviation is that it uses HAHOG, a combination of Hessian Affine Region Detector and
Histogram of oriented gradients as its default feature extractor. It was constructed to perform similarly to
SIFT, both being rotation and scaling invariant. However, unlike the more commonly used SIFT technique,
which is patented and therefore not necessarily publicly available, it is open source. It was originally de-
veloped by Mapillary to reconstruct urban streetviews. Therefore it should provide a decent baseline of the
performance of our method because it is a more or less default implementation of a Structure from Motion
system and has been used in urban settings with success before.

Our experiment is conducted through the following steps:

1. For each of the selected event areas, retrieve the seed images and their longitude and latitude from
Amsterdam open data.

2. For each of the seed images convert it from panorama view to cubic images in the top, back, front,
left, right, front-left, front-right, back-left, and back-right view using the equirectangular toolbox[33].
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Figure 4.5: Example of an left cubic projection, extracted using the equirectangular toolbox. This cubic left view was generated from the
panorama in Figure 4.6

The equirectangular toolbox allows taking an equirectangular projection and creating cubic projections
from it. The bottom view is not created as it only included the vehicle taking the images, not the actual
event area. An example of a panorama image can be found in Figure 4.6, an example of an extracted
view from that panorama image can be found in Figure 4.5

3. To limit computational complexity as discussed in subsection 3.2.1, if there are more than 1000 seeds
images, select a random sample of 1000 seed images. This sampling was used for De Dam and Suma-
trakade, which had 3323 and 6246 seed images, respectively, for their area size.

4. For the selected event terrain, use the images of that event area in the manual dataset introduced in
subsection 4.1.3 as the images that were taken at that event area. For the images not taken at the event
area, we will select a random sample of 100 taken from all event areas that were not selected also intro-
duced in subsection 4.1.3

5. Construct a Structure from Motion (SfM) reconstruction for the selected event area for each of the se-
lected social media images. The SfM uses all seed images of that terrain and the selected social media
image, as proposed in subsection 3.2.1. These combinations of data inputted into the SfM produce the
reconstructions. For the SfM, we used OpenSfM[30] as discussed earlier in this section.

6. For each social media image. Construct a reconstruction as proposed in subsection 3.2.4. Classify
based on this reconstruction whether the social media image is at the event terrain or not as per the
method proposed in subsection 3.2.4.

7. For each social media image classified as at the event terrain. Compute the longitude and latitude using
the Procrustes method proposed in subsection 3.2.2 for the location estimation method proposed in
subsection 3.2.4. This gives the predicted location of the social media image, using Procrustes.

8. For each social media image classified as at the event terrain. Compute the longitude and latitude
using the Outlier Corrected Procrustes method proposed in subsection 3.2.3 for the location estimation
method proposed in subsection 3.2.4. This gives the predicted location of the social media image, using
outlier corrected Procrustes.

9. Calculate the distance between the true and predicted location for both Procrustes and Outlier Cor-
rected Procrustes using the distance function given by Geopy[14]

10. Use the distance between the true and predicted location as the error for the radii of confidence intro-
duced earlier in this section.
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Figure 4.6: Panorama view example for the Sumatrakade, taken from the Amsterdam Open Dataset[36]

Figure 4.7: The blue area denotes the area used for the Zuidplein event area.

Figure 4.8: The blue area denotes the area used for the Sumatrakade event area.
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Figure 4.9: The blue area denotes the area used for De Dam event area.

4.2.2. Experiment 2: Estimate density of crowds using social media images
To answer our second research question, "How can images be used to estimate crowd density from social
media without crowd measurement infrastructure?" we propose an experiment to validate the methodology
proposed in section 3.3 the experiment should validate the accuracy of the estimated density.

In this experiment, we will be relying on a crowd simulation for producing location, direction, and amount
of people in social media images. This was done because of our need for a ground truth of density for an event
as well as ground truth data of the direction and location of where the social media images were taken. The
proposed method for extracting these features in a real-world scenario can be found in section 3.1.

Initially, a dataset providing ground truth density data matching the event areas in the social media
dataset introduced in subsection 4.1.1 was identified. However, as the locations in the social media dataset
were found to not match the image location as discussed in subsection 4.1.1 and manually labeling the loca-
tions of these images was deemed to be too unreliable, this option was not chosen.

Gathering a new dataset was also infeasible as the research occurred during the Covid-19 pandemic.
Therefore all large-scale city events were canceled and are expected to remain canceled for the foreseeable
future. These reasons lead us to select crowd simulation as a fallback option to still be able to analyze our
proposed method. The specifics of the used crowd simulation are discussed in subsection 4.1.4

For this experiment, we will be focusing on the independent variables of social media activity and true
crowd density. Both influence the density estimate, the dependent variable. For the true density value, we
propose a range of 0.1 to 1 in steps of 0.1. These are based on the crowd densities found by counting infras-
tructure in the work of Gong et al.[15]. For the social media activity, we propose a range from 0.01 to 0.1 in
steps of 0.01 We will be repeating the experiment 10 times for each combination of independent variables.

For this experiment, we will be reporting the following comparing metrics. The Mean Absolute Error
(MAE) and Mean Absolute Percentage Error (MAPE) to allow comparing results with those in Gong et al.[15].
The Mean will also be recorded to provide insight into the actual values found. Furthermore, the Mean Square
Error (MSE) as this metric punishes larger errors quadratically as opposed to linearly, which fits better from
a crowd management perspective where a uniform error of 10% in the density estimate may still be useable.
However, a single 50% or 100% difference may not.

To demonstrate the problems caused by overcounting, and thus the necessity of overcount correction.
We will be recording these metrics for both the overcount corrected and non overcount corrected density
estimates.

Our experiment will be conducted through the following steps:

1. For each combination of true density value and social media activity, construct ten crowd simulations
using an angle of view of 72 degrees.
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2. For each crowd simulation record the density estimates given by the method proposed in section 3.3
without the overcount correction applied.

3. For each crowd simulation run the density estimation methodology described in section 3.3 resulting
in a density estimate

4. Record each density estimate and the variables under which it was produced.

5. From the recorded values, calculate the comparing metrics for both the overcount corrected and non
overcount corrected method.

4.2.3. Experiment 3: Estimate emotions of crowds using social media images
To answer our third research question, "How can social media images be used to study the emotions ex-
pressed by participants of city-scale events?". We propose an experiment to validate the methodology pro-
posed in section 3.4. The experiment should show the distribution of emotions in social media images at city
events.

To perform this experiment, we need data about emotions shown in social media images. For this, we
selected the dataset gathered by Gong et al.[15] because it allows us to gain additional insight for the same
event areas used by the other experiments Kingsday and Sail. The social media dataset by Gong et al. contains
2027 images about six events in the Netherlands. It contains the following data items: the URL referring to
social media posts with images and the event during which the social media post was made. More details
about the dataset are found in subsection 4.1.1

We will be using the counts of emotions detected in social media images at city events for the comparing
metrics.

Our experiment will be conducted through the following steps:

• download the images for connected to the social media posts in the dataset gathered by Gong et al.[15]
and discussed in subsection 4.1.1

• extract faces from the selected social media images using YOLO[45]

• label each of the extracted faces with their true label chosen from neutral, angry, anxiety, fear, sadness,
and happiness. This labeling gives the true label.

• record the distribution of emotions shown at social media events.
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Findings

In this section we will present the findings for each of the executed experiments proposed in chapter 4.

5.1. location estimation
In the experiment for location estimation proposed in subsection 4.2.1, we proposed using the confusion
matrix as the metric to be recorded. This metric gives for each class, each combination of the predicted class
and the actual class. For our experiment, these classes are the class that an image was in the event area, and
the class that an image was not in the event area.

These classes can be seen in the confusion matrix for the De Dam event area given in Table 5.1. Were of
the 53 images from the event area, four were correctly predicted to be from there. Simultaneously, 49 images
from the event area were classified, in error, as not being from the event area. For images not from the event
area 0 were classified, in error, as taken at the event area. With 100 images not from the event area being,
correctly, classified as not being from the event area. For the dam, based on our measurements, this means
we achieved a 7.5% accuracy at correctly classifying images from that area. At the same time, it achieved a
100% accuracy at correctly classifying images, not from the event area.

Table 5.1: De Dam results for predicting whether an image is in an event area or not.

Actual Predicted

In event area Not in event area

In event area 4 49

Not in event area 0 100

Predicted: Prediction given by our system
Actual: Ground truth from data gathered in subsec-
tion 4.1.3
(Not) In event area: Whether the image up for con-
sideration is predicted or actually at the event area or
not. These are the classes considered.
Result cell value: The amount of images for which the
given actual class matches the given predicted class.

Similarly to the De Dam event area, for the Sumatrakade we find in Table 5.2 3 out of 57 images taken at
the event area are correctly classified, with 54 incorrectly classified. Furthermore, all 100 images not from the
event area are correctly classified as not being from the event area. These results mean that, based on our
measurements. For the Sumatrakade, our proposed method achieves a 5% accuracy in classifying whether
an image is from the event area and a 100% accuracy for images not taken at the event area.

33
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Table 5.2: Sumatrakade results for predicting whether an image is in an event area or not.

Actual Predicted

In event area Not in event area

In event area 3 54

Not in event area 0 100

Predicted: Prediction given by our system
Actual: Ground truth from data gathered in subsec-
tion 4.1.3
(Not) In event area: Whether the image up for con-
sideration is predicted or actually at the event area or
not. These are the classes considered.
Result cell value: The number of images for which the
given actual class matches the given predicted class.

For Zuidplein, as shown in Table 5.3, we find no successful classifications for images taken at the event
area. This absence of results is possibly due to problems with the seed images for that area. However, it may
also be attributable to the low probability of an image being correctly classified, as shown by De Dam and
Sumatrakade classification probability. This problem is discussed in detail in section 6.1

Table 5.3: Zuidplein results for predicting whether an image is in an event area or not.

True Class Predicted Class

In event area Not in event area

In event area 0 33

Not in event area 0 100

Predicted: Prediction given by our system
Actual: Ground truth from data gathered in subsec-
tion 4.1.3
(Not) In event area: Whether the image up for con-
sideration is predicted or actually at the event area or
not. These are the classes considered.
Result cell value: The number of images for which the
given actual class matches the given predicted class.

Overall as shown in Table 5.4, these results lead to 7 out of 143 images from the event area being correctly
classified as being from the event area. These results mean a 5% classification accuracy for images from the
event area. All 300 tested images, not from the event area are classified as not being from the event area
resulting in a 100% classification accuracy for images not from the event area.

Table 5.4: Overall results for predicting whether an image is in an event area or not.

Actual Predicted

In event area Not in event area

In event area 7 140

Not in event area 0 300

Predicted: Prediction given by our system
Actual: Ground truth from data gathered in subsec-
tion 4.1.3
(Not) In event area: Whether the image up for con-
sideration is predicted or actually at the event area or
not. These are the classes considered.
Result cell value: The amount of images for which the
given actual class matches the given predicted class.



5.1. location estimation 35

The seven images correctly classified as being part of the event area earlier in this section. We were able
to extract the radii of confidence as proposed in subsection 4.2.1.

The results of the radii of confidence found through the generalized Procrustes approach introduced in
subsection 3.2.2 are found in Table 5.5. We find that all four measurements are between 50 and 100 meters
accurate for the De Dam event area. While for the Sumatrakade, all three measurements deviate from their
true value by more than 100 meters. As Zuidplein did not have any images correctly classified as part of the
event area, no area of radii of confidence could be generated for these images.

Table 5.5: Circle of accuracy achieved by comparing location estimation based on Procrustes method introduced in subsection 3.2.2
method with ground truth. with each row representing the event area compared. And each column the circle of accuracy radius.

Event Circle of accuracy

Area 5m 10m 20m 50m 100m 100+m

de Dam 0 0 0 0 4 0

Sumatrakade 0 0 0 0 0 3

Zuidplein 0 0 0 0 0 0

Overall 0 0 0 0 4 7

Event Area: the selected event areas as introduced in subsec-
tion 4.2.1.
Circle of accuracy: The circle centered on the true location
with a radius of the column value within which images are ac-
curately located.
Result cell value: The number of images for the event terrain
for which the circle of accuracy, with a radius given by the col-
umn value, encompasses the estimated location.

We also proposed Outlier Corrected Procrustes in subsection 3.2.3 the results for applying this method are
found in Table 5.6. Here we find that the De Dam event area has one measurement with an accuracy between
20 and 50 meters and three measurements with an accuracy between 50 and 100 meters. For Sumatrakade, we
have one measurement with an accuracy between 5 and 10 meters and two measurements with an accuracy
of fewer than 100 meters. As Zuidplein did not have any images correctly classified as part of the event area,
no area of confidence could be generated for these images.

As can be seen from the measurements in Table 5.5 and Table 5.6. Accuracies are given by Outlier Cor-
rected Procrustes improve on the accuracies given by Generalized Procrustes for all event areas.

We discuss implications of the found results in section 6.1

Table 5.6: circle of accuracy achieved by comparing location estimation method based on Outlier Corrected Procrustes introduced in
subsection 3.2.3 with ground truth. with each row representing the event area compared. And each column the circle of confidence’s

radius.

Event Circle of accuracy

Area 5m 10m 20m 50m 100m 100+m

de Dam 0 0 0 1 4 4

Sumatrakade 0 1 1 1 1 3

Zuidplein 0 0 0 0 0 0

Overall 0 1 1 2 5 7

Event Area: the selected event areas as introduced in subsec-
tion 4.2.1.
Circle of accuracy: The circle centered on the true location
with a radius of the column value within which images are ac-
curately located.
cell value: The number of images for the event terrain for
which the circle of accuracy, with a radius given by the column
value, encompasses the estimated location.
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5.2. Density estimation of crowds using social media images
The Mean results found for experiment 2 can be found in Table 5.11 for the overcount corrected results. In
Table 5.7 the Mean results without overcount correction can be found. The Mean Absolute Errors (MAE)
found for experiment 2 can be found in Table 5.12 for the overcount corrected results. In Table 5.8 the MAE
results without overcount correction can be found. The Mean Absolute Percentage Errors (MAPE) found for
experiment 2 can be found in Table 5.13 for the overcount corrected results. In Table 5.9 the MAPE results
without overcount correction can be found.

Finally the Mean Squared Errors (MSE) for experiment 2 can be found in Table 5.14 for the overcount
corrected results. In Table 5.10 the MSE results without overcount correction are found.

For our overcount corrected result, we find that the top-left cell highlighted in grey for a true density of
0.1 and social media activity of 0.01 has a Mean Absolute Error of 0.00423 in Table 5.12. This error results in
a 4.23% deviation from the true density of 0.1 as given by the Mean Absolute percentage Error in the top left
highlighted cell, under the same true density and social media activity, in Table 5.13. We also have a Root
Mean Square Error of 2.25∗ 10−5 for the top-left cell highlighted in grey for the same combination of true
density and social media activity in Table 5.14

For the central cell highlighted in grey for a true density of 0.5 and social media activity of 0.05, we find a
Mean Absolute Error of 0.497 in Table 5.12. This error results in a 99.4% deviation from the true density of 0.5
as given by the Mean Absolute percentage Error in the central highlighted cell, under the same true density
and social media activity, in Table 5.13. We also have a Root Mean Square Error of 0.247 for the central cell
highlighted in grey for the same combination of true density and social media activity in Table 5.14.

The produced errors are quite uniformly distributed amongst the measurements. This is demonstrated by
our MSE measurements in Table 5.14, where if a single measurement were to deviate strongly, it would show
up as a much larger deviation than the MSE cells around it, while a similar effect would not necessarily be seen
in our MAE measurements in Table 5.12. However, this is not the case, and the MSE errors feature a steady
increase in error from scenario to scenario, more or less in tandem with the MAE errors. This demonstrates
the stability of measurements produced by the proposed method.

In fact, for all Mean Absolute errors reported in Table 5.12 as either social media activity or true density or
both increases, the measured error also increases. The same holds true for MAPE in Table 5.13 and for MSE
in Table 5.14. If the error is less uniformly distributed among the measurements, MSE should be expected to
deviate much more strongly than the MAE. This deviation does not happen. It means that the distance error
is more or less evenly distributed among the measurements for a specific combination of true density and
social media activity.

Beyond values for crowd density larger than 0.5 or social media activities larger than 0.05, we find that
the estimated density has effectively converged to 0 as shown in Table 5.11. This demonstrates a likely prob-
lem in that our overcount correction is too aggressive. The consequences and implications of which will be
discussed in section 6.2.

We also measured all proposed measurements for the method proposed without overcount correction
applied. Here we find that for the mean given by the highlighted top-left cell in Table 5.7 a similar result is
found as with the equivalent overcount corrected result found in Table 5.11. This is likely due to the low prob-
ability of overlaps at this amount of crowd density and social media activity. However, as the crowd density
and social media activity increase, the not overcount corrected error grows much faster in accuracy than the
overcount corrected error as demonstrated by the two having an error of 82% and 12% respectively for crowd
densities of 0.2 and social media activity of 0.02 as shown by Table 5.9 and Table 5.13. This demonstrates the
added value of the overcount correction step over the method without overcount correction.

We discuss the implications of these results in section 6.2

5.3. Sentiment estimation of crowds using social media images
In Table 5.15, the aggregate counts for all hand-labeled images can be found. It is of note that 95% percent
are neutral or happy. It is outnumbering the other emotions of Sad, Anger, Surprise, and Fear. We discuss the
implications of these results in section 6.3
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Table 5.7: Mean of 10 density estimates without overcount correction applied. 10 crowd simulations where generated per combination
of social media activity in the column and true density in the row, one for each density estimate.

True Social Media Activity

Density 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1

0.1 0.109 0.267 0.387 0.467 0.611 0.7 0.908 1.01 1.11 1.21

0.2 0.492 1.02 1.46 2.01 2.41 2.89 3.55 4.04 4.4 5.09

0.3 1.12 2.31 3.42 4.46 5.68 6.6 7.91 8.79 10.2 11.3

0.4 1.99 3.76 5.8 7.97 9.81 11.3 13.7 15.7 18.5 19.7

0.5 3.17 5.93 8.96 12.3 16.1 18.7 22 25.7 28.3 31.6

0.6 4.44 8.97 13.8 18.1 22.5 27.5 31.6 36.2 39.9 45.4

0.7 6.05 12.2 18.7 23.6 30.9 36.5 41.3 49.5 56 60.9

0.8 8.01 16.3 24.3 32 40 47.2 55.6 64.6 74.2 82.7

0.9 10.2 20.2 30 40.3 51.3 62.3 69.6 81.8 90.8 101

1 13 24.7 36.7 50.1 61.8 74.6 87.5 101 111 125

True Density (People/M2): True crowd density used in generating the simulation as described in
subsection 4.1.4.
Social Media Activity (Images/person): Chance that a person takes an social media images as de-
scribed in subsection 4.1.4.
Result Cell Values (People/M2): Mean of the density estimate without overcount correction.

Table 5.8: Mean Absolute Error (MAE) of 10 density estimates without overcount correction applied. 10 crowd simulations where
generated per combination of social media activity in the column and true density in the row, one for each density estimate.

True Social Media Activity

Density 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1

0.1 0.0243 0.167 0.287 0.367 0.511 0.6 0.808 0.915 1.01 1.11

0.2 0.292 0.821 1.26 1.81 2.21 2.69 3.35 3.84 4.2 4.89

0.3 0.824 2.01 3.12 4.16 5.38 6.3 7.61 8.49 9.85 11

0.4 1.59 3.36 5.4 7.57 9.41 10.9 13.3 15.3 18.1 19.3

0.5 2.67 5.43 8.46 11.8 15.6 18.2 21.5 25.2 27.8 31.1

0.6 3.84 8.37 13.2 17.5 21.9 26.9 31 35.6 39.3 44.8

0.7 5.35 11.5 18 22.9 30.2 35.8 40.6 48.8 55.3 60.2

0.8 7.21 15.5 23.5 31.2 39.2 46.4 54.8 63.8 73.4 81.9

0.9 9.34 19.3 29.1 39.4 50.4 61.4 68.7 80.9 89.9 100

1 12 23.7 35.7 49.1 60.8 73.6 86.5 99.9 110 124

True Density (People/M2): True crowd density used in generating the simulation as described in subsec-
tion 4.1.4.
Social Media Activity (Images/person): Chance that a person takes an social media images as described in
subsection 4.1.4.
Result Cell Values: Mean Absolute Error of the density (People/M2) estimate without overcount correction.
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Table 5.9: Mean Absolute Percentage Error (MAPE) of 10 density estimates without overcount correction applied. 10 crowd simulations
where generated per combination of social media activity in the column and true density in the row, one for each density estimate.

True Social Media Activity

Density 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1

0.1 0.243 1.67 2.87 3.67 5.11 6 8.08 9.15 10.1 11.1

0.2 1.46 4.1 6.31 9.05 11 13.4 16.8 19.2 21 24.4

0.3 2.75 6.68 10.4 13.9 17.9 21 25.4 28.3 32.8 36.6

0.4 3.98 8.41 13.5 18.9 23.5 27.3 33.3 38.2 45.2 48.3

0.5 5.35 10.9 16.9 23.6 31.2 36.4 43.1 50.4 55.7 62.3

0.6 6.4 14 22 29.1 36.5 44.8 51.7 59.4 65.5 74.7

0.7 7.65 16.4 25.8 32.8 43.2 51.1 58 69.7 79 86

0.8 9.01 19.4 29.4 39 49 58 68.5 79.8 91.7 102

0.9 10.4 21.4 32.3 43.8 56 68.2 76.3 89.9 99.9 111

1 12 23.7 35.7 49.1 60.8 73.6 86.5 99.9 110 124

True Density (People/M2): True crowd density used in generating the simulation as described in
subsection 4.1.4.
Social Media Activity (Images/person): Chance that a person takes an social media images as de-
scribed in subsection 4.1.4.
Result Cell Values: Mean Absolute Percentage Error of the density (People/M2) estimate without
overcount correction.

Table 5.10: Mean Squared Error (MSE) of 10 density estimates without overcount correction applied. 10 crowd simulations where
generated per combination of social media activity in the column and true density in the row, one for each density estimate.

True Social Media Activity

Density 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1

0.1 0.000888 0.0317 0.0874 0.139 0.266 0.368 0.662 0.851 1.04 1.25

0.2 0.0923 0.705 1.63 3.33 4.9 7.37 11.3 14.8 17.7 24

0.3 0.698 4.1 9.91 17.6 29.1 39.7 58.1 72.4 97.4 121

0.4 2.63 11.7 29.3 57.4 88.7 120 178 235 328 374

0.5 7.32 29.5 71.8 140 244 332 465 636 776 972

0.6 15 70.4 174 305 480 723 964 1.27e+03 1.55e+03 2.01e+03

0.7 29.5 134 327 527 917 1.29e+03 1.65e+03 2.38e+03 3.06e+03 3.63e+03

0.8 52.6 243 555 975 1.54e+03 2.15e+03 3.01e+03 4.08e+03 5.39e+03 6.72e+03

0.9 88.5 373 848 1.56e+03 2.54e+03 3.77e+03 4.72e+03 6.54e+03 8.09e+03 1e+04

1 146 566 1.28e+03 2.42e+03 3.71e+03 5.42e+03 7.49e+03 9.99e+03 1.22e+04 1.54e+04

True Density (People/M2): True crowd density used in generating the simulation as described in subsection 4.1.4.
Social Media Activity (Images/person): Chance that a person takes an social media images as described in subsection 4.1.4.
Result Cell Values : Mean Squared Error of the density (People/M2) estimate without overcount correction.
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Table 5.11: Mean of 10 density estimates with overcount correction applied. 10 crowd simulations where generated per combination of
social media activity in the column and true density in the row, one for each density estimate.

True Social Media Activity

Density 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1

0.1 0.0976 0.0776 0.0579 0.0483 0.0307 0.0222 0.0129 0.00936 0.00832 0.006

0.2 0.163 0.0797 0.0412 0.0201 0.0121 0.00762 0.00438 0.00348 0.00326 0.00212

0.3 0.176 0.0549 0.0209 0.0108 0.00626 0.00457 0.00292 0.00221 0.00122 0.00109

0.4 0.175 0.0415 0.0142 0.00667 0.00418 0.00236 0.00173 0.00187 0.00119 0.00094

0.5 0.136 0.0282 0.0108 0.00505 0.00313 0.00235 0.00164 0.000881 0.000987 0.000593

0.6 0.119 0.0196 0.00845 0.00472 0.00284 0.00156 0.00123 0.000922 0.000767 0.000601

0.7 0.101 0.0181 0.00595 0.00402 0.00157 0.00122 0.000986 0.00098 0.00056 0.000492

0.8 0.081 0.0125 0.0061 0.00317 0.00214 0.00105 0.000794 0.000733 0.000494 0.000442

0.9 0.0736 0.0118 0.00437 0.00239 0.00154 0.000975 0.0011 0.000829 0.000551 0.000447

1 0.0451 0.00864 0.00419 0.00254 0.00142 0.00083 0.000699 0.000639 0.000438 0.000568

True Density (People/M2): True crowd density used in generating the simulation as described in subsection 4.1.4.
Social Media Activity (Images/person): Chance that a person takes an social media images as described in subsection 4.1.4.
Result Cell Values (People/M2): Mean of the density estimate with overcount correction.

Table 5.12: Mean Absolute Error (MAE) of 10 density estimates with overcount correction applied. 10 crowd simulations where
generated per combination of social media activity in the column and true density in the row, one for each density estimate.

True Social Media Activity

Density 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1

0.1 0.00423 0.0224 0.0421 0.0517 0.0693 0.0778 0.0871 0.0906 0.0917 0.094

0.2 0.0372 0.12 0.159 0.18 0.188 0.192 0.196 0.197 0.197 0.198

0.3 0.124 0.245 0.279 0.289 0.294 0.295 0.297 0.298 0.299 0.299

0.4 0.225 0.358 0.386 0.393 0.396 0.398 0.398 0.398 0.399 0.399

0.5 0.364 0.472 0.489 0.495 0.497 0.498 0.498 0.499 0.499 0.499

0.6 0.481 0.58 0.592 0.595 0.597 0.598 0.599 0.599 0.599 0.599

0.7 0.599 0.682 0.694 0.696 0.698 0.699 0.699 0.699 0.699 0.7

0.8 0.719 0.787 0.794 0.797 0.798 0.799 0.799 0.799 0.8 0.8

0.9 0.826 0.888 0.896 0.898 0.898 0.899 0.899 0.899 0.899 0.9

1 0.955 0.991 0.996 0.997 0.999 0.999 0.999 0.999 1 0.999

True Density (People/M2): True crowd density used in generating the simulation as described in subsection 4.1.4.
Social Media Activity (Images/person): Chance that a person takes an social media images as described in subsec-
tion 4.1.4.
Result Cell Values: Mean Absolute Error of the density (People/M2) estimate with overcount correction.
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Table 5.13: Mean Absolute Percentage Error (MAPE) of 10 density estimates with overcount correction applied. 10 crowd simulations
where generated per combination of social media activity in the column and true density in the row, one for each density estimate.

True Social Media Activity

Density 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1

0.1 0.0423 0.224 0.421 0.517 0.693 0.778 0.871 0.906 0.917 0.94

0.2 0.186 0.601 0.794 0.9 0.939 0.962 0.978 0.983 0.984 0.989

0.3 0.414 0.817 0.93 0.964 0.979 0.985 0.99 0.993 0.996 0.996

0.4 0.563 0.896 0.964 0.983 0.99 0.994 0.996 0.995 0.997 0.998

0.5 0.728 0.944 0.978 0.99 0.994 0.995 0.997 0.998 0.998 0.999

0.6 0.801 0.967 0.986 0.992 0.995 0.997 0.998 0.998 0.999 0.999

0.7 0.855 0.974 0.991 0.994 0.998 0.998 0.999 0.999 0.999 0.999

0.8 0.899 0.984 0.992 0.996 0.997 0.999 0.999 0.999 0.999 0.999

0.9 0.918 0.987 0.995 0.997 0.998 0.999 0.999 0.999 0.999 1

1 0.955 0.991 0.996 0.997 0.999 0.999 0.999 0.999 1 0.999

True Density (People/M2): True crowd density used in generating the simulation as described in subsec-
tion 4.1.4.
Social Media Activity (Images/person): Chance that a person takes an social media images as described in
subsection 4.1.4.
Result Cell Values : Mean Absolute Percentage Error of the density (People/M2) estimate with overcount
correction.

Table 5.14: Mean Squared Error (MSE) of 10 density estimates with overcount correction applied. 10 crowd simulations where
generated per combination of social media activity in the column and true density in the row, one for each density estimate.

True Social Media Activity

Density 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1

0.1 2.25e-05 0.000622 0.00187 0.00278 0.00485 0.0061 0.00761 0.00823 0.00842 0.00884

0.2 0.00159 0.0149 0.0253 0.0324 0.0353 0.037 0.0383 0.0386 0.0387 0.0392

0.3 0.0163 0.0602 0.078 0.0837 0.0863 0.0873 0.0883 0.0887 0.0893 0.0893

0.4 0.0526 0.129 0.149 0.155 0.157 0.158 0.159 0.159 0.159 0.159

0.5 0.134 0.223 0.239 0.245 0.247 0.248 0.248 0.249 0.249 0.249

0.6 0.232 0.337 0.35 0.354 0.357 0.358 0.359 0.359 0.359 0.359

0.7 0.36 0.465 0.482 0.484 0.488 0.488 0.489 0.489 0.489 0.489

0.8 0.518 0.62 0.63 0.635 0.637 0.638 0.639 0.639 0.639 0.639

0.9 0.683 0.789 0.802 0.806 0.807 0.808 0.808 0.809 0.809 0.809

1 0.912 0.983 0.992 0.995 0.997 0.998 0.999 0.999 0.999 0.999

True Density (People/M2): True crowd density used in generating the simulation as described in subsection 4.1.4.
Social Media Activity (Images/person): Chance that a person takes an social media images as described in subsection 4.1.4.
Result Cell Values : Mean Squared Error of the density (People/M2) estimate with overcount correction.
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Table 5.15: Counts of labels given to emotions shown in faces in social media images as described in subsection 4.2.3

Facial Expression Amount

Neutral 58

Happy 166

Sad 7

Anger 0

Surprise 4

Fear 1

Facial expression: Facial
expression of faces extracted
from social media images
taken at city events.
Amount: Amount of times
the corresponding facial
expression was found in
the faces extracted from the
dataset.





6
Discussion

In this chapter we reflect on the results given in chapter 5 of the performed experiments proposed in chap-
ter 4. The discussion is broken up by experiment and includes possible limitations and threats to the validity
of the performed experiments.

6.1. Discussion on location estimation
For our first experiment, the intended results for Zuidplein were not found as the Structure from Motion
system (SfM) never did reconstruction with images that should be part of the reconstruction. This absence of
reconstructions may be due to the low chance of 5% an image being correctly classified as taken at the event
area.

This low chance implies that for the 33 images taken at the Zuidplein event area, the expected amount
of images to be classified as part of the event area is 33∗ 0.05 = 1.65. It is not entirely inconceivable that
due to the low probability that an image is correctly classified as part of the event area, this ends up being
0 in our experiment. For example, it may be possible that Zuidplein is less likely to include images in the
reconstruction due to a large amount of highly reflective glass and trees in the architectural choice compared
to Sumatrakade and De Dam.

However, it was noticed upon close examination that the Zuidplein panoramas having been converted to
cubic consistently displayed a graphical error, as demonstrated by the module on the car in Figure 6.6. This
problem was also present in the panoramas themselves gathered by the Amsterdam open dataset, as shown
in Figure 6.7. So this may indicate problems in how this part of the dataset was constructed. This graphical
error seems to be part of a specific vehicle. While this vehicle does cover other parts of Amsterdam, usually
those parts are covered by other vehicles as well, and the faulty seed images are rejected by the Structure
from Motion system. Unfortunately for Zuidplein, as it is on the edge of Amsterdam was only covered by one
vehicle.

Whether this causes the Structure from Motion system to fail depends on whether the features extracted
from the image are influenced, as this is the only feature taken from the seed image involved in our loca-
tion estimation method. The Amsterdam open dataset likely uses multiple cameras, a common approach
to taking panoramic images, and stitches them into a single coherent panorama view. Close inspection of
the faulty panoramas Figure 6.7 shows that the graphical error occurs most evidently around vertical lines,
strengthening the case for a bad stitch. If this bad stitch is caused by the bad alignment of the cameras or
slight overlap in the camera view, this will cause a slight compression or expansion over the entire image.
This bad stitching may therefore cause the features extracted for the Structure from Motion system to be dif-
ferent from those extracted from the manually gathered images introduced in subsection 4.1.3. Which would
mean the manually gathered image would never be classified as part of the event area.

In the time between running the Zuidplein experiment and writing this research, the municipality of Am-
sterdam has released the 2020 panorama image dataset, which includes new Zuidplein panorama images.
These were, however, not considered anymore for this work. A manual inspection does show that the same
graphical error persists in this new dataset.

Overall, we have found a classification accuracy of 5% for images from the event area while finding a 100%
classification accuracy for images not from the event area. As social media posts with geodata are sparse
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compared to overall post counts, with only 0.71% of English tweets having coordinate geodata as determined
by Huang and Carley[23]. Our approach could increase the amount of data available approximately sevenfold
based on the 0.71% percent availability of coordinate geodata in English tweets given by Huang and Carley
[23]. If the event takes place at a point of interest known to Twitter, this will reduce to only a two and a half
times increase in the availability of data. At the same time, the proposed method has only a small chance of
a false positive being included as exemplified by the 0% false positive rate overall in Table 5.4. Examples of
this are the methods proposed by Gong et al. for density estimation[15] which rely on such sparse geo data
for determining if a social media post was taken at an event area.

For the classification accuracy of images taken at the event area, it may be recommended in future re-
search to perform a quantitative performance analysis to see under which specific combination of settings
and features for the SfM phase. To see if the classification accuracy can be increased further using this ap-
proach. However, this quantitative performance analysis would not be recommended without the computa-
tion improvement introduced in subsection 7.2.1. Due to the nature of the quantitative analysis, this would
multiply the required computational needs substantially. As for this research, two systems running 20 re-
constructions between them in parallel took several months for the calculations to finish. Adding even more
complexity, which would multiply computation time, would not be recommended.

We also determined the radii of confidence for the seven images that were correctly matched to the event
area. These results do demonstrate that it is possible to determine the exact location, albeit with limited
accuracy. The limited amount of measurements, however, makes it hard to generalize. What can be con-
cluded, unless these measurements were particularly bad, is that based on these measurements, the method
is unlikely to achieve an average error between 5 and 10 meters for either the Procrustes or outlier corrected
Procrustes approaches. Particularly in the case of the Sumatrakade, it appears that the SfM method may
have had trouble determining the rectangular shape of the event area. This may indicate issues in the used
configuration of the SfM method.

Therefore, it is recommended for future work to do a quantitative performance analysis with respect to the
used features and settings with a specific focus on the accuracy of the generated 3d structure. This analysis
would, however, not be recommended without the computation improvement introduced in subsection 7.2.1
for the same reason as given earlier in the section.

6.1.1. Threats to validity
Here we will provide limitations and possible threats to the validity of the found results

• While different event areas were considered for the research, all of these were located in Amsterdam.
It may be that Amsterdam features in the form of, for example, its choice of architecture some unique
features different from other cities.

• For the seed images, we relied on the Amsterdam Open Dataset, which is unique to Amsterdam. Dif-
ferences in similar datasets for other cities such as google streetview panorama data may provide other
results.

• Reliance on self-gathered images instead of social media images that were taken at the event. While
we did try to emulate the circumstances under which social media images are taken as addressed in
subsection 4.1.3. It may still be that some factors of social media images have been overseen.

• All tested images were taken during good weather conditions during the day. Additional research may
be needed to determine accuracy during the night time and during adverse weather.

6.2. Discussion on density estimation
For our second experiment, a true density of 0.1 people/m2 and social media activity of 0.01 resulted in an
MSE, MAPE, and MSE of 0.00423, 0.0423, and 2.25∗ 10−5, respectively. Higher densities and higher social
media activity quickly deteriorate, culminating in an error roughly equal to the estimate itself at a true density
of 1 and social media activity of 0.1. The mean absolute error consistently grows as either the true density or
social media activity increases or both.

This correlation of true density and social media activity with the estimate could indicate that the over-
count correction applied by the methodology proposed in section 3.3 does not correctly address the over-
count. Because if there is no overlap between views, we presume the count must be right, as argued in sec-
tion 3.3. In fact, the actual densities converge to 0 for high amounts of overlap, which are present in high
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Figure 6.1: Example of a social media image that was included in the "De Dam" reconstruction

Figure 6.2: Example of a seed image that was included in the "De dam" reconstruction

Figure 6.3: Example of a social media image that was not included in the "Zuidplein" reconstructions but should have based on location

Figure 6.4: Example of a seed image that was included in the "Zuidplein" reconstructions
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Figure 6.5: Example of multiple camera setup being used by google to gather streetview panorama images. Multiple cameras are located
in the blue ball on top of the car. The sick modules are for lidar, a technique used for depth mapping. Courtesy of [41]

Figure 6.6: Example of the graphic error for the Zuidplein event area as can be seen by the module on the car

Figure 6.7: Example of the graphic error in the original Amsterdam open dataset panorama image as can be seen by the module on the
car
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density/high social media activity scenarios, as shown in Table 5.11. As shown in section 5.2, the results of the
overcount correction do improve over those without overcount correction. But are currently over-correcting
the overcount. More research would be necessary to see if weighting the overcount correction with the num-
ber of overlaps would improve overall estimation results.

Our system may be outperforming the non-infrastructure based methods proposed by Gong et al.[15] on
lower densities if the amount of social media images put into the system is limited. With an MAE of 0.00423 -
0.279 for all values of true density 0.1-0.3 and social media activity of 0.01-0.03

This study’s key limitation is that we used a simulation. Due to covid-19, no city events were held, and no
historic dataset was identified that contained both location and rotation data. The usage of a simulation may
mean that our method applied to reality may find different results. Another key limitation is our exclusion
of errors from counting people in the image but instead assuming we know the exact amount of people in
the image. While this is a reasonable assumption from the perspective of testing the error of our method in
isolation. For applying our method to reality, such an error would be unavoidable. Therefore, it should be
assumed that our results would become worse in a real-world experiment due to that additional error source.
As discussed in subsection 4.1.4 for events where a more or less uniform distribution could be expected, such
as Kingsday or protests. Our approach may not necessarily be suited to events where this is not the case, such
as Sail. Due to the non-uniform distribution caused by the concentrated points of interest of the crowd in the
form of the boats being observed. Here further research would be necessary to determine how these types of
events would impact the estimation.

Future research that should come from this research is identifying if the over-correction of the overcount
can be addressed, possibly improving results. Moreover, it is recommended to conduct a real-life experiment
to see if the simulated data holds up compared to the real data.

6.2.1. Threats to validity
• Data provided by the crowd simulation may not match those of real-life events. In particular, events

where a more or less uniform distribution is not to be expected, can be expected not to provide the
same results as found in this research.

• Social media activity may only match to real life time frames as proposed in subsection 4.1.4 for too
long time frames for density to stay more or less constant.

6.3. Discussion on emotion estimation
Our third experiment identified the emotions shown by faces in social media images taken at city events. Out
of 236 faces, 25% were neutral, and 70% were happy. This result means that only 5% is either sad, surprised or
showing fear (no faces were determined to have shown anger). This result could mean that detecting a large
amount of sad, surprised, or fearful images could be a useful indicator of something being out of the normal.
However, this assumption would need more research as currently, it is unknown what causes the detected
emotions.

Gong et al.[16] found event-based social media posts are 62% positive, 13% neutral and 25% negative
based on the text. Assuming the happy emotion matches the positive sentiment, neutral emotion matches
the neutral sentiment, and the remaining emotions match the negative sentiment. Comparing these results,
the happiness emotion and positive sentiment are comparable with 70% and 60%, respectively, a 15% differ-
ence. Neutral is 13% for our method, and 25% in the work done by Gong et al., a 50% difference. The largest
difference is between the negative emotions being 5% and 25% for sentiment, an 80% difference. Overall, the
text part of social media posts is more negative compared to the faces seen in images. This would make facial
expressions a lot more suited to a potential outlier detector than the text part of a social media post.

Future research should focus on what causes these outlier emotions, such as fear, surprise, and sadness
in social media images at city events. Future research could also focus on whether at outlier events that have
had, for example, stampedes, these outlier emotions are indeed shown and can function as features in an
outlier detection system. Finally, it is currently unknown what the actual emotions of the crowd are at city
events. This experiment only focused on the faces shown in social media images at city events. Therefore it is
unknown how these emotions compare to the actual emotions of crowds at city events.

6.3.1. Threats to validity
Here we will provide limitations and possible threats to the validity of the found results
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• All labels were generated by the author, who is also a single person. While this can be acceptable for
a first impression as emotions derived from facial expressions are generally agreed upon amongst hu-
mans. As demonstrated by the fact that humans use this in their non-verbal communications. A bias
in the results can not be excluded. Crowdsourcing through a service such as Amazon Mechanical Turk
with an appropriate consensus threshold would diminish this bias, but it is focused on too large a scale
for the scope of this research.

• For our emotion results, all selected events are "positive" events such as Kingsday and Sail. These
results may not hold up at more negative events such as protests, where the general mood of the event
may be a lot more negative.
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Conclusion and future work

7.1. Conclusion
This section will repeat the three sub-research questions and the answer we have derived for them in this
research. We also repeat the main research question and the answer we have arrived at through our three sub
research questions.

RQ1: How can the geographic location of a social media picture taken during a city-scale event be esti-
mated?

We have identified a location estimation method given in subsection 3.2.4. This method allows deter-
mining whether an image was taken at an event area with a 5% chance, with an approximately 0% chance of
generating false positives, i.e., an image being falsely classified as taken at the event terrain, based on results
found in section 5.1.

We have also identified a method that allows determining the longitude and latitude of where an image
was taken. The accuracy of this method could not be accurately determined due to the small number of mea-
surements. However, this method likely requires further work to become adequately suitable for purposes
such as being applied to the density method proposed in section 3.3.

RQ2: How can images be used to estimate crowd density from social media without crowd measurement
infrastructure?

Images can be used to provide the number of people visible in a certain picture using the works by Rah-
malan et al.[44], Jiang et al.[24] and Liu et al.[28] or YOLO[45] which are proposed in section 3.1. This can be
integrated into the method introduced in section 3.3 to allow density estimation that for densities of 0.1-0.3
persons/m2 and social media activity of 0.01-0.03 images/person has a Mean Absolute Error between 0.00423
and 0.279 while gradually worsening for higher values.

Using the location estimation method proposed in subsection 3.2.4 it is possible to generate additional
data for the density estimation methods proposed by Gong et al.[15], as discussed in section 6.1. This addi-
tional data would likely improve those density estimation methods because the methods proposed that do
not rely on physical infrastructure fail in multiple time windows due to lack of data.

RQ3: How can social media images be used to study the emotions expressed by participants of city-scale
events?

Social media images can be used to study people’s emotions visible in social media images taken during
city events. This can be achieved by automatically extracting these city events’ faces from the social media
images and classifying the emotion shown. It was found that of those emotions shown in social media images
taken at city events, 25% are neutral, and 70% are happy. These results may make emotions shown in facial
expressions better than sentiment extracted from text in social media posts. However, it is still to be deter-
mined that the remaining 5% of sad, surprised, and fear showing faces could form part of an outlier detection
system if it is demonstrated that these are indeed strongly correlated to outlier events.
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MRQ: To what extent can social media images contribute to the estimation of the density and emotions
of crowds during city events?

Social media images can contribute to the estimation of density and emotions by allowing the counting
of people in the image and identifying their emotions through facial expressions. We have shown that social
media images can improve the data available for the existing density estimation method proposed by Gong
et al.[15]. If additional research improves the accuracy of the longitude, latitude location estimation method,
our proposed density estimation method given in section 3.3 could still be shown to improve on existing
density estimation methods that do not require infrastructure to function.

7.2. Future Work
This section gives a plausible computation optimization for the specific problem of doing multiple Structure
from Motion (SfM) reconstructions with a common set of images shared between them. In addition to one or
more images unique to each specific reconstruction.

7.2.1. Single image optimization

One of the main drawbacks of our first research was the extensive time cost of running the experiment with
a full Structure from Motion (SfM) reconstruction being required for each image given a location. However,
for every reconstruction n images are involved, of which n-1 are shared between all reconstructions. This
overlap may lead to an order speed up from O(m ∗n2) to O(m ∗n +n2) of the image localization system,
with n being the number of images used in the reconstruction and m the number of reconstructions. This
optimization is also known as memoization and does not apply to Structure from Motion problems in general.
This optimization only applies to the location estimation of an image using Structure from Motion.

The optimization may be achieved through the following concept. Opensfm specifically has five steps
involved in a reconstruction.

• extract the metadata from the image. This operation only needs to be done once for all n-1 images
shared between all reconstructions. By preprocessing these images, this step is only O(1), i.e., the need
to extract the metadata from the reconstruction’s unique image.

• detect features in the image. Similarly to extracting the metadata from the image by preprocessing the
n-1 non-unique images, this step can be reduced to O(1).

• Match features of images. In this step, a pairwise comparison is made for each pair of images. This
comparison is equal for all combinations of the lower triangle without diagonal with the n images on
the row and column entry, as shown in Table 7.1. However, most of the pairwise combinations are
shared between all reconstructions and can therefore be preprocessed. Only those cells with the new
image as part of the combination pair, as demonstrated in Table 7.2 need to be computed. There are at
most n-1 of these cells so that this step can be reduced from O(n2) to O(n).

• Create tracks of images. Similarly to matching the features of an image requires comparing the lower
triangle without a diagonal. Can be optimized in the same way as matching features to be reduced to
O(n).

• Reconstruct the 3d scene. Similarly to matching the features of an image requires comparing the lower
triangle without a diagonal. Can be optimized in the same way as matching features to be reduced to
O(n).
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Table 7.1: example of precompute: Lower triangle operations to be done for precomputation. p means that the operations is
precomputed while - means no operations is necessary for this example. For example 3,1 needs precomputation while 1,3 does not

need to be computed as it is identical to 3,1.

Image # Image #

1 2 3

1 - - -

2 p - -

3 p p -

Image #: The specific
image being consid-
ered.
-: no computation is
necessary for this com-
bination of Image #.
p: for this step, the com-
bination of Image # can
be pre-computed.

Table 7.2: Example of precompute optimization: Introduction of image 4 necessary for determining the location of image 4 in the scene
constructed based on image 1,2 and 3 requires n-1=3 extra computations given by c. The other computations have already been

precomputed and are given by p.

Image # Image #

1 2 3 4

1 - - - -

2 p - - -

3 p p - -

4 c c c -

Image #: The specific im-
age being considered.
-: no computation is nec-
essary for this combina-
tion of Image #.
p: for this step, the com-
bination of Image # can be
pre-computed.
c: for this step, the com-
bination of Image # will
need to be computed.

A single reconstruction is now O(n), as there are m reconstructions, this results in O(n*m). Finally, the pre-
compute phase is O(n2). This combined should reduce the system to O(m∗n+n2) from O(m∗n2) with m the
number of reconstructions and n the number of seed images. For real-time processing, if similar optimization
can be done for graphical processor-based SfM methods. Such as those proposed by Frahm et al.[12]. Then
close to real-time localization of images may be achievable for event area sized scenes.
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