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The rate at which global mean sea level (GMSL) rose during the 20th
century is uncertain, with little consensus between various recon-
structions that indicate rates of rise ranging from 1.3 to 2 mm·y−1.
Here we present a 20th-century GMSL reconstruction computed using
an area-weighting technique for averaging tide gauge records that
both incorporates up-to-date observations of vertical land motion
(VLM) and corrections for local geoid changes resulting from ice melt-
ing and terrestrial freshwater storage and allows for the identifica-
tion of possible differences compared with earlier attempts. Our
reconstructed GMSL trend of 1.1 ± 0.3 mm·y−1 (1σ) before 1990 falls
below previous estimates, whereas our estimate of 3.1 ± 1.4 mm·y−1

from 1993 to 2012 is consistent with independent estimates from
satellite altimetry, leading to overall acceleration larger than previ-
ously suggested. This feature is geographically dominated by the
Indian Ocean–Southern Pacific region, marking a transition from
lower-than-average rates before 1990 toward unprecedented high
rates in recent decades. We demonstrate that VLM corrections, area
weighting, and our use of a common reference datum for tide gauges
may explain the lower rates compared with earlier GMSL estimates in
approximately equal proportion. The trends and multidecadal vari-
ability of our GMSL curve also compare well to the sum of individual
contributions obtained from historical outputs of the Coupled Model
Intercomparison Project Phase 5. This, in turn, increases our confi-
dence in process-based projections presented in the Fifth Assessment
Report of the Intergovernmental Panel on Climate Change.

global mean sea level | tide gauges | vertical land motion | fingerprints |
climate change

Estimates of global mean sea level (GMSL) change before the
advent of satellite altimetry (e.g., refs. 1–6) rely on a histor-

ical data set of coastal tide gauges with both uneven spatial coverage
biased toward the Northern Hemisphere and limited temporal
sampling (7) (Fig. S1 A and B). These tide gauges are grounded on
land, and are thus affected by the vertical motion of the Earth’s
crust, caused both by natural processes [e.g., glacial isostatic ad-
justment (GIA) after the last deglaciation or tectonic deformations]
and by anthropogenic activities (e.g., groundwater depletion and
dam building). As pointwise measurements, tide gauges further
track local sea levels, which reflect the geographical patterns in-
duced by ocean dynamics and geoid changes in response to mass
load redistribution (8). Altogether, these factors hamper our ability
to provide a unique 20th century GMSL reconstruction.
As a consequence, several reconstructions of GMSL changes

have been published during the last decade, each of them based on
different data subsets, methodological approaches, and tide gauge
corrections. Among the most cited are refs. 1 and 2, which com-
bined static spatial patterns constrained from satellite altimetry ob-
servations with temporal information from tide gauges into a global
curve, showing a 20th century GMSL rise of 1.7± 0.3 mm·y−1. Ref. 5
averaged regional sea level curves obtained from stacking rates
of individual station data into a global reconstruction, leading
to an increase of 1.9 ± 0.3 mm·y−1 since 1900. These values, as
well as others reported following similar approaches (3, 4), are

consistent within their uncertainties and were subsequently adopted
by the Fifth Assessment Report of the Intergovernmental Panel on
Climate Change (9). More recently, ref. 6 developed a probabilistic
approach that used tide gauges in combination with ensembles of
model estimates for the spatial fingerprints of ocean dynamics,
GIA, and ice melting, as well as an additional residual parameter
for other local contributions to vertical land motion (VLM; such as
tectonics or geomorphology), resulting in a significantly lower rate
of 1.3 mm·y−1. A set of sensitivity experiments indicated that their
methodological approach was the primary reason for their estimate
of a slower GMSL rate. Ref. 6 therefore suggested that previous
studies have overestimated 20th century GMSL rise, and thus
provided one possible solution of the enigma formulated more than
a decade ago by Walter Munk (10).
This enigma points out that previous estimates of 20th century

GMSL rise (e.g., refs. 1–5) are too linear and larger than estimates
of the sum of individual contributions (thermal expansion, ice melt,
and terrestrial water storage) (9). Although some attempts have
been made to explain these discrepancies on the basis of under-
estimated sources (e.g., ref. 11), ref. 6 highlighted that their lower
rate naturally balances the global sea level budget as the sum of
modeled thermal expansion, glacier melting, and land water storage
from the tabulations in the Fifth Assessment Report (9), without
requiring any additional contribution from the ice sheets in
Greenland and Antarctica. Ref. 12 recently extended this modeled
GMSL budget with estimates of the contribution of the ice sheets,
using Coupled Model Intercomparison Project Phase 5 (CMIP5)
historical runs as forcing. However, as discussed in ref. 13, the
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GMSL reconstructions, especially those that show a larger 20th
century trend, still exhibit remarkable differences from the CMIP5-
based GMSL estimates. Particularly striking is a significant mis-
match of observed and modeled GMSL between the 1930s and the
1970s, in which the models generally suggest lower rates than ob-
servations. Up to now, it is unclear whether this mismatch stems
from poor model performances or uncertainties in individual GMSL
reconstructions (both in variability and long-term trends) (13).
Although ref. 6 used probabilistic sea level fields to show why

previous GMSL reconstruction approaches overestimated the rise
before 1990, their tests have two general limitations: First, their
values only account for a fraction of the GMSL overestimates during
this period, and second, their sensitivity experiments rely on their
reconstructed sea level field, rather than original tide gauges. Ref. 14
also suggested that the specific tide gauge selection of the ref. 6 study
could have biased the 20th century GMSL toward lower rates.
Specifically, they pointed toward the high uncertainties of Artic tide
gauges, which were excluded in previous studies either because of the
lack of altimetry data in the region or as a result of their questionable
quality. In a very recent study, ref. 15 further investigated in Monte
Carlo experiments the probability that 15 of the longest tide gauges
(showing an average rate of 1.6 mm·y−1) can be biased high or low,
relative to the global mean, because of the contributions of ocean
dynamics, GIA, and present-day ice melt. Assuming independence
between the different sources, they suggested a probability of less
than 1% that the rates obtained from these 15 tide gauge records are
consistent with global mean rates lower than 1.4 mm·y−1. These
contrary arguments suggest that the spread between individual re-
constructions is still poorly understood. Furthermore, none of the
available reconstructions use local constraints on VLM, and they do
not incorporate terrestrial freshwater storage (TWS) changes.
Here we present a GMSL reconstruction that accounts for

ocean volume redistribution, local observations [mostly global
positioning system (GPS)] of VLM, and geoid changes caused by
ongoing GIA, present-day ice melt, and TWS, including ground-
water depletion and water impoundment behind dams. We base
our approach on an area-weighting average technique and on
recent scientific achievements made for each individual correc-
tion. Our tide gauge selection is based on the data set described in
ref. 16, consisting of 322 stations (Fig. S1A), for which VLM
corrections with uncertainties of less than 0.7 mm·y−1 are available
(see Materials and Methods and Fig. S2A). After accounting for
VLM, each tide gauge is further corrected for geoid changes from
ongoing GIA (17), glacier/ice-sheet melting (18–20) (Fig. S2 C and
D), and TWS (21, 22) (Fig. S2B). The tide gauges are then
grouped into six coherent regions objectively defined to account
for water volume redistribution (Fig. S1A) (20). Ref. 23 demon-
strated that these regions covary to some extent, so that an aver-
age between them cancels out some of the regional variability,
leading to an improved estimate of the “true”GMSL. Within each
oceanic region, a regional mean sea level curve is built by re-
cursively combining the two nearest stations into a virtual station
halfway, until only one station is left. The procedure is similar to
the so-called virtual station technique developed by ref. 5, but with
two important differences: first, to account for an unknown ref-
erence datum, we stack records adjusted for a common mean (i.e.,
removing in each record the mean of a common period of at least
19 y), rather than averaging their rates. Second, our GMSL re-
construction accounts for the spatial area of each of the six oce-
anic regions for which the virtual stations are representative. We
use this straightforward approach because of its reproducibility,
the ability to perform numerous sensitivity studies with limited
computational effort, and the fact that ref. 23 obtained compa-
rable results for the multidecadal variability in GMSL as more
complex approaches based on empirical orthogonal functions (1).
Our resulting GMSL reconstruction (using the subset for which

the VLM uncertainty is smaller than 0.7 mm·y−1) is displayed in
Fig. 1A, indicating a long-term trend of 1.3 ± 0.2 mm·y−1 (P >

0.99) since 1902 (here we report the error considering long-term
persistent variability, as modeled in ref. 24). This value is consis-
tent with ref. 6, but lower than those considered by the Fifth
Assessment Report of the Intergovernmental Panel on Climate
Change (9), represented here by the ensemble average of ob-
served GMSL curves from refs. 1, 2, and 5 (rates of individual
reconstruction can also be found in Fig. S3). During the period
1993–2012, our reconstruction yields a trend of 3.1 ± 1.4 mm·y−1

(P ≥ 0.97), similar to the values obtained from independent sat-
ellite altimetry measurements (e.g., ref. 9). When comparing rates
(Fig. 1B), there is a close correspondence of all tide gauge re-
constructions after 1970, whereas before that time, some re-
markable differences appear. For instance, our GMSL curve
shows, as in ref. 6, rates close to zero at the beginning of the 1960s,
whereby the manifestation of this drop is stronger than in earlier
assessments (1, 2, 5), which yield minimum rates of only roughly
1 mm·y−1. Before the 1960s, the reconstructions from refs. 1, 2,
and 5 also suggest consistently larger rates than our GMSL curve,
which is mainly related to our application of VLM and geoid
corrections, rather than GIA only (Fig. 1B). These corrections
play an increasingly important role in the earlier decades, in which
the geographic bias of sparse tide gauge records is particularly
strong (Fig. S1B) and might also explain the lower rates before
∼1920 compared with in ref. 6, which treated the VLM problem
by using probabilistic model ensembles instead of local VLM
observations, as used here. This also means that during this
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Fig. 1. Time series and rates of GMSL during the period 1902–2012.
(A) Revised GMSL reconstruction based on 322 tide gauges in comparison with
previous estimates (CW11 = ref. 1; RD11 = ref. 2; J14 = ref. 5; H15 = ref. 6) and
modeling attempts based on historical CMIP5 models (12). The gray shading
marks the 1σ errors of the final reconstruction. The dotted black line repre-
sents a GMSL reconstruction with all VLM and geoid corrections, but without
methodological adjustments such as area weighting and the use of a common
mean. (B) The corresponding rates calculated with a singular spectrum analysis
using an embedding dimension of 15 y.
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period, the robustness of our GMSL curve depends on the
quality of the VLM and geoid corrections at a very few locations.
To explore whether the lower rates in our GMSL reconstruction

(Fig. 1B) before ∼1970 are the result of methodological limitations
with respect to the heterogeneous spatial and temporal tide gauge
distribution, we test our approach in a set of 12 synthetic sea level
fields from the Simple Ocean Data Assimilation (SODA) reanalysis
and historical simulations of CMIP5 models during their common
period from 1871 to 2005; these are combined with the corre-
sponding components of the glacier contribution (in the case of
SODA, the glacier reconstruction from ref. 18) and historical fin-
gerprints from TWS (21, 22) and the Antarctic and Greenland ice
sheets (19, 20) (Materials and Methods). Because in the synthetic sea
level fields the true model GMSL, as well as the individual ice-melt
and TWS fingerprints, are a priori known, they are an excellent
testbed for our reconstruction approach. From each synthetic sea
level field, we therefore assembled four different surrogate data
sets, which are sampled at the 322 tide gauge locations used in
reality (Materials and Methods), both with and without realistic data
gaps and with and without corrections for the regional deviations
from the global mean as a result of ice melt and TWS fingerprints.
The comparison of the reconstructed GMSL curves with the true
reference GMSL of each model (Fig. 2A for the SODA model and
Fig. S4 for the 11 CMIP5 models) confirms it is indeed the avail-
ability of tide gauge records that primarily hampers robust GMSL
estimates, leading to large biases mainly in the earlier decades
around the turn of the century. To objectively identify the timing of
these biases, we apply a Bayesian change point analysis (25) to the
residuals between the reference GMSL and each tide gauge re-
construction. This analysis identifies the posterior probability of a
statistically significant change in the residuals (P ≥ 0.95); that is, the
timing at which our approach is no longer able to reconstruct the
true model GMSL. We identify significant change points between
1885 and 1919 for all models without the consideration of local
fingerprint corrections, but these change points disappear in eight
models after correcting individual tide gauge surrogates for their
respective TWS and ice melt fingerprints (Fig. 2B). From the
remaining four models, only two, SODA and MRI-CGCM3, sug-
gest significant change points after 1902 (1919 and 1908, re-
spectively), whereby their influence on the long-term trends since
1902 is only minor in the respective models (0.04 and 0.03 mm·y−1,
respectively (Fig. S5B). In general, the application of spatially
varying corrections associated with ice melt and TWS fingerprints
reduces the trend biases in models from −0.45 ± 1.17 mm·y−1

(median ± standard deviation of the entire ensemble) to −0.02 ±
0.70 mm·y−1 before 1902 (Fig. S5A). Although some uncertainties in
the GMSL reconstructions still persist, most models indicate a
reasonable performance (trend differences, 0.10 ± 0.07 mm·y−1 with
fingerprint corrections compared with 0.14 ± 0.14 mm·y−1 without
fingerprint corrections) of our approach with respect to long-term
changes during the entire 20th century (Fig. S5B).
We also tested whether our approach is able to reconstruct the

interannual to multidecadal GMSL variability in the synthetic model
fields (Fig. S5C). We find that our approach sufficiently reproduces
the variability patterns in most models if all fingerprint corrections are
applied (r = 0.78 ± 0.17 and r = 0.63 ± 0.21 with and without fin-
gerprint corrections, respectively), whereby again, a strong coupling to
the availability of tide gauge records is recognized (r = 0.91 ± 0.11,
assuming full tide gauge records without any gaps) (Fig. S5C). In
SODA (the only model that assimilates temperature and salinity
observations), a large drop after the volcanic eruption of Mount
Agung from 1963 (e.g., ref. 11) is not well reproduced because of
incomplete tide gauge records (Fig. 2A), leading to a poorer repre-
sentation of the interannual variability (r = 0.45) compared with the
CMIP5-based models (r = 0.79 ± 0.15) (Fig. S5C). However, re-
constructions of GMSL from other CMIP5 models showing com-
parably large drops at the same time [e.g., NASA Goddard Institute
for Space Studies (GISS)-E2-R, Model for Interdisciplinary

Research on Climate (MIROC)-ESM] perform well in reproducing
such variations (r = 0.95 and r = 0.79, respectively) (Figs. S4 and
S5C). Furthermore, in reality, our GMSL curve shows, together
with that of ref. 6, the most pronounced drop of all reconstructions
(Fig. 1B). This (together with the lower rates before) leads also to a
better agreement with the historical CMIP5 simulations of the
GMSL budget compiled by ref. 12, which indicate generally more
moderate rates between the 1930s and 1970s than the tide gauge
reconstructions from refs. 1, 2, and 5 (Fig. 1B).
To further examine the influence of methodological adjust-

ments as well as VLM and geoid corrections on prealtimetry
GMSL rates, we produced a set of observation-based recon-
structions with and without individual adjustments and correc-
tions and calculated linear trends from 1902 to 1990 (Fig. 3B).
First, we consecutively introduced the VLM and the individual
geoid corrections for TWS and ice melt in each tide gauge re-
cord. The corrections significantly reduce the spatial variability
in each subregion with a particularly striking reduction in the
Northeast Pacific (Fig. S6). In particular, the tide gauges along the

G
M

S
L 

[m
m

]

−130

−90

−50

−10

30

Time [yr]

P
ro

b
a

b
ili

ty
 [

−
]

SODA

CCSM4

CNRM−CM5

CanESM2

GISS−E2−R

IPSL−CM5A−LR

MIROC−ESM

MIROC5

MPI−ESM−LR

MRI−CGCM3

NorESM1−M

bcc−csm1−1

1880 1900 1920 1940 1960 1980 2000

.1

.5

.1

.5

.1

.5

.1

.5

.1

.5

.1

.5

A

B

Reference GMSL SODA
No fingerprints
No fingerprints, no gaps

With fingerprints

With fingerprints, no gaps

RD11 with  fingerprints

Fig. 2. Performance of the area-weighted average approach in ocean mod-
els. (A) Sensitivity of the area-weighted average technique in the SODA re-
analysis (its reference GMSL is shown by the black line) to the four initial data
sets: Gaps as in reality, no fingerprint corrections applied (dark blue); assuming
a full record, no fingerprint corrections applied (dark blue dotted); gaps as in
reality, fingerprint corrections applied (red, with shading noting its 1σ un-
certainty); and assuming a full record, fingerprint corrections applied (red
dotted) (see Fig. S3 for the respective curves from the 11 CMIP5-based syn-
thetic sea level fields). The cyan curve represents a GMSL reconstruction with
gaps as in reality and fingerprint corrections applied, but using the tide gauge
subset from ref. 2. (B) Results of the Bayesian change point analysis (25) on the
differences between each model specific reference GMSL and corresponding
tide gauge reconstruction , without fingerprint corrections; red, with finger-
print correction) in each model. The change point analysis provides statistically
the probability and timing of changes (shaded areas) in the relationship be-
tween the “true” model GMSL and its reconstruction. Tall, thin spikes suggest
relative certainty in the timing of a change point, whereas wider spikes sug-
gest more uncertainty in its timing. The red and blue squares mark the most
probable timing from 500 iterations.

5948 | www.pnas.org/cgi/doi/10.1073/pnas.1616007114 Dangendorf et al.

D
ow

nl
oa

de
d 

at
 D

E
LF

T
 (

#3
33

49
88

6)
 o

n 
Ja

nu
ar

y 
21

, 2
02

1 

http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1616007114/-/DCSupplemental/pnas.201616007SI.pdf?targetid=nameddest=SF4
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1616007114/-/DCSupplemental/pnas.201616007SI.pdf?targetid=nameddest=SF5
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1616007114/-/DCSupplemental/pnas.201616007SI.pdf?targetid=nameddest=SF5
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1616007114/-/DCSupplemental/pnas.201616007SI.pdf?targetid=nameddest=SF5
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1616007114/-/DCSupplemental/pnas.201616007SI.pdf?targetid=nameddest=SF5
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1616007114/-/DCSupplemental/pnas.201616007SI.pdf?targetid=nameddest=SF5
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1616007114/-/DCSupplemental/pnas.201616007SI.pdf?targetid=nameddest=SF5
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1616007114/-/DCSupplemental/pnas.201616007SI.pdf?targetid=nameddest=SF4
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1616007114/-/DCSupplemental/pnas.201616007SI.pdf?targetid=nameddest=SF5
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1616007114/-/DCSupplemental/pnas.201616007SI.pdf?targetid=nameddest=SF6
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1616007114/-/DCSupplemental/pnas.201616007SI.pdf?targetid=nameddest=SF3
www.pnas.org/cgi/doi/10.1073/pnas.1616007114


coast of Alaska are strongly affected by the corrections. In most
cases, the corrections lead to a reduction in the overall rate for the
entire region, and therefore also in the resulting GMSL, accounting
for ∼0.2–0.3 mm·y−1 of the obtained differences compared with
earlier estimates, whereby VLM itself plays the most important role
(Fig. 3B). This contrasts with recent results by ref. 26, finding a
VLM influence on GMSL of the opposite sign, but considering only
large-scale VLM effects rather than local movements at the indi-
vidual tide gauges. Second, we test the influence of using a common
mean, rather than stacking first differences, which was the preferred
approach in most previous studies (e.g., refs. 1, 4, and 5) for solving
the problem of an uncommon reference datum between individual
tide gauges (colored diamonds in Fig. 3B). Using a common mean
also results in ∼0.2–0.3 mm·y−1 lower trends than stacking rates.
This is because of drifts resulting from an error accumulation in the
integration process of the virtual stations that is especially relevant
for the lower frequencies (2) (Fig. S6) and leads to artificially large
rates in GMSL before ∼1960 (see sensitivity experiment in the
SODA fields in Fig. S7). Comparing the corresponding six regional
curves with the individual tide gauge records in each oceanic region
suggests everywhere larger correlations when a common mean ad-
justment is used (Fig. S6). Third, we reconstructed the GMSL with
and without area weighting (colored dots in Fig. 3B). Regional
averaging to reconstruct GMSL with and without area weighting
leads to differences of 0.2–0.3 mm·y−1 because of the larger influ-
ence of comparably small areas (lowest trends before 1990 have
been found in the Indian Ocean and South Pacific region, the South
Atlantic, and the Northwest Pacific; Fig. S8). The combination of all
adjustments and corrections sums to ∼0.6–0.9 mm·y−1, which po-
tentially explains all the differences compared with earlier assess-
ments (refs. 1–5) of the 1902–1990 period. For the same period, the
sum of modeled contributions from the 14-member CMIP5 model
ensemble by ref. 12 (SI Text) shows a median trend of 1 mm·y−1 (1σ
bounds of 0.83–1.22 mm·y−1) (Fig. 3A), which is consistent with our
final GMSL estimate of 1.1 ± 0.3 mm·y−1 (P > 0.99) containing all
necessary corrections (Fig. 3 A and B). However, with the exception
of ref. 6, all other published reconstructions clearly fall outside the
range of modeled contributions (Fig. 3A).

The downward correction of previous presatellite altimetry
GMSL estimates in combination with the close correspondence
between satellite altimetry, historic CMIP5 simulations, and our
GMSL reconstruction after 1993 (Fig. 1B) has another important
consequence: the trend difference between both periods leads to
an acceleration (here estimated with a linear fit to the first dif-
ferences of the nonlinear trend obtained with a singular spectrum
analysis, using a smoothing window equal to 15 y and uncertainties
obtained with a bootstrapping approach producing 100 surrogates)
of 0.018 ± 0.008 mm·y−2 (P > 0.99) in GMSL, which is almost
twice as large as in all other reconstructions (including ref. 6) ex-
cept the ref. 1 estimate (Fig. 3B). However, the rates of the GMSL
reconstruction by ref. 1 are, with values exceeding 4 mm·y−1, bi-
ased high compared with satellite altimetry since 1993 (Fig. S3A).
To test the influence of this overestimation during the satellite
altimetry period, we have substituted the satellite-based GMSL
reconstruction from Archiving, Validation and Interpretation of
Satellite Oceanographic data (AVISO) into ours, and the re-
construction of ref. 1 for the period 1993–2012 (Fig. S3A). Al-
though our estimate is only barely affected by the adjustment
(rates and acceleration become slightly higher), the acceleration in
the ref. 1 reconstruction decreases considerably, leading to a
smaller value than in our reconstruction (Fig. S3B). This shows
that the larger acceleration in the ref. 1 reconstruction should be
considered with care. The acceleration in our GMSL curve is
mainly determined by a transition from slower-than-average rates
before 1990 (Fig. S8A) toward unprecedented high rates during
the last 2 decades in the Indian Ocean South Pacific sector (Fig.
S8B), which is consistent with an asymmetry in ocean mass re-
distribution between the Northern and Southern Hemisphere, as
suggested in ref. 23. The acceleration in GMSL is, further, con-
sistent with recent findings that the anthropogenic contribution to
GMSL (dominated by glacier melting and thermosteric sea level
rise) has increased during the 20th century, from less than 16%
before 1950 to more than 69% after 1970 (12, 27, 28).
We have reassessed 20th century GMSL estimates from

tide gauges by combining recent advances in solid Earth and
geoid corrections related to VLM, TWS, and glacier/ice sheet
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melting with an improved technique canceling out ocean mass
redistribution between individual regions (23). Our technique is
simple and computationally efficient and allows us to evaluate the
influence of each applied correction on GMSL estimates. The
resulting GMSL curve shows, in agreement with ref. 6, significantly
smaller trends compared with former and widely accepted GMSL
estimates (9).This smaller rate is geographically dominated by
slower-than-average sea level rise in the less well-instrumented
Southern Hemisphere (29) and the Northwest Pacific compared
with slightly larger-than-average rates in the North Atlantic (Fig.
S8). The resulting trend gradient between the different regions is
broadly consistent with the possible sea level imprint of a 20th
century slowdown of the Atlantic Meridional Overturning Circula-
tion (30), known from ocean model experiments (31), which, how-
ever, requires further investigations in future studies. Sensitivity
experiments on the reasons for our lower prealtimetry GMSL rate
compared with earlier attempts suggest roughly one-third of the
obtained differences are related to biases stemming from regional
variability caused by VLM, TWS, and ice melt, whereas two-thirds
can be considered methodological; that is, resulting from an im-
proved consideration of the geometry of regional sea level (here
simple area-weighting) and a solution for overcoming the varying
reference datum in individual tide gauge records (here a common
mean). In contrast to ref. 15, which considered GMSL rates below
1.4 mm·y−1 to be extremely unlikely, we used observational estimates
of VLM and the spatial bias at tide gauges resulting from sea level
fingerprints, thus avoiding any assumption about dependencies be-
tween different sea level contributions. Because our approach is
different from that of ref. 6, our results provide an independent
confirmation of their suggestion of a relatively slow prealtimetry rate
of GMSL rise. Our constraint of 1.1 ± 0.3 mm·y−1 (P > 0.99) during
this period, in turn, explains the majority of the observed differences
between individual reconstructions and recently modeled contribu-
tions to GMSL rise from the CMIP5 ensemble between the 1930s
and 1970s, thus increasing our confidence in process-based models
that are an indispensable tool for future projections (9).

Materials and Methods
Area-Weighted Average Technique. Tide gauges only poorly sample the global
ocean, and their distribution has a large bias toward the Northern Hemi-
sphere, especially in the earlier decades of the 20th century (Fig. S1). To
overcome this bias, ref. 5 introduced a virtual station technique, in which the
global ocean is divided into 12 coastal regions. For each coastal region, the
two closest stations are recursively identified and stacked to a virtual station
weighted by their distance (for details on the error calculation, see ref. 32).
The 12 finally resulting virtual stations are then later further merged into a
global curve. However, the final merging does not contain any further area
weighting, as the representativeness of the virtual station for a certain open
ocean region is not known. Here we adopt the general idea of the approach,
but improve it in several ways. First, we use different oceanic regions, which
are based on an objective cluster analysis by ref. 23. The authors identified
six coherently varying oceanic regions (Fig. S1A) from satellite altimetry and
showed that a certain number of tide gauges are able to describe the
multidecadal variations within each region. The selection of these regions
allows us to better sample the entire ocean and, more important, provides
an estimate of the area for which each virtual station is representative.
Hence, each virtual station can later be weighted before being merged into
a global mean. The second adjustment is related to the reference problem of
individual tide gauges. Because there is no common reference datum for the
tide gauge records, ref. 5 stacked rates of mean sea level. However, one
drawback of this approach is that small errors in individual estimates can
inflate as the series is integrated backward, with the lowest frequencies
being most susceptible to errors (2). As a result, the final global curve may
drift away from the “truth,” especially in the earlier years, where the un-
certainties are significantly higher than in recent decades. To overcome this
problem, we stack two stations into a virtual station by simply adjusting
both records to a common mean. This, of course, presumes that two records
always share a common period, which is the case in our tide gauge selection.
The error propagation from an individual tide gauge toward the global
mean is calculated following the approach of ref. 5 and ref. 32, which uses
the geographical location of individual tide gauges.

Tide Gauge Records and Corrections.Weuse an initial data set of 448 tide gauge
records from the Permanent Service of Mean Sea Level (7) for which VLM cor-
rections from either GPS or tide gauge minus altimetry were available (15). The
records are corrected for the mean seasonal cycle by fitting an annual and
semiannual harmonic to the monthly raw data. Also removed is the inverse ba-
rometer effect caused by the hydrostatic response of the ocean to sea level
pressure fluctuations around the spatial mean of the sea level pressure over the
ocean (33), using the Twentieth-Century Reanalysis Project version 2 data set (34).

VLM at tide gauges is adopted from ref. 16 (Fig. S2A). Stations for which a
continuous GPS station is available are adjusted using the rates and uncertainties
provided by Universite de La Rochelle (ULR)6a (note that this is an update of ref.
16, which used ULR5). If GPS is not available at a particular station, VLM is al-
ternatively determined by differencing altimetry and tide gauge time series for
their common period. Uncertainties are computed considering the noise content
in the differenced time series as a combination of white noise and power law
noise of an a priori unknown spectral index (16). The accuracy of the VLM cor-
rection is used to derive 11 different subsets of tide gauges; namely, only those
for which VLM is known with an uncertainty smaller than 0.5 mm·y−1 (228 sta-
tions), 0.6 mm·y−1 (283 stations), or 1.5 mm·y−1 (448 stations). The subset with an
uncertainty smaller than 0.7 mm·y−1 (322 stations) is used for our final GMSL
curve, which represents a trade-off between good data coverage and robust
VLM estimates. Note that the differences between the GMSL curves from dif-
ferent tide gauge subsets based on VLM errors were found to be small (Fig. S9).
Selection criteria based on earlier assessments (2) (e.g., only the longest tide
gauges with high confidence on their quality) also showed only minor differ-
ences compared with our subsets in the SODA test fields (Fig. 2A), as well as
observational data (1.3 mm·y−1 compared with our final estimate of 1.1 mm·y−1

before 1990), with VLM corrections applied only to those tide gauges that are
covered in both subsets. For the comparison with earlier assessments, a GIA-only
correction is applied. In this case, the ICE5G model by ref. 17 is used.

Changes in TWS (either caused by groundwater depletion or water im-
poundment behind dams) are accompanied by regional deflections of the solid
earth (crustal motion) and sea surfaces (geoid), which can be calculated using
Green’s functions for vertical displacement and gravitational potential (21, 22). For
water impoundment behind dams, we use updated fields calculated by ref. 22
from 1902 to 2014, which are based on a combination of the global reservoir data
sets from ref. 35 and ref. 36 (see ref. 22 for further details) consisting of 674 of the
largest reservoirs. For groundwater depletion, we adopt the fields from ref. 21,
updated for the entire period from 1902 to 2014 and scaled to match recent
estimates (37). Specifically, we used spatial variations from the hydrological model
of ref. 38, which expresses groundwater depletion in a yearly resolution on a
0.5° × 0.5° grid, and the scaled depletion rates everywhere by a factor of 0.8 so
that total groundwater depletion matches the results of updated hydrological
models (37). Because the crustal motion component is already approximated by
the VLM correction, we only correct for spatial variations in the geoid response
resulting from loading by changes in TWS (i.e., deflections about a zero mean).

The same applies to the regional fingerprints from ice melting. To account
for the regional deflections after freshwater injections from glaciers and ice
sheets into the ocean, we calculated fingerprints for updated sea level
equivalents of 18 major glacier regions and ice sheet mass balance discharge
estimates of the Greenland and Antarctic ice sheets. The glacier fingerprints
are based on reconstructions from ref. 18 and their update in ref. 39. The
Greenland ice sheet contribution to sea level is estimated using the recent
mass balance estimate from ref. 19. The Antarctic ice sheet is modeled with
the RACMO2.3 model (40), as in ref. 20, assuming no mass changes before
1979, long-term balance between the surface mass balance from
RACMO2.3 and ice discharge between 1979 and 1993, and small acceleration
in ice discharge after 1993 to match GRACE estimates (20). The fingerprints
for the ice melt contributions are calculated by solving the elastic sea level
equation, as described by ref. 41. The rotational feedback is included fol-
lowing ref. 42. As for TWS, we only considered the geoid response to the
loading, which determines the regional deviations from the global mean.

Synthetic Sea Level Data. One general problem of all tide gauge-based GMSL
reconstructions is that there is no observational validation option overmore than
two decades (satellite altimetry) available. An alternative possibility to test our
approach is the use of artificial ocean model fields, in which the “true” model
GMSL is a priori known. However, so far there are no CMIP5 models available
integrating simulations of the ocean and the cryosphere into coupled runs, so
that except for the dynamic sea surface height, each individual component has to
be calculated offline. To produce homogeneous synthetic fields of historical sea
level fields, we combine historical fields of sea surface height from CMIP5 models
and the SODA reanalysis over the period from 1871 to 2005 with independent
estimates of glacier melting (18). Also added are the observation-based estimates
of the ice sheets (19, 20) and TWS containing both groundwater depletion (21)
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and water impoundment behind dams (22). For the simulation of ocean dy-
namics, sea surface height fields (variable “zos” in CMIP5 terminology) are
obtained from the historical simulations of 11 CMIP5 models (see Fig. S3 for the
models). For each model run, the globally averaged steric sea level (variable
“zosga”), corrected (quadratic fit to the control runs) for drifts resulting from the
short spin-up and integration time of the historical runs (11), is added to the sea
surface height to account for global ocean volume changes within themodel (43).
CMIP5 runs were not further corrected for omitted preindustrial volcanic forcing
or additional drifts (see also ref. 12), as these corrections are globally uniform and
will therefore not affect our model internal tests of the GMSL reconstruction
technique. The SODA reanalysis (44) is also used and processed in the same way.
Sea level changes associated with glacier melting (i.e., their total GMSL contri-
bution including the respective regional fingerprint) are added to the modeled
sea surface heights by multiplying the CMIP5 model-specific glacier reconstruction
from ref. 18 and ref. 39 with the respective fingerprint from ref. 45. For the SODA
model, the observational glacier reconstruction based on Hadley Centre and the
Climate Research Unit (HADCRU) forcing is used (18). All model fields are sup-
plemented with the same observational fields of the ice sheet and TWS contri-
bution to sea level. For eachmodeled sea level field, a GMSLwas reconstructed on
the basis of the area-weighted average technique applied to the grid point time
series next to the real-world locations of tide gauges and then compared with the
“true” reference GMSL of each model.

Trend Uncertainties in Individual GMSL Reconstructions. The calculation of
linear trends is susceptible to a series of high/low values at the end of the
time series. The corresponding uncertainty is usually addressed by simulating
the natural variability, represented by the residuals around the trend line, in
Monte-Carlo experiments under the assumption that it follows a specific noise

process (e.g., ref. 46). Although it has been widely accepted that an autore-
gressive process of the order 1 is suitable for this purpose (e.g., ref. 9), recent
studies demonstrate that the use of long-memory processes provides a physically
more consistent description of the noise (24, 28, 47–50). Ref. 24 further pointed
out that none of the available GMSL reconstructions provides a proper de-
scription of the natural GMSL variability, as they are “trained” to reproduce the
long-term trends (4). The authors therefore provided an improved estimate on
the basis of ocean reanalysis data, which is used here uniformly for each
GMSL reconstruction.
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