<]
TUDelft

Delft University of Technology

Scalable Video Coding

Choupani, Roya

DOI
10.4233/uuid:1b75db0a-60da-4a6¢-8c02-6¢c2550¢90d0

Publication date
2017

Document Version
Final published version

Citation (APA)
Choupani, R. (2017). Scalable Video Coding. [Dissertation (TU Delft), Delft University of Technology].
https://doi.org/10.4233/uuid:1b75db0a-60da-4a6c¢c-8c02-6cc2550¢90d0

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.


https://doi.org/10.4233/uuid:1b75db0a-60da-4a6c-8c02-6cc2550c90d0
https://doi.org/10.4233/uuid:1b75db0a-60da-4a6c-8c02-6cc2550c90d0

Scalable Video
Coding






Scalable Video Coding

Proefschrift

ter verkrijging van de graad van doctor
aan de Technische Universiteit Delft,
op gezag van de Rector Magnificus prof.ir. K.C.A.M. Luyben;
voorzitter van het College voor Promoties,
in het openbaar te verdedigen op
dinsdag 13 Juni om 12:30 uur

door

Roya CHOUPANI

Master of Science in Computer Engineering
geboren te Kermanshah, Iran



This dissertation has been approved by the
promotor: Prof.dr. K. L. M. Bertels
co-promotor: Associate Prof. dr. Stephan Wong

Composition of the doctoral committee:

Rector Magnificus Chairman
Prof.dr. K. L. M. Bertels Delft University of Technology, promotor
Associate Prof. dr. Stephan Wong Delft University of Technology, co-promotor

Independent members:

Prof. dr. Jarma Takala Tampere University of Technology, Tampere, Finland
Prof. dr. Mehmet Tolun Aksaray University, Aksaray, Turkey

Prof. dr. Luigi Carro UFRGS University, Porto Alegre, Brazil

Prof. dr. ing Michael Huebner Ruhr University, Bochum, Germany

Prof. dr. Said Hamdioui Delft University of Technology

%
TUDelft

Copyright (©2017 by R. Choupani
All rights reserved. No part of this book may be reproduced, stored in a retrieval system or
transmitted, in any form or by any means, electronic, mechanical, photocopying, recording or

otherwise, without the prior permission of the author.

ISBN: 978-94-6186-798-8



1o the warriors of the fight against ignorance






Abstract

With the rapid improvements in digital communication technologies, distributing high-definition vi-
sual information has become more widespread. However, the available technologies were not suf-
ficient to support the rising demand for high-definition video. This situation is further complicated
when the network resources such as the available bandwidth fluctuates, or packet losses occur dur-
ing transmission. In this dissertation we present several video compression techniques which are
capable of adapting with the varying network conditions. We address both challenges namely, the
fluctuations in the available resources such as the bandwidth and processing power, and packet losses.
These problems in turn translates into degradation of the perceived video playback as jitter, and delay
before video playback starts. Hence, we concentrate on developing robust and fast adaptive video
coding schemes necessary for handling the changes in the physical characteristics of the communi-
cation networks. We present a new multi-layer scalable video coding (SVC) method for optimizing
the bit-per-pixel rate of the video which is robust against packet losses. The method reduces the qual-
ity degradation in presence of data loss by re-organizing the frames in a hierarchical structure and
improving the video quality through decomposing each frame suitably to restrict the error propaga-
tion. Moreover, we present a solution for the quality degradation in video reconstruction when the
video is scrambled for privacy protection. We also present two methods based on multiple descrip-
tion video coding (MDC) to handle packet losses in networks with a high rate of transmission error.
The proposed methods are based on combining SVC with MDC through decomposing the video into
spatial sub-streams in the first method, and SNR sub-streams in the second method. In both proposed
methods, the error resilience of the video is increased. The proposed methods have the capability
of being used as SVC methods where any data loss or corruption reduces the quality of the video
in a minimized way, and except for the case when all descriptions are lost, the video streams do not
experience jitter at playback. The proposed methods provide the feasibility of reducing data rate by
scaling down the video whenever the connection suffers from a low bandwidth problem. We also pro-
pose Discrete Wavelet Transform (DWT)-based optimizations for MDC. A major drawback in MDC
methods is their inefficiency in terms of bit-per-pixel which is a consequence of preserving correla-
tion between decomposed video segments. We propose a method based on the self-similarity between
DWT coefficients at different frequency levels to improve the coding efficiency of DWT-based MDC.
In the proposed method, whenever a description is lost the coefficients at the delivered descriptions
are utilized for estimating the missing data using self-similarity property.
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Chapter 1

Introduction

Visual information has become a vital part of our daily lives. This information is generally accessed
through computer networks with varying bandwidths and packet loss rates which degrade the quality
of the delivered videos. Hence, adaptability in these communication conditions is an essential
requirement for videos being transmitted with time constraints. Confronting the impacts of bandwidth
variations and packet losses are the two challenges addressed in this research. Section 1.1 of
this chapter introduces the current techniques of adapting videos with bandwidth variations, and
improving their robustness against packet losses. In Section 1.2, we present the challenges in applying
these techniques and their shortcomings. In Section 1.3, we present our approach of addressing the
challenges considered in this research. Section 1.4 presents the main contributions of this thesis.
Finally, in Section 1.5, we give the organization of the thesis.

Humans heavily rely on visual information. Therefore, many technologies were introduced to
distribute video content. However, the available technologies were not sufficient to support high-
definition video. Moreover, the demand for high-definition video is not expected to slow down and
with the increased connectivity of humans on Earth, the available bandwidth is even further stretched
despite continuous improvement in network technologies. Therefore, solutions were sought after to fit
increasingly higher quality video content on the current network technologies leading to compression
techniques. However, traditional video compression methods assume fixed properties of the video
content, e.g., temporal and spatial resolution, i.e., frame rate and frame resolution, respectively.
This is in contrast with the varying physical characteristics of the communication networks (e.g.,
bandwidth) as well as the display properties of the consumer’s device(s). This is further exacerbated
by upcoming streaming and on-demand services as they require the display of video content in
real-time. Consequently, adaptive video coding is needed to deal with these (new) requirements.

In addition, communication networks are not ideal and leading to potential loss of packets that are
used to transmit the video information. This in turn translates to degradation of the perceived video
playback as jitter, delay before video playback starts, and frame losses. Hence, a robust and fast
adaptive video coding scheme is necessary for handling the changes in the physical characteristics of
the communication network, and diversity of the receiver end rendering power and characteristics of
its display device.



4 CHAPTER 1. INTRODUCTION

1.1 Adaptive and Error-robust Video Coding Techniques

It is essential for videos to be capable of coping with the variations in the network bandwidth fluc-
tuations and/or packet losses in video streaming. The bandwidth fluctuations which happen even in
reliable networks where packets are delivered intact, reduce the network data rate and increase the
video transmission delay. This delay is not tolerated in real-time video streaming applications, and
hence, for faster transmission the video is adapted to the network bandwidth by lowering its quality. In
this adaptation, the essential part of video data is preserved to reduce the degradation in video quality.
On the other hand, in case of packet losses which happen in unreliable networks, we cannot select
to preserve more essential data because packet loss is a random process. The main issue in this case
is minimizing the impact of packet losses on the reconstructed video. In both cases however, video
suffers from quality degradation. This degradation is the result of the dependency between encoded
video frames. In order to describe how the quality degradation occurs during video adaptation, this
section provides the fundamental concepts in digital video coding (Section 1.1.1). We also briefly
introduce some adaptive (Section 1.1.2), and error-robust (Section 1.1.3) video coding techniques.

1.1.1 Fundamentals of Video Coding

Digital video coding is the fundamental technology for many applications, such as digital TV broad-
casting, distance learning, video on demand, video telephony, and video conferencing. The problem
of storing and transmitting digital video has been the topic of research for many years [3], [25], [26].
A typical video standard with a 720 x 576 frame resolution, 24 bits per pixel, and 30 frames per
second, contains 37,324,800 bytes in one second, and about 128 gigabytes in one hour video. These
numbers in 1080p (1920 x 1080 progressive scan) with the same frame rate are 186,624,000 bytes in
one second, and about 650 gigabytes in one hour video. Considering the average data rate of the In-
ternet services using ADSL connections which is about 10 Mbps', the videos described above should
be compressed at least 35 and 170 times, respectively. These numbers are indications of the need for
video compression in high ratios. Hence, the digital video coding problem is considered as investigat-
ing methods of representing a video in a size-efficient binary form and therefore it can be classified as
an image compression problem in which redundancies found within and between images are exploited
to reduce the overall size of images [27]. The feasibility of compressing video data however, depends
on the amount of redundancy present. We distinguish the following types of redundancy:

e Psychovisual redundancy: The human visual system is more sensitive to the intensity of light
rather than color. Therefore, a color model (YCbCr) is utilized that separates the brightness (Y)
and color information (CbCr) in distinct components. The resolution of the CbCr components
can be reduced (compared to the Y component), via a technique called downsampling, without
the human eye being able to (subjectively) notice any difference. This reduction in resolution
results in a greatly reduced need to store the “unnecessary” information.

e Spatial redundancy: Spatial redundancy refers to the correlation between pixels within a single
video frame. For instance the pixels in a column/row are highly correlated with the pixels in
the adjacent column/row. Similarity between neighboring pixels is a result of having uniform
areas where color and intensity are changing very slowly. This similarity can be exploited by
a variety of techniques to achieve compression. The simplest example is predictive coding that
“predicts’ the neighboring pixel value to be the same as itself. The correlation dictates that this

!The average actual download speed in the Netherlands has grown from 8.97 Mbps in the third quarter of 2009 to 15.6
Mbps in 2015, according to Akamai State of the Internet Report.
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probability is high or at least the value is close and, therefore, the (value) difference should be
small. In turn, the coding of the difference requires less bits than coding the original pixel value.
A more complex example is the discrete cosine transform (DCT) that transforms a 2D array of
pixels from the spatial domain into the frequency domain. Low-frequency coefficients represent
the similarity of the pixels and high-frequency coefficients represent large value differences
of the pixels (in the spatial domain). This coding method is combined with the fact that the
human eye cannot notice large (pixel) value differences when they are closely located, i.e.,
more importance is placed on the low-frequency coefficients rather than the high-frequency
coefficients. Consequently, high-frequency coefficients are less probable and if present, less
precision can be used to represent them. The reduction of precision is achieved by the so-called
quantization step, i.e., dividing the coefficients with pre-determined quantization factors. This
leads to storing less information, thus, compression.

o Temporal redundancy: Temporal redundancy refers to the similarity of information between
pixels from different, but still temporally close video frames. This would be exactly the same
as spatial redundancy if there was no movement of the frame, i.e., panning, or of objects within
the frame. Therefore, the same techniques in exploiting spatial redundancy can be utilized, but
they must be preceded with one additional step - motion estimation. In this step, the motion
is estimated first to improve the similarity of the to-be-encoded frame. The latter is usually di-
vided into blocks when performing this step i.e. block-based motion estimation. Consequently,
additional information must be stored, namely the motion vectors, but this is usually less than
the “additional’ compression achieved.

e Stochastic redundancy: After the previously mentioned redundancies have been exploited to
achieve compression, the resulting information (pixel differences or quantized DCT coeffi-
cients) can still exhibit a non-uniform distribution. For example, the value zero (no differences)
is much more likely to be present than high difference values. This non-uniformity can be
exploited by variable length coding (VLC) or arithmetic coding (AC) techniques to achieve fur-
ther compression. For completeness, we have to mention here run-length coding techniques that
compress strings of similar values into symbols as the first step before VLC or AC techniques
are applied. This is especially useful when considering that the earlier mentioned quantization
step results in a large amount of zeroes.

Both still image and video coding techniques utilize psychovisual, spatial, and stochastic redundan-
cies for more effective compression. However, temporal redundancy is used only in video coding
techniques as the frames of video are captured at different time instances.

The general procedure of redundancy elimination starts by dividing a frame into fixed-size blocks
named macroblocks. Then the psychovisual redundancy is eliminated by transforming each block
into YCbCr color space and downsampling Cb and Cr components (as explained above).>? The Y
component is further divided into four equal-sized blocks. Hence, after YCbCr transform and down-
sampling, six equal-sized blocks are obtained. 3 Subsequently, each block is motion compensated by
finding its most similar area in a reference frame (motion estimation) and computing their differences
(residues). These residues are DCT transformed to eliminate spatial redundancy. As we mentioned
above, higher compression rates are achieved not only by eliminating redundancies, but also by re-
ducing video quality through quantizing the DCT coefficients. Quantization is performed by dividing

1t should be noted that video coders provide the options of downsampling Cb and Cr in one or two dimension, down-
sampling Y component, or preserving all three components without applying any downsampling.
*More recent video coding standards such as H.264 use various block sizes such as 8 x 4,4 x 4, etc.
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the DCT coefficient with a constant value (named quantization step size) and rounding the quotients
to the nearest integer value to obtain a block of rounded and quantized coefficients named quantized
coefficients matrix. The larger the quantization step size used in quantization, the smaller the quan-
tized values are and hence, the compression rate is higher. However, quantization causes data loss and
degrades the quality of the video. Therefore, the DCT coefficients corresponding to higher frequen-
cies are quantized using larger quantization step sizes. After quantization, generally a large number
of zeros are generated which are encoded using VLC for a better compression rate which eliminates
stochastic redundancy. Two stages are considered for compacting the zero values for better compres-
sion. Given that the quantization step sizes for high and low frequency coefficients are not equal,
we are expecting to have most of the zero values at the lower right side of the quantized coefficients
matrix. Hence, in the first stage the coefficients are put in the order of low to high frequency by using
a zig-zag scanning of the coefficients from upper-left to lower-right corners of the DCT coefficient
matrix. Subsequently, the zero values at the end of the list are eliminated by inserting an end-of-block
symbol (EOB) after the last nonzero coefficient. The second stage applies a run-length encoding to the
list of quantized coefficients by grouping them as codewords of (run, value) where run is the number
of zeros, and value is the succeeding non-zero coefficient. Since the codewords have a non-uniform
distribution and their probability of occurrence are not equal, there exists a statistical redundancy.
VLC is applied to the codewords to remove the statistical redundancy for further compression. Elimi-
nating temporal redundancy in video coding helps reaching high compression rates however, it poses
a major challenge in video adaptation as explained below.
Motion compensated video coding techniques require the reference frame(s) to be present before re-
constructing a frame. The reconstruction of a frame using its preceding frame(s) creates a chain of
frames that depend on each other. In the following sections, the term dependency chain is utilized in
order to refer to this concept. Therefore, whenever the reference frame used for motion compensation
is not available (due to packet losses, for instance), or has been modified the reconstruction fails or
suffers from degraded quality, respectively. This quality degradation is propagated to the succeeding
frames in the dependency chain to further deteriorate the quality. This accumulated error is called
the drift error. In order to restrict how far the drift error can propagate the frame dependency chain
boundaries must be set up. Video coding standards use grouping of the frames as a method to set
up these boundaries. The sequence of frames in a video is divided up into groups of pictures (GOP).
Each GOP starts with an intracoded-frame (I-frame) and contains some predictive frames (P-frame),
and/or some bi-directional frames (B-frame). An I-frame is encoded independently from other frames
and are not motion-compensated. P-frames are motion compensated and encoded by finding their
differences with (a) previous reference frame(s) which is/are not necessarily their immediate preced-
ing frame(s). However, the reference frames should be from the same GOP. B-frames are coded by
comparing the values of each block with previous and next I- or P-frames, and by utilizing the average
of these differences for coding. B-frames provide better coding efficiency than P- and I-frames. Since
B-frames use their preceding and succeeding frames for motion compensation, a re-ordering of the
frames is used for a faster decoding, although this re-ordering increases the required memory by the
decoder. Figure 1.1 depicts the frame ordering in GOPs.

It is worth noting that I-frames are not motion-compensated and hence, their coding efficiency is low.
Therefore, the larger the size of the GOPs, the better the compression efficiency will be. However,
large GOP size means random access to the video frames will be more limited. Meanwhile, in case
of a problem in reconstructing a frame, the error propagates to more frames. In addition, during the
motion estimation of a block, if the difference of the block with previous frames(s) is larger than a
threshold, it is intracoded. This means that a P-frame may contain one or some intracoded blocks.
However, the general concept of dependency chain and the drift error is still valid in these cases.
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Figure 1.1: Ordering frames in GOPs.

An input
block To VLC
—b@——b DCT = Quantization
i —*—b
Inverse
Quantization
Inverse
DCT
Frame
. Buffer 1
Slm!\ar .
Region Frame i
Motion A Bufier2 | \I:’udolllon
Estimation I ectors

Figure 1.2: Structure of MPEG-2 encoder.

Figure 1.2 depicts the structure of MPEG-2 encoder where VLC is not shown. Each frame block is
motion compensated, DCT transformed, and quantized. Since quantization causes data loss, the de-
coded block will differ from the original block slightly. Hence, the motion compensation is performed
with decoded block which is stored in the frame buffer.

1.1.2 Adaptive Video Coding Methods

Adapting video according to the network conditions requires changing its spatial characteristic (reso-
lution), temporal characteristic (frames per second), or visual quality (in terms of bit-per-pixel which
is the number of bits of information stored per pixel) within a bounded time. The time restriction is
considered as the time needed for a packet to be transmitted across a network from source to destina-
tion, or end-to-end delay. The real-time requirements of video transmission suggests the partitioning
of video into at least two parts, e.g., one part to be transmitted to ensure a certain minimum quality
within the worst set of timing constraints and another part to enhance the video when more processing
time is available or when the network conditions improve. This type of adaptations require special
video coding techniques. One of these techniques is scalable video coding (SVC). SVC methods en-
ables fast adaptation of videos with the transmission network bandwidth or rendering capabilities of
the recipient device. This adaptability however, comes with the cost of sacrificing coding efficiency
to some extent. In SVC methods, the video stream is represented by a main bitstream which consists
of several sub-streams. Each sub-stream contains partial information about the video, and adds to the
spatial/temporal resolution, or bit-per-pixel quality of the video during reconstruction. Scaling video
is fulfilled through including/droping these sub-streams. The video is reconstructed in its highest
quality only by using all sub-streams. Hence, increasing the number of sub-streams provides more
adaptation levels and a smoother video adaptation experience. The scalability however, is achieved
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at the expense of increased complexity and reduced efficiency of video coding [24]. Although it is
desirable to keep the coding efficiency of the sub-streams at the same level as non-scalable coding
standards such as MPEGx or H.26x, the efficiency of SVC is lower because each sub-stream adds an
overhead to the video. Therefore, a trade-off is sought between a smoother scalability (through a large
number of sub-streams) and better coding efficiency.

State-of-the-art SVC methods implement the sub-streams in a multi-layered format [16], [21] where
each sub-stream is considered as a layer. The first layer, named the base layer, contains the video in its
lowest quality in terms of frame rate, spatial resolution, or bit-per-pixel. The remaining layers, called
enhancement layers, add to the quality of the video and hence, a higher spatial/temporal resolution
video, or quality video is obtained through increasing the number of layers decoded at the receiver
side. The main drawback of the multi-layer video coding scheme used by SVC is the dependency
between the layers so that a layer can be used in reconstructing of the video only if all previous layers
are present. This implies that for downscaling a video, only the top most layer(s) should be dropped.
Figure 1.3 depicts the encoding and decoding of video using SVC. As it is shown in Figure 1.3 SVC

Enhancement .| Decode using base and | High guality
layer » enhancement layers output signal
. Multi-layer
Input Signal—e encoder
Base .| Decodeusingbase | Low quality
layer o layer only output signal

Figure 1.3: Block diagram of scalable coding of video.

assumes that adapting videos is carried out by dropping less significant layers (topmost enhancement
layer(s)) and preserving more significant layers. Hence, the base layer should always be delivered.

In this section, the detailed concept of multi-layer video encoding for spatial scalability, temporal
scalability, SNR scalability, and fine granularity scalability (FGS) is presented. Subsequently, some
properties of the discrete wavelet transform (DWT) which are used for video scalability are presented.

Spatial Scalability

Spatial scalability is a technique to encode a video sequence into multi-layers at the same frame rate,
but different spatial resolutions. The first layer (the base layer) is coded at the lowest spatial res-
olution by downsampling the frames. Downsampling with a rate of M is carried out by reducing
high-frequency signal components with a digital low-pass filter and keeping only every M*" sample.
Then the difference between upsampled base layer and the original frame is encoded as the enhance-
ment layer. In case that the video is coded in more layers, this procedure is repeated on the base layer
yielding a new base layer in lower resolution, and an enhancement layer [5], [32]. In spatially scalable
video coding two strategies are followed for motion compensation. In the first strategy which is called
single-loop encoding/decoding, the motion compensation at each layer is performed independently
of the remaining layers. Hence, each layer can be decoded without waiting for the reconstruction of
other layers. Figure 1.4 depicts a single-loop spatial scalability decoder. The advantage of single-loop
spatial scalability is that the enhancement layer k does not need to be decoded after layer k-1 and
hence, it has a lower coding and decoding complexity. In addition, since the single-loop spatial scal-
ability decoder does not include the enhancement layer information into the prediction loop, the drift
error does not occur when only the base layer is delivered. However, as the enhancement information
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Figure 1.4: Single-loop Spatial Scalability Decoder.

of the previous frame is not utilized in the motion estimation/compensation of the current frame, this
strategy causes the coding efficiency of the scalable coding to be low.

The second strategy utilizes the information from layers 1 up to k-1 for motion estima-
tion/compensation and encoding layer k. Therefore, the reconstruction is carried out in multiple
iterations and hence, the strategy is referred to as multi-loop encoding/decoding. Multi-loop encoding
has a higher coding efficiency, but its complexity is higher and the encoding/decoding time is longer.
The spatial scalability decoders defined in MPEG-2 and MPEG-4 use two prediction loops, one in the
base layer and the other one in the enhancement layer [14],[40]. The MPEG-2 spatial scalable decoder
uses a weighted combination of up-sampled reconstructed frames from the base layer and the previ-
ously reconstructed frame in the enhancement layer, while MPEG-4 spatial scalable decoder allows a
bi-directional prediction using up-sampled reconstructed frame from the base layer as the backward
reference and the previously reconstructed frame from the enhancement layer as the forward refer-
ence. The impacts of these two strategies on the efficiency of video coding, and the robustness of
video against packet losses are discussed in "Summary on Video Adaptability” section.

Temporal Scalability

Temporal scalability is a technique to code a video sequence into two layers at the same spatial reso-
lution, but different frame rates [6], [17]. The base layer is coded at a lower frame rate. The enhance-
ment layer provides the missing frames to form a video with a higher frame rate. Coding efficiency
of temporal scalable coding is high and very close to non-scalable coding [17]. Figure 1.5 depicts
the structure of temporal scalability with two layers. Considering the two layer structure depicted in

Enhancement

Enhancement Enhancement layer stream
- S —
Frame i+1 Frame i

LN oo

Base Base Base stream
N » N . —
Frame i+2 Frame i+1 Frame i

EE——

Figure 1.5: Typical Structure of a Temporal Scalability Decoder.

Figure 1.5, the enhancement frame i is the succeeder of the base frame i in the original sequence.
Either enhancement frame i-1, or base frames i or i+1 can be used as a reference frame for enhance-
ment frame i. Therefore, in compliance with the restrictions in video coding standards before H.264,
only P-type predicted frames are used in the base layer. The enhancement layer predicted frames can
be either P-type, or B-type referencing a P-type frame from the base layer or the enhancement layer.
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Motion compensation in the based layer utilizes only the base layer information so no drift error is
expected here. However, with moving some of the frames to enhancement layer(s), the distance be-
tween consecutive frames in the base layer is increased. This increase can cause a decrease in the
coding efficiency.

Signal-to-Noise Ratio Scalability

Bit-per-pixel or signal-to-noise ratio (SNR) scalability is a technique to decompose a video se-
quence into multiple layers at the same frame rate and the same spatial resolution, so that each
layer adds to the quality of the video. The decomposition can be performed in the pixel domain
by putting more significant bits in the base layer and less significant bits in the enhancement
layers. For instance, SNR scalability is defined as the re-quantization and subsequent re-encoding
of the coding error from the previous layer in Annex 0 of H.263 [1]. H.263 defines the coding error as:

e(k) = f(k) — f(k) (1.1)

where f(k) is the original frame, f(k) is the reconstructed frame, and e(k) is the coding error. The
coding error is then encoded using the same steps used for encoding the base layer but with a finer
quantization [18]. SNR scalability is also applicable on the DCT coefficients. In this case the low
frequency coefficients of the DCT are put in the base layer and the high frequency coefficients are
put in the enhancement layer(s). The scalability characteristic of this scheme comes from utilizing the
order of coding of the DCT coefficients. Given that the zig-zag scanning arranges the coefficients from
low to high frequencies, a receiver can decide to receive the DCT coefficients partly when the bit rate
of its network is low. This corresponds to eliminating high frequency content of the video for scaling
down its quality and bit rate [19], [22]. An alternative method for decomposing DCT coefficients is
using different quantization matrices. A coarse quantization is used to quantize the DCT coefficients
at the base layer. Subsequently, a fine quantization is applied and the difference between the fine
quantized and the coarse quantized DCT coefficients are used in the enhancement layer. The decoder
adds the values from the base and the enhancement layers before performing inverse quantization.
Figures 1.6 and 1.7 depict the SNR scalability encoder and decoder in MPEG-2 standard, respectively
[23], [39].

Base layer
stream

Frame
Data —» Q(Coarse) > VLD ——
- DCT — l
\r Le  QFine) T-Q_A VLD ——»
Moti Frame Enhancement
Comp:nlwus:ﬂon Buffer < DCT - DCT layer stream

Figure 1.6: SNR Scalability Encoder in MPEG-2.

Fine Granularity Scalability

In video adaptation through dividing it into a set of smaller parts, a measure of the number of items
comprising a unit (such as a frame or a macroblock) is called its granularity [38]. Granularity can also
be considered as the precision with which rate can be controlled. Therefore, fine-grained scalability
scheme permits rate to be added in small increments [15]. The scheme of gradual refining of a unit or
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Figure 1.7: SNR Scalability Decoder in MPEG-2.

increasing the granularity of a unit is called Fine Granularity Scalability (FGS) [8], [9]. SVC defines
FGS scheme for video content using a multi-layered format [16], [21]. A base layer which includes
the minimal required data in order to reconstruct the video, and an enhancement layer which can
be used fully or partially for enhancing the reconstructed video [7]. The enhancement layer can be
truncated to match the available bandwidth. Figure 1.8 depicts a sample scenario for an FGS encoder.
As depicted in Figure 1.8, the quantized DCT coefficients are inverse quantized and subtracted from
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layer stream
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i
{ -} DCT
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stream
Matic Frame
e L] +«— IDCT |=—| IQ

Estimation Buffer

Figure 1.8: FGS applied to SNR Scalability.

the original DCT coefficients. These differences (residues) are included in the enhancement layer.
The residues at the enhancement layer are re-ordered by zig-zag scanning and then they are bitplane
encoded. A bitplane is defined as the bits with the same significance. Bitplanes are variable length
encoded in the same way as the quantized DCT coefficients of a macroblock (Section 1.1.1). As an
example lets assume the residues of the enhancement layer are 21, 19, 13, 11, and 14. Table 1.1 shows
the values stored in each bitplane. Multi-layer coding method used in SVC on the other hand does

Table 1.1: Creation of the bitplanes for some sample values

Difference coefficient [ 21 [ 19 | 13 [ 11 | 14 | Bit string (before VLC)
Bitplane 5 (Most significant) | 1 170 0] 0| 11000
Bitplane 4 001 1 1 | 00111
Bitplane 3 10|10 1]10101
Bitplane 2 O[1]0]1 1 | 01011
Bitplane 1 (Least significant) | 1 1 1 1 |0 | 11110

not allow truncation of the data sent is each layer. Therefore, SVC layers are either included in the
reconstructed video or dropped. The main drawback of FGS is its lower coding efficiency compared
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to SVC which stems from the fact that motion estimation/compensation is carried out using the base
layer only.

FGS is mainly used for SNR scalability of video however, the main video coding standards such
as MPEG-4 and H.264 support its application to spatial and temporal scalability as well [28]. In
case of spatial scalability, the frames are down-sampled to create the base layer. Then the base layer
frames are up-sampled and their difference with the original frames are found. These differences are
used as the enhancement layer data. In temporal FGS, the frames are grouped as the base layer and the
enhancement layer frames. The enhancement layer frames are encoded by finding their difference with
the base layer frames. This is similar to assuming that the reference frames in a motion compensated
encoder are always placed in the base layer. The enhancement layer coding (zig-zag ordering of
coefficients, bitplane, VLC) is the same as SNR FGS. Temporal FGS provides the possibility of
dropping the frames of the enhancement layer if the available bandwidth is low (similar to temporal
SVC), but also since the enhancement layer frames are bitplane encoded, it is possible to eliminate
some of the bitplanes from the enhancement layer instead of eliminating the whole frames. FGS
methods have the following characteristics:

e Since the enhancement layer can be truncated at any point, they provide a continuous scalability.

e Bitplane encoding used by FGS methods is more efficient that run-length encoding used in
standard video coding methods [20].

e In order to avoid the drift error, the enhancement layer in FGS methods is not used for motion
estimation/compensation. This feature reduces the coding efficiency of FGS methods.

Scalability using DWT

The DWT has also been used for providing scalability characteristic for a video stream since it allows
localization in both the spacial and frequency domains [4], [31], [33]. Signals carry information
which can be audio, image, etc. which changes with time. Besides, information contained in a signal
is comprised of different frequencies, with each frequency having a (probably) different energy level.
The Fourier transform has been used for many years to transform the representation of signals from
time domain into frequency domain and vice-versa. Fourier transform uses sine and cosine functions
as its basis functions for the transformation. However, sine and cosine functions are not limited in
time, extending to infinity. The impact of this property is that the energy amount at each frequency
can only be found for the whole period of the signal. On the other hand if the frequency measurement
is carried out at a limited time, we can only find out the amount of energy at a given frequency in that
period. This property is referred to as the frequency/time resolution of the Fourier transform. The
wavelet transform uses basis functions which are limited in time (hence the name wavelet). Different
basis functions have been used for the wavelet transform. The basis function (¢/(z)) can be translated
and dilated as shown in Equation 1.2.

o

The wavelet transform provides time and frequency resolution of the signal at the same time by di-
lating and translating the basis function. In addition, functions with spikes or discontinuities require
fewer wavelets to represent compare to sine and cosine functions. This property makes wavelets more
suitable for data compression. The continuous wavelet transform of a signal f(t) is given in Equation
1.3.

Xr—T

),(7,s) € R* x R (1.2)

S

T

Wy(7,5) = } / S

)dt (1.3)

S
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where 1" is the complex conjugate of the basis wavelet function. The one-dimensional discrete form
of the wavelet transform is given in Equation 1.4.

Wy(r, ) = 2 Snf(n)(r,s) (1.4)
The two-dimensional DWT is used for image and video compression. To use the wavelet transform
for image/video compression the wavelet coefficients are quantized and binary encoded. Generally
(and depending on the content of the transformed data) many of the quantized DWT coefficients are
zero. In order to attain a better compression rate, non-zero coefficients and their locations are stored.
This is accomplished using various techniques such as the zig-zag scanning, or spatial oriented trees
such as Embedded Zero-tree Wavelet (EZW) [29], [30]. During the storing or transmission of the
transformed video data as a bitstream, these techniques ensure that more significant information is
located at the initial bits. Therefore, truncating the bitstream of the DWT coefficients preserves more
significant information and minimizes the video quality distortion. Truncating the DWT bitstream as
mentioned above can provide SNR scalability where fewer bits in the bitstream implies more video
quality degradation.
In the DWT-based compression, typically a visual data unit such as an image or a frame, is decom-
posed in a hierarchy of frequency sub-bands by filtering along one spatial dimension at a time to
effectively obtain four frequency bands as shown in Figure 1.9. Here we have utilized "Low” and

LH
o

HL | Refinement
o 5

Figure 1.9: Decomposition into Frequency Sub-bands in Wavelet Transform.

LL (coarse level)

Input Image

”High” to indicate application of a low-pass and a high-pass filter, respectively. The filters h and g
shown in Figure 1.9 decompose the image into independent frequency spectra of different bandwidths
or resolutions [31], [35], producing different levels of detail and are commonly referred to as the
analysis filters. The analysis filters & and g are low- and high-pass filters, respectively. The two di-
mensional DWT is performed by applying the low-pass and high-pass filters in horizontal and vertical
directions. Here L and H stand for low and high frequency bands respectively. Hence, Low-High
indicates applying low-pass and then high-pass filters to the data. The lowest sub-band, commonly re-
ferred to as Low-Low (LL), represents the information at coarser scales and is further decomposed and
sub sampled to form another set of four sub-bands. This process can be continued until the intended
number of decomposition levels is reached. Applying inverse of the DWT to reconstruct the origi-
nal data is carried out through synthesis filters. The reconstruction is accomplished by upsampling
the lower resolution images and passing them through synthesis filters. The various sub-band signals
are recombined to reconstruct the original signal.Various types of analysis/synthesis filters have been
proposed in image and video compression. The most basic analysis/synthesis filters are Haar filters
proposed by Alfred Haar in 1910 [13]. Haar analysis filters decomposes a signal x(n) into two signals
c(n) and d(n). c(n) is the low-pass filtered signal and is obtained by finding the average of every value
pair in x(n). d(n) or difference signal, is the high-pass filtered signal and is obtained by finding the
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difference of each pair of values. Equation 1.5 defines the Haar analysis filters.

c¢n) = 05x(2n)+05x%x (2n+1) (1.5)
din) = 05x(2n)—0.5x (2n+1)

Haar synthesis filters are given in Equation 1.6.

y(2n) = c(n)+d(n) (1.6)
y2n+1) = c(n) - d(n)

The Haar transform in approximately piecewise constant signals where d(n) is zero, is very suc-
cessful. For more general signals which are not necessarily piecewise-constant more complex anal-
ysis/synthesis filters have been proposed. Among the proposed filters the most famous ones are
Daubechies filters. Equations 1.7 and 1.8 define the Daubechies analysis and the synthesis filters,
respectively.

cn) = hox(2n)4+h1 x (2n+1)+he x (2n+2) + hs x (2n + 3) (1.7)
dn) = hyx(2n)—hax (2n+1)+h; X (2n+2) — hg X (2n + 3)
y(2n) = hoc(n) 4+ hac(n — 1) + hgd(n) + hid(n — 1) (1.8)

y(2n+1) = hie(n)+ hge(n — 1) — had(n) — hod(n — 1)
where the multipliers are:

h:M h:M h:M hzl;\/g
0 4\/57 1 4\/§> 2 4\/§a 3 4\/5

Daubechies filters have the property that when the original signal x(n) is linear (such as x(n)= an+b),
the output signal d(n) will be identically zero. A linear signal indicate that with the increasing value
of n, there is a gradual increase in the value of the signal as well. This kind of gradual increase is
a frequent case in images and videos corresponding to the effect of illumination on uniform areas,
which results in a piecewise linear signal. The DWT of the signal provides a sparse matrix in these
cases. This property is very important in data compression applications as the coefficients in high
frequency bands become mostly zero.

Summary on Video Adaptability

Video adaptability is achieved by decomposing it into multiple sub-streams where each sub-stream
improves the quality of the video in terms of its resolution (spatial), frame rate (temporal), or number
of bits allocated to each pixel (SNR). The first sub-stream which presents the video in its lowest quality
is called the base layer. It is necessary to add the remaining sub-streams in a pre-defined order. The
general idea in video adaptation using SVC methods is presented in Section 1.1.2. There are however,
three main drawbacks with SVC methods:

e SVC methods down-scale the video when it needs to be adapted. As a result of this adaptation,
the frames reconstructed by the receiver become different from the frames used by the encoder.
This difference inversely affects the quality of the succeeding frame(s) which use it as their
reference frame. This quality degradation accumulates to the drift error.
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e Encoding video in a multi-layer format reduces the coding efficiency.

e The frames should be decoded in the order of the layers in SVC. Hence, enhancement layers are
decoded after the base layer, and in their correct order. Therefore, whenever the base layer is
damaged or lost, the remaining layers become useless. This feature makes SVC methods very
sensitive to data loss, although SVC techniques are not intended for unreliable networks.

As a consequence, improvements in SVC methods are necessary to make them robust against down-
scaling reference frames, and packet losses, while improving the coding efficiency.

1.1.3 Error-Robust Video Coding

Packet loss or corruption during the video transmission can severely degrade the video quality.
The impact of packet loss on multi-layer SVC coded videos is even worse if the affected packet
contains the base layer data. This is due to the dependency of bit-streams (layers) in SVC which
makes decoding upper layer bit-streams impossible when the lower layers are not present. When a
video is down-scaled due to the network conditions, we decide to keep the lower layers and drop the
upper layers. However, in case of communication errors such as packet losses, we cannot select the
delivered packets. The error robust video coding methods either use error correction codes to handle
the data loss, or decompose the video into bit-streams and transmit each bit-stream independently
hoping that some of them will be delivered intact. The main difference between SVC methods and
error robust methods in decomposing a video is that SVC bit-streams are dependent on each other but
bit-streams created by error robust methods are independent and can be reconstructed without relying
on the information from other bit-streams.

One of the error robust video coding methods is Multiple Description Coding (MDC) which divide
the video data into some bit-streams called descriptions. Descriptions are generally transmitted
separately over different network channels [37]. Typically, descriptions have the same importance
and data rates, even though this is not a necessary requirement. Each description can be decoded
independently from other descriptions and the loss of some of these descriptions does not affect the
decoding of the rest [34], however, the accuracy of the decoded video depends on the number of
descriptions received [10]. When one or some descriptions of a video are lost, the decoder estimates
them by utilizing the spatial or temporal correlation in data. The correlation of the video data implies
that a statistical redundancy is present which can be exploited for more effective coding [11]. The
presence of this correlation is the source of reduced efficiency in MDC compared to single stream
video coding, although it is necessary for estimating the missing data through interpolation.

The MDC can be applied to the transform coefficients of the video as well. When the decomposition
of a video is performed on the transform coefficient estimating the missing data from the received
descriptions becomes difficult as the coefficients are not correlated. An attempt to create a correlation
between coefficients was made in [36]. In their work, they found two subsets from the coefficients by
putting odd and even coefficients in different subsets. Assuming that o3 and o3 are the variances of
the subsets .57 and S5 respectively, the descriptions are created as:

M =2""2(S1 + )
vy = 2712(8) — Sy)

with correlation coefficient

2— 2 . . . .
Zé Z% known to the receiver end. Besides, an essential difference between
1 2
decomposing video signals into subsets in spatial and transform domain is that the data items in

spatial domain are of the same importance but the transform coefficients correspond to information
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in different frequency range and hence are of different importance. Meanwhile, some parts of the
transformed data are of vital importance. The low frequency or DC coefficient in DCT transform is an
example for such a vital coefficient. In [2] for each macro block transformed by DWT, two streams at
low and high rates are created. The low rate streams are created by truncating the symbols generated
after zig-zag scanning the coefficients and putting them in an EZW tree. The method consists of two
descriptions where each description contains high rate streams of some of the blocks and low rate
streams of the rest. If both descriptions are received, high rate streams are used for reconstructing the
video. However, if only one description is received, some blocks are reconstructed using their low rate
streams. A balanced and an unbalanced form of decomposing the streams to create descriptions have
been proposed by the authors as depicted in Figures 1.10 and 1.11. The most important drawback

D Low Rate

High Rate

Description 1 Description 2

Figure 1.10: Balanced descriptions using low and high rate DWT blocks.

D Low Rate

High Rate

Description 1 Description 2

Figure 1.11: Unbalanced descriptions using low and high rate DWT blocks.

of error-robust video coding methods is the redundancy they add to the data in order to estimate the
missing data. This redundancy is present even if the communication network has a very low error
rate and most of the data packets are reliably delivered. The existence of this redundancy is the main
difference between the error robust methods and the SVC methods. For instance, the method depicted
in Figures 1.10 and 1.11 which transmits the block data in low quality in one description, and in high
quality in the second description, corresponds to sending base and enhancement layers data in one
description, and only the base layer in the second description.

1.2 Video Adaptation Challenges

Fulfilling the requirement for video transmission over the Internet as explained in Sections 1.1.2 and
1.1.3, necessitates considering some issues and dealing with a couple of challenges. In this section we
first describe the issues which should be addressed in video coding and then we pose the challenges
stemming from the requirements that motivated this research. We argued that video transmission
requires adaptation to the fluctuations in the network bandwidth or receiver end rendering capabilities.
In addition, we also argued that the adaptation necessitates the development of algorithms capable
of fast processing, being robust against transmission errors, and minimizing overheads. These
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requirements pose challenges such as:

e Video adaptation involves partial delivery of the video data. Motion compensated encoding of
the frames however, requires the reference frames to be present for error-free reconstruction.
Adapting video by down-scaling frames changes the reference frames. If the motion compen-
sation utilizes the high-quality reference frames, using the low-quality reference frames at the
receiver side will result in reconstruction error which accumulates to cause the drift error. Re-
ducing or eliminating the drift error reduces the coding efficiency. The challenges in this issue
are:

— Optimizing the coding efficiency with respect to the expected bandwidth changes or packet
loss rates dynamically, and through adapting video parameters such as GOP length,

— The bit rate of a video depends on its content. The impact of the content of a frame can be
determined from the frequency content distribution after the DCT transform. Coarse quan-
tization of a frame with low frequency content creates less distortion than a frame with
high frequency content. Therefore, the impact of bandwidth fluctuations on videos varies
with their content. A challenge in video coding is optimizing video coding parameters
with the frame content,

— The impact of changes in a frame on the succeeding frames depends on the position of the
frame in the GOP. Any change at a frame located at the beginning of a GOP affects the
video quality more than a frame which is located close to the end of the GOP. Adjusting
video coding and adapting parameters in accordance with the frame position is also a
challenge.

e While packet loss and partial data delivery in scaled-down videos have similar impacts on the
quality of the reconstructed videos, the inhibitions to prevent them in video encoders are quite
different. The expected characteristic from a video stream is its adaptability with, and error
resilience against the network conditions. Combining these improvisations in a single encoding
technique is a challenge in video coding.

e Video coding, handling error and packet losses, and adapting videos during transmission re-
quire time-consuming processings. On the other hand, many video transmissions have time-
restrictions for video delivery. To avoid the processing delay, video is coded in a way that
minimizes the on-the-fly processing. However, this comes with the extra cost of lower effi-
ciency and overheads. Hence, the encoder should provide the possibility of real-time video
adapting and/or error handling for video streaming applications.

1.3 Research Directions

Video adaptation poses many challenges as summarized in Section 1.2. Reducing the video quality
degradation is the main research direction of this research. As it is mentioned in Sections 1.1.2 and
1.1.3, the quality degradation occurs as a consequence of video adaptation if the reference frames
used at the encoder and the decoder become different, and/or due to video data loss. In this thesis we
address both issues jointly. Hence, the challenges addressed are:

1. Adapting video with network conditions and/or receiver device rendering capabilities while
minimizing the quality degradation and optimizing the coding efficiency,
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2. Developing error-robust video coding techniques encompassing minimum overhead.

Adapting video with network conditions and/or receiver device rendering capabilities
while minimizing the quality degradation and optimizing the coding efficiency

An adaptive coding method implies that the coding method should be able to encode the video in a
way that its data rate, or spatial and/or temporal characteristic can be altered when needed. Minimiz-
ing the quality deterioration of this adaptation can negatively affect the coding efficiency. Developing
optimized methods for adaptive video coding which minimizes the quality deterioration requires an-
alyzing the impact of each stage of the video coder and its parameters. Developing these methods is
the first challenge addressed in this dissertation.

Developing error-robust video coding techniques encompassing minimum overhead

Packet loss is an inevitable characteristic of the current unreliable networks. This packet loss imposes
video reconstruction from partially available data. In order to minimize the quality loss due to partial
data availability, the reconstruction should not depend on any specific part of the video, but on the
number of delivered parts. This requirement prohibits the utilization of the correlation between data
parts for better compression. The challenge addressed here is developing encoding methods for
error-resilient video coding with improved coding efficiency, and capable of avoiding large overheads.

In this research, we address both challenges together and propose methods which provide
video adaptability and error resilience at the same while optimizing the coding efficiency. The third
challenge of minimizing processing time which has been mentioned in Section 1.2 has not been
directly addressed in this dissertation.

1.4 Main Contributions

The main contributions of this work regarding the challenge of adapting video with network conditions
and/or receiver device rendering capabilities while minimizing the quality degradation and optimizing
the coding efficiency are:

e A hierarchical structure for reducing the drift error when the transmission is over an unreliable
network. The structure decomposed the frames of a GOP into low-pass and high-pass frames
by pairwise temporal filtering the frames. This hierarchical structure provides the possibility of
reducing the number of frames depending on each other in a dependency chain while preserving
the length of the group of pictures. Since the drift error is the result of changes in reference
frames, the size of the enhancement layer is selected based on the location of the frame in
the frame dependency chain. A method for optimizing the quantization step size (and hence
the enhancement layer size) for each frame, and GOP length is proposed which minimizes the
total video degradation due to the drift error while optimizing the efficiency in terms of bit per
pixel rate. The average improvement in term of PSNR value when both layers are delivered is
4.78(dB) while it is 3.70(dB) when only the base layer is delivered. The improvements in the
robustness of the video in presence of burst errors are 3.52(dB) for the base layer only delivered
videos where the average PSNR values are 22.32(dB) and 18.8(dB) for the proposed method
and the sequential coding respectively, and 4.50(dB) when the base and the enhancement layers
are delivered with the average PSNR values are 24.01(dB) and 19.51(dB) for the proposed
method and the sequential coding respectively. (Chapter 2)



1.4. MAIN CONTRIBUTIONS 19

e In privacy protected video streaming the reconstructed video suffers from the drift error when
the scrambled area is (partly) used as the reference area for (a) block(s) of succeeding frames.
The drift error happens when the receiver is not authorized to access to the scrambled area and
hence the motion compensated succeeding blocks which refer to it become invalid. Avoiding
the utilization of the privacy protected area puts the burden of tracking their locations during
motion estimation and increases the processing time. An amendment to the motion compen-
sation algorithm has been proposed which eliminates the drift error when parts of the video
is scrambled for privacy protection. The quality improvement in PSNR is 0.6dB while the
processing time for scrambling and unscrambling the video is negligible. (Chapter 2)

e A scalable video coding algorithm has been proposed for SNR decomposition of the video. The
proposed method improves the robustness of the video against transmission errors by creating
descriptions after its decomposition. In order to correlate the decomposed video streams, a
transformation has been defined. The significance of this method is that the reconstruction
of video in a lower quality is possible regardless of which description is lost. This means that
despite traditional multi-layer scalable coding techniques for SNR decomposition, the proposed
algorithm creates descriptions which can be used independently for reconstructing the video and
carry information of (almost) the same significance. Our proposed method imposes an average
of about 41.2% redundancy to the video while the similar state-of-the-art method of Multiple
Description Transform Method (MDTM) adds a redundancy of 45% in the same PSNR value.
(Chapter 3)

e Animprovement has been proposed for increasing the coding efficiency of temporal decompos-
ing of video frames into two sub-streams. In the temporal decomposition of videos into multiple
sub-streams, a frame and its reference may occur in different sub-streams. This situation can
result in the drift error and quality degradation when packet losses happen in the network. Us-
ing the frames from the same sub-stream as reference frame can reduce coding efficiency. We
propose an improvement which groups so that a frame and its most similar frame are placed
in the same sub-stream. The proposed method improves the bit-per-pixel rates of the smaple
videos such as "Foreman” to 1.181 bpp from 1.2212 bpp, and ’Stefan” to 1.237 bpp from 1.291
bpp when no optimaztion is performed. (Chapter 3)

The main contributions regarding the challenge of developing error-robust video coding techniques
encompassing minimum overhead are:

e An algorithm for decomposing video frames in spatial domain has been proposed. The pro-
posed method creates four streams as four sub-sets of pixel values where each sub-set contains
a common base layer and an enhancement layer. The common base layer is defined as the av-
erage of the four sub-sets, and the enhancement layer is found through the difference of each
sub-set from the common base layer. The proposed method transmits each stream as a descrip-
tion where the correlation between the streams is utilized for estimating lost data in case of
packet loss errors. In addition, the reconstructed video quality in case of one or some descrip-
tion losses has been improved by introducing a new interpolation method which minimizes the
reconstruction error. An optimization algorithm has also been proposed for minimizing artifacts
when the frame contains thin horizontal/vertical areas. The proposed method can reconstruct
video when one description is lost with a PSNR value of upto 36.34dB which makes the data
loss almost unnoticeable. (Chapter 3)
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o A method to estimate the missing data due to packet losses has been proposed which utilizes the

self-similarity between the DWT coefficients at different decomposition levels. The coefficients
are transmitted on different streams using multiple descriptions. A new structure for organizing
data in descriptions is proposed which combines lower coefficients of one sub-band with high
coefficients of another sub-band in a description. By doing so, the proposed method can esti-
mate the missing data using the self-similarity property of the coefficients in each sub-band in
case of a description loss. The experimental results indicate that when two descriptions are de-
livered, the average PSNR values with and without using self-similarity index for reconstruction
are 35.69dB and 33.55dB respectively. The average PSNR values when only one description
is delivered are 34.38dB and 27.12dB for reconstruction with and without using self-similarity
index respectively. (Chapter 4)

An algorithm is proposed for decomposing the 3D wavelet transformed video data into mul-
tiple descriptions. The proposed method minimizes the distortion by selecting the optimum
truncation of the DWT coefficients in each description. This optimization considers the band-
width fluctuations of the communication channels, and the frequency content at each sub-band.
For instance, if a frame contains more frequency content in the horizontal frequency sub-band,
the corresponding description will have a higher bit-rate. The assignment of a description to
a communication channel is performed by considering the dynamic changes in the bit-rate of
the descriptions and the bandwidth of the channels. The algorithm utilized for this purpose,
minimized the overall distortion of the video (R-D optimization). The bit-rate performance of
the peroposed method using “Foreman” sample sequence are 31.5dB in 100Kbits, 33.4dB in
200Kbits, and 34.0dB in 300 Kbits while state-of-the-art method of F-MDC displays 31.6dB,
32.8dB, and 33.5dB for the same bit-rates. (Chapter 4)

1.5 Thesis Organization

This dissertation has the following organization:

Chapter 2 includes the papers which concentrate on minimizing the drift error. The minimization is
considered as an improvement to the SVC methods. In Chapter 3 improvements of MDC methods for
error-robust video coding in spatial, temporal, and SNR decomposition of videos are presented. These
techniques are combined with SVC methods for video adaptability. In Chapter 4 MDC methods are
applied in DWT domain. The presented methods are combined with SVC as well.



Chapter 2

Minimizing Drift Error in Scalable Video
Coding

High quality videos include a huge amount of data. Storing and communicating these large videos
require efficient encoding with high compression rates which in turn necessitates reducing or elimi-
nating redundancies in videos. One of the redundancies in videos is temporal redundancy which stems
from the similarity between the consecutive frames (Section 1.1.1). In order to eliminate the temporal
redundancy, only the differences between the current frame and its preceding frame(s) are encoded.
However, this encoding makes video frames dependent on their preceding frames (reference frames)
and as a result, any changes in the reference frames cause deviation from the original frame during
the reconstruction. This deviation results in video frames quality degradation which accumulates to
the drift error (Section 1.1.1. The reference frames of a video may change for different reasons. The
most important reasons are as follow:

o Intentional changes by an end user or an application: For instance, an application may ma-
nipulate parts of frames to protect the identity of the people appearing in the scene, or to hide
sensitive information such as car license plates. These manipulations are carried out through
scrambling data using special algorithms. The assumption is that if the receiver is authorized to
view the protected information, (s)he should be able to unscramble them.

e A frame may be lost due to a packet loss during transmission. This case happens frequently
in wireless networks, especially when the receiver device is on a moving platform, such as a
cell-phone being used in a vehicle.

e Frame changes due to down-scaling the video when the available network resources are insuf-
ficient. This can happen in all types of public networks where the resources are shared and the
traffic load varies unpredictably.

In this chapter we first address the drift error due to the intentional changes in the reference frames.
The application we considered here is privacy protection in videos through scrambling. We propose
a method for scrambling the protected parts of the video using a private key. The algorithm provides
the possibility of unscrambling the video whenever the private key is known. The proposed method
completely eliminates the drift error even when the private key in not known.

In this chapter we also address video quality degradation due to the drift error when the video is
scaled-down. We observed that the amount of degradation due to the drift error depends on two
factors as explained below:

21
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1. Any change in a frame negatively affects the succeeding frames using it as their reference
frame. Since the quality degradations in the frames accumulate, the number of succeeding
frames following the modified reference frame before a new GOP starts is an important factor
in the overall quality degradation of the video.

2. Since the frames encoded in predicted or bidirectional modes (P- or B-frames) rely on the
information of their reference frame, the amount of changes in the reference frame is an affective
factor is the quality degradation. In SVC we drop the enhancement layer for down-scaling the
video. Therefore, the relative sizes of the base and the enhancement layers are important.

Regarding the first observation, in our proposed method we tried to reduce the number of frames
which depend on each other in a GOP while preserving the coding efficiency. We proposed utilizing
a hierarchical structure for organizing the frames in a GOP to reduce the number of frames depending
on each other in a GOP. Regarding the second observation, we proposed an adaptive SVC method
which decides the size of the base layer with the position of the frame in a frame dependency chain.
The details of the proposed methods and their experimental evaluations have been presented in the
following research articles:

e R. Choupani, S. Wong, M.R. Tolun, Drift-free Video Coding for Privacy Protected Video
Scrambling, 10th International Conference on Information, Communications and Signal Pro-
cessing (ICICS 2015), Singapore, pp. 66-72

e R. Choupani, S. Wong, M.R. Tolun, Hierarchical SNR Scalable Video Coding with Adaptive
Quantization for Reduced Drift Error, 10th International Conference on Computer Vision The-
ory and Applications (VISAPP 2015), Berlin Germany, pp. 117-123.
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Abstract—With video surveillance systems becoming ubiqui-
tous nowadays, protecting people’s privacy raises an increasingly
serious concern. Video streaming with privacy protection requires
modifying parts of the video content. This modification should
provide the possibility of unprotected access to the video if
the user is authenticated through a private key. However, any
modification in the content of a video can result in a drift
error and deteriorate the quality of the reconstructed video.
In addition, it is required that the privacy protection does not
adversely affect the computational complexity and the coding
efficiency in terms of bitrate. In this work, we propose a drift-free
method for scrambling the privacy protected regions of the frames
while preserving the coding efficiency. Our proposed method
provides the possibility of utilizing private keys for restricting
unauthorized access to the private contents of the video with
a small increase in the computational complexity of the encoder
and decoder. The experimental results indicate that our proposed
drift-free method can achieve a higher coding efficiency of 0.6
dB on average compared to similar methods.

Index Terms—Privacy Protection in Video, Video Scrambling,
Restricted Video Coding.

I. INTRODUCTION

With the fast progress in multimedia technologies, video
surveillance has obtained a widespread use. This excessive use
of multimedia in general and video in particular, has given
rise to many concerns about the privacy of individuals [1][2].
Among the solutions provided for the privacy protection in
video is scrambling parts of the video frames corresponding
to the private information such as the identity of the people
in the scene [3][4][5][6]. The scrambling is performed by
using a private key which can also be used for unscrambling
the video. This means that the video should be decodable
in both scrambled and unscrambled forms at the receiver
side. Scrambling is performed by inverting the sign of AC
coefficients [7], dividing the coefficients by a scrambling
matrix generated at the server side using a private key [3],
or by means of a seed number generating a random sequence
which is used in performing XOR-operation on the coefficients
[8]. The state-of-the-art video coding standards such as H.264,
make use of Motion Compensated Temporal Filtering (MCTF)
methods for eliminating temporal redundancy [9][10]. Hence,
the inter-coded frame blocks are motion compensated before
applying the Discrete Cosine Transform (DCT). If the area
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to be scrambled is used (even partially) as the reference for
a block from a succeeding frame(s), the reconstructed video
at the receiver will suffer from a frame quality degradation if
the decoder does not have the necessary key to unscramble the
reference frame. This degradation is accumulated in the subse-
quent frames and results in the drift error until an intra-coded
frame (I frame) is reached. The drift error which is the result of
mismatches between the reference frames at the encoder and
the decoder, is one of the most important challenges in the
privacy protection of video through scrambling. This paper
addresses the drift error problem in privacy protected video
coding and proposes a new solution for the problem. The paper
is organized as follows: In Section II we review the related
previous work and the state-of-the-art in privacy protection in
videos. Section III introduces our proposed method, followed
by the experimental results in Section IV. Finally in Section
V we draw our conclusions and indicate possible directions of
improvement.

II. RELATED WORK

Apart from the methods which are based on the intra-

coding of video frames without utilizing MCTF [11], the drift
error caused by scrambling Region of Interest (ROI) areas is
addressed in two different ways. The first group of methods
is based on letting the drift error to happen either assuming
that the scrambled frame range contains the entire GOP, or its
effect is negligible.
In [12] the authors protect video content privacy by scrambling
the entire frame by means of a context-aware middleware. The
scrambling is carried out by by pseudo-randomly flipping the
ac/dc coefficients of macro-blocks (MBs) in intra-coded frames
only. Hence, when the key to unscramble the intra-coded frame
is not available, the entire GOP becomes scrambled. In fact the
reconstruction of the inter-coded frames of a scrambled GOP
suffers from the drift error however, since these frames are
not intended to be clearly decoded, the drift error becomes
irrelevant here. Dufaux et al. [7] change the AC coefficients
using a pseudo-random sequence generated by a seed number.
They toggle the coefficients as:

7qACcoef

if RandomBit=1
qACcoef - { +qACcoef

otherwise

ICICS 2015



without considering the effect of the drift error.

The second group of methods are based on avoiding the drift
error. In [4] the authors propose a restricted video coding
scheme to avoid the drift error. The main idea in their proposed
method is restricting the search area during motion estimation
not to include the scrambled areas. In this way the scrambled
areas are not used as reference for any MB and hence, the
drift error is avoided when the user is not authorized to see
the protected areas. They propose three different methods,
Mode Restricted Intra Prediction (MRIP), Search Window Re-
stricted Motion Estimation (SWRME), and Boundary Strength
Restricted Deblocking Filtering (BSRDF), to handle the intra-
prediction in I frames, and inter-frame prediction modes to
avoid using scrambled areas for motion compensation. Tong
et al. [6] improve the MRIP method proposed by Dai et al. [4]
assuming that the most probable blocks to be utilized in intra-
prediction mode are left and top blocks of the current block.
Hence, if the left or top block of the current block is in the
scrambled area, they forbid using intra 4 X 4 prediction mode
for it. Wang et al. [13] use a similar method to scramble the
video however, they reduce the bitrate overhead by choosing
the prediction modes of the 4 x4 blocks around the boundary of
the privacy area instead of forbidding intra-prediction. In [14]
a bit mask is proposed to indicate the location of blocks from
the privacy area. Our proposed method is a drift-free scheme
however, the encoder does not need to restrict the search
areas during motion estimation. In this way, the complexity of
the encoder is reduced while the coding efficiency is slightly
improved. To justify this improvement, we can consider the
case when the most similar area to a block partly overlaps
with a scrambled area. However, if overlapping is not allowed
during motion estimation, the residual values after motion
compensation can be larger.

III. PROPOSED METHOD

Our proposed method utilizes the linearity characteristic of
the cosine transform. The main issue addressed in the proposed
method is eliminating the drift error in protecting the privacy
of the people appearing in the video, while preserving the
video coding efficiency. The methods proposed in the literature
perform motion compensation in the original video, and then
scramble the quantized and DCT-transformed residues. We
propose performing motion compensation using scrambled
frames. The block diagram of our encoder is depicted in Figure
1. The scrambling is carried out by post-multiplication of the
8 x 8 matrix of quantized coefficients by matrix S which is
defined in Equation 1.

—|lkey||®+0.5 0 .. 0

S = sign
0 0 —||key|]* + 0.5

where key is a positive integer of eight digits representing

the secret key being used for scrambling and unscrambling

the privacy protected parts of the frames, and ||.||" refers to

normalizing the r*" digit of an integer number to a decimal
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Figure 1. Frame coding block-diagram of the proposed method.

number between 0 and 1 as shown in Equation 2.

For r=1,.,8

y = floor((z
||| =

(mod 107)) x 10) )

10

In fact the scrambling matrix is used for toggling the signs of
the quantized DCT coefficients at the main diagonal position.
The most significant digit of the key value toggles the sign
of the DC value in the DCT coefficients. Changing the DC
value scrambles the area completely however, the visual quality
of the image degrades significantly. If a simple blurring of
the protected area is sufficient, this digit should be less than
5. Given a block of motion-compensated coefficients, B, the
encoding process is as given in Equation 3.

EB = VLC(S x Q(DCT(B))) 3)

where EB is the encoded block, and Q and DCT refer to the
quantization and the discrete cosine transform, respectively.
Our assumption is that the locations of the blocks belonging
to the privacy protected area are provided as shown in Figure
1. The decoding process can be carried out in two different
cases as below:

o The user does not provide the decoding key. In this
case the normal steps of decoding blocks are followed.
Since the scrambled frames have been used as (part of)
the reference areas, in the decoded frames the privacy
protected areas appear as scrambled.

o The user provides the decoding key which is used for
creating matrix S. This matrix is used for unscrambling
the protected areas as shown in Equation 4.

DB = Inv(DCT~(S)) x DCT~ Q™' (VLC~'(EB)))

“)
where DCT', Q~', and VLC™! are inverse DCT, inverse
quantization, and inverse variable length coding, respectively.
DB refer to the decoded blocks, and /nv is used to show the
inverse of a matrix. An analytical proof of Equation 4 where
we assume quantization is an invertible operation, is given in
Equation 5. Replacing EB with its definition from Equation 3,



we have:

DB =Inv(DCT(S)) x DCTH(Q ' (VLC™H(VLC(
S x Q(DCT(EB))))))

(S

(

(

DB =Inv(DCT~Y(S)) x DCT H(Q (S x Q(DCT(EB))))
DB =Inv(DCT(S)) x DCT~Y(S x DCT(EB))
DB =Inv(DCT}(S)) x DCT~}(S) x EB) 5)

DB =EB

Despite the methods proposed in the literature which provide
privacy protection through direct manipulation of the quantized
coefficients, our proposed method uses matrix multiplication
for modifying the coefficients. This lets us utilize the linear
property of the DCT to design the decoder so that the un-
scrambling is done as the last step and after applying inverse
DCT to the coefficients. Hence, the proposed method has a
minimal impact on the encoding and decoding procedures. For
instance, the proposed method does not need to consider if
a non-protected block is motion-compensated (partly) using
a privacy protected block or not. The decoding process is
depicted in Figure 2. As shown in Figure 2, in both cases

Secret
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cramble
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Figure 2. Frame coding block-diagram of the proposed method.

whether the decoding key is provided or not, the reference
frames are unscrambled frames. Considering that the motion
compensation in frame encoding is done using scrambled
frames, no drift error is created by the proposed method.
Moreover, there is no need to restrict the search area of
during motion estimation process hence, the proposed method
adds only minor modifications to the standard video coding
methods. This means that the proposed method can be used
with all state-of-the-are video coding standards.

IV. EXPERIMENTAL RESULTS

In our proposed method we claim that the method does
not suffer from the drift error yet its encoding performance
in terms of rate distortion ratio is better than the state-of-the-
art methods. Moreover, the encoding latency, and the coding
complexity of the proposed method are less than the similar
methods in literature. As benchmarks we are considering the
method proposed by Tong et al [6].

A. Time Complexity Analysis

The proposed method uses a matrix multiplication operation
to scramble the privacy related areas of the frames. In this
subsection we analyze the processing cost of the scrambling

operation with respect to the total frame encoding time. Since
we assume only some parts of each frame is scrambled, we
consider the parameter p as the probability of a block falling
into the private area of the frame. Without considering com-
putationally less intensive steps such as interpolation filtering,
deblocking, and in-loop filtering, the encoding time of a block
is given as shown in Equation 6.

Tencode = Tyvue +Tper +Tg +p X Tynm +Tyvre  (6)

where T/ g is the time spent for motion estimation, T pcr is
the time for applying the DCT, T}, is the time for quantization,
Trrar is the matrix multiplication time, and Ty ¢ is the
time for variable length coding. The extra step added by the
proposed method increases the time complexity of the encoder
by O(n?373) [15] where n is the size of the matrix. However,
the scrambling matrix in the proposed method is a diagonal
matrix consisting of +1. This property reduces the matrix
multiplication to eight sign changes. Moreover, considering the
following scenarios for the privacy protected parts of a frame,
we estimate p = 0.1.
o A security assistant/officer may want to have his/her face
image to be hidden from un-authorized viewers.
o A driver may ask for the protection of his/her face from
in videos.
o The license plates of the cars passing by an accident area
should be hidden in a public video stream.
The DCT is performed as a matrix-vector product [16] as
y = T'z. The fast transform is carried out by the factorization
of T" into a product of sparse structured matrices. Vashkevich
et al. [17] presented a fast DCT algorithm which uses 32
multiplication and 81 addition for a 16-point data. The time
needed for the DCT in comparison to the matrix multiplication
used by the proposed method, considering that the motion
estimation accounts for about 60% of the video coding time,
and the fact that the scrambling is applied to a small portion
of the frame blocks, the impact of the proposed method on the
total video coding time is minor.
In decoding stage, the inverse matrix computation (
inv(DCT~1(S)) ) is performed only once as long as the key
value remains the same. Therefore, without considering the
motion estimation, the time complexity values of the encoder
is valid for decoder too.

B. Bit-rate Overhead Analysis

In order to avoid the drift error we propose motion com-
pensating the blocks without forbidding the partially scrambled
area of the reference frames as explained in Section III. Al-
though in general there will be a slight reduction in the coding
efficiency compared to the case when video is encoded without
scrambling, we claim that the proposed method provides better
bit overhead saving than MRIP method proposed in [6]. This
improvement is explained by considering the fact that the
MRIP method restricts the search area while the proposed
method searches everywhere including the areas searched by
MRIP. In our first set of experiments we have compared the
performance of the proposed method with MPEG encoder



without scrambling the frames. The results depicted in Figures
3 and 4 show the performance of our proposed method in
two video sequences. Our experimental results in all test
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Figure 3. Rate-Distortion comparison of the proposed method and MPEG4
encoder using Foreman video sequence.
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Figure 4. Rate-Distortion comparison of the proposed method and MPEG4
encoder using Container video sequence.

video sequences indicate that the performance of the proposed
method is comparable with and only slightly less than MPEG4
video coding standard where scrambling is not applied.

In our second set of experiments we have compared the
performance of our method with the case when the search area
is restricted to non-scrambled areas. Figures 5 and 6 depict
the rate distortion comparisons of the proposed method and
the method proposed in [6] using *Foreman’ and ’Container’
sequences, respectively. Our experiments with sample video
sequences reveal that some of the blocks are motion compen-
sated with areas which partially overlap with scrambled areas.
This observation explains the improvement in coding efficiency
of the proposed method which amount to 0.6 dB on average.
Figures 7 and 8 depict the result of scrambling the privacy area
and corresponding motion vectors, respectively. It is important
to note that despite scrambling the face area, motion vectors
do not show significant increase in size which justifies the

42 T

—e— Proposed
—=— MRIP

i i i i i i i
100 120 140 160 180 200 220 240 260 280
Bit Rate (Kbit/sec)

30

Figure 5. Rate-Distortion comparison of the proposed method and MRIP
method using Foreman video sequence.
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Figure 6. Rate-Distortion comparison of the proposed method and MRIP
method using Container video sequence.

performance improvement of the proposed method. Our drift-
free method has advantages over methods which include the
whole frames in an entire GOP to avoid quality degradation
due to the drift error [12]. In this case, the obvious advantage
is that only privacy areas are scrambled in the relevant frames
in our proposed method whereas, in these methods the entire
frame, and some of the irrelevant frames (frames with no
privacy importance) are also scrambled.

It should be noted that in our design, the decoder needs to
know the location of privacy area or ROI. We assume this
information is transmitted as a binary map which includes one
bit for each macro-block. This corresponds to 396 bits per
frame in CIF format. Since the main interest of this work
is eliminating drift error due to scrambling, we have not
considered the communication of the so-called binary map.

V. CONCLUSIONS

A new drift-free method for scrambling videos for pri-
vacy is proposed. The proposed method addresses the quality
degradation due to the use of scrambled areas of a frame in
motion compensating blocks of succeeding frames. Despite
the methods proposed in the literature, our proposed method
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Figure 7. Sample Frame from Foreman Video (left), with Scrambled Private
Area (right).
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Figure 8. Motion Vectors of the Second Frame from Foreman Video
Scrambled using the Proposed Method.

does not forbid utilization of the scrambled areas as reference
areas. Besides, our method is capable of reconstructing the
video both when the private key is available and not without
any degradation in the frame quality. Our experimental results
indicate that the performance of our method is comparable to
standard video coding methods with only a very slight decrease
in rate distortion ratio.

An important feature of the proposed method is that the
scrambling and unscrambling steps are independent from the
motion estimation/motion compensation and transformation of
the residues. Therefore any encoding in the form of a matrix
multiplication can be utilized. However, since the scrambling
matrix consists of positive and negative ones, the performance
degradation is limited. Moreover, the method is compatible
with all video coding standards as it is applied after quantiza-
tion step.
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Abstract: In video coding, dependencies between frames are being exploited to achieve compression by only coding the
differences. This dependency can potentially lead to decoding inaccuracies when there is a communication
error, or a deliberate quality reduction due to reduced network or receiver capabilities. The dependency can
start at the reference frame and progress through a chain of dependent frames within a group of pictures
(GOP) resulting in the so-called drift error. Scalable video coding schemes should deal with such drift errors
while maximizing the delivered video quality. In this paper, we present a multi-layer hierarchical structure for
scalable video coding capable of reducing the drift error. Moreover, we propose an optimization to adaptively
determine the quantization step size for the base and enhancement layers. In addition, we address the trade-off
between the drift error and the coding efficiency. The improvements in terms of average PSNR values when
one frame in a GOP is lost are 3.70(dB) when only the base layer is delivered, and 4.78(dB) when both the
base and the enhancement layers are delivered. The improvements in presence of burst errors are 3.52(dB)
when only the base layer is delivered, and 4.50(dB) when both base and enhancement layers are delivered.

1 INTRODUCTION methods however, utilize motion-compensated tem-
poral filtering (MCTF), where each inter-coded video
The scalability property of video coding provides the frame is encoded by predicting the motion of every
possibility of changing the video quality if it is re- macro-block with respect to a reference frame and en-
quired by network conditions or display device ca- coding the differences or residues. When an MCTF-
pabilities of the receiver. The scalability property of based SVC method delivers only some of the encoded
video is provided by multi-layer video coding through  Video layers, the reconstructed frames will be/ dif-
decomposition of the video into smaller units or lay- ferent than the encoded frames. The differeate
ers (Adami et al., 2007). The first layer which in- between the encoded franheand the reconstructed
cludes the video content in its lowest quality (in terms framel’ increases at the subsequent decodings based
of resolution, frame rate, or bits-per-pixel) is called on imperfectly reconstructed reference frames. This
the base layer. All other layers add to the quality of error which accumulates until an intra-coded frame
the video, and are called enhancement layers (Segalis reached, is called the drift error. The drift error is
and Sullivan, 2007),(Schwarz et al., 2006). The or- the result of selective transmission where some of the
der of including the layers in multi-layer video coding DCT coefficients are eliminated, and/or re-quantized
is important and a higher level layer cannot be uti- Which changes the original quantized DCT coeffi-
lized when the lower level layers are not present (Lan cients (Yin et al., 2002). The drift error can occur
et al., 2007). A significant number of video coding in multi-layer scalable video coding methods if the
methods using scalable video coding (SVC) schemesdecoder does not receive all enhancement layer data
have been reported in literature (Segall, 2007),(Ohm, (Lee et al., 2004). Improving the robustness of SVC
2005),(Schwarz et al., 2007a),(Abanoz and Tekalp, methods against packet loss through data redundancy
2009) and a comprehensive overview paper on SVC (Abanoz and Tekalp, 2009) or selective protection
methods is presented in (Adami et al., 2007) and of layers (Xiang et al., 2009),(LOPEZ-FUENTES,
(Wien et al., 2007). State-of-the-art video coding 2011) reduces the bit rate performance of the encoder
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(Wien et al., 2007). For instance, the enhancementsition in the GOP. We propose a method to improve
layer(s) information can be used in the motion predic- the coding efficiency in terms of the R-D ratio, while
tion loop of the encoder to improve the coding per- reducing the drift error whenever the reconstruction
formance (Ohm, 2005). Consequently, the absenceis performed using the base layer only. Moreover, we
of the enhancement layer(s) at the decoder can con-consider measurements to make the encoded video ro-

tribute to the drift error.

Some video coding standards such as H.263 and
MPEGA4 prefer drift-free solutions where the encoder
performs motion prediction using only the base layer 2
information. This means that the reconstruction will
be error free if only the base layer is delivered. How-
ever, these solutions are provided with a reduction
in performance. Other approaches that attempt to
optimize the coding efficiency while minimizing the

bust against single and multiple frame losses.

OPTIMIZING VIDEO
ENCODER PERFORMANCE BY
MINIMIZING THE DRIFT
ERROR

drift error have been proposed in literature (Reibman video coding optimization and visual quality preser-

et al., 2001),(Regunathan et al., 2001). In (Seran vation have conflicting requirements.

Motion-

and Kondi, 2007), the authors report a coding method compensation techniques for instance are not robust
which maintains two frame buffers in the encoder and against frame losses and apt to quality loss due to the
decoder. These buffers are based on the base layefgrift error. Our proposed method for reducing the drift
and the base and enhancement layers. They initially error while preserving the coding efficiency is based
use the base and enhancement layer buffer for encodon the following observations:

ing'and decoding. Their method measures the drift
error based on the channel information. When the
drift error exceeds a predefined threshold, the method
switches to the base layer buffer, assuming that the
base layer is always available to the receiver. A sim-
ilar method reported in (Reibman et al., 2003) bal-
ances the tradeoff between compression efficiency
and the drift error. The authors assume two cod-
ing parameters, namely the quantizer and the predic-
tion strategy. By selecting the appropriate parame-
ter based on the network conditions, they try to op-
timize the video coding process. In (Yang et al.,
2002), a method is proposed to minimize the rate dis-
tortion by utilizing the distortion feedback from the
receiver. The authors assume the base and the en-

hancement layer macro-blocks can be encoded in dif- e

ferent modes. They optimize the coding by choosing
the quantization step and the coding mode for each
macro-block.

The main problem with these methods is that the
decision about optimizing the encoder parameters is
made by considering the average value of drift er-
ror. As a result, the same parameter values are ap-
plied to all frames of a group of picture (GOP). How-
ever, since the drift error cannot propagate beyond a

The dependency of a frame to its preceding frame
creates a chain of frames that are dependent on
each other (dependency chain). The drift error
has a direct correlation with the number of video
frames in a dependency chain. On the other
hand, a longer GOP provides a better I-frames to
P/B-frame ratio and hence a smaller bit-per-pixel
rate. In (Goldmann et al., 2010) the video quality
degradation due to the drift error is analyzed sub-
jectively. Although the quality degradation varies
with the spatial details and the amounts of local
motion, the quality of video drops below fair for
GOP lengths greater than 5. The result of this
analysis is compatible with our observation.

The drift error also has direct correlation with the
mismatch between the original frames and the re-
constructed frames. When some part(s) of a frame
data is lost or corrupted, the other parts are used
for the frame reconstruction. In multi-layer SVC,
the receiver may reconstruct the video using the
base layer, or the base layer and some of the en-
hancement layers. Hence, the size of the enhance-
ment layer(s) should be adjusted with the maxi-
mum tolerable distortion rate of the video.

GOP, each frame contributes to the accumulation of Based on the above observations, the proposed
error with a different rate. For instance, the last frame method reduces the number of dependent frames by
in a GOP has no impact on error accumulation while introducing a dyadic hierarchical structure. Besides,
the error happening in the first frame propagates until the amount of data in the base and enhancement lay-
the end of the current GOP. In this paper, we addressers is adjusted adaptively as a function of the location
the video quality degradation due to the drift error in of the frame in the dependency chain. An optimum
SVC. We consider adjusting the coding parameters GOP length is sought after to minimize the drift er-
according to the network conditions and the frame po- ror while preserving the performance of the encoder.
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The amount of data transmitted in the enhancementdepend on th&R,, QR:;, and GOP length parame-
layer(s) and the quality degradation due to the drifter- ters. The drift error can be largely reduced by utiliz-
ror are inversely proportional and hence, an optimum ing a hierarchical dyadic organization of the frames in
balance should be found for the best performance anda group of pictures which restricts the maximum er-
the least distortion. In this paper we consider only one ror propagation range tdog, GOP| (Schwarz et al.,

enhancement layer. 2007b). Clearly, not all frames are used as a refer-
ence frame while some frames are used as reference
2.1 R-D Optimization in Hierarchical for many frames. These observations lead us to adapt

the quantization parametegg}, andQP: with the po-
sition of the frame in a GOP for each bit rate. This

. ) _adaptation results in different distortion levels in the
In the proposed multi-layer SVC, different quanti- frames of a GOP while the average distortion is min-
zation parameters are used in the base and the eniymized. The rate distortion optimization in a GOP
hancement layers. The motion compensated blocks,giVen the base layer and the enhancement layer quan-
which we refer to as residues, are transformed us-tjzation step-sizes is shown in Equation 3. We as-
ing DCT and quantized using two different quantiza- symed the video contains only one enhancement layer

tion step-sizes. A fine quantization which produces nowever, it is readily extendable to include several en-
larger quantized coefficients (considering the abso- hancement layers.

lute values), and a coarse quantization which results

in smaller quantized coefficients. We use the coarse J(QRy, QP GOPlenp) = 3 SQPlen. . 3)
quantization results as the base layer. The difference Di (QRy(i), QRe(i)) +AiR (QRy (i), QPe(i), )
between the fine quantized coefficients and the coarsg are j is an auxiliary function denoting the opti-
quantized coefficients are considered as the enhancefnization process, GOPlen is the number of frames in
ment layer. The encoding and decoding processes cany GOPA is the Le’lgrange multiplieD; is the distor-

be expressed as shown in Equations 1 and 2 where BLiion andR is the bit rate of frame when quantiza-

and EI_. represent the ba;e layer and the enhancemen - parameter©QRy(i) andQRy(i) are used, respec-
layer bitstreams, respectively. tively. The optimization is carried out for a given bit
VLC(Q(DCT(Residues QR,)) rate,p, and over a GOP. The summation in Equation
VLC(Q(DCT(Residuegs QR:)— (1) 3 therefore, minimizes the total distortion of frames
Q(DCT(Residues QR,)) in a GOP, when their total bit rate is limited o The
length of the dependency chain is a determining factor
in the total distortion of the video due to the drift er-
ror. Therefore, the rate distortion problem depends on
the quantization parameters of each frame in a GOP,

Coding of Video Frames

BL
EL

Reconstruction using only the base layBL/), and
the base and the enhancement layeBEL() are
shown in Equation 2.

BL/(Residues= IDCT(IQ(IVLC(BL),QRy)) and the GOP length. Since we arrange the frames of
BEL/(Residues= IDCT(IQ(IVLC(BL)+ %) a GOP in a dyadic hierarchical structure, each GOP
IVLC(EL),QR:)) contains many dependency chains which should be

considered in optimization process.
where QR, and QP. are the base layer and the

enhancement layer quantization parameters, respec- -

tively, and IVLC is the inverse of the variable length 2.2 The Scalability Features of the

coding process. As it is shown in Equation 2, the re- Proposed Method

constructed frame is obtained from inverse discrete

transform of the base and the enhancement layersSignal-to-noise (SNR) scalability in the proposed
quantized residues. Whenever the enhancement layemethod is provided as a multi-layer coding of the
is not delivered, the reconstructed frame is deviated frames where the number of layers determines the
from the encoded frame. This deviation is a function granularity of the video with the main feature of hav-
of the amount of data in the base and the enhance-ing a different approach for handling the drift er-
ment layers, which are determined by the quantiza- ror. For instance, the fine granularity quality scal-
tion parameters of these layers nam@i, andQP, able (FGS) coding in MPEG-4 was chosen so that the
and the number of the frames in a dependency chaindrift error is completely omitted by using base layer
which indicates the propagation extent of the drift er- frames as reference frames in motion compensation.
ror. On the other hand, the bit rate of the base layer It is obvious that the drift free coding of MPEG-4
is a function ofQR,. Hence, for a given bit rate, the comes with a reduction in coding efficiency. How-
optimized coding efficiency and lowest rate distortion ever, our approach is based on balancing the bit rate
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with the distortion caused by the drift error. The quan- optimization parameters. Optimized quantization pa-
tization parameters after decomposing the frames intorameters for each frame is computed iteratively. As
the base and the enhancement layers is adapted in &xplained in Section 2.1 the QP for the base and the
way that in the frames which serve as reference for enhancement layer(s) are optimized to minimize the
a larger number of frames, the enhancement layerdistortion due to the drift error for a given bit rate.
is smaller and hence the inaccuracy with the origi- The optimization variables are the quantization step
nal frame when the enhancement layer is missing be-size of each frame which is dependent on the posi-
comes smaller. tion of the given frame in the frame dependency chain
Temporal scalability in the traditional video and the GOP length. Considering that the maximum
coding methods is achieved through placing some length of a frame dependency chain in a dyadic hier-
of the frames in the base layer and the rest in the archical organization of the frames is ldGOP), we
enhancement layer(s). An important restriction in express the QP for each frame as shown in Equation
the temporal scalability feature of the traditional 4.
methods is that the number of layers determine the QPstepe(i) = QPstepeli)+  Agp
achievable temporal scalability rate(s). This means  QPsiepdi) =QPstepe(i)+ (1092(GOP) —Pos)  (4)
that a continuous temporal scalability is not feasible xAgp+1Tgp

@n these methods whereas, this f_eature is prOVidedwhereQPStepB is the quantization step size used at
in the proposed method as desg:nbed belqw. In the the pase layer (lowest qualityQPstepe is the quan-
proposed method, the hierarchical organization of tjzation step size used for the highest quality quanti-
the frames provide several dependency chains. Since;ation (base + enhancement), i refers to the current
eliminating a frame from end of a dependency chain frame in the GOPPos is the number of frames de-
does not cause any drift-free, we perform temporal pengent on the current frame (frame i) in the longest
down-sampling by removing these frames in each frame dependency chaifgp is the QP step size in-
GOP. For instance, assuming a GOP of 16 frames crement, andp is a constant used as the step size
(Figure 1) the dependency chains and order of the pjas value QPyepestep size is incremented by adding
frames for elimination for temporal down-sampling  the QP step size increment and ti@Rstepris opti-

is as below: mized. Quantization matric&3R, andQP; are related
1 5 2 to QPsteppandQPsteppas shown in Equation 5.
1 - 3 = 4 —
1 55 5 6 82’ _ 8>X< 8538““"5 ®)
1 55 > 7 — 8 ¢ tepE
1 - 9 — 10 where Q is the default quantization table used by
1 - 9 - 11 - 12 MPEG-4. To determine the optimum value for the
i - g - 12 - ig’ 6 step sizes, we iteratively tried different valuesiefp
- - - - for GOP lengths of 8, 16, 32, and 64. The highest to-

Frame elimination order
2,4,6,8,10,12,14,16,3,7,11,15,5,13,9,1
It is worth to note that the temporal scalability prop-
erty of the proposed method is drift error free.

tal quality in a GOP (minimum distortion) for a given
bit rate is sought as the optimized quantization param-
eters which depend on the content of the frame in that
GOP.

The proposed method is experimentally evaluated

/\ by comparing its performance against the following
H methods:

{12345 57 890N T 6 o Drift-free implementation where the base layer of
— the reference layer is used for motion prediction.
GOP 1 GOP 2 . .
) . o ) Drift-free methods have the advantage of experi-
Figure 1: The Dependency Chains in the Dyadic Hierarchi- o i hg gistortion in terms of error accumula-
cal Structure for Multi-layer SNR Scalable Video Coding. . . .

tion when the enhancement layer is not delivered

however, they suffer from coding performance.

e Hierarchical organizing the frames with a fixed
3 EXPERIMENTAL RESULTS quantization parameter optimized for the whole
GOP. This experiment shows the gain we obtain
The proposed method is experimentally verified us- by adaptively optimizing the quantization param-
ing some video sequences. In order to verify the per-  eter which is the main contribution of the pro-
formance of our method, we need to determine the posed method.
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e The method proposed in (Yang et al., 2002) opti- videos are encoded for different bit-rates. Besides, a
mizes the rate distortion of SNR SVC video coder 10% frame loss is imposed in the transmissions where
by determining the coding mode for each MB. the position of the lost frames are randomly selected
Their assumption of using enhancement layer databut are the same in all three methods. Figure 3 de-
of the reference frame for motion prediction of the picts the results of the comparison. The proposed
current frame, and transmitting each frame in one
packet are similar to our assumptions and hence AT
makes a more realistic comparison possible.

e Verifying burst error effect. This experiment ver- SN

ifies the impact of single and burst errors when e e —
only base layer, and when both base and enhance-  :»f = «—— o
ment layers are delivered. e

We measured the performance of the proposed

213

method when the videos are scaled down and only

2591
252

the based layer is delivered. In this experiment, the A e~ S ]
videos are encoded using the proposed method with =
hierarchical frame organizations and adaptive quanti- Figure 3: PSNR at different bit rates with 10% frame loss.
zation step size, and the sequential coding of the video
with a fixed quantization step size. The proposed method provides better performance than the drift-
method outperforms the sequential video encoding free sequential coding with fixed quantization, and
by an average PSNR improvement of 2.86(dB). The agaptive bit-rate allocation proposed in (Yang et al.,
PSNR values of the reconstructed frames for both 2002). The main reason for the better performance of
methods have been depicted in Figure 2. The secondihe proposed method is the shorter dependency chains
in the GOPs. Since the drift error results in more seri-
S ous quality degradation when the lost frame is farther
from the end of the dependency chain, the proposed
method experiences a lower level of performance loss.
\ Our final experiment evaluates the robustness of
N the proposed method in presence of the frame loss.
- The experiment includes two cases. In case one sev-
eral frames at random positions of a GOP are lost.
The reconstructed videos when some frames are miss-
ing are evaluated by measuring the PSNR values of:

¢ the base layer of the delivered frames only where
Figure 2: PSNR values of the reconstructed frames by the we assume the videos are scaled down,

Egﬁi@irn;ﬁ};m and the sequential coding method using e and the base and the enhancement layers, in which
case we assume the videos are transmitted without
scaling down.

PSNR (dB)

T T N S TN S S ST N SN N S |
0 25 s 75 10 125 10 175 200 225 250 275 300 325 3% 375 400
Frame

set of experiments measures the performance of the
proposed method compared to the drift-free method The comparative results are illustrated in Figures 4
suggested in MPEG-4 (144962, 1998)(Peng et al., and 5. The second case for robustness evaluation is
2005), and the adaptive allocation method proposed inconsidered to measure the video quality degradation
(Yang et al., 2002). The authors of (Yang et al., 2002) in presence of burst errors. A burst error is defined
assume no data loss happens in the base layer. Thereas a sequence of missing frames with a length of 5
fore, the distortions feedback from the receiver are to 10 frames. Figures 6 and 7 depict the results of
the result of losses at the enhancement layer and thethe burst error experiments. The results of the ex-
drift error. Since our proposed method does not rely periments indicate that the proposed method outper-
on the feedback from the receiver, we modified the forms the traditional video coding methods in pres-
method proposed in (Yang et al., 2002) to optimize for ence of frame losses. The average PSNR values when
a given bit rate. We implemented their proposed low both the base and the enhancement layers are deliv-
complexity sequential optimization method where the ered are 31.36(dB) and 27.66(dB) in the proposed
base layer and the enhancement layer are optimizedmethod and the standard video coding respectively.
sequentially, considering no error concealment and The average PSNR values when only the base layer
frame re-transmission in the network. We assume theis delivered are 30.58(dB) and 25.80(dB) at the pro-
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Figure 4: PSNR of the reconstructed frames using only the Figure 6: PSNR of the reconstructed frames using only the
base layer in presence of single frame losses. base layer in presence of multiple frame losses.
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Figure 5: PSNR of the reconstructed frames using the baseFigure 7: PSNR of the reconstructed frames using the base
and the enhancement layers in presence of single frameand the enhancement layers in presence of multiple frame
losses. losses.

posed method and the sequential coding respectively.
This improvement can be associated with two effec- 4 CONCLUSIONS
tive factors. The first factor is the hierarchical struc-

ture of arranging the frames which makes the frame A new scalable video coding method for reducing
dependency chains shorter in the proposed method drift error has been proposed. The proposed method
The second factor which is valid when only the base tilizes the hierarchical organization of the video
layer is delivered is the adaptive quantization of the frames, and optimizes coding by adapting quantiza-
frames. We reconstruct the missing frames with a pre- tion step size of each frame according to its position
Ceding intact frame haVing a hlghel’ level of accuracy in a GOP. The method is used for SNR, and tempo-
in the reference frame. The effect of this factor is ev- ral video Sca"ng in presence of frame loss in noisy
ident from the average PSNR values of the delivered communication networks. The proposed method im-
frames where the difference in average PSNR value proves the performance of the SVC coder by re|ying
when both layers are delivered is 4.78(dB) while itis on the observation that elimination of the drift error
3.70(dB) when only the base layer is delivered. The reduces the coding performance. Therefore, an opti-
improvements in the robustness of the video in pres- mjzation should be sought to reduce the distortion due
ence of burst errors are 3.52(dB) for the base layer tg the drift error while preserving the quality of the
only delivered videos where the average PSNR valuestransmitted video. The optimized video has a multi-
are 22.32(dB) and 18.8(dB) for the proposed method |ayer SVC format where the enhancement layer size
and the sequential coding respectively, and 4.50(dB) js adaptively changed according to the network con-
when the base and the enhancement layers are delivgitions and the frame position in GOP for minimum
ered with the average PSNR values are 24.01(dB) andgistortion. The improvement attained by the proposed
19.51(dB) for the proposed method and the sequentialmethod is at least 3.52(dB) in terms of PSNR values.
coding respectively.

It is important to note that the optimization by the
proposed method is carried out after motion estima-
tion and the DCT steps of video coding and hence
quite efficient in terms of processing time.
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Chapter 3

Optimizing Multiple Description Video
Coding In Spatial Domain

Data transmission using unreliable networks such as wireless networks is prone to packet losses. A
re-transmission of the lost packets adds extra delay to the total transmission time and in case of video
transmission, may cause jitter in its display at the receiver side. A more serious problem is due to the
packet loss in communicating realtime data -such as video streaming- where re-transmissions are not
possible. In case of the video streaming, the packet loss may result in the loss of a video frame and
hence, the reconstruction of the succeeding frames becomes impossible (or subject to major quality
degradation). Multiple description techniques are among the techniques used for handling the impact
of packet losses (Section 1.1.3). The MDC methods decompose the video into independent streams
named descriptions where each stream is transmitted (possibly) over an independent communication
line. If one of these descriptions is lost or damaged, it is estimated/interpolated using the descriptions
delivered intact. Hence, on one hand the decomposition of the video should preserve the correlations
between the descriptions for reconstructing the video when packet losses occur. But on the other hand,
preserving the correlations reduces the coding efficiency. Hence, the challenge in this case is finding
suitable methods for decomposing the video. The video decomposition can be in one of the following
ways:

e Spatial decomposition: In spatial decomposition, the pixels of a frame are put in different de-
scriptions. The proximity of the pixels transmitted in different descriptions helps in interpo-
lating the missing data however, since each description is encoded independently, the spatial
redundancy of the video is not eliminated.

e Temporal decomposition: In temporal decomposition frames are transmitted using different
descriptions. Since the descriptions are required to be independently decodeable, the frame
being encoded and its reference frame(s) are transmitted in the same description. However, this
preserve temporal redundancy partially and hence, reduces the coding efficiency.

e SNR decomposition: Here the assumption is that each independent description should increase
the quality of the video by adding to color depth value of the frames.

We consider all three types of MDC of videos in this chapter. An important characteristic of the de-
scriptions is that they can be reconstructed independently from each other. In SNR decomposition
of videos, in order to create independent descriptions with the same importance, we have proposed a
transform. The descriptions are further decomposed into multiple layers providing scalability inside

35



36 CHAPTER 3. OPTIMIZING MDC IN SPATIAL DOMAIN

each description. Therefore, our proposed method is a combination of MDC and SVC methods. In
spatial decomposition of the video frames, we distribute the pixels among descriptions. In case of
a description loss, a weighted sum of the pixels from the delivered descriptions is used to estimate
the missing pixel values. Our proposed method includes SVC combination with MDC as well. In
temporal decomposing, generally the frames are distributed among different descriptions and motion
compensation is performed inside each descriptions independently. However, since this decomposi-
tion increases the temporal distance between a frame and its reference frame, the coding efficiency is
reduced. We proposed a new algorithm for assigning frames to different streams based on the sim-
ilarity between the frames. The proposed method improves coding efficiency while preserving the
balance in the size of the descriptions. The details of the proposed methods and their experimental
evaluations have been presented in the following research articles:

e R. Choupani, S. Wong, M.R. Tolun, Multiple Description Coding for SNR Scalable Video
Transmission over Unreliable Networks, Springer Journal of Multimedia Tools and Applica-
tions, Volume 69, Issue 3, (June 2012), pp 843-858.

e R. Choupani, S. Wong, M.R. Tolun, Multiple Description Scalable Coding for Video Transmis-
sion over Unreliable Networks (July 2009), International Conference on Embedded Computer
Systems: Architectures, Modeling and Simulation (IC-SAMOS 2009), 20-23 July 2009, Samos,
Greece.

e R. Choupani, S. Wong, M.R. Tolun, Optimized Multiple Description Coding for Temporal
Video Scalability (June 2013), The Fifth International Conference on Wireless and Mobile Net-
work (WiMo 2013), 7-9 June 2013, Konya, Turkey.
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1 Introduction

With the steady increase in the Internet access bandwidth, increasingly more appli-
cations utilize streaming audio and video contents [27]. This trend has been further
intensified by the appearance of small, powerful hand-held terminals (such as mobile
phones, iPods, and tablet PCs) in the market. In streaming video applications,
the servers normally have to serve a large number of users with different screen
resolutions and network bandwidth and processing capabilities. Hence, an encoding
method that makes use of a single encoded data for all types of bandwidth channels
and displaying device capacities is of remarkable significance in multimedia applica-
tions. Scalable Video Coding (SVC) schemes are intended to be a solution for the
Internet heterogeneity and receiving devices diversity problem by encoding the data
at the highest quality but enabling the receiver to utilize it partially depending on its
screen, memory, or processing capabilities, or the available bandwidth [15, 19, 26].
However, communication networks offer channels with varying bandwidth [8, 15]
which together with the higher rate of frame loss or corruption in wireless networks
becomes a complicated issue for video streaming. On the other hand, the main
drawback of the currently available scalable video coding methods is that they are not
suitable for non-reliable environments with a high rate of frame loss or corruption.
This problem stems from the fact that the SVC methods are based on the Motion-
Compensated Temporal Filtering (MCTF) scheme [11] where the frames are coded
as the difference with a (generally prior) reference frame. In case of a reference
frame loss or corruption, the whole chain of the motion compensated frames which
depend on this reference frame becomes unrecoverable. To increase the error re-
silience of the video coding schemes, Multiple Description Coding (MDC) methods
were introduced [12, 22, 25]. These methods improve the error resilience of the video
by adding redundancy to the encoded data. In case a frame is lost or corrupted,
redundancy is used to replace it with an estimated frame. Some researchers have
considered the frame loss problem and have not addressed the scalability issue.
Franchi et al. proposed a method to send a video by utilizing independent multiple
descriptions. However, their method does not combine scalability features with
multiple description coding and therefore does not deal with the bandwidth variation
problem [10]. The combination of scalable video coding methods and multiple
description coding has been addressed by some researchers recently [3, 15, 19]. In the
proposed approaches the video data is partitioned into disjoint sets such as the group
of odd and even frames in temporal MDC. These approaches take advantage of the
correlation between the adjacent data items for estimating the lost data. However,
when considering the signal-to-noise-ratio scalability, the assumption of correlated
data is not valid, because the bits composing a pixel value cannot be interpolated
from each other. An intuitive example is putting the more significant bits of a pixel
value in one description and less significant bits in another one. The more significant
bits cannot be estimated from the less significant bits in case that they are lost during
the transmission. In this study, we propose a method which aims at expressing SNR
scalable video coding scheme by multiple equivalent descriptions. In order to achieve
this aim, we propose a transform which allows the data bits to have a contribution in
each description. In this way, each description besides to conveying the most basic
part of data values, is capable of refining the basic part of data. Our proposed method
falls into the class of methods which combine MDC with SVC schemes. Our results
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indicate that on average 1.71dB reduction in terms of Y-PSNR occurs if only one
description is received. The remainder of this paper is organized as follows: Section 2
introduces the main multiple description coding methods. Section 3 describes the
details of our proposed method. In Section 4, we introduce the theoretical base of our
performance evaluation method and provide the experimental results and finally, in
Section 5, we draw our conclusions.

2 MDC-based video coding techniques

Multiple descriptions have attracted a lot of attention as an error resilient way of en-
coding and communicating visual information over lossy packet networks. A multiple
description coder divides the video data into several bit-streams called descriptions
which are subsequently transmitted separately over the network. All descriptions are
equally important and each description can be decoded independently from other
descriptions which means that the loss of some of these descriptions does not affect
decoding of the others. The accuracy of the decoded video depends on the number of
received descriptions. Figure 1 depicts the basic framework for a multiple description
encoder/decoder with two descriptions. In case of a failure in one of the channels, the
output signal is recovered from the other description only. Descriptions are defined
by constructing P non-empty sets summing up to the original signal f. Each set in
this definition corresponds to one description. The sets however, are not necessarily
disjoint. A signal sample may appear in more than one set to increase error resilience
property of the video. Repeating a signal sample in multiple descriptions is also a way
for assigning higher importance to some parts/signals of the video. The more a signal
sample is repeated the more reliably it is transmitted over the network. The duplicate
signal values increase the redundancy which results in a subsequent increase in
the data size and reduced efficiency. Designing descriptions as partition, does not
necessarily mean that there will be no redundancy in the data. In fact, designing
the descriptions as partitions prevents extra bits to be added to the original data for
error resilience but still a redundancy in the form of reduced coding efficiency exits.
In case of a data loss, the correlation between the spatially or temporally close data
can be used for estimating the lost bits. The estimation process is commonly referred

Fig.1 Multiple descriptions — — — — — — — ~ Output
coding block-diagram
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to as error concealment and relies on the preserved correlation in constructing the
descriptions. MDC schemes for video transmission can be classified as below:

Multi-layer MDC schemes partition the video into one base layer and one or
several enhancement layers [5]. The base layer can be decoded independently
from enhancement layers but it provides only the minimum spatial, temporal,
or signal-to-noise ratio quality. The enhancement layers are not independently
decodable. An enhancement layer improves the decoded video obtained from
the base layer. MDC schemes based on multi-layers puts the base layer together
with one of the enhancement layers at each description. This helps to partially
recover the video when data from one or some of the descriptions are lost or
corrupted. Repeating base layer bits in each description is the overhead added
for a better error resilience. In [1] the authors propose to generate multiple
scalable descriptions from a single SVC bit-stream by mapping scalability layers
of different frames to different descriptions. Their scheme is intended for Peer-
to-Peer (P2P) streaming over multiple multicast trees and features several encod-
ing parameters, such as base layer rate of descriptions and overall redundancy,
to optimize for mean rate-distortion performance of each description received
over a packet loss network, range of extraction points of the SVC stream,
and overall redundancy of their MDC scheme. In [9] the SVC is combined
with MDC schemes, by sub-sampling in both horizontal and vertical directions
which yields four subsequences. The authors use two approaches to combine
the subsequences into two descriptions. In the first approach, each description
is encoded by predicting one subsequence from the other using the inter layer
prediction tools. The second approach exploits the redundancy between the
subsequence with the hierarchical dyadic B frame prediction algorithm. The
authors in [17] present a solution for the differences in the types of delivered
services in H.264-based SVC combined with MDC by using optimization and
control strategies. In [18] an algorithm is proposed to control the mismatch
between the prediction loops at the encoder and decoder in MDC with motion-
compensated predictions. They consider three cases when both descriptions
received or either of the single descriptions is received.

Forward Error Correction (FEC)-based MDC methods assume that the video is
originally defined in a multi-resolution manner [16, 23]. This means if we have M
levels of quality, each one is adding to the fidelity of the video with respect to the
original one. This concept is similar to the multi-layer video coding method used
by FGS scheme. The main difference, however, is that there exists a mandatory
order in applying the enhancements. In other words, it is sensitive to the position
of the losses in the bitstream, e.g., a loss early in the bitstream can render the rest
of the bitstream useless to the decoder. FEC-based MDCs aim to develop the
desired feature that the delivered quality become dependent only on the fraction
of packets delivered reliably. One method to achieve this is Reed Solomon block
codes. Mohr et al. [14] used Unequal Loss Protection (ULP) to protect video
data against packet loss. ULP is a system that combines a progressive source
coder with a cascade of Reed Solomon codes to generate an encoding that is
progressive in the number of descriptions received, regardless of their identity
or order of arrival. In [28] a 2-D layered multiple description coding (2DL-
MDC) for error-resilient video transmission over unreliable networks is used
which encodes each group of pictures (GOP) using the SVC extension of H.264
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into sub-streams. First dimension of encoding uses temporal scalability while the
second dimension uses SNR scalability. Assuming that the temporal scalability
takes priority over the SNR scalability, they put the base layer sub-streams in
one group and the rest of the sub-streams in the other one and use FEC with
ULP at each group. The first x packets from the first group and y packets from
the second group are gathered in description one and the rest in description two.
In [13] the authors combine SVC with MDC for video multicasting over P2P
networks. Their proposed method uses one base layer and two enhancement
layers for SVC. They use FEC with ULP to assign a higher priority to the base
layer. The main disadvantage of the FEC-based methods is the overhead added
by the insertion of error correction codes.

— Discrete Wavelet Transform (DWT)-based video coding methods are conve-
nient for applying multiple description coding. In the most basic method, wavelet
coefficients are partitioned into maximally separated sets, and packetized so
that simple error concealment methods can produce good estimates of the lost
data [3, 7, 20, 21, 29]. More efficient methods utilize MCTF which is aimed
at removing the temporal redundancies of video sequences. In [4] MDC-SVC
based on MCTF and 2D DWT is used for video streaming over P2P networks.
The receiving peer can measure the channel conditions such as the packet loss
rate and bandwidth of each sending peer’s path in each GOP period and then
calculates the optimal encoder parameters for that GOP through a post-encoding
procedure. The resultant encoding parameters are sent to the sending peers
through the feedback control channels. Also in [2] an adaptive P2P video stream-
ing system with a flexible multiple description coding (F-MDC) framework is
proposed, so that the number of base and enhancement descriptions, and the rate
and redundancy level of each description can be adapted. They combine their F-
MDC framework with SVC by using JPEG2000 based T+2D DWT which lets
them truncate each code-block at any point of bit-plane codes.

— Ifavideo signal f is defined over a domain D, then the domain can be expressed
as a collection of sub-domains {S1;..;Sn} where the union of these sub-domains is
a cover of domain D. Besides, a corrupt sample can be replaced by an estimated
value using the correlation between the neighboring signal samples. Therefore,
the sub-domains should be designed in a way that the correlation between the
samples is preserved. Domain-based multiple description schemes are based on
partitioning the signal domain. Each partition, which is a sub-sampled version of
the signal, defines a description. Chang and Sang [5] utilize the even-odd splitting
of the coded speech samples. For images, Tillo et al. [20] propose splitting
the image into four sub-sampled versions prior to JPEG encoding. There,
domain partitioning is performed first, followed by discrete cosine transform,
quantization and entropy coding. The main challenge in domain-based multiple
description methods is designing sub-domains so that the minimum distance
between values inside a domain (inter-domain distance) is maximized while
preserving the auto-correlation of the signal.

Our proposed method falls into the group of multi-layer MDC schemes. We have
proposed a transform to minimize the base layer size which is the main source of
redundancy in these schemes. The proposed method allows us to split the video
data into two descriptions although the method can be extended to 4, 8, and more
descriptions by repeatedly applying the transform on the data.
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3 Our proposed method

Our proposed method involves splitting video into two descriptions each represent-
ing video in a lower quality. In our previous work [6], we split each frame of the video
spatially into four descriptions. In case of loss or damage in one of the descriptions
we estimated the missing data from the remaining descriptions. The data belonging
to one of the descriptions is not repeated in other descriptions and the redundancy
introduced was in the form of inefficiency in motion compensation. We used the
correlation between the adjacent pixels to estimate the missing data. Expressing SNR
scalability however, is not feasible using the same method. The bits representing
a pixel value do not show any correlation with each other. In SNR scalable video
coding techniques, the video is split into two or more layers where the first layer,
called the base layer, includes the most essential information and the remaining
layers, called enhancement layers, improve the base layer data. The main drawback
of these techniques is that the enhancement layers cannot be used whenever the
base layer is damaged or lost. This means that when SNR scalability techniques are
combined with MDC methods the base layer should be repeated in all descriptions
which introduces a large redundancy and cause a decrease in bit rate efficiency. A
second problem is that the importance levels of the enhancement layers are not the
same. This characteristic arises from the fact that bits at different positions convey
different values. Hence, descriptions with equal importance cannot be defined by
simply distributing the bits between the descriptions. The solution proposed here
defines the base layer in a way that each bit has a contribution in it. Figure 2 depicts
the block diagram of our proposed method. The left side blocks refer to the MCTF
video encoding where ME/MC indicate motion estimation/motion compensation,
DCT is the discrete cosine transform, and Q refers to the quantization step. The
right side blocks show the MDC coder proposed in our paper, and variable length
coder (VLC). The output of our transform is sent to variable length coder where the
descriptions are created. The process indicated by Description Encoder in the block
diagram of Fig. 2 gets as input the quantized coefficients of the cosine transform
and splits them into two descriptions. We propose a transform 7(.) to create the
descriptions as specified in (1) where A is the original data, and B; and B, are the
data transmitted in each description.

1(A) = [B1, By] (1)

The inverse of this transform reconstructs the original data value as indicated by (2).

—1
T ([B1,B])=A ()
Fig. 2 Block-diagram of the
proposed method — — — - -
= MEMC |—w ©OCT |—» @ |1+ MDC Coder
L___r___l — J I J L
L R T . | v 1 Descriptiont |
’;:j’f’f"; . IDCT e ImQ vic | :
) ' ) ' ) ' ) -Dascﬂp!-onzwj
MCTF Coder MDC Coder
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Hence in case of a damage or loss in one these descriptions, we should be able to
reconstruct the original value partially as expressed in (3).

v '([B;, null]) = A’ where |A— A'| <e€ 3)
v~ '([null, B,]) = A” where |A— A"| <€

The error threshold value € is determined by a tradeoff between efficiency and
accuracy as described below. The proposed transform creates a base layer and an
enhancement layer parts for each description. The base layer is repeated in both
descriptions and hence introduces a redundancy to the coding. Each description D;
therefore can be given as:

D; = a@pb; for i=1,2

where a is the base layer, b is the enhancement layer, and € is the operation of
combining data from these layers. It should be noted that the reconstruction error
rate in presence of damage or loss in one of the descriptions depends on the amount
of information present in the enhancement layers. Hence a smaller enhancement
layer tends to increase the accuracy. On the other hand, a smaller enhancement
layer results in a large base layer which will increase the data redundancy. We have
considered the following metrics in designing our transform:

— To minimize the redundancy, the base layer size should be minimized,
— Reconstruction error using the base layer only, should be minimized,
— The enhancement layer data size should be a function of the transmitted value.

The last item in the list above is the result of the observation that most of the
quantized values are small numbers. Since enhancement layer data in split between
the descriptions, reconstruction with one description only results in a large error
when the base layer is small. Hence, we prefer an adaptive enhancement layer which
grows with increasing data values. The above-mentioned metrics can be expressed
mathematically as shown in (4) and (5):

Min(A — ™ (15(A)) + t5(A)) 4)

Min(A — v (1p(A)PrEi(A))) for i=1,2 (%)

where 7(.) is the intended transform, t5(.) is the base layer after the transform, tg;(.)
is the enhancement layer i after applying the transform, and t~!(.) is the inverse
transform. Figures 3 and 4 depict the reconstruction error using the base layer only,
and the reconstruction error using one description only, for an inverse quadratic
and logarithmic functions respectively. We have used the proposed method with
inverse-quadratic and logarithmic functions as transforms. Then we reconstructed
the encoded value using different cases when one or both descriptions are received.
The figures serve to verify the effectiveness of the proposed method in terms of the
generated error.

In designing the transform we considered the issue of minimizing the reconstruc-
tion error for all cases of reconstruction using one description only, reconstruction
using base layer only. The last case arises when the channels used for transmission
of the descriptions suffer from the limited bandwidth problem and a down-scaled
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Fig. 3 Reconstruction error 300
with inverse-quadratic
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stream is received through each channel. The optimum solution considering the
above-mentioned criteria is an inverse quadratic transform as given in (6):

Base = Trunc(y/Coef)

Enhancement = /Coef — Base

(6)

where Coef is the quantized DCT coefficients of the macro-blocks Fig. 2. The fraction
part after applying the transform is divided into two parts and used as enhancements
to the base layer data. The enhancement layer bits are coded separately. This
feature provides the multi-layer scalability characteristic for each description. The

Fig. 4 Reconstruction error 300
with logarithmic transform

250
200

150

100

Reconstructed Data Value

50

@ Springer

T T T

—— Transformed Base Layer

—— Reconstructed using the Base Layer

— Original Data
Reconstruction using the second
Description

— Reconstruction using the first
Description

50 100 150
Data Value

200

250

300



Multimed Tools Appl

descriptions go through entropy coding later on, so that each layer present in the
descriptions is entropy coded separately.

In the following discussions we labeled the descriptions as D1 and D2. The fraction
bits at position 27! and 27* are packed and entropy coded at the enhancement layers
of D1 and the fraction bits at position 272 and 272 are packed and entropy coded
at the enhancement layers of D2, respectively. In this way, we tried to balance the
bit rate and accuracy of both descriptions. Algorithm 1 describes the reconstruction
of the video when both descriptions are received or in case of failure in one of the
descriptions. The proposed method provides the possibility of ignoring one or both
enhancement layers data in each description in case of communication bandwidth
restrictions. This scalability feature when the reconstruction is carried out using the
base layer only, has not been considered in Algorithm 1.

Algorithm 1 Reconstructing video

if BaseD1 = NU L L then
{If Description 1 is lost}
fraction < EnhanceD?2, x (27%) + Enhance D2, x (273)
Coef < Round((BaseD2 + fraction)?)

else if BaseD2 = NU L L then
{If Description 2 is lost}
fraction < EnhanceD1, x (27') + EnhanceD1, x (27%)
Coef < Round((BaseD1 + fraction)?)

else
{Both Descriptions are received}
fraction| < EnhanceD1, x (27') + EnhanceD1, x (27%)
fraction, < EnhanceD2, x (27%) + EnhanceD2; x (273)
fraction < fraction, + fraction,
Coef < Round((BaseD2 + fraction)?)

end if

4 Experimental results

For evaluating the performance of our proposed method, we have considered
measuring Peak Signal to Noise Ratio of the Y component of YcbCr color space
from the macro-blocks (Y-PSNR). Equations (7) and (8) describe PSNR used in our
implementation mathematically.

MaX]
PSNR =20log,) —— 7
£10 m ( )
m—1 n—1
1 . ;.
MSE=— 3 % I1G ) —1'G )P (8)
i=0 j=0

where MSE is the mean square error, Max; indicates the largest possible pixel value,
I is the original frame, I’ is the decoded frame at the receiver side, and m and
n are number of rows and columns respectively. Y-PSNR is applied to all frames
of video segments listed in Table 1 by comparing the corresponding frames of the
original video segment and retrieved video using one or both descriptions from our
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Table 1 Average Y-PSNR values when loss is in only one frame of each GOP.

Sequence name  Resolution Frame Avg. Y-PSNR Avg. Y-PSNR  Avg. Y-PSNR
rate using D1 & D2 (dB)  using D1 (dB)  using D2 (dB)

Foreman 352 x 288 30 36.474 34.192 33.966

Stefan & Martin 768 x 576 30 34.078 32.472 32.105

City 704 x 576 60 34.643 32.671 31.978

proposed coding method. We place 32 frames in each GOP and a diadic hierarchical
temporal structure has been used for motion compensated coding. Furthermore,
we have imposed the same reference frame for all macro-blocks of a frame for
simplicity although H.264 supports utilizing different reference frame for macro-
blocks of a frame. As the proposed method has both error resilience characteristic
through implementing multiple description coding, and scalable video coding, we
have considered the following test scenarios.

Measuring redundancy imposed by error resilience of MDC,
— Performance measurement when only the base layer is received,

\

N7

i i

Fig. 5 Retrieved frames using proposed method: Upper-left original frame, upper-right retrieved
using both descriptions, lower-left retrieved using first description, lower-right retrieved using second
description
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Fig. 6 Comparison of the rate distortion when one description is received

— Performance measurement when only one enhancement layer from each descrip-
tion is received,

— Performance measurement when only one description is received,
— Performance measurement when one description with one enhancement layer is

received.
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Fig. 7 Comparison of the rate distortion when both descriptions are received
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Table 2 Redundancy added by the proposed method

Sequence Target bit rate Bit rate using the proposed Redundancy
name (Kbits/s) method (Kbits/s) percentage (%)
Foreman 1,000 1,292 29.2

Stefan & Martin 1,000 1,372 37.2

City 1,000 1,341 34.1

Figure 5 depicts a frame of the first test video and its corresponding reconstruc-
tions using one description, and using both descriptions. The visual inspection of the
retrieved frames also indicates that the proposed method provides acceptable results
even in presence of transmission error. The redundancy caused by repeating base
layer information in both descriptions is partially compensated by organizing the
data bits as mentioned in Section 3. To optimize the distortion with respect to the bit
rate, the enhancement layer in each description has been entropy coded separately.
The optimization is related to the observation that a large number of coefficients
after quantization are small integers. Hence, entropy coding encodes the base
layer more efficiently after applying the transform. Since the redundancy is arising
from the repetition of the base layer in both descriptions, the total performance
improves. Meanwhile, this feature provides the flexibility of having scalability at each
description.

In our testing scenario, we have considered transmission over a packet loss
network. The bitstreams of the two descriptions are separated in packets of maximal
size of 1,500 bytes for compatibility with the maximum frame size of Ethernet. For
each description, separate packets are created. If the packet is lost, we consider that
the corresponding description is not available for reconstructing the block and hence,
the block is reconstructed using the other description. In the second scenario we
assume that as a result of bandwidth fluctuations, the receiver can receive the data
in a description partially. This means that the enhancement layer of the data in a
description is dropped. Figure 6 compares the rate distortion of the proposed method
when one or two enhancement layers are received within a single description. With

Fig. 8 Comparison of H.264 ' ' ' ' ' ' ' ' '
performance with the : : ‘
proposed method when both
descriptions are received

Average Y-PSNR(dB)

30 —6— H.264 SVC 2 loop control | |
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281 - : |

100 200 300 400 500 600 700 800 900 1000 1100
bit rate [Kbits/s]
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Table 3 Performance

. £ th d Proposed
comparison of the propose o
method with MDTC in terms method MDTC Loss (%)
of Y-PSNR (dB) 29.11 29.03 10
27.87 28.53 20

only one description received, the video quality is still acceptable with an average
PSNR reduction of less than 2 dB. Figure 7 depicts the case when both descriptions
are received in down-scaled form. The extreme case of receiving base layer only
is computed by considering a duplication in data. Table 2 shows the average bit
rates and the related data inflation percentage due to the redundancy added by the
proposed method. The higher rate of redundancy in Stefan and City sequences can
be related to their higher spatial detail and amount of movements.

A comparison with SNR scalability of H.264 standard has been given in Figure 8.
The video sequence ‘City’ has been used for comparison in CIF spatial resolution,
at a temporal rate of 15 fps, and 16 frames in each GOP. The coarse grain quality
scalable mode with three layers has been utilized. The multi-layer structure of H.264
encoder allows it to minimize redundancy which is present in our proposed method
which is optimized for a noisy channel. Meanwhile, it should be noted that the results
presented in Figure 8 for H.264 standard are obtained from a single description while
our proposed method is tested with two descriptions which imposes a redundancy
of 34.1% in ‘City’ video sequence. We have also compared our method with the
multiple description transform method (MDTC) method proposed in [18] which
compresses the video using SNR scalability, duplicates the base layer so that it
appears in both descriptions, and alternates blocks (i.e., GOBs) of the enhancement
layer between the two descriptions and hence has a similarity with our proposed
method. For comparison we use ‘Foreman’ QCIF video sequence with 144 Kbps
and 7.5 fps. The comparison is for 10% and 20% of frame losses. The results of the
comparison are given in Table 3. Despite having almost similar PSNR performance,
it is worth noting that in 144 Kbps the redundancy imposed by our proposed method
is 41.2% whereas the redundancy rate is 45% in the method proposed in [18].

5 Conclusion

A new method for handling the data loss during the transmission of video streams
has been proposed. Our proposed method is based on multiple description coding
combined with signal to noise ratio (SNR) scalable video coding and hence it has
the capability of being used as a scalable coding method where any data loss or
corruption is reflected as reduction in the quality of the video. The multi-layer
structure of data in each description provides the feasibility of reducing data rate
by scaling down the video whenever the connection suffers from a low bandwidth
problem. In order to measure the performance of the proposed coding method,
distortion rate imposed by data loss and scaling down for rate efficiency, have been
utilized. Except for the case when all descriptions are lost, the video streams do
not experience a major quality loss at play back. Utilizing the motion compensated
temporal filtering structure of video coding standards, we managed to preserve the
compatibility of the proposed method with major standards such as H.264. Our
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proposed method is based on SNR scalability of video coding standards, however,
a reasonable extension of the work is going to be its combination with temporal and
spatial scalabilities.

Open Access This article is distributed under the terms of the Creative Commons Attribution
License which permits any use, distribution, and reproduction in any medium, provided the original
author(s) and the source are credited.
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Abstract. Developing real time multimedia applications for best effort
networks such as the Internet requires prohibitions against jitter delay
and frame loss. This problem is further complicated in wireless networks
as the rate of frame corruption or loss is higher in wireless networks
while they generally have lower data rates compared to wired networks.
On the other hand, variations of the bandwidth and the receiving de-
vice characteristics require data rate adaptation capability of the coding
method. Multiple Description Coding (MDC) methods are used to solve
the jitter delay and frame loss problems by making the transmitted data
more error resilient, however, this results in reduced data rate because of
the added overhead. MDC methods do not address the bandwidth varia-
tion and receiver characteristics differences. In this paper a new method
based on integrating MDC and the scalable video coding extension of
H.264 standard is proposed. Our method can handle both jitter delay
and frame loss, and data rate adaptation problems. Our method utilizes
motion compensating scheme and, therefore, is compatible with the cur-
rent video coding standards such as MPEG-4 and H.264. Based on the
simulated network conditions, our method shows promising results and
we have achieved up to 36dB for average Y-PSNR.

Key words: Scalable Video Coding, Multiple Description Coding, Mul-
timedia Transmission

1 Introduction

Communications networks, both wireless and wired, offer variable bandwidth
channels for video transmission [1], [3]. Display devices have a variety of char-
acteristics ranging from low resolution screens in small mobile terminals to high
resolution projectors. The data transmitted for this diverse range of devices and
bandwidths have different sizes and should be stored on media with different
capacity. Moreover, an encoding which makes use of a single encoded data for
all types of bandwidth channels and displaying devices capacities could be of a
remarkable significance in multimedia applications. Scalable video coding (SVC)
schemes are intended to be a solution for the Internet heterogeneity and receiver



display diversity problem by encoding the data at the highest quality but en-
abling the transmitter or receiver to utilize it partially depending on the desired
quality or available bandwidth and displaying capacities. The main drawback
of the available scalable video coding methods is that they are not suitable for
non-reliable environments with a high rate of frame loss or corruption such as
wireless networks. This problem stems from the fact that the methods are based
on the motion compensated temporal filtering scheme and frames are coded as
difference with a (generally prior) reference frame. In case that a reference frame
is lost or corrupted, the whole chain of difference frames depending on it becomes
unrecoverable. To increase the error resilience of the video coding methods, Mul-
tiple Description Coding (MDC) methods have been introduced [4], [5], [7]. These
methods improve the error resilience of the video with the cost of adding redun-
dancy to the code. In case that a frame is lost or corrupted, the redundancy is
used to replace it with an estimated frame. Franchi, et al., proposed a method to
send a video by utilizing independent multiple descriptions. Their method how-
ever, does not combine scalability features with multiple description coding and
therefore only addresses frame loss or corruption and variations of bandwidth
have not been dealt with [16]. The combination of scalable video coding methods
and multiple description coding has attracted the interest of researchers recently
[2], [3], [13]. The introduction of scalable extension of H.264 standard recently,
which relaxes some of the restrictions of other video coding schemes such as
using immediate prior frame as reference frame, provides a suitable framework
for combining scalability of H.264 with error resistance of MDC schemes. This
paper describes a new method which is a combination of the SVC extension of
H.264 standard with MDC schemes in a way that no redundancy in the form of
extra bits is introduced during the video coding. The remainder of this paper is
organized as follows. Section 2 introduces the main multiple description coding
methods. Section 3 explores the scalability features of H.264 standard which are
used in our proposed method. Section 4 describes the details of our proposed
method. In Section 5, we introduce the theoretical base of our performance eval-
uation method and provide the experimental results and finally, in Section 6, we
draw the conclusions.

2  Multiple Description Coding

As a way of encoding and communicating visual information over lossy packet
networks, multiple descriptions have attracted a lot of attention. A multiple
description coder divides the video data into several bit-streams called descrip-
tions which are then transmitted separately over the network. All descriptions
are equally important and each description can be decoded independently from
other descriptions which means that the loss of some of them does not affect the
decoding of the rest. The accuracy of the decoded video depends on the number
of received descriptions. Descriptions are defined by constructing P non-empty
sets summing up to the original signal f. Each set in this definition corresponds
to a description. The sets however, are not necessarily disjoint. A signal sample



may appear in more than one set to increase error resilience property of the video.
Repeating a signal sample in multiple descriptions is also a way for assigning
higher importance to some parts/signals of the video. The more a signal sample
is repeated the more reliably it is transmitted over the network. The duplicate
signal values increases the redundancy and hence the data size which results in
reduced efficiency. Designing descriptions as partition does not necessarily mean
that there is no redundancy in the data. In fact, designing the descriptions as a
partition prevents extra bits to be added to the original data for error resilience
but still the correlation between the spatially or temporally close data can be
used for estimating the lost bits. The estimation process is commonly referred to
as error concealment and relies on the the preserved correlation in constructing
the descriptions. Fine Granular Scalability (FGS)-based MDC schemes partition
the video into one base layer and one or several enhancement layers [8]. The base
layer can be decoded independently from enhancement layers but it provides only
the minimum spatial, temporal, or signal to noise ratio quality. The enhance-
ment layers are not independently decodable. An enhancement layer improves
the decoded video obtained from the base layer. MDC schemes based on FGS
puts base layer together with one of the enhancement layers at each description.
This helps to partially recover the video when data from one or some of the
descriptions are lost or corrupt. Repeating base layer bits in each descriptor is
the overhead added for a better error resilience. In Forward Error Correction
(FEC)-based MDC methods, it is assumed that the video is originally defined
in a multi-resolution manner [6], [9]. This means if we have M levels of quality,
each one is adding to the fidelity of the video to the original one. This concept is
very similar to the multi-layer video coding method used by FGS scheme. The
main difference, however, is that there exist a mandatory order in applying the
enhancements. In other words, it is sensitive to the position of the losses in the
bitstream, e.g., a loss early in the bitstream can render the rest of the bitstream
useless to the decoder. FEC-based MDCs aim to develop the desired feature that
the delivered quality become dependent only on the fraction of packets deliv-
ered reliably. One method to achieve this is Reed Solomon block codes. Mohr,
et.al., [15] used Unequal Loss Protection (ULP) to protects video data against
packet loss. ULP is a system that combines a progressive source coder with a
cascade of Reed Solomon codes to generate an encoding that is progressive in the
number of descriptions received, regardless of their identity or order of arrival.
The main disadvantage of the FEC-based methods is the overhead added by the
insertion of error correction codes. Discrete Wavelet Transform (DWT)-based
video coding methods are liable for applying multiple description coding. In the
most basic method, wavelet coefficients are partitioned into maximally separated
sets, and packetized so that simple error concealment methods can produce good
estimates of the lost data [2], [10], [11]. More efficient methods utilize Motion
Compensated Temporal Filtering (MCTF) which is aimed at removing the tem-
poral redundancies of video sequences.

If a video signal f is defined over a domain D, then the domain can be expressed
as a collection of sub-domains {S1;..;Sn} where the union of these sub-domains



is a cover of D. Besides, a corrupt sample can be replaced by an estimated
value using the correlation between the neighboring signal samples. Therefore,
the sub-domains should be designed in a way that the correlation between the
samples is preserved. Domain-based multiple description schemes are based on
partitioning the signal domain. Each partition, which is a subsampled version of
the signal, defines a description. Chang [8] utilizes the even-odd splitting of the
coded speech samples. For images, Tillo, et.al., [11] propose splitting the image
into four subsampled versions prior to JPEG encoding. There, domain parti-
tioning is performed first, followed by discrete cosine transform, quantization
and entropy coding. The main challenge in domain-based multiple description
methods is designing sub-domains so that the minimum distance between val-
ues inside a domain (inter-domain distance) is maximized while preserving the
auto-correlation of the signal.

3 Scalable Video Coding Extension of H.264

As a solution to the unpredictability of traffic loads, and the varying delays on
the client side problem, encoding the video data is carried out in a rate scalable
form which enables adaptation to the receiver or network capacities. This adap-
tation can be in the number of frames per second (temporal scalability), frame
resolution (spatial scalability), and number of bits allocated to each pixel value
(signal to noise ratio scalability). In this section, we briefly review the scalability
support features of H.264 standard which are used in our proposed method. The
scalability support features of H.264 standard were introduced based on an eval-
uation of the proposals carried out by MPEG and the ITU-T groups. Scalable
video coding (SVC) features were added as an amendment to H.264/MPEG4-
AVC standard [14].

3.1 Temporal Scalability

Temporal scalability is achieved by dropping some of the frames in a video to
reach the desired (lower) frame rate. As the motion compensated coding used
in video coding standards encodes the difference of the blocks of a frame with
its reference frame (the frame coming immediately before it), dropping frames
for temporal scalability can cause some frames to become unrecoverable. H.264
standard relaxes the restriction of choosing the previous frame as the reference
frame for current frame. This makes it possible to design hierarchical prediction
structures to avoid reference frame loss problem when adjusting the frame rate.

3.2 Spatial Scalability

In supporting spatial scalable coding, H.264 utilizes the conventional approach
of multilayer coding, however, additional inter-layer prediction mechanisms are
incorporated. In inter-layer prediction the information in one layer is used in
the other layers. The layer that is employed for inter-layer prediction is called



reference layer, and its layer identifier number is sent in the slice header of
the enhancement layer slices [12]. Inter-layer coding mode is applied when the
macroblock in the base layer is inter-coded. To simplify encoding and decod-
ing macro-blocks in this mode, a new block type named base mode block was
introduced. This block does not include any motion vector or reference frame
index number and only the residual data is transmitted in the block. The mo-
tion vector and reference frame index information are copied from those of the
corresponding block in the reference layer.

4 Our Proposed Method

Our proposed method involves using the scalability features of the H.264 stan-
dard. To make the video resilient against frame loss or corruption error we define
multiple descriptions. However, to achieve a high performance which is compa-
rable to single stream codes, we do not include any error correction code in the
descriptions. The error concealment in our proposed method is based on the
autocorrelation of the pixel values which is a decreasing function of spatial prox-
imity. Generally, the differences among the pixels values about a given point are
expected to be low. Based on this idea we have considered four descriptions Dy
to Dy representing four spatial sub-sets of the pixels in a frame as depicted in
Figure 4. Each description correspond to a subset S; for ¢ = 1..4. The subsets
define a partition as no overlap exists in the subsets and they sum up to the
initial set.

Si(1Si=0 for i=1,.,4 and i#j

4
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Each description is divided into macro-blocks, motion compensated, and coded
independently. The decoder extracts frames and combines them as depicted in
Figure 4. When a description is lost or is corrupted, the remaining three de-
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Fig. 1. Organization of the pixels in the descriptions



scriptions provide nine pixel values around each pixel of the lost description for
interpolation during error concealment. Figure 4 depicts the pixel values uti-
lized for interpolating a pixel value from a lost description. For interpolation, we

12 |12
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1 2 1 2 1
3 4 3 4 3
1 2 1 2 1

Fig. 2. Pixels used (blue) for interpolating the value of a missing pixel (red)

are using a weighted interpolation where the weights are normalized by the Eu-
clidean distance of each pixel from the center as given below. We have assumed
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the residue values and motion vectors and other meta-data in a macroblock is
transmitted as a data transmission unit and hence are not available when the
data packet is lost. The succeeding frames which utilize the estimated frame as
their reference frame, will suffer from the difference between the reconstructed
frame and the original one. The error generated in this way is propagated till
the end of the GOP. However, if no other frame from the same GOP is lost, the
error is not accumulated. The multilayer hierarchical frame structure of H.264
reduces the impact of frame loss to at most logan succeeding frames where n is
the number of frames in a GOP. Our proposed method has the following features.

— Multiple description coding is combined with video scalable coding methods
with no redundant bits added.

— Each description is independent from the rest and the base-enhancement
relationship does not exist between them. This feature comes without the
extra cost of forward error correction bits added to the descriptions. Any
lost or corrupted description can be concealed regardless of its position or
order with respect to the other descriptions.

— The proposed method is compatible with the definition of the multi-layer
spatial scalability of H.264 standard. This compatibility is due to the pos-
sibility of having the same resolution in two different layers in H.264 and
using inter-coding at each layer independently. We have not set the motion



prediction flag and let each description to have its own motion vector. This
is because of the independent coding of each description. Setting the motion
prediction flag can speed up encoder but it reduces the coding efficiency
slightly as the most similar regions are not always happen at the same place
in different descriptions.

— The proposed method is expandable to more number of descriptions if the
error rate of the network is high, a higher level of fidelity with the original
video is required, or higher levels of scalability are desired.

5 Experimental Results

For evaluating the performance of our proposed method, we have considered
measuring Peak Signal to Noise Ratio of the Y component of the macroblocks
(Y-PSNR). Equations 1 and 2 describe Y-PSNR used in our implementation

mathematically.
Maxy
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where Maz; indicates the largest possible pixel value, I is the original frame and
I is the decoded frame at the receiver side. Y-PSNR is applied to all frames of
video segments listed in Table 5 by comparing the corresponding frames of the
original video segment and after using our multiple description coding method.
We have considered the case where one of the descriptions is lost and interpo-
lated. We have randomly selected the erroneous description. We put 32 frames
in each GOP and a diadic hierarchical temporal structure has been used for
motion compensated coding. We have furthermore imposed the same reference

Table 1. Average Y-PSNR values when loss is in only one frame of each GOP.

Sequence Name ‘Resolution Frame rate| Average Y-PSNR (db)

Foreman 352 x 288 30 36.345
Stefan & Martin| 768 x 576 30 33.110
City 704 x 576 60 34.712

frame for all macroblocks of a frame for simplicity although H.264 supports uti-
lizing different reference frame for macroblocks of a frame. In additionally, we
have restricted the number of descriptions lost to one for each GOP. This means
at most one forth of a frame is estimated during error concealment step. The lo-
cation of the lost description in the GOP is selected randomly and the Y-PSNR
is obtained for the average of each video segment. The average Y-PSNR values
are reported in Table 5. The second set of evaluation tests considers the average



Y-PSNR value change for each video segment with respect to the number of
frames affected by the lost description. Still however, we are assuming only one
description is lost each time and the GOP length is 32. Figure 5 depicts the
result of multiple frame reconstruction for three video segments. Despite having
multiple frames affected by the loss or corruption problems, the results indicates
that the ratio of peak signal to noise ratio is relatively high. As a benchmark
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Fig. 3. Multiple Description Schemes with a) 9 Descriptions, b) 16 Descriptions

to evaluate the efficiency of our algorithm, we have compared average Y-PSNR
value of Foreman and City video segments with single layer video coding. Figure
4 and 5 depict the comparison results.

6 Conclusion

A new method for handling the data loss during the transmission of video streams
has been proposed. Our proposed method is based on multiple description cod-
ing however, coding efficiency is not sacrificed as no extra bit data redundancy
is introduced for increasing resilience of the video. The proposed method has
the capability of being used as a scalable coding method and any data loss or
corruption is reflected as reduction in the quality of the video slightly. Except
for the case when all descriptions are lost, the video streams do not experience
jitter at play back. The compatibility of the proposed method with H.264 stan-
dard simplifies the implementation process. Our proposed method is based on
spatial scalability features of H.264 however, a reasonable extension of the work
is inclusion of SNR scalability.
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Abstract

The vast application of video streaming over the Internet requires video adaptation to
the fluctuations of the available bandwidth, and the rendering capabilities of the
receiver device. On the other hand, the available video coding standards are designed
for optimum bit rate which makes them susceptible to packet losses. A combination of
video adaptation methods and error resilient methods can make the video stream more
robust against networking problems. In this paper, an optimization for combining
scalable video coding with multiple description coding schemes have been proposed.
Our proposed method is capable of creating balanced descriptions with optimum coding
efficiency.

Keywords: Scalable Video Coding, Multiple Description Coding, Video Coding
1 Introduction

Human’s perception of his surrounding world is essentially dependent on visual information. This
dependency has reached a higher level with the progress in advanced technologies, particularly in
communications networks which makes it possible for video to be widely utilized in our daily life. Video
as a sequence of frames, however, involves a huge amount of data. Hence, the storage and
communicating video requires very large capacities which make video compression a necessity.
However, the variations in the physical characteristics of the communication networks and the
rendering capabilities of the receiver display device require adaptations to be made to the compressed
video. Meanwhile, these adaptations should be fast to be applicable in real-time video streaming while
preserving the quality of the video as much as possible. Adaptability of video to the transmission
bandwidth or displaying capabilities of the recipient device is the objective of scalable video coding
(SVC) methods. This adaptability however, does not require long processing and is performed by utilizing
only some parts of the video data and simply ignoring the remaining parts in a flexible way. Meanwhile,
this adaptability can not only handle the bandwidth fluctuation of the communication channels but also
enables video rendering on older devices by allowing them to utilize the bit-stream partially to display
the video in lower quality. The flexibility however, comes with the cost of sacrificing coding efficiency to



some extent. SVC however is not capable of handling the packet loss problems because almost all video
coding standards are based on eliminating temporal redundancy by encoding the differences between
consecutive frames instead of the frame itself. This scheme can reduce the coded video size in a very
high rate however, it creates a dependency chain between the frames. A frame cannot be decoded if its
previous (reference) frames is not available. This characteristic requires utilization of error concealment
methods such as multiple description coding. In this paper we introduce an optimized method for
decomposition of a video into multiple descriptions. Our proposed method has scalability and error
resilience properties. In the following sections we introduce the basic concepts of scalable coding of
video and multiple description coding. Then we describe our proposed method details followed by
experimental evaluation results.

2 Scalable Video Coding

In SVC methods, the video stream is represented by a main bit-stream which consists of several sub-
streams. Each sub-stream represents video in a lower spatial resolution, lower temporal resolution, or
lower bit-per-pixel quality [2]. The reconstructed video by using all sub-streams is in its highest quality.
In order to reconstruct the video in lower spatial, resolution, or bit-per-pixel quality, some sub-streams
from the main bit-stream are left out. To adapt the data size to the changes in the bit rate of the
communication channel, a unit in a video stream such as a frame or a macro-block, is divided into a set
of smaller parts. A measure of the number of items comprising a unit is called its granularity [25]. The
first item of this set contains the basic and coarsest part of the data and the remaining items contain
refinements to the basic item [24],[23]. The scheme of gradual refining of a unit or increasing the
granularity of a unit is called Fine Granularity Scalability (FGS) [23], [22]. It is clear from the definitions
that a gradual increase in the frame size, bit rate or frame rate is achieved through adapting the
granularity of a stream to the bit rate capability of the communication channel. The FGS scheme defines
the video content in a multi-layered format [21], [20]. A higher quality for a video is achieved through
increasing the number of layers decoded at the receiver side. This scheme leads to placing the layers
comprising a video in an ordered sequence where the base layer is always at the first position. The base
layer contains the minimum data required while remaining layers include refinements to the data
carried by the base layer. This makes scalability possible, as a receiver can receive some of these layers
and ignore the rest depending on its current bit rate capacity. Scalability in video is achievable through
signal-to-noise ratio (SNR), spatial, and temporal changes. Bit-per-pixel or signal-to-noise ratio scalability
is a technique to decompose a video sequence into two layers at the same frame rate and the same
spatial resolution, but different quantization accuracy. The decomposition can be performed in pixel
domain by putting more significant bits in the base layer and less significant bits in the enhancement
layers. The decomposition can also be performed in the DCT domain. In this case the low frequency
coefficients of the DCT are put in the base layer and the high frequency coefficients are put in the
enhancement layer(s) [19], [18]. Spatial scalability is a technique to code a video sequence into multi-
layers at the same frame rate, but different spatial resolutions [1]. The first layer (the base layer) is
coded at the lowest spatial resolution. The base layer is created by down-sampling the frames. The
difference between up-sampled base layer and the original frame is coded as the enhancement layer. In
case that the video is coded in more layers, this procedure is repeated on the base layer yielding a new



base layer in lower resolution, and an enhancement layer [17], [16]. This strategy of creating multi-layer
spatial SVC, makes layer k dependent on all layer from 1 up to k-1. An important consideration for
coding efficiency is motion compensation in each layer. Two strategies are followed for motion
compensation. Temporal scalability is a technique to code a video sequence into two layers at the same
spatial resolution, but different frame rates [15], [14]. The base layer is coded at a lower frame rate.
The enhancement layer provides the missing frames to form a video with a higher frame rate. Coding
efficiency of temporal scalable coding is high and very close to non-scalable coding [14]. Figure 1 depicts
the structure of temporal scalability with two layers.
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Enhancement .| Enhancement layer stream
E— . - . —>
Frame i+1 Frame i

LN N s

Base Base Base stream
| . > . > . —>
Frame i+2 Frame i+1 Frame i

Fig. 1. Typical Structure of a Temporal Scalability Decoder.

Considering the two layer structure depicted in Figure 1, the enhancement frame i is the successor of
the base layer frame i in the original sequence. Enhancement frame i-1, base frames i or i+1 can be used
as a reference frame for enhancement layer frame i. Therefore, complying with the restrictions in video
coding standards before H.264, only P-type predicted frames are used in the base layer [3]. The
enhancement layer predicted frames can be either P-type, or B-type referencing a P-type frame from
the base layer or the enhancement layer. Motion compensation in the based layer utilizes only the base
layer information so no drift error is expected here [4]. However, with moving some of the frames to
enhancement layer(s), the distance between consecutive frames in the base layer is increased. This
increase can cause a slight decrease in the coding efficiency.

3 Multiple Description Coding

A multiple description coder (MDC) for video coding divides the video data into some bit-streams called
descriptions which are then transmitted separately over different network channels [13]. Generally,
descriptions have the same importance and data rates, even though this is not a necessary requirement.
Each description can be decoded independently from other descriptions. This means that the loss of
some of these descriptions does not affect the decoding of the rest [12]. The accuracy of the decoded
video depends on the number of received descriptions [9]. Figure 2 depicts the basic framework for a
multiple description encoder/decoder with two descriptions.
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Fig. 2. Multiple descriptions coding block-diagram.

In case of a failure in one of the channels, the output signal is reconstructed from the other description.
In contrast to descriptions, in a multi-layer coded video, layer i cannot be decoded if layer i-1 is not
present [7]. This means that in order to decode a multi layer video using m layers out of a total of n
layers, the available layers should be the lowest layers. However, the descriptions utilized for decoding
a video are not necessarily from any order since the main goal of MDC is delivering video (although in a
lower quality) when parts of video data are lost [8]. In order to reconstruct video in presence of data
loss or corruption, redundancy should be added to the bit-stream. This redundancy is in the form of
repeated bits (duplicated blocks), or inefficiency in the encoder when the bit-stream is encoded by a
rate below channel capacity. When a frame or a block of a frame is missing, the decoder estimates it by
utilizing its adjacent data that was received correctly. The adjacency can be in the spatial or temporal
domain. Recovering data completely or partially when some parts of data is lost and masking the data
loss effect is called error concealment. MDC schemes are among the techniques that are commonly
utilized for error concealment. Even if the descriptions are designed as non-overlapping sets, or
partitions, it does not necessarily mean that there is no redundancy in the data. Given that each
partition is encoded independently from other partitions, the spatial or temporal correlation between
the data in different partitions is not utilized and hence the redundancy is not eliminated [6]. On the
other hand, the preserved spatial or temporal correlation can be used for estimating the lost data for
error concealment [5]. This helps to create a scalable video resilient to packet losses [10][11].

4 Optimizing Temporal MDC

Decomposing a video into several descriptions by putting the frames in different descriptions is the main
idea utilized in temporal scalability with multiple descriptions. For instance, using two descriptions, the
odd numbered frames are put in the first description while the even numbered frames are assigned to
the second description. The main drawback of this scheme is that in order to make descriptions
independent from each other, a frame and its reference frame should be in the same description.
Hence, the reference frame may not be necessarily the most similar frame to the current frame, and the
most similar frame may have been assigned to the other description. This drawback reduces the coding
efficiency because the temporal redundancy is not completely eliminated. Meanwhile, the
decomposition of a video sequence into multiple descriptions should create balanced descriptions. This
requirement is based on the assumption that the transmission networks used for delivering descriptions
can be subject to bandwidth fluctuations and data loss. In presence of data loss, the video is



reconstructed using the delivered descriptions. Hence, to minimize the video quality degradation in all
cases, the required condition is the dependency of the reconstructed video quality on the number of
delivered descriptions regardless of which description is lost. In this section we present an optimization
to solve this problem.

The proposed method presented here assumes only two descriptions (D1 and D2) however, it is readily
extendable to more number of descriptions. Meanwhile, in our proposed method, we have assumed
that each frame can have only one reference frame. Assuming that a GOP includes n frames, the
proposed method starts by encoding frames F; and F, by using intra-frame coding. These two frames
are the first frames of each of the descriptions in our proposed method. This assumption can be relaxed
by a few minor changes in our proposed method. The method starts by considering frames F; and F,.
Since these frames are encoded by using inter-frames coding, their differences with their reference
frames are computed. The proposed method considers reference frames from both descriptions and
finds the differences for F; and F,. The differences are summed up for each frame as given in Equation 2.

Dif frotm = Zie{blocks} MAD,,y, (B;, B;) (1)
1 , . . ,
MAD;,(Fy, F;) = — 21 Xj=1 1P (L)) — F(i+s,j + 0)] (2)

where MAD is mean absolute difference Equation 1, B;and Bg; are a block from the current frame and its
most similar area from the reference frame respectively, and v,w indicates the amount of displacement
by the current block to reach to its most similar area in the reference frame (motion vector). The
proposed method assigns each frame to the descriptions with smaller total difference as computed in
Equation 1. Figure 3 depicts the decomposition of a GOP with 16 frames into two description with
optimized assignment of the frames to descriptions as proposed in our method.
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Fig. 3. A sample decomposition of a GOP into two descriptions in the proposed method.

As depicted in Figure 3 the worse case of having frames with consecutive sequence numbers puts only
two adjacent frames in a description. Algorithm 1 defines how the assignment of the frames to the
descriptions is carried out.



Algorithm 1. Assigning frames to descriptions in the proposed method

1. Encode the frames 1 and 2 of a GOP using intra-frame coding and assign them to description 1
and 2 respectively
2. While NOT end of the GOP DO
a. Get next two frames (F;and F))
b. Find the motion compensated difference of each block of F; and F;in description 1 and 2
as Diff(i,1), Diff(i,2), Diff(j,1), Diff(j,2)
c. IF Diff(i,1) + Diff(j,2) < Diff(i,2) + Diff(j,1)THEN
Assign frame F; to description 1 and F; to description 2
d. ELSE
Assign frame F; to description 2 and F; to description 1
As shown in Algorithm 1, the proposed method preserves balance in the creation of the descriptions by
grouping the frames of a GOP in pairs and assigning each frame of a pair to one of the descriptions. In
case of extending the method to multiple descriptions, the grouping will be in n where n is the number
of descriptions. In case that the size of GOP is not divisible by n, some descriptions will contain one
frame less than the others (worst case).

5 Experimental Results

To evaluate the proposed method experimentally we have utilized the sequences 'Foreman’, ‘Stefan’,
and 'City’. The specifications of the sequences are given in Table 1.

Table 1. The Video Sequences Utilized in Experimental Evaluations

Sequence Name Resolution Frame Rate Length
(frames)
Foreman 352 x 288 30 300
Stefan 768 x 576 30 300
City 704 x 576 60 600

The comparison is considered to measure the effect of the proposed optimization. Therefore, as a
benchmark, the frames of a GOP of 32 frames are decomposed as odd and even number frames into
two descriptions. Subsequently, the same frames are decomposed into descriptions with the
optimization proposed in our method. The coding efficiency in terms of bit-per-pixel is computed for
each sequence for with optimization and without optimization cases as provided in Table 2.

Table 2. Performance Comparison of the Proposed Method with Odd-Even Decomposition of Video into
Descriptions.

Sequence Optimized using the No Optimization
Name Proposed Method (bpp) (bpp)

Foreman 1.181 1.2212

Stefan 1.237 1.291

City 1.062 1.076




As it is shown in Table 2, in all three sequences the bit-per-pixel values have been improved, although
the improvements does not result in a major reduction in bit-per-pixel rates. Besides to the increased
coding efficiency, the proposed method preserves the balance in the descriptions in terms of the
number of frames, by decomposing the GOPs evenly, and avoids creating large timing gaps between
adjacent frames in a description.

Our second experiment compares the coding efficiency of the odd-even decomposition of the frames
with the coding efficiency the proposed method at different bit rates. Figure 4 depicts the results of our
comparison using Foreman video sequence. The comparison indicates that the impact of the proposed
method is higher in high bit rates. The closeness of the results in low bit rates is the result of the fact
that in low bit rates much of the differences between the frames which correspond to high frequencies
are eliminated. It is also important to note that the main goal of combining MDC with SVC is avoiding
jitter in video transmission when a sudden bandwidth fluctuation occurs at high bit rates. Hence, the
proposed method suitability for these types of applications are verified once more.

LI T T
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i .| % Odd-Even Decomposition

Bit Per Pixel
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Fig. 4. Odd-Even Temporal Decomposition vis-a-vis Proposed Method Decomposition
6 Conclusion

A new method for handling the data loss during the transmission of video streams has been proposed.
Our proposed methods are based on combining SVC with MDC where the video is decomposed into
temporal sub-streams. In our proposed method, the error resilience of the video is increased. The
proposed method has the capability of being used as scalable coding methods in which any data loss or
corruption is reflected as reduction in the quality of the video. However, except for the case when all
descriptions are lost, the video streams do not experience jitter at play back. In our method, an
improvement is proposed for the well-known method of temporal decomposition of video into multiple
descriptions by putting odd and even numbered frames in different descriptions. This method improves
the coding efficiency of the odd-even temporal decomposition method by grouping the frames in pairs
and assigned to the descriptions so that the differences with the reference frames are minimized. The



proposed method preserves the balance in the descriptions and avoids creating large timing gaps

between adjacent frames in a description.
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Chapter 4

Using Discrete Wavelet Transform for
Optimizing Multiple Description Video
Coding

Multiple description coding decomposes video into multiple streams. A major problem with MDC
methods is their low efficiency compared to the single streams of video. The reason for this low effi-
ciency is after decomposition the correlation is not removed and hence, the redundancies are not elim-
inated. A transform such as DWT can precede this decomposition to improve the coding efficiency.
DWT decomposes the data into multiple sub-bands and in multiple levels and hence, frequency con-
tents are computed in different scales (Section 1.1.2). The DWT decomposed sub-band coefficients
can be transmitted over different network channels by considering each sub-band data as a description
in MDC coding. Since the DWT coefficients are uncorrelated the redundancies are eliminated to some
extent. Two main drawbacks of applying MDC methods in DWT domain are as follows:

o The DWT separates the low frequency content of video frames from their high frequency con-
tent. In most DWT-based compression algorithms, this feature is utilized by preserving low
frequency contents and eliminating high frequency contents. Besides, small coefficients are
eliminated in most cases (independently from the frequency sub-band that they belong to).
However, the DWT coefficients are uncorrelated and hence, estimating a missing group of co-
efficients (or a sub-band coefficients) using a delivered group (or sub-band) is difficult.

e The amount of data at each DWT sub-bands depends on the video content. Hence, decom-
posing the video based on the sub-bands will create non-uniform distribution of data over the
descriptions. This problem will result in higher rate of packet losses in some sub-bands due to
unbalanced load put on channels.

We address both problems in our proposed methods. We utilize the self-similarity of the DWT coef-
ficients to solve the first problem. The DWT coefficients show similar patterns at different decompo-
sition levels in the same sub-band. For instance, vertical edges cause large coefficients in horizontal
sub-band in all frequencies because the edges are not sharp in most images. We have used this prop-
erty of the DWT coefficients to estimate missing data when each sub-band data is transmitted over
a different network channel. Our solution for the second problem is the dynamic adjustment of the
descriptions with the channel rates. The proposed method assigns the description with the smallest
data size to the channel with lowest data rate. Since both the description size and the channel rate may
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change dynamically, our method considers the frequency contents of the frames, and the feedbacks
coming from the receiver. The details of the proposed methods and their experimental evaluations
have been presented in the following research articles:

e R. Choupani, S. Wong, M.R. Tolun, Using Wavelet Transform Self-Similarity for Effective
Multiple Description Video Coding, 10th International Conference on Information, Communi-
cations and Signal Processing (ICICS 2015), Singapore, pp 122-127

e R. Choupani, S. Wong, M.R. Tolun, Unbalanced multiple description wavelet coding for scal-
able video transmission (October 2012), SPIE Journal of Electronic Imaging (JEI), volume 21,
issue 4.
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Abstract—Video streaming over unreliable networks requires
preventive measures to avoid quality deterioration in the presence
of packet losses. However, these measures result in redundancy
in the transmitted data which is utilized to estimate the missing
packets lost in the delivered portions. In this paper, we have
used the self-similarity property if the discrete wavelet transform
(DWT) to minimize the redundancy and improve the fidelity
of the delivered video streams in presence of data loss. OQur
proposed method decomposes the video into multiple descriptions
after applying the DWT. The descriptions are organized in such
a way that when one of them is lost during transmission, it
is estimated using the delivered portions by means of self-
similarity between the DWT coefficients. In our experiments,
we compare video reconstruction in the presence of data loss
in one or two descriptions. Based on the experimental results,
we have ascertained that our estimation method for missing
coefficients by means of self-similarity is able to improve the video
quality by 2.14dB and 7.26dB in case of one description and
two descriptions, respectively. Moreover, our proposed method
outperforms the state-of-the-art Forward Error Correction (FEC)
method in case of higher bit-rates.

Index Terms—Multiple Description Coding, Video Transmis-
sion Error, Discrete Wavelet Transform, Self-Similarity.

I. INTRODUCTION

Multiple Description Coding (MDC) methods are utilized
for improving the error robustness of data transmission over
unreliable networks. MDC methods provide error robustness
by decomposing a certain video into various descriptions and
transmitting each description over preferably an independent
network channel [18]. The descriptions should be encoded
in such a way that each stream is decodable independently
[16]. Moreover, each delivered description should improve the
quality of the reconstructed video regardless of the location of
the delivered description data in the original video [9]. This
decomposition should be optimized in such a way that the qual-
ity of the reconstructed video is maximized in case of a loss
of one or more descriptions, and simultaneously maintaining
the optimal coding efficiency by minimizing the redundancy
in descriptions. The possibility of reconstructing the video
(although in lower quality) when some of the descriptions are
lost is provided by including redundant data in descriptions.
Besides, the coding efficiency is reduced due to the elimination
of the correlation between data during the decomposition. Min-
imizing the redundancy and improving the coding efficiency
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on the other hand, deteriorates the quality of video and results
in distortions when some of the description are not delivered.
Hence, a tradeoff between the encoder performance in terms
of bit-rate and the imposed distortion is sought by adjusting
coding parameters according to the channel conditions. In
the present work we address the problem of minimizing the
inaccuracy of the reconstructed video in presence of data
loss or corruption. Our approach to the problem is based on
utilizing the correlation present in order to estimate/iterpolate
the missing data. Our proposed method utilizes the self-
similarity feature of the Discrete Wavelet Transform (DWT)
to estimate the missing data. We have presented a review of
related works, the details of our proposed method, and its
experimental evaluation in the following sections.

II. RELATED WORK

A significant number of video coding methods using MDC
schemes have been reported in literature [4][15][3][1]. A
comprehensive overview paper on MDC methods is presented
in [16]. Improving the robustness of MDC methods against
packet loss through data redundancy [1] or selective protection
of descriptions [21][10] reduces the bit-rate performance of the
encoder [20]. In [13] the authors propose an algorithm to con-
trol the mismatch between the prediction loops at the encoder
and decoder in multiple description (MD) video coders with
motion-compensated predictions. They consider three different
cases; one in which both descriptions are received and other
two when either of individual descriptions is received. In [1]
the authors propose to generate multiple scalable descriptions
from a single SVC bit-stream by mapping scalability layers
of different frames to different descriptions. Their scheme is
intended for P2P streaming over multiple multicast trees and
features several encoding parameters, such as base layer rate of
descriptions and overall redundancy. They aim to optimize the
mean rate-distortion performance of each description received
over a packet loss network, range of extraction points of the
SVC stream, and overall redundancy of their MDC scheme.
DWT-based MDC methods are also utilized together with
SVC [11]1[2][6][5][12]. 3D DWT with MCTF is used in MDC
methods where they either directly perform MCTF on the
input video sequence before the spatial transform, or in the
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wavelet subband domain which is often referred to as in-band
MCTE. Decomposing the DWT coefficients into independent
descriptions are generally based on the spatial oriented trees
introduced in [14]. In [15] the decomposition is carried out
by dividing the DWT coefficients at each level into blocks of
equal sizes, and obtaining the descriptions by distributing the
blocks among them. However, to create balanced descriptions,
the authors encode each block in both low and high distortion
rates. Each description then contains low distortion coded
versions of some of these blocks, and high distortion versions
of the rest. The redundancy added in this way makes the
method robust against the packet losses where they replace
the missing low distortion blocks of the lost description with
their high distortion version from the delivered description.

In [7], the authors propose a method which uses the scalability
features of 3D DWT through the application of a t+2D wavelet
transform [19] to each GOP. Subsequently, the authors divided
the wavelet coefficients into three descriptions by utilizing a
modified zigzag scanning methodology. Finally, based on the
required quality and the date rate of each network channel, the
descriptions were scaled by optimizing their threshold values.
All missing data are replaced with zeros before reconstruction.

III. SELF-SIMILAR DESCRIPTIONS

The presented method for combining MDC with SVC in
wavelet domain has the robustness in terms of the network
errors, and flexibility in terms of the bandwidth usage changes.
In case of error when one or some descriptions are lost, the
video is reconstructed by estimating the lost coefficients using
the delivered coefficients before applying an inverse DWT
transform. The estimation of the lost coefficients is performed
by utilizing the self-similarity of data after applying DWT
transform which is explained as follows. After applying DWT,
most of the coefficients in the high frequency bands have
very small absolute values. These small values are replaced
by zeros after the quantization step [8], [17]. The discrete
wavelet transform however, has the extra characteristic of self
similarity. If we consider a multi-layer decomposition of an
image using DWT, where the lower levels correspond to higher
frequencies and higher levels correspond to lower frequencies,
we can easily observe a decrease of energy when moving from
a higher level to a lower level. Furthermore, if coefficients at a
low level contain small energy, their corresponding coefficients
at the same spatial orientation at a higher level will also
contain low energy. This similarity between the coefficients at
similar spatial locations of a multi-layer wavelet decomposition
is called self similarity characteristic. This characteristic is a
property of natural images since the object boundaries in these
images are not completely sharp and are reflected at different
frequency levels. The self-similarity characteristic of the DWT
can be exploited to interpolate the missing data providing better
bit error rate in video streams.

A. Organizing DWT Coefficient in Self-Similar Descriptions

In the method presented here, the wavelet coefficients as
depicted in Figure 1, are decomposed into three descriptions.

The wavelet transform is repeated twice and the low
frequency part of the coefficients is repeated redundantly
in each description. The wavelet coefficient content of the
descriptions are as given in Table I. The labels LLLL,

TABLE 1
THE COEFFICIENTS INCLUDED IN EACH DESCRIPTION.

Description Number
Description 1
Description 2
Description 3

Coefficients Included |
LLLL, LLLH, LH
LLLL, LLHH, HH
LLLL, LLHL, HL

LLHL, HL, LLHH, HH, LLLH, and LH refer to the group
of wavelet transform coefficients as depicted in Figure 1.
The low frequency coefficients (LLLL) are repeated in each

LLLL | LLHL
HL
LLLH | LLHH

LH HH

Fig. 1. 2D Wavelet transform coefficients.

description hence always a minimum level of fidelity in
the reconstructed video is guaranteed. The reconstruction in
presence of error or loss of a description is carried out by
estimating the missing coefficients with the corresponding
coefficients in other sub-bands. For each description, we
have computed a parameter termed as similarity coefficient
(¢) which indicates the average ratio of the low frequency
sub-band coefficients to their corresponding high frequency
coefficient. Besides, a new scheme for structuring the
descriptions is proposed. The new scheme provides the
facility of utilizing the self-similarity characteristic of DWT
for estimating the coefficients of the missing description.
In our proposed method, we define three coefficient groups as:

Group 1 LLLL, LLLH, LH
Group 2 LLLL, LLHH, HH
Group 3 LLLL, LLHL, HL

The main idea in the proposed method is that when some
of the coefficients in a coefficient group are lost, they can be
estimated by means of the existing self-similarity. However, if
we decompose the coefficients in a way that each coefficient
group is transmitted in one description, in case of a loss or
corruption in the description, the whole coefficient group is
lost. Therefore, estimating the values of the lost coefficients
by means of self-similarity will not be possible. However, if
each description contains coefficients from different coefficient
groups, then in case of a description loss, the coefficients
can be estimated from the delivered description. The new
organization of the coefficient groups in the descriptions is
presented in Table II.



TABLE II
THE COEFFICIENTS INCLUDED IN EACH RE-ORGANIZED DESCRIPTION.

Description Number
Description 1
Description 2
Description 3

Coefficients Included |
LLLL, LLLH, HH
LLLL, LLHH, HL
LLLL, LLHL, LH

The self-similarity between LLHL and HL for instance can
be utilized to estimate the coefficients when one of these
groups is lost. In case that HL is not available, LLHL can
be up-sampled for an estimation, and when LLHL is lost,
HL is down-sampled to obtain an approximation for LLHL.
A similar method is used for (LLLH, LH) and (LLHH, HH)
coefficient groups. As mentioned above, the proposed method
ensures that the groups of self-similar coefficients are always
transmitted in distinct descriptions In this way, by assuming
that only one description is lost, the reconstructor will receive
one coefficient group completely while, the remaining two
coefficient groups are received partially. The partial coefficient
groups can be completed by either up-sampling or down-
sampling the available coefficients.

B. Reconstructing the Video

The frame reconstruction is presence of data loss in one
or two descriptions is explained below, and the trivial case
of no packet loss is not explained. We have observed that
the self-similarity in a description is directly proportioned to
the frequency content of the macro-block. This means that
although there exists a strong correlation between the DWT
coefficients at a sub-band, the ratio of the low frequency
coefficients to the high frequency coefficients varies with the
content of the block. Hence, we define a self-similarity index
for each macro-block which is computed for the coefficients at
(LH, LLLH) group as given in Equation 1. A similar method
is used for computing the similarity index in other sub-bands.

1 ||[t LLLH];;
m? || [LH];

where [LL];; indicates the matrix element at ¢j position, and
the division of LLLH by LH is an element-wise division.
Besides, m? is the number of non-zero coefficients in [LH], 1
is used to represent up-sampling operation, and ¢ is the self-
similarity index. || A|| is the matrix norm as defined in Equation

2.
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Self-similarity index for each description is encoded and
transmitted with the current description and its following
description in a circular manner. This means that the similarity
index of (LLLH, LH) coefficient group is transmitted in
descriptions 1 and 2, the similarity index of (LLHH, HH)
coefficient group is transmitted in descriptions 2 and 3, and
finally the similarity index of (LLHL, HL) coefficient group
is transmitted in descriptions 3 and 1. The similarity index
values are rounded to nearest integer and an upper limit of 8

§= . [LH]i; #0 M

has been considered for their values (similarity index values
greater than 8 are considered as 8).

1) Case 1: One Description is Lost: Assuming description
2 is lost the decoder should estimate the low frequency coef-
ficients at LLHH and high frequency coefficients at LH. The
similarity index of (LLHH, HH) coefficient group is included
in description 3 as well. Therefore, down-sampling coefficients
at HH and multiplying them by their corresponding similarity
index provides the estimation of the missing coefficients.
Similarly, the missing coefficients at LH are estimated by
up-sampling LLLH coefficients and multiplying them by the
similarity index included in description 1.

2) Case 2: Two Descriptions are Lost: Assuming de-
scription 2 and 3 are lost the decoder should estimate the
low frequency coefficients at LLHH and LLHL, and high
frequency coefficients at LH and HH. The similarity indices
and coefficients LLLH and HL transmitted in description 1 are
utilized to estimate LLHH and LH. As a result, description
2 is estimated from the coefficients and similarity indices
delivered with description 1. However, description 3 is cannot
be estimated by the proposed method and its coefficients are
replaced with zeros.

IV. EXPERIMENTAL RESULTS

The proposed method is experimentally verified using sev-
eral video sequences. In order to verify the performance of our
method, we considered two cases of packet losses as below:

o Only one description is lost. In this case the information
in the delivered descriptions is utilized for reconstructing
the video.

o Two descriptions are lost. Since part of the coefficients
belonging to the adjacent description is in the delivered
description, our proposed method is able to reconstruct
one of the lost descriptions.

In both experimental cases mentioned above we repeated the
experiments by changing the missing description. The GOP
length has been fixed to 32 frames. The DWT transform is
applied twice as depicted in Figure 1.

To emphasize the important impact of the self-similarity fea-
ture of the DWT in reconstruction in presence of data loss,
we have compared the reconstructed video when the missing
description is estimated using self-similarity feature, and the
same video when the coefficients at the missing description are
replaced with zeros. Figures 2 and 3 provide the comparative
results for one description loss in low and high bit rates
respectively which are averaged over the blocks of each frame.
The experimental results provided in Figures 2 and 3 indicate
that the self-similarity based estimation of the missing data is
more effective in higher bit-rates which can be related to the
fact that in low bit-rates the higher frequency coefficients are
mostly zeros. Despite the fact that the results are not much
different in low bit-rates, in high bit-rates we can see an
average improvement of 2.14(dB) in terms of PSNR values
in Figure 3.

Our next experiment is evaluation of the method when one
description is lost. In [21] the authors combine layered coding
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Fig. 3. PSNR values of the reconstructed frames by replacing missing
coefficients with zero, and estimating using self-similarity in high bit-rate.

MDC methods for error-resilient video transmission over unre-
liable channels. They used unequal loss protection to provide
the base layer with the highest level of channel error protection
through the use of Forward Error Correction (FEC) coding.
In order to cope with the network congestion which is main
cause of packet losses, they have considered erasure codes
for data protection. The FEC code creates redundancy in
the transmitted video which makes the method proposed in
[21] similar to our proposed method as our proposed method
repeats the low frequency coefficients in all descriptions. The
authors in [21] divide a bitstream into two portions where
the first portion (b1) consists of the base layer and is further
divided into sub-bitstreams. The second portion (b2) includes
the enhancement layers and is also divided into sub-bitstreams.
A description is created by including x sub-bitstreams from b,
and y sub-bitstreams from bs. As it is assumed the descriptions
are transmitted over channels with different probability of data
loss, they are protected against packet losses in an unbalanced
way through FEC. Besides, in [1] the authors propose a SVC
method which decomposes the video into multiple descrip-
tions. Their method combines video segments coded at high
and low rates and transmits the high rate segments from one
stream together with the low rate segments of the other streams

in each description. The low rate coefficients are used for
reconstructing the missing description(s) in a lower quality.
The authors also propose a Multiple-Objective Optimization
(MOO) framework for selection of the best encoding config-
uration to achieve the best tradeoff between redundancy and
reliability. Since their proposed method includes redundancy in
each description to attain a better quality level in presence of
packet losses, we have considered their method as a benchmark
to compare the performance of our MD video coder.

Figure 4 depicts the comparative performance of the proposed
method and the methods proposed in [1] and [21] . We
have assumed that only one description is lost and later
on reconstructed by using the redundancy available in other
descriptions. When the self-similarity feature of the DWT
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Fig. 4. PSNR values of the reconstructed frames by the proposed method,
the combined high-low rate coding method [1], and FEC based unbalanced
protection [21] when one description is lost.

is utilized, our proposed method outperforms the other two
methods in high bit-rates. One important feature of the method
proposed in [1] is that the redundancy is proportional to
the intended total bit rate while in our proposed method,
the low frequency part of the coefficients are repeated in all
descriptions almost independently from the bit rate.

In our next experiment we have assumed that two out of three
descriptions are lost during transmission. For fair performance
analysis and comparison, we have modified the proposed meth-
ods given in [21] and [1] in order to include three descriptions.
Figure 5 depicts the result of the reconstruction versus average
PSNR value. The performance of the proposed method is
considerably better in presence of high packet losses such as
the case depicted in Figure 5. This result indicates that the
proposed method is suitable for transmitting high rate videos
over unreliable networks. The experimental results indicate that
the proposed method outperforms the traditional video coding
methods in presence of frame losses. When two descriptions
are delivered, the average PSNR values with and without
using self-similarity index for reconstruction are 35.69(dB)
and 33.55(dB) respectively. The average PSNR values when
only one description is delivered are 34.38(dB) and 27.12(dB)
for reconstruction with and without using self-similarity index
respectively. The redundancy imposed by repeating the low
frequency coefficients of the DWT can be minimized by
increasing the number of times the DWT is applied to frame
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Fig. 5. PSNR values of the reconstructed frames by the proposed method,
the combined high-low rate coding method [1], and FEC based unbalanced
protection [21] when two descriptions are lost.

data. Moreover, a better performance of the proposed method
in case of higher bit-rates indicates that the proposed method
is more suitable for streaming over unreliable networks of high
bandwidths.

V. CONCLUSIONS

A new DWT based video coding method for transmitting
video over unreliable networks is proposed. The frame blocks
are decomposed into three descriptions after applying the DWT
transform. The proposed method improves the performance
of the existing MDC methods by utilizing the self-similarity
feature of the DWT. The experimental results indicate that the
proposed method outperforms the existing methods when the
video bit rate and the packet loss rate are high. The redundancy
added by repeating the low frequency data in each description
can be minimized by increasing the number of times that the
DWT applied. However, the number of DWT levels should
be optimized with the number of self-similarity index values
which are transmitted in descriptions. Besides, the optimization
can be performed by considering the available bandwidth of
the underlying network.
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Abstract. Scalable video coding and multiple description coding are
the two different adaptation schemes for video transmission over het-
erogeneous and best-effort networks such as the Internet. We pro-
pose a new method to encode video for unreliable networks with
rate adaptation capability. Our proposed method groups three dimen-
sional discrete wavelet transform coefficients in different descriptions
and applies a modified embedded zero tree data for rate adaptation.
The proposed method optimizes the bit-rates of the descriptions with
respect to the channel bit rates and the maximum acceptable distor-
tion. The experimental results in the presence of one description loss
indicate that on average the videos at the rate of 1000 Kbit/s are
reconstructed with Y-component of peak signal to noise ratio (Y-
PSNR) value of 36.2 dB. The dynamic allocation of descriptions to
the network channels is optimized for rate distortion minimization.
The improvement in term of Y-PSNR achieved by rate distortion opti-
mization has been between 0.7 and 5.3 dB in different bit rates.
© 2012 SPIE and IS&T. [DOI: 10.1117/1.JEI.21.4.043006]

1 Introduction

Heterogeneity in current-day networks (especially in the
Internet), the unpredictability of traffic loads, and the varying
delays on the client side, make it impossible to correctly
determine a specific bit rate for a video stream.' Conse-
quently, the encoder should either consider the lowest
possible bit rate that guarantees delivery without delay or
choose an encoding scheme which can adapt with the fluc-
tuations in the bit rate range. This means that it should be
possible to partially decode the video stream at the incoming
bit rate and video quality associated with that bit rate. A
solution to this problem is encoding the video data in a
rate scalable scheme for enabling adaptation to the receiver
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rendering device or network data rate capacities. Increasing
the video quality gradually is the common characteristic of
all scalable video coding (SVC) schemes.”™ The quality
increase is accomplished through the gradually increased
availability of the data units that were encoded in a granular
manner. It is clear that a gradual increase in the frame size, bit
rate, or frame rate is achieved through adapting the granu-
larity of a stream to the bit rate capability of the network.
A fine granularity scalability (FGS) scheme defines the
video content in a multilayer format where the existence
of at least one layer, or the base layer, containing the
most basic data is required. The remaining layers, called
enhancement layers, increase the quality of the video. A
higher quality video is attained by increasing the number
of layers decoded at the receiver side. Adapting video
streams at the transmitter can also be done by considering
the current state of the network channel. In video streaming
applications such as peer-to-peer networks, a feedback
mechanism is used to inform the transmitter about the current
state of each channel. This information is used for optimizing
the data rates with respect to the video quality.® In this paper,
we propose a method for optimizing the channel data rates
which combines SVC with multiple description coding
(MDC). We assume the network channels have different
and variable characteristics. Therefore, the data rate of
each description should be adjusted to satisfy the maximum
acceptable video distortion with respect to the available bit
rate for each channel. Furthermore, we are assuming the
channel bit rates and the requested video quality are available
to the transmitter. Meanwhile the proposed encoding method
provides the possibility of video scaling at the receiver side
through truncating parts of the coded stream for signal-to-
noise ratio (SNR) or temporal scale-down. This work is
an extension to our paper published in the 7th International
Conference on Digital Content, Multimedia Technology and
its Applications.” The remainder of this paper is organized as
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follows: Section 2 summarizes the related work on SVC
using MDC. Section 3 presents the details of our proposed
method. Section 4 describes the experimental results of our
method. We draw our conclusions in Sec. 5.

2 Related Work

A multiple description coder divides the video data into sev-
eral bit-streams called descriptions which are then trans-
mitted separately over the network.® All descriptions are
equally important and each description can be decoded inde-
pendently from other descriptions which means that the loss
of some of them does not affect the decoding of the rest.’ The
accuracy of the decoded video depends on the number of
received descriptions.'® Figure 1 depicts the basic framework
for a multiple description encoder/decoder with two descrip-
tions. In case of a failure in one of the channels, the output
signal is recovered from other descriptions. Descriptions are
defined by constructing P nonempty sets through partition-
ing the original signal f so that these sets sum up to f. Each
set in this definition corresponds to a description. The sets
however, are not necessarily disjoint. A signal sample
may appear in more than one set to increase error resilience
of the video. Repeating a signal sample in multiple descrip-
tions is also a way of assigning higher importance to parts/
signals of the video. The duplicate signal values increase the
redundancy and hence the efficiency is reduced. Even if the
descriptions are designed as nonoverlapping sets, or parti-
tions, it does not necessarily mean that there is no redun-
dancy in the data. Given that each partition is encoded
independently from other partitions, the spatial or temporal
correlation between data in different partitions is not utilized
and redundancy is not eliminated.'' However, the preserved
spatial or temporal correlation can be used for estimating the
lost bits,'> which is commonly referred to as error con-
cealment.

FGS-based MDC schemes partition the video into one
base layer and one or several enhancement layers."® The
base layer can be decoded independently from enhancement
layers but it provides only the minimum spatial, temporal, or
SNR quality."* The enhancement layers are not indepen-
dently decodable. An enhancement layer improves the
decoded video obtained from the base layer. MDC schemes
based on FGS put the base layer together with one of the
enhancement layers at each description. This helps to par-
tially recover the video when data from one or some of
the descriptions are lost or corrupted.’ Repeating base
layer bits in each descriptor is the overhead added for a better

error resilience. In Ref. 16, the authors propose to generate
multiple scalable descriptions from a single SVC bit-stream
by mapping scalability layers of different frames to different
descriptions. Their scheme is intended for Peer-to-Peer (P2P)
streaming over multiple multicast trees and features several
encoding parameters, such as base layer rate of descriptions
and overall redundancy. They tried to optimize mean rate-
distortion performance of each description received over a
packet loss network, range of extraction points of the
SVC stream, and overall redundancy of their MDC scheme.
In Ref. 17, the SVC is combined with MDC schemes by sub-
sampling in both horizontal and vertical directions yielding
four subsequences. The authors used two approaches to com-
bine the subsequences into two descriptions. In the first
approach, each description is encoded by predicting one sub-
sequence from the other using the inter-layer prediction
tools. The second approach exploits the redundancy between
the subsequence with the hierarchical dyadic B frame predic-
tion algorithm. The authors in Ref. 18 present a solution for
the differences in the types of delivered services in H.264-
based SVC combined with MDC by using optimization and
control strategies. In Ref. 19, an algorithm is proposed to
control the mismatch between the prediction loops at the
encoder and decoder in MDC with motion-compensated pre-
dictions. They consider three cases when both descriptions
received or either of the single descriptions is received. In
Ref. 20, an optimization algorithm for minimizing rate dis-
tortion for P2P networks is proposed. The method considers
each sub-bitstream of a frame is considered as a description.
The optimization is based on skipping or selection of an
MDC packet so that the constraints of limited downloading
bandwidth are met while the total distortion reduction is
maximized.

In forward error correction (FEC)-based MDC methods, it
is assumed that the video is originally defined in a multire-
solution manner. This means if we have M levels of quality,
each level increases the fidelity to the original video. This
concept is very similar to the multilayer video coding method
used by an FGS scheme. The main difference, however, is
that there exists a mandatory order in applying the enhance-
ments. In other words, it is sensitive to the position of the
losses in the bitstream, e.g., a loss early in the bitstream
can render the rest of the bitstream useless to the decoder.
FEC-based MDC schemes aim to develop the desired feature
that the delivered quality become dependent only on the frac-
tion of packets delivered reliably. One method to achieve this
is Reed Solomon block codes. In Ref. 21, the authors used
unequal loss protection (ULP) to protect video data against
packet loss. ULP is a system that combines a progressive

—————— -
I Decode using | gi‘;'ﬁ;‘.‘ source coder with a cascade of Reed Solomon codes to gen-
| ™7 Description 1 erate an encoding that is progressive in the number of

] | descriptions received, regardless of their identity or order

Input o Description 1, : Output of arrival. The main disadvantage of the FEC-based methods

Signal ultle » Decodeusing ] | Signal is the overhead added by the insertion of error correction

——{ Description | | Description j—b » & y ! I
Coder _ [poeription 2 1&2 codes.” Error resilience can also be provided by repeating
I Output some important parts of data as suggested in Ref. 23. The
| Decode using | Signal proposed MDC model in Ref. 23 utilizes a nondyadic hier-
| ™| Description 2 archical B-picture structure with four levels. It duplicates the
| _ J key frames in each group of pictures (GOP) for providing
Encoder Decoder error resilience. Hence, each description has its copy of
the key frames. However, since the frame organization is
Fig. 1 Multiple descriptions coding block-diagram. hierarchical, the duplicated frames are at the lowest level.
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If a frame in a higher level is lost, it is reconstructed from its
counterpart frames from the second description.

discrete wavelet transform (DWT)-based video coding
methods are convenient for applying multiple description
coding.?* Spatial oriented trees such as embedded zero
tree wavelets (EZW) and spatial partitioning in hierarchical
trees (SPIHT) are used for organizing wavelet coefficients in
their importance order for scalability.”>® In the most basic
method, wavelet coefficients are partitioned into maximally
separated sets, and packetized so that simple error conceal-
ment methods can produce good estimates of the lost
data.”?*?"2% More efficient methods utilize motion compen-
sated temporal filtering (MCTF) which is aimed at removing
the temporal redundancies of video sequences. In Ref. 30,
MDC-SVC based on MCTF and 2D DWT is used for
video streaming over P2P networks. The receiving peer
can measure the channel conditions such as the packet
loss rate and bandwidth of each sending peer’s path in
each GOP period and then calculates the optimal encoder
parameters for that GOP through a post-encoding procedure.
The resultant encoding parameters are sent to the sending
peers through the feedback control channels. Also, in
Ref. 6 an adaptive P2P video streaming system with a flex-
ible multiple description coding (F-MDC) framework is pro-
posed. They intended to adapt the number of base and
enhancement descriptions, and the rate and redundancy
level of each description. They combine their F-MDC frame-
work with SVC by using JPEG2000 based t+ 2D DWT
allowing each code-block at any point of bit-plane codes
to be truncated. In Ref. 31, the authors created descriptions
by partitioning the transform domain of the signal into maxi-
mally separated sets. They applied their method to the Inter-
net transmission of subband/wavelet-coded images and
scalable motion compensated three-dimensional (3-D) sub-
band/wavelet-coded video.

Our proposed method falls into the group of DWT-based
methods; however, we have organized the coefficients in dif-
ferent description and minimized the common redundant part
in them. Meanwhile, our proposed method provides the fea-
sibility of having scalable transmission over each channel by
encoding the coefficient of each description by using a mod-
ified EZW zig-zag scanning. In addition, assuming that the
frequency content of a video is not distributed equally in all
different directions (horizontal, vertical, and diagonal), we
propose a method for dynamic allocation of channels to
descriptions for minimizing the rate distortion of the video.

3 Proposed Method

Our proposed method involves using the scalability features
of 3-D discrete wavelet transforms through the application of
the t + 2D wavelet transform>? to each GOP. Then by means
of a modified zig-zag scan the wavelet coefficients are
grouped in three descriptions. Finally, based on the required
quality and the date rate of each network channel, the
descriptions are scaled by optimizing their threshold values.
In general the proposed method addresses MDC for unba-
lanced dynamic network channels and optimizes rate distor-
tion over theses channels. The main features of our proposed
method are as below:

(1) Defining a MDC scheme for scalable video transmis-
sion and error concealment which optimizes the rate
distortion.
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(2) The frequency content of the video is also considered
in rate distortion optimization. Since descriptions
represent the wavelet coefficients in horizontal, ver-
tical, and both horizontal and vertical directions, a
video having more frequency content in horizontal/
vertical direction will have more nonzero coefficients
in its corresponding description. Hence the system
will assign this description to the channel with high-
est data rate.

(3) The dynamic channel rate changes and video content
changes are combined in optimizing descriptions for
transmission over each channel.

(4) Our proposed method defines descriptions in a way
that each one contains the coefficients belonging to
the frequency information in one direction and orga-
nizes them in an EZW tree. This provides the feasi-
bility of truncating the bit stream in each description
at any point for scalability.

The following subsections describe each step in details.

3.1 Applying t + 2D Wavelet Transform

The multiresolution analysis is based on the concept of vec-
tor spaces. For each vector space, there exists another vector
space of higher resolution which contains all vector spaces of
the lower resolution. The vector spaces and wavelets are clo-
sely related as the scaling functions of the wavelets are the
basis for these vector spaces. An image can be assumed as a
vector space where higher resolution image correspond to
vector spaces of higher resolution. The original image or sig-
nal can be reconstructed from the subsampled images by
means of conjugate mirror filters.** The conjugate mirror fil-
ters and ortho-normal wavelet basis are closely related. The
scaling functions and wavelets are determined by low-pass
and high-pass filters, respectively. By defining wavelets so
that the scale is a power of 2 and the time an integer multiple
of scale, an orthogonal basis as given in Eq. (1) is obtained:

wi = 2Pw(2t—k), (D)

where j and k indicate scale and time, respectively and w(-)
is the time-shifted and time-scaled wavelet. There is a large
class of wavelet functions which have an orthogonal basis
and are called the orthogonal wavelets. The simplest ortho-
gonal wavelet is the Haar wavelet. Haar filters have the prop-
erty of being conjugate mirror filters having finite impulse
response in the univariate case and no other filter bank
has this property.**

In the proposed method, the frames of each GOP pass
through a Haar lifting stage.’> The splitting and prediction
steps of the lifting process are repeated in several stages
in a hierarchical structure. The general view of the hierarch-
ical structure and the applied lifting method are depicted in
Fig. 2. The frames in a group of pictures (GOP) are organized
in pairs where the second frame in each pair is predicted from
the first frame. The first frames of the pairs from the first
level are grouped in the next level of the hierarchy in
pairs and the same prediction and wavelet encoding steps
are applied to them. This means the first frames of the
pairs which serve as the reference frames for the second
frames at the same pair, are processed at a higher level
where they are finally positioned as the second frame of a
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Fig. 2 Proposed hierarchical wavelet lifting structure.

pair. This procedure is repeated at the following levels of the
tree hierarchy. A serious problem with SVC schemes is a
quality degradation which is accumulated frame by frame
and is referred to as drift error. Drift error is the result of
selective transmission where some of the DCT coefficients
are eliminated and/or requantized, which changes the origi-
nal quantized DCT coefficients.*® The drift error is reduced
considerably by applying the proposed hierarchical structure.
If only the lowest layer of the hierarchy is considered, the
drift error is limited to one frame as the second frame at
each pair is predicted and obtained using the first frame
of the same pair. However, any accuracy change in the sec-
ond layer affects the first frames of each pair in the lowest
layer and therefore the error is accumulated. The worst case
situation is when error is introduced in the topmost layer of
the hierarchy which affects the whole tree. However, in this
case the number of frames in a series of frames in a GOP is
limited to the tree height and therefore, the GOP size and
hence tree height should be determined in a tradeoff with
the maximum tolerable drift error. This structure reduces
the drift error in a logarithmic manner. The proposed struc-
ture falls in the group of nondelay methods where no frame
needs to be buffered till the arrival of the following frame(s)
for decoding. This makes the decoder implementation
simple, with minimal memory requirement. After applying
the Haar lifting to each GOP and organizing the frames in
hierarchical structure, each frame of the GOP undergo
three levels of 2D wavelet transform.

3.2 Description Creation

The wavelet coefficients of each description are quantized
and coded using a modified EZW scheme which is proposed
to arrange the coefficients. The zig-zag scanning used in the
original EZW starts with a threshold value 7. It scans the
coefficients from low frequency to high frequency and
assigns a positive (P), a negative (N), a zero (Z), or zero
tree (¢) symbol to a coefficient if it is greater than 7, less
than —T, between —T and T, or the whole branch rooted
at that coefficient contains values between —7 an