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Abstract

The Super Regenerative Receiver was invented by Armstrong in 1922 [1]. Tt is used in
various applications such as sensor networks, short distance telemetry, home automa-
tion, biomedicine, remotely controlled systems, etc., because of its simplicity and low
power design. In the classical super regenerative receiver, the RF oscillations obtained
at the output of the oscillator is applied to a non-linear detector followed by a low pass
filter.

Hence the demodulation capabilities of the super regenerative receiver was restricted
to amplitude modulation or on off keying (OOK) signals.

The challenge is to use the super regenerative architecture to demodulate phase modu-
lated signals which are more robust to interference compared to OOK signals and still
maintaining the low power, low cost features of the receiver. The principle of super re-
generative receiver is based on the theory of quenching, where a quench oscillator causes
repeated build up and decay of oscillations and the oscillations are maximum at the
zero crossing where the quench signal goes towards the positive half cycle. Any phase
errors in the quench signal directly affects the phase detection performance. Thus it is
also important to maintain synchronization between the quench signal and the carrier.
In digital communications, packet arrival instants are generally random and unknown
at the receiver. The payload of the packet can be successfully demodulated if the start
time of the payload is known at the receiver.

Thus the objective of this thesis is threefold. Firstly the super regenerative architecture
for demodulating BPSK signals is presented and an analyses based on performance and
power is done. Secondly a method for synchronizing the quench signal to the carrier is
presented and the effects of jitter on the detection performance is analysed. Thirdly,
the procedure for preamble detection is presented and its performance is analysed.
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Chapter 1

Introduction

1-1 Introduction to Radio Receivers

In digital radio communications, a radio receiver is an electronic device that receives
radio waves and extracts the desired information carried by the radio waves. The re-
ceiver uses filters to separate the wanted radio frequency signal from other signals, also
an electronic amplifier is used to increase the power of the signal for further processing,
and finally recovers the desired information through demodulation. The world’s first
radio receiver known as "thunderstorm register' was designed by Alexander Stepanovich
Popov in 1896 [3]. In 1916 Lee de forest invented vacuum tubes, a that relatively ampli-
fies weak electrical signals. At the same time Tuned Radio Frequency Receiver (TRF)
was invented by Ernst Alexanderson showed major improvement in performance over
other receivers that was available before, but the inherent working of the TRF, where
all the tuned stages of the radio must track and tune to the desired reception frequency
made the receiver cumbersome and a power hungry device [3].

OSCILLATOR

_~DETECTOR

I
CALISRATIEN o

RECEIVER
Figure 1-1: Vintage two-tube Super Regenerative Receiver
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2 Introduction

In 1920, an American inventor Edwin Howard Armstrong invented and patented Super
Regenerative (SR) Receiver [4]. Super regenerative receiver required fewer components
than other types of receiver circuit used during that time. The main attraction of the
SR receiver is that it provides more amplification out of the expensive vacuum tubes re-
quiring fewer stages of amplification in contrast to TRF receivers. The TRF receivers
often required 5 or 6 vaccum tubes, each stage requiring tuned circuits, making the
receiver more bulky and power hungry. Figure 1-1 shows a vintage two-tube Super
Regenerative Receiver [5]. This receiver consists of a SRO, an input coupling trans-
former, a tunable capacitor, and a detector tube. Manual adjustments are necessary to
tune the oscillator frequency and loop gain. In 1930 the SR receiver was replaced by
the superheterodyne circuit due to its superior performance [4]. In recent years the SR
receivers has seen a modest comeback in receiver design. The reasons for its success is
that the SR receiver included a minimal number of required active devices, a high RF
gain, and the ability to operate at high RF frequencies. It finds major applications in
garage door openers, key-less locks, RFID readers etcetera to name a few.

1-2 Problem Formulation

SR circuit was primarily intended to be used as a narrow band AM receiver. Despite
many years of development, they still suffer from poor selectivity and lack of stability,
while having the potential to be used for low power applications. In the classical super
regenerative receivers, the RF oscillations obtained at the output of the oscillator are
applied to a non linear detector followed by a low pass filter. Therefore the demodu-
lation capabilities of the SR architecture is limited to demodulate OOK signals only.
The main challenge is to use the super regenerative architecture to demodulate phase
modulated signals which are more robust to interference compared to OOK signals and
still maintaining the low power, low cost features of the receiver. In this thesis an
attempt is made to address this research gap.

The main goal of this project is to provide mathematical models for implementing a
modified SR receiver architecture for the demodulation of BPSK and DPSK signals.
Furthermore, the issues like quench synchronization, effects of phase jitter in the SR
receiver and frame synchronization techniques are addressed and incorporated in this
model.

1-3 Thesis Highlights

In chapter (2), the general principle of the super regenerative receiver is explained,
a signal model for super regenerative receiver is described and mathematical analysis
for super regenerative receiver in the presence of AWGN is performed. In chapter
(3), two different super regenerative receiver architectures are described which can
be used to demodulate binary phase shift keying(BPSK) and differential phase shift
keying (DPSK) signals. The two architectures are compared based on performance
and power consumption. In chapter (4), a system model is provided which explains the

Deepak Shastry Ravishankar Master of Science Thesis



1-3 Thesis Highlights 3

synchronization process using a phase locked loop, also a mathematical analysis is done
to obtain the relation between the phase/timing jitter and the detection performance.
In chapter (5), an algorithm is proposed which describes the procedure for preamble
detection. The performance of signal detection obtained is analysed by using probability
of detection and error probabilities like probability of miss detection and probability of
false alarm.
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Chapter 2

Introduction to Super Regenerative
Receivers

The Super Regenerative(SR) circuits were mainly used as narrow band AM receivers
since its invention in the 1922. Today the SR circuit architecture finds its application
in the design of direct sequence spread spectrum receivers [6], demodulation of phase
and frequency modulated signals [7] and reception of ultra wideband impulse radio
modulations [8]. The reasons for its success are due to the simplicity of the design,
low cost, high gain, high efficiency, low power and its ability to operate at high Ra-
dio Frequencies (RF). These features enabled an attractive architecture for low power
wireless receivers [9]. The commercial applications for SR receivers are many, to name
a few are: sensor networks, short distance telemetry, home automation, biomedicine,
remotely controlled systems. In this chapter, the operation of the super-regenerative
receiver is introduced on a system level and a mathematical model of the super regen-
erative receiver in the presence of AWGN is analysed.

2-1 Super Regenerative Receiver Signal model

Data 4 Pulse
Generator Moddlation > shaping

)

cos{wt)

Figure 2-1: Block Diagram of the transmitter
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6 Introduction to Super Regenerative Receivers
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Figure 2-2: Block Diagram of super regenerative receiver [2]
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Figure 2-3: Data, Quench and Carrier signxal

The block diagram is shown in the figures 2-1 and 2-2. It consists of a transmitter
part and a receiver part. The transmitter part consists of a Data Generator, BPSK
Modulator, Pulse Shaper and a locally generated carrier signal. The receiver part is a
classical Super Regenerative Receiver which comprises of a super regenerative oscillator
which is modelled as a frequency selective network with a feedback loop along with a
variable gain amplifier. A quench oscillator controls the gain of the super regenerative
oscillator. The quench oscillator is followed by an envelope detector and a low pass
filter.

The Data generator block generates a stream of binary information bits and the BPSK
modulator maps these information bits to signal waveforms. In other words if the
information sequence is transmitted 1 bit at a time at a uniform rate of R, bits per
second, then BPSK modulator transmits 1 information bit at a time at the rate of R,
bits/s by using M = 2! distinct waveforms say z;(¢), where i = 0,1,... M-1. The signal
received at the input of the super regenerative receiver can be written as

vrp(t) = 2(t) + n(t) (2-1)
x(t) = Vp.(t)cos(wt + ¢;) (2-2)

Deepak Shastry Ravishankar Master of Science Thesis



2-1 Super Regenerative Receiver Signal model 7

where V' is the peak amplitude, p.(t) is the normalized envelope of the input pulse
shape, ¢; denotes the BPSK phase information which can take values of ¢; = 0 or m,
n(t) is the Additive White Gaussian Noise with power spectral density %, w = 27 f. is
the locally generated carrier frequency.

The main principle of the super regenerative receiver is that the quench oscillator causes
a periodic build up and decay of RF oscillations. Therefore, the signal coming out of
the super regenerative oscillator consists of RF pulses separated by a quench period T},.
The equation for the quench signal can be written as [10]

0g(t) = Cosin(2m fot + dq) (2-3)

where f, is the quench frequency, (, is the maximum amplitude of the quench signal.
In this model the carrier frequency f., quench frequency f, and the transmit bit rate
Ry, holds the following relation

fe=mRy (2-4)

fe=nlfq (2-5)

fqo=qRy (2-6)

L x(t) = Vpe(t)cos(2rmRypt + ¢;) (2-7)
Vy(t) = Cosin(2mq Ryt + @) (2-8)

where m, n, q are positive integers (m =n=q =1, 2, 3, ...). This is also shown in fig-
ure 2-3, where the black coloured signal is the data sequence transmitted at the rate of
Ry, = 10K Hz. The red coloured signal is the quench signal with frequency f, = 40K H z
and the blue coloured signal is the carrier signal with frequency f. = 100K H z.

Super regenerative receiver operates in 2 modes: the linear mode and the logarithmic
mode. In the linear mode the super regenerative oscillator does not reach equilibrium
during the quench period, the amplitude of the RF oscillations are measured before
they reach equilibrium. In the logarithmic mode, the oscillations are allowed to reach
its maximum value during each quench cycle and the detection is based on calculating
the energy of the oscillations [10].

As explained in [10], the role of the quench signal in the super regenerative receiver
is very important to understand the operation of the receiver. The quench oscillator
basically controls the gain of the super regenerative oscillator. It generates a quenching
signal which consists of periodic quench cycles. Figure 2-4 shows the RF input signal,
Quench signal and the SRO output.

During the start of a new quench cycle, as shown in figure 2-4, the quench signal goes
towards the positive half cycle where the presence of any oscillations in the super regen-
erative oscillator are damped. When the quench signal returns to 0 and moves towards
the negative half cycle, the oscillation builds up from the injected signal and it becomes
maximum when the quench signal returns back to 0 at the end of the quench cycle. In
this way, the quench oscillator causes repeated build up and decay of RF pulses and
thus the output of the SRO comprises of RF pulses separated by the quench period [10].
The RF oscillations obtained at the output of the oscillator are applied to a non linear
detector followed by a low pass filter. Hence the demodulation capabilities of super
regenerative receiver was restricted to amplitude modulated signals only.

Master of Science Thesis Deepak Shastry Ravishankar



8 Introduction to Super Regenerative Receivers

BFSK modulated signal

=
in

BPSK modulated signal

25 3 35 4 45 5 5.5
Time i
CGluench si%glllgnsde%RO output

0.

m

Quench signal
(]

0.5

Time in sec -4

Figure 2-4: RF input, Quench signal, SRO output

2-2 Design Analysis of a Super Regenerative Receiver in the pres-
ence of Noise

The Selective Network (SN) shown in figure 2-2 can be characterised by using a dif-
ferential equation as given in [10]. When the super regenerative receiver is operated
in linear mode, the output voltage of the super regenerative oscillator is obtained by
solving this differential equation as explained in [10].
In the presence of a BPSK signal embedded in noise (2-9), the expression for the re-
ceived signal at the output of the super regenerative oscillator can be written as shown
in (2-10)

Vin(t) = Vpe(t) cos(wt + ¢;) + n(t) (2-9)

Uout(t) - Usignal(t) + Vnoise (t) (2_10)

where V' is the peak amplitude, p.(t) is the normalized envelope of the input pulse
shape, ¢; denotes the BPSK phase information which can take values of ¢; = 0 or 7.
The output signal vy,:(t) given in (2-10) contains two components: signal component
Usignat(t) and the noise component vy,5.(t). The signal and the noise components can
be written as

Vsignal(t) = VKoK p(t) /tszc(T)S(T) cos((w — wo)T + wot + ¢;) d. (2-11)
Unoise(t) = 2Cowo Ko Kp(t) /t:bn<7')5(7'> sin(w,(t — 7)) dr. (2-12)

Deepak Shastry Ravishankar Master of Science Thesis



2-2 Design Analysis of a Super Regenerative Receiver in the presence of Noise 9

where s(t) is the super regenerative receiver’s sensitivity curve and it should not be
confused with minimum magnitude of the input signal, p(¢) is the normalized envelope
generated at the output of the super regenerative oscillator, K,, K, contribute to super
regenerative gain, (, gives the maximum amplitude of the quench signal, n(t) is the
Additive White Gaussian Noise with power spectral density %, t, and t;, represent the
start and end time intervals in seconds of a single quench cycle.

Assuming that the transmitter frequency is tuned to the receiver frequency i.e. w =
w,, we can write (2-11) as

Vsigmat(t) = VKoK op(t) /t ® pe(7)s(7) cos(wot + 1) dr- (2-13)

The probability density function of received signal at the output of the super regenera-
tive oscillator can be derived based on the following. If X is a random variable defined
as X ~ N(p,0?) and if another random variable Y is defined as Y = > a; X + b then

the PDF of Y results in Gaussian Distribution with mean and variance given as
py =Y aiu;+b (2-14)

oy = Z azo? (2-15)

When the super regenerative receiver is operated in linear mode, the received signal at
the output of SRO is a result of linear operations on Gaussian distributed signal and
this too has a gaussian distribution with mean and variance as calculated below.
Using (2-13),(2-12) and (2-15) the noise variance can be calculated as

ty
0%po = A2 /t §2(7) sin?(wo(t — 7)) dr. (2-16)

where A = 2{,w,K,Kp(t) is a constant that contributes to the noise amplitude, o2 is
the variance of n(7) given in (2-12). Expanding the sine term in (2-16) we can write

AQ 2 t
e T" "S2(7)(1 — cos(2w,(t — 7)) dr. (2-17)

ta

Neglecting the higher frequency term in (2-17) we get

A2 2 t
020 = TU " (r) dr. (2-18)
ta
Substituting for 0% and A in (2-18) and simplifying we get
tp

0ero = (CwoK,Ksp(t))>N, [ s*(7)dr. (2-19)

ta

Therefore the resulting noise component has a gaussian distribution with zero mean
and variance given by 02 p,. The mean of the received signal is given by the maximum
amplification of the received signal in the absence of noise and this is given by

HSRO = max(vsignal(t))- (2—20)

Master of Science Thesis Deepak Shastry Ravishankar



10 Introduction to Super Regenerative Receivers

Hence the probability density function of the received signal at the output of super
regenerative receiver can be written as

1 —(z—pgR0)>

— ¢ %po (2—21)

p(x) =
\/ 2702 ko

In general the average power of a signal vggnq(t) at any given time interval T can be

written as .

T
vaignal = TA U?zgnal(t) dt (2_22)

Using (2-22), the signal power of (2-13) can be obtained as

1 T 9 ty 2
vaiqnal = 7/ B / pC(T)S(T) dT
‘ T Jo ta
cos?(w,t + ¢;) dt (2-23)

where B = V(,K,Kp(t) which contributes to signal amplification. Expanding the cos

term in (2-23)we get
1 m t 2
P'Usignal = ﬁ/o B <la pC(T)S(T) dT) dt

tor B ( [ pemsia) dT) o2t +60) (2-24)

Neglecting the high frequency term in equation (2-24) the average signal power can be
written as

]_ T 9 tp 2
Prsps =57 || B ( | pe@)sr) dT> dt (2-25)

Simplifying further we get

B[ [t 2
Py = 2( pe(T)s(T) dT) (2-26)

Hence we can write the Signal to Noise Ratio at the output of the super regenerative
oscillator as

VA(ltplr)s(r) dr)?
SNRoyt = —=
! 2N, [{2s?(1) dr

(2-27)

The signal to noise ratio at the output of the super regenerative oscillator can be
expressed in terms of E}/N, and can be written as [2]

_ By (Jpe(T)s(T) dr)?
N, L?pg(T) dr jfabSQ(T) dr

SN Ry (2-28)

Deepak Shastry Ravishankar Master of Science Thesis



2-3 Summary 11

where,
V2 ot
Eb:7 p(r)dr (2-29)
ta
(S pe(T)s(T) dr)?

2-30
Epa(r) dr sy dr = (30

An optimum value of SNR,,; can be obtained when p.(t) = s(t). Therefore using
Schwarz’s inequality, the fractional part in (2-29) will be equal to one. Hence

E
SN Ry = ﬁ” for pe(t) = s(t). (2-31)

o

2-3 Summary

In this chapter, the operation of super regenerative receiver on a system level is intro-
duced. A mathematical analysis of the super regenerative receiver in the presence of
AWGN channel is discussed, where the expressions for the probability density function
and the signal to noise ratio at the output of super regenerative receiver were derived
and the condition for optimum signal to noise ratio is obtained.

Master of Science Thesis Deepak Shastry Ravishankar
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Chapter 3

BPSK Based Super Regenerative
Receiver Architectures

3-1 Introduction

In the classical super regenerative receiver, the RF oscillations obtained at the output
of the oscillator are applied to a non linear detector followed by low pass filter. Hence
the demodulation capabilities of super regenerative receivers were restricted to ampli-
tude modulated signals. Here we modify the architecture of the super regenerative
receiver which can be used to demodulate PSK signals. There are very few techniques
provided in the literature where the super regenerative receiver is used to demodulate
PSK signals. [7] explains one such technique where the super regenerative oscillator is
used along with a transmission line which supports two modes of oscillations depending
on a control signal. In the first mode, the signal that is generated has no dc component
and is an exponentially growing oscillation whose phase is coherent with the phase of
the received signal. At a given instant, the circuit topology is switched to generate the
second mode of oscillation which is characterized by producing a waveform consisting
in the sum of a) a similar waveform whose frequency is twice the frequency of the first
mode and b) an exponentially growing low frequency component whose amplitude is
proportional to the cosine of the generated signal phase in the first topology at the
moment of switching. The signal that is generated is low-pass filtered which results
in retrieving a dc component whose sign is used to decide the received bit in a BPSK
modulation.

[11] provides another technique where the classical super regenerative oscillator gen-
erates the RF pulses where the regenerative receiver preserves the phase information.
Once the generated signal achieves sufficient amplitude, the signal at the output of
the SRO is sampled by a conventional D flip-flop which, at the same time, decides the
received bit.

In this chapter two different super regenerative architectures are described which can

Master of Science Thesis Deepak Shastry Ravishankar



14 BPSK Based Super Regenerative Receiver Architectures

be used to demodulate BPSK and DPSK signals. The presented architectures are
compared based on their performance and power consumption.

3-2 Differential BPSK to OOK conversion

Y

Data o : Pulse c} 3
Generator | Modulation shaping b

cos(wt)

I
L LNA s>  sro 5| Envelope Low pass D

k4
Y

Detector filter Device

Quench
Oscillator

Figure 3-1: Block Diagram of super regenerative receiver with PSK to OOK conversion

In this architecture a Differential BPSK signal is transformed into an OOK signal using
a delay circuit and an adder as shown in figure 3-1. A conventional Super Regenerative
Receiver architecture can then be used to detect the OOK symbols. In this scenario
we consider the delay line with a delay of 1 symbol period Ty and the symbol period
is assumed to be an integer multiple of carrier period [12]. A DPSK modulated signal
embedded in noise can be written as

v(t) =V * cos(wot + ¢1) + n(t) (3-1)

where ¢; is the phase information of the signal, V is the amplitude of the input signal
and n(t) is zero mean Additive White Gaussian Noise with variance o?. When the
received signal is passed through a delay circuit it results in a time shifted version of
the signal which can be represented as v(t — 7) and this time shift also results in a
phase shift of the received signal. Let us represent the phase of the shifted signal as
¢2. When the received signal is added with its time shifted version resulting in an ASK
modulated signal. This is derived as follows.

If the resultant signal at the output of the delay and adder circuit be represented as
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3-2 Differential BPSK to OOK conversion 15

Uo(t) then

Uo(t) = V]cos(wot + ¢1) + cos(wo(t — 7) + ¢1)] + n(t) + n(t — 7)] (3-2)
= V]cos(wot + ¢1) + cos(wot + ¢2)] + n(t) +n(t — 7)] (3-3)

where ¢o = ¢ - w,T. Simplifying (3-3) we get

Uo(t) = 2 % V[COS <2wot +2¢1 i ¢2) cos <¢1 ; ¢2>1 +n(t)

+n(t —71) (3-4)

Simplifying further

Uo(t) = 2 % V[cos (wot + i —; ¢2> cos <¢1 ;@ﬂ + n(t)

+nt —7) (3-5)

Simplifying this further we get

Vo(t) = 2 % V[cos (wot + i —; ¢2> cos <¢1 ; ¢2>] +n(t) +n(t —71) (3-6)

Therefore we can write

{2*Vcos (wot—|—¢1> if o1 = o,
vo(t) = '
n(t) +n(t—r1) if ¢ =0 and ¢o = 7.

3-2-1 Example of DBPSK converting to OOK

Let the transmitted sequence be 1 1 0 1 0 as shown in table 3-1. At first the transmitted
sequence is modulated using DPSK modulation and then delayed by symbol time. The
resulting two signals are added to get a ASK signal. The steps are explained below:

Let symbol 1 of the transmitted sequence is coded as “keep previous phase”, while
symbol 0 is coded as “change previous phase”.

Let +V be an RF pulse having amplitude V and positive phase and —V be an
RF pulse having amplitude V and negative phase.

Whenever the transmitted symbol is 1 the previous phase is retained and when the
transmitted symbol is 0 then there is phase change of 7 radians w.r.t to previous
phase, the resulting sequence is a DPSK modulated sequence shown in the table
3-1.

The DPSK signal is shifted by the symbol period and the resulting “Shifted Se-
quence” is shown in the table 3-1

The two sequences are added together to get an OOK signal. There will be
double amplitude for symbol 1 and zero amplitude for symbol 0 (i.e., just like
ASK modulation, note that the envelope detector will remove negative sign).
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16 BPSK Based Super Regenerative Receiver Architectures

Table 3-1: Converting DBPSK to OOK

Tx Sequence 1 1 0 1 0
Pulse Sequence | +V(initial bit) | +V | +V |-V |-V | 4V
Shifted Sequence +V | +V | +V |-V |-V
Sum +2V [ 4+2v o [-2v]o

3-2-2 Probability Density at the output of the Super Regenerative Oscillator

In the linear mode, the signal at the output of the super regenerative oscillator is passed
through an envelope detector. When a symbol 1 is transmitted, the output signal is
Rician distributed [13]. If v,,,(t) is used to represent the voltage at the output of the
envelope detector, then

v 7”271,1;‘5’32 v B
P(Venw | 8i = 1) = =€ *&no Io< o ) (3-8)
OSRO OSRO

where B is the maximum amplitude of the received signal as given in (2-23). If the
mean and variance of v,,, can be denoted as ji,icien and o2 respectively then [13]

rician

— B2
Hrician = 0-\/7[/1 (3-9)
2 2\ 0%po

2 —32
Ofician - 2O%'RO + B2 - WUSRO Li ( 2 > (3_10)
2 *\0SsRro

where L,(x) denotes a Laguerre polynomial. When symbol 0 is transmitted, the in-
coming signal can be modelled as AWGN, also since the received signal at the output
of the SRO is Gaussian, the envelope of a Gaussian distributed random variable results
in a Rayleigh distribution [13]. The PDF of which is given by

v£n1
Venv ~ 3,2 :
P(Venw | 85 = 0) = ——e *'sro (3-11)
9SRO
having mean and variance is given by ji,qy = 0spo5 and o4y = 4_7“ respectively. The

decision whether a symbol is transmitted can be made based by comparing ve,(t)
against some threshold. If 8 denotes the threshold level, then the received symbol is
1 if venp(t) > B and 0 if ven(t) < 5. The probability of error when symbol 1 was
transmitted is [14]

B
Pel - PTOb(venv S B) - / p(venv | §; = 1) dvenv
0

=1 _/ p(”em} | S = 1) dvenv
B

v2 2
_q1_ /oo U;nv eggg;ﬁIo(Ue;wB> (3_12)
B OSro 0SroO
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3-2 Differential BPSK to OOK conversion 17

(3-12) can be simplified by applying the following transformations

2

r? = e (3-13)
OSRO
BQ
p= (3-14)
202 R0 SRO

S
Q
Il
—

3-15)
3-16)

~—~

on substituting we get

2
OSRO

=1-Q(v2p,b,) (3-17)

where Q(a b) = [;7 exp(—~ J“'” )I (ax)x dx is called the marcum Q function, b, =
ﬁ

00 »2 5 /)
P.=1 —/ re_%ﬁlo <TP>

s—— is the signal to noise

SR
ratlo at the SRO output. The probability of error when 0 was transmi tted is

PeO - PTOb<Uem; > 6) - /Oop(vem; | S = 0) dvem)
B

:aw<——§> (3-18)

Assuming that the symbols 1's and 0’s are transmitted with equal probability, the
average probability of error is given by

1 1 b?
Po= (1= QWE7,b)) + ean(~2) (3-19)
The optimal threshold can be derived by calculating the value of b, which minimizes
the probability of error given in (3-19) for each SNR. The probability of error can
be minimized by partially differentiating (3-19) w.r.t b, and equating the result to 0

i.e.,gf: = (0. The result of this operation yields the following equation [14]

evap(_’y)[o(bo\/ﬂ) =1 (3_20>

and the solution of 3-20 yields b,

7

by = /2
T3

(3-21)

Figure 3-2 shows the DPSK Bit Error Rate comparison of an optimum receiver and
the Super Regenerative Receiver. We can observe a degradation of about 2 db with
Super Regenerative Receiver. From the figure we can see that this degradation is due
to the fact the SRO only outputs samples at the end of every quench period and the
whole signal energy is not utilized for detection.
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BER of Mon Coherent DPSK->00K with SRR
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Figure 3-2: DBPSK bit error rate comparison

3-3 BPSK based Super Regenerative Receiver

Here we present a super regenerative architecture which can be used for BPSK demod-
ulation without converting the input signals from PSK to OOK. The system model of
the proposed architecture is shown in figure 3-3. It comprises of a transmitter part and
a receiver part. The transmitter part contains a Data generator, BPSK Modulator and
a Pulse Shaping device. The receiver part consists of a Super Regenerative Oscillator,
Quench Oscillator which controls the gain of the SRO, Analog to Digital Converter,
Phase Detector and a Decision Device.

The received signal at the output of the super regenerative oscillator is passed through
ADC, where the received signals are sampled at quench rate, the resulting signal is then
passed through detection stage where the BPSK signals are detected.

3-3-1 BPSK Demodulation

The signal at output of Super Regenerative Oscillator follows the equation (2-10) ex-
plained in section 2-2 in chapter 2 . This signal is sampled by the ADC, the phase of
the resulting signal is calculated by comparing the amplitudes to a threshold 0. If the
received sample has an amplitude greater than 0 then the phase is taken as zero else the
phase is taken as . The SRO always preserves the input phase [11] and as explained
in the signal model in section 2-1, we obtain ¢ number of phases per symbol period.
The symbols can be detected by averaging the phases obtained per symbol period and
comparing it with a threshold phase (¢ eshoia= £ 7/2), this is explained below.

Step 1: Find the average phases of the received symbols.
Let

QbA,qi = [¢A7Q1 SR ¢A7Qq]T (3_22)

be the phases obtained for each symbol A = —1,1. If ¢4, is the mean phase obtained
for symbols -1 and 1 by averaging (3-22) then the decision is made on the following
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Data o 3 o Pulse
Generator | Modulgion | shaping
' ' ' cos(wt)
‘ Analog to Detection
LNA > SRO > Digital > and Decision
Converter Device
[

Quench
Oscillater

Figure 3-3: Block diagram of BPSK based super regenerative receiver

condition
Step 2: Detection.

Sz‘ _ {0 if ¢ang < ¢threshold> (3_23)

1 lf (b(ng > ¢threshold-

3-3-2 Differential PSK Demodulation

In DPSK modulation, the input bit sequence is encoded such that the information is
present in the phase difference between two successive symbols rather than phase itself.
The DPSK signal 7;(¢) and the phase encoding process is given by

ri(t) = Vpe(t)cos(2m fot + ¢;) (3-24)

where p.(t) is the input pulse shape, ¢; is the phase of the " bit. The phase encoding
rule is explained below.

¢i—1 if dz - 17
;= 3-25

where d; € {0,1}. Let us assume that bit 1 is coded as “keep previous phase”, while
bit 0 is coded as “change previous phase”. Whenever the transmitted symbol is 1, the

previous phase is retained and when the transmitted symbol is 0 then there is a phase
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20 BPSK Based Super Regenerative Receiver Architectures

Table 3-2: Differential Encoding

Tx Sequence 1 1 0O |1 |0
Pulse Sequence | +A(initial bit) | +A | +A | -A | -A | +A

change of 7 radians w.r.t to the previous phase. This is shown in table 3-2.

A DBPSK modulated signal embedded in noise when passed through the SRO, results
in similar equations for Signal to Noise Ratio as explained in section (2-2). However
the detection technique will be different compared to BPSK detection. As explained
in section (3-3-1) we obtain q phases per symbol due to the sampling process at the
end of every quench cycle. The average phase for each symbol is obtained by averaging
all q phases per symbol. If a vector ¢¢ = [¢¢...¢%] denotes the average phases of
the N samples in received signal then symbol detection is made based on the following
condition

1 otherwise

Figure 3-4 shows the bit error rate comparison of demodulation of BPSK and DBPSK

BER of BPSK with SRR
%2 T T e e i B J ........ i Sir v ORI TR R T iy s ik
:.. ................ HEC M= VR L= VM . .. 0 BER S|mu|a|tgn BPSK SRR :
Theaoritical BER BPSK.
Theoritical BPSK with SRR [3

Bit Error Rate

Figure 3-4: BPSK bit error rate with and without SRR
modulated signals in the presence and absence of Super Regenerative Receivers. From

the figure it is noted that Super Regenerated Receiver degrades the performance ap-
proximately around 2 db.
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3-4 Power analysis 21

Table 3-3: Power breakup in milli watts for architecture presented in section 3-3

Block 2.4GHz | 1GHz
LNA 0.490 0.240
SRO 0.216 0.396
ADC 0.1 0.1
Quench oscillator | 0.28 0.300
Total Power 1.08 1.03

3-4 Power analysis

The main reason for considering super regenerative receiver is due to its simplicity, low
power consumption and low cost. Let us compare the two architectures presented in
sections (3-2) and (3-3) respectively for its power consumption. This thesis does not
discuss ultra low power implementation aspects of the presented architectures, however
with the recent work carried out in literature on the implementation of the SR receiver,
an attempt is made to perform the power consumption analysis for the presented ar-
chitectures.
For convenience let us denote the architecture presented in section (3-2) as architecture
1 and the one presented in section (3-3) as architecture 2. The analog components
present in architecture 2 contain an LNA, super regenerative oscillator, Quench Os-
cillator and ADC. The receiver blocks in figure 3-3 are connected in cascade and the
power consumption for each block can be calculated using the power formula given
in [15].
Table 3-3 gives the measured power consumed by each analog block in the super re-
generative receiver for a data rate of 1 Mbps and 100 Kbps and operating frequency of
2.4 GHz and 1 GHz respectively for architecture 2. The power consumed by LNA, su-
per regenerative block, Quench Oscillator is taken from experimental results conducted
in [16] for 2.45 GHz and [17] for 1 GHz respectively. The power consumed by ADC is
taken from experimental results conducted in [18]. These power values are measured
for the receiver specifications given in appendix (A).
Coming to architecture 1, as explained in section (3-2), the delay line of one symbol
period Ty is considered and the symbol period is assumed to be an integer multiple of
carrier period. So for a data rate of 1 Mbps (taken for example) , we need a delay of
Ts, = 1us. The length of the cable L needed to obtain this delay can be calculated as
follows:

L = vT; (3-27)

where v is the velocity with which the signal travels in the cable The design features
of an RF cable used in IMEC laboratory is given in appendix (B) and from the table
we can see that the velocity of propagation is given as 77 percent of speed of light.
Therefore, v = 2.31 x 108. Hence the required length of the cable is L = 231 meters.

In appendix (C) a "Specific Test Report" is provided for the RF cable used in IMEC
laboratory, from the table we can see that, for a frequency range of 0.05-1.84 GHz, the
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22 BPSK Based Super Regenerative Receiver Architectures

power dissipation is -0.3610 db/m and for frequency range of 1.84-3.64 GHz the power
dissipation is -0.5284 db/m. Therefore, for an operating frequency of 1 GHz the total
power dissipation would be 23.27 dbW. Therefore, it is highly impractical to implement
this architecture. With this analysis we can say that the architecture 2 outperforms
architecture 1 in terms of power consumption.

3-5 Summary

In this chapter, two different architectures for demodulating BPSK and DPSK signals
using super regenerative receiver were introduced. In the first architecture (architecture
1), a DPSK signal is converted into an OOK signal using a delay circuit and an adder
and then the conventional super regenerative receiver architecture is used to detect the
OOK symbols. A mathematical analysis was done to obtain the expression for error
probability, and the bit error rate curve obtained. In the second architecture (archi-
tecture 2), the BPSK and DBPSK signals were passed through the super regenerative
receiver without converting them to OOK signals. The two architectures are compared
based on performance and power. On comparing the performance obtained for architec-
ture 2 with the first one we can conclude that, architecture 2 has better performance
of about 5 db compared to the first one. In terms of power, from the above power
analysis we can also conclude that architecture 1 is an impractical to implement and
the total analog power consumed by architecture 2 is about 1.08 m W for an operating
frequency of 2.4 GHz which outperforms architecture 1.
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Chapter 4

Synchronization in Super Regenerative
receivers

4-1 Introduction

The main principle of the super regenerative receiver is based on the theory of quench-
ing. As explained in chapter (2), the quench oscillator causes periodic build up and
decay of oscillations, the oscillations are maximum at the zero crossing where the quench
signal goes towards the positive half cycle. If the quench signal has small phase errors
then, the positive going zero crossings will not correspond to the maximum value in the
carrier. As explained in the signal model in section (2-1) in chapter (2), the relationship
between the quench frequency(f,), data rate(R;) and the carrier frequency(f.) can be
written as: f. = m Ry, f. =n f, and f, = q R, where m, n and q are positive integers.
As shown in figure 4-2, the red coloured quench signal has no phase errors, at the end
of the quench period, at t=5 * 1075 s, the amplitude of the carrier is 1V. The black
coloured quench signal has a small phase error, so the positive going zero crossing of
the quench cycle (at time 5.05% 1075 s ) corresponds to the carrier amplitude of 0.9511
volts. For carrier frequencies much greater than the quench frequency, a small phase
variation in the quench signal will result in large variations on the carrier. Therefore,
it is very important for the quench signal to be accurately synchronized to the carrier
at the peak points (for zero carrier phase).

The phase errors in the quench signal are due to the phase/timing jitter generated at
the output of the quench VCO. Therefore, from the performance point of view, it is
also important to analyse the effects of phase and timing jitter on the detection per-
formance. In this chapter, the synchronization process using a phase locked loop is
explained and also a mathematical analysis is done for obtaining the relation between
the phase/timing jitter and the detection performance.
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Synchronization in Super Regenerative receivers

4-2 Receiver System model

Super
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Figure 4-1: Receiver Model

The block diagram of the receiver model are shown in figure 4-1. It consists of a Super
Regenerative Oscillator, PLL, Analog to Digital converter and a Decision Device to

detect the received bits.

Th PLL block comprises of a frequency divider (+m) where the incoming carrier fre-
quency is divided to the data rate (R, = f./m) and fed to the phase detector. The
output of the phase detector is passed through a loop filter followed by the quench VCO,
and the output of the quench VCO is fed back to the phase detector via a frequency
divider (+¢) where the quench frequency is divided to the data rate (R, = f;/q). The
PLL synchronises the quench VCO to the transmitter data clock and since the data
rate is an integer multiple of the carrier frequency, the quench is also synchronized to

the carrier phase.

Quench signal and carrier signal
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4-2 Receiver System model 25

At the receiver, the switch S1 shown in the figure 4-1, initially connects V;, to the
frequency divider block of the PLL. Considering a no noise scenario, the signal v;(t)
applied to the input of the phase detector is given by

v;(t) = V cos(2m Ryt + ) (4-1)

where ¢ = %, ¢. is the carrier phase, R, is the data rate explained in section (2-1). If
the quench signal v,(t) has a phase shift ¢, then the expression for the signal at the
output of the +q block v,(t) is written as

"Uo(t) = SiH(Q?TRbt + ¢d) (4—2)
where ¢4 = %. The output of the phase detector can be written as
ve(t) = VK u;(t)v,(t) (4-3)

where K is the gain of the phase detector. Substituting for v;(t) and v,(t) from (4-1)
(4-2) in (4-3) and simplifying we get

Vi sin((4m Ryt + ¢pq + @) + sin(¢q — ¢) (4-4)

ve(t) =

This signal is passed through a loop filter which acts as a low pass filter and produces
a control voltage proportional to the phase difference. Output of Loop filter is given
by
K.
uslt) =~ lsin(9) (4-5)

where ¢, = ¢ — ¢4 is the phase error, K=V Ky K;; and Kj; is the loop filter gain. The
control signal vy is fed back to the quench VCO which in turn generates a signal such
that the phase error will decrease in the next iteration. The output of the quench VCO
is given by [19]

Vpeo(t) = sin[27 Rat + g (4-6)
¢4 = K, /toovlf(T) dr. (4-7)

where K, is the VCO gain which is defined in unit of Hz/V. Synchronization is achieved
when the control voltage v;¢(t) reduces to 0. Let K= K, K, then the transfer function
H(s) = ﬁ;f for the sync loop in figure 4-1 can be written as [20]

_ gKLi(s) i
H(s) = s+ KLq(s) (48
Ll(s) = Klfi i :ji (4'9)

where q is an integer used in the frequency divider block shown in figure (4-1), k;s is the
gain of loop filter, Li(s) is the loop filter transfer function as given in (4-9), loop filter
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is a low pass filter that responds to the low frequency component and removes the high
frequency component in (4-4), the parameters 71, 75 in the loop filter transfer function
are design parameters given in [20] such that (71 > 73), they control the bandwidth of
the loop. Substituting for L;(s) in (4-8) and simplifying results in: [13]

 Awys — (Wi K) +w

H(s) = 4-10

() s2 + 2Cwps + w2 ( )
K

n =1 — 411

=1/ (1)
T2 =+ 1/K

== 4-12

=21 (@12

where K = K4 K5 K, w, is the natural frequency, ( is the damping factor. Converting

PLL transfer function for varying wn PLL transfer function when zeta is vatied
T T T

— 0.1%pi% zeta=0.1
0.5%pi™ | : : zeta=0.3
: 0.3"pi* 10 5 zeta=0.5
D —— 0.7 ] zeta=0.7

a5 ‘ ; : ‘ i a .
u] 1 2 3 4 i B 7 1] 1 2 3 4 L3 5] 7
we w1’ we x 10
Figure 4-3: Transfer function of PLL when Figure 4-4: Transfer function of PLL when zeta is
wn is varied varied

the transfer function in (4-10)to its frequency response we get (put s = jw and square
[ H (jw)]) we get
s Wi+ (20wpw —ww? /K)?

’H(jw” - (wTQL _ wg)g + (2(&)”(,«))2 (4_13>

The equivalent noise bandwidth of the loop can be written as [13]

1 o)
B, = 7/ H(jw)|* dw. 4-14

0)|?
(1 + (rwn)?)

By = ——F7-—7-—7- 4-15
The synchronization loop acts like a low pass filter whose bandwidth is based on w,
shown in figure 4-3, if it is large then the loop bandwidth is also large, fast tracking
is possible but at the expense of more jitter due to noise. Low values of w, leads to
narrow bandwidth, hence permitting less noise but at the expense of longer tracking
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Quench phase estimate using PLL
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Figure 4-5: Estimate of quench phase * 10°

time. Figure 4-4 shows the PLL transfer function when ( is varied. If the value of ( is
not used then the error signal do not damp out and the system becomes unstable.
The estimate of the quench phase when the carrier phase is zero is shown in figure 4-5.
A switch S2 is used as shown in figure 4-1 gets connected to the SRO once the quench
is synchronized, and switch S1 which was initially connected to the PLL, is detached.
Since the synch loop will be in open circuit after synchronization, the noise voltage
in the VCO may build up and may lose the frequency lock. To solve this problem we
periodically run the phase locked loop so that synchronization errors caused by noise can
be removed. Since the synchronization is performed based on preambles, we introduce
these preambles at regular intervals in between the data so that synchronization can
be maintained. This period depends upon the time taken by the noise in the VCO to
build up and cause synch errors.

4-3 Relation between the phase jitter on the detection perfor-
mance

As explained in section (4-1), a small phase variation in the quench signal would result
in a large phase error in the carrier. These phase errors in the quench signal are due
to the phase/timing jitter generated at the output of the quench VCO. In this section
the effects of phase and timing jitter in the carrier caused due to the phase and timing
jitter in the quench signal are discussed and also the relationship between phase jitter
in the quench signal and BPSK detection performance is obtained.

The phase noise spectral density at the output of the VCO can be written as [19]
S4,(w) = Sp,,, (W) H(jw)|". (4-16)
where S, (w) is the phase noise spectrum at the input of the PLL, H(jw) is given in
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(4-13). Substituting for H(jw) in (4-16) we get
wi + (2¢wpw — ww? /K)?
(Wi — w?)? + (20wnw)?

Considering the noise at the input of the PLL to be additive white gaussian noise, the

input phase noise spectral density can be written as Sy, = Yo - Substituting this in

2
(4-17) we get

S, (W) = Sp;, () (4-17)

_ Nywp + (20wnw — ww?/K)?
So(w) = 2 (w2 — w?)? + (20waw)? (4-18)

Now the phase noise variance is defined by [21]

1 00
2 _

where m [ |H(jw)|* dw. is called the equivalent noise bandwidth of the loop

H(jw)|? dw. (4-19)

given in (4-14) Substituting for S,,, = % simplifying (4-19) we get

s2 NolH(0)[* (1 + (12wn)?)
$a 2 8Cwy,

(4-20)

Substituting w = 0 in (4-13) we get |H(0)|*> = 1. Therefore, the expression for phase
jitter in the quench VCO in radians is given by

N, (1 + (Town)?)
— I et LV 4-21

Oa \/ 2 8w, ( )
The time jitter at the output of the VCO due to the phase jitter in the input of the

PLL is given by
. 1 % (]. + (Tzu)n)2)
Ora = 2nf,\ 2 8Cwn,

The phase jitter in the carrier signal obtained due to the phase jitter in the quench
signal is then given by

(4-22)

Op. = WeOr, (4-23)
where w, is the carrier frequency. From equations (4-21) and (4-22) we can write

o, = ;j;?q. Substituting this in (4-23) we get

O¢. = ;U¢q rad. (4—24)
q

Equation(4-24) represents the relation between the phase jitter in the carrier caused
due to the phase jitter in the quench VCO. As explained in section (4-1), the carrier
frequency is larger than the quench frequency, hence a small o4, in the quench signal
would result in Z—:a% on the carrier. As given in [13], the probability density function

for phase error (A¢) is given by

exp(y cos(Ag))
211, ()

p(A¢) = (4-25)
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Therefore probability of error (P,) can be written as

1 e
B=1l- 500 /_ PA0) 4o, (4-26)
i W(Loéz)j:(rvf)o(’y))‘ (4-27)
(4-28)

where L,(z) is called 0" order modified Struve function, I,(z) is the 0" order Bessel
function.

The relation between Signal to Noise ratio v and the phase noise variance on the carrier
03, is given by
v=1/0] (4-29)

Bit Error Rate ws 1/phase noise variance

0 g 10 15
1/phase noise variance

Figure 4-6: Bit error rate Vs Phase Noise Variance on the carrier

Figure 4-6 shows the bit error probability for BPSK vs 1/ O'(ic. From the figure we can
see that the higher the 1/ O;c, the lower is the bit error rate. Therefore, for obtaining
a BER about 1073, ‘7;0 should be about 0.1778 rad? and for obtaining a BER about
1075 aic should be about 0.1 rad®. Using (4-24), the required 0'350 can be achieved by
reducing a(%q given in (4-20), which means that the loop parameters such as the natural
frequency, damping factor should be carefully designed so that it reduces the phase
noise variance in the quench signal.

4-4 Summary

This chapter explains the synchronization process for super regenerative receivers. A
phase locked loop technique is used for synchronizing the quench clock with the trans-
mitter clock. The second part of the chapter provides a mathematical analysis for
obtaining the relation between the phase/timing jitter of the quench signal and carrier
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signal. Also the relation between the phase jitter in the carrier and the detection per-
formance is provided. From this analysis it is concluded that, for proper detection, the
phase jitter in the carrier should be within the range 0 < 03)0 < 0.2rad?. This can be

achieved by reducing a(%q given in (4-20).
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Chapter 5

Preamble detection techniques

5-1 Introduction

In digital communication systems, the detection circuit in the receiver decides the
presence and the absence of a transmitted signal. This decision is usually based on
comparing the received signal voltage with a predefined threshold. If the received signal
voltage is greater than the threshold then the presence of the signal is confirmed. The
signal that is transmitted is composed of three parts - preamble, header and payload.
The preamble part mainly contains a SYNC field that provide information to enable
the receiver to perform the necessary synchronization procedures, followed by a Start
Frame Delimiter (SFD) field to indicate the end of the SYNC field and start of the
data part. The header part usually contains signalling information like the modulation
technique used at the transmitter, the time required to transmit the payload and CRC.
The payload contains the actual data to be decoded. The problem statement here is
to develop an algorithm for preamble detection for the given input settings. Given
settings:

e Preamble length is 144 bits, which contains 128 bit SYNC field 16 bit SFD

e The SYNC field is having a sequence of logic 1’s

e SFD field is having sequence {1111 -1 —-1111-11-1-1-1-1-1}
In this chapter, an algorithm for preamble detection based on correlation and energy
detection techniques are presented for the given input settings. Also the performance
of signal detection, that can be measured using probability of detection and error

probabilities like probability of missed detection and probability of false alarm are
analysed.
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Figure 5-1: Flow chart for Signal detection stage, confirmation stage and SFD detection stage
5-2 Algorithm

Let us consider a packet structure shown in figure 5-2. The packet consists of the
preamble part (SYNC, SFD) and payload. The total length of the packet is N bits,
where the first L bits are preamble bits which are divided into a SYNC field of length
P bits and an SFD field of length Q bits. The other N — L bits comprise the payload.
Figure (5-1)shows the flowchart for preamble detection for the given length of the
preamble and its contents. The algorithm has three stages: SYNC detection stage,
Confirmation stage and the SFD detection stage. The flowchart for the algorithm is
shown in the figure 5-1. To begin with, the correlation window is initialized to a length
say 'k" bits, the incoming packets are buffered and grouped into k bits and threshold
value is set for detection. In the SYNC detection stage, the receiver checks if the
incoming signal is detected for the presence of any data. This detection can be done
in two ways: a) Based on Correlation based (explained in section (5-2-1)) b) Based on
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Energy detection (explained in section (5-2-5)).

L bits ————>

Figure 5-2: Packet structure

If the signal is detected, the system

enters to the confirmation stage where the presence of data is confirmed. After this, the
SFD sequence is searched in the received signal. Once the SFD sequence is detected,

decoding of the payload starts.

5-2-1 Threshold setting

Master of Science Thesis
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The detection problem that is considered here is to differentiate between the following
hypotheses:

where Y [n] is the received signal, which in the presence of data S[n] will assume the
form presented in H; and W{n] is the additive white gaussian noise with zero mean
and variance 0. The received signal Y[n], in the presence of data, has a gaussian

probability density function with mean p variance o2.

2

- 1 — (ys - M)
p(yS) - \/We 20_2 (5-3)

In the presence of noise with 0 mean and variance o only the distribution is given by

1 Y2
— - In_ 4

In order to detect the presence of the signal, we correlate the received sequence with the
known preamble, if the correlation peak is greater than a predefined threshold then the
signal is said to be detected. For proper detection, the threshold should be determined
correctly. The procedure of threshold detection is explained in the flowchart given
figure (5-3)

Let x, be the first k bits of the preamble sequence having a structure explained in
section (5-2) and let y, be the first k bits of the received sequence. The correlation
output in the presence of the signal can be written as [13]

Reym) = 3 )yl +m) (5-5)

R,,(m) reaches a maximum value when there are no lags i,e. m = 0. Therefore we can
write

Ry (0) = ;I(n)y(n) (5-6)

The probability density function of R,,(0) is given by

]‘ —_ (yS - /’Lny)Q
P\Tz 5-7
() = e 57
k
fR., = D x(i)p; (5-8)
i=1
k
UIQ%W = 2*(i)o” (5-9)
i=1

Deepak Shastry Ravishankar Master of Science Thesis



5-2 Algorithm 35

where pp,, and O'%zy are the mean and variance respectively. In the presence of noise
only, Y[n] will be equal to Wn] as given in (5-1). Therefore, we can the write the
probability density function of R,,(0) for hypotheses H, as

p(rn) = L o (5-10)

2 2
A/ 27raRzy QURW

(5-11)

this distribution is gaussian with mean 0 and variance same as O’%xy given in (5-9). The
threshold estimate is given by mid point between the means can can be written as

7, =" o (5-12)

5-2-2 SYNC detection and confirmation

In this stage, the arrival of the packet is detected at the receiver. The flowchart for
detection is shown in the figure 5-1. The received signal is correlated with the first k
bits of the preamble. If the peak value of the resulting signal crosses the threshold,
then the signal is detected and the system will go into the confirmation stage, if the
signal is not detected then the procedure is repeated again. The confirmation stage
is basically used to confirm the detection of the signal and is shown in the flowchart
in figure 5-1. The steps of the confirmation stage are same as for the detection stage
except for the fact that the SYNC detection stage is executed several times and the
peak value obtained in each iteration is averaged and this result is compared with the
threshold. If this value is greater than the threshold then the system will move to SFD
detection stage, else the system is looped back to the SYNC detection stage.

5-2-3 SFD Detection

In SED detection, the known SFD sequence is correlated with the received packet. If
the correlation result has a maximum value that exceeds the threshold then the SFD
sequence is detected and from this point onwards the payload decoding process starts.
If the maximum value of correlation is not longer than the threshold then the SFD
search process repeats. The procedure for SFD detection is shown in the figure (5-1).
A counter is initialized at the start of the SFD algorithm, it is incremented each time if
the SFD is not detected. A maximum limit is set until which the SFD sequence search
is to be done and this limit is given by maxcountzw. When the counter value
gets greater than max oy, then the system will restart the algorithm and the preamble
search algorithm repeats. Figure 5-4 shows the simulation graph for SFD detection,
from the figure we can see that the received signal is correlated with the SFD sequence

at 260" sample.
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5-2-4 Performance Analysis

The performance for signal detection is determined by the probability of detection and
the error probabilities: probability of false alarm and probability of missed detection.
The probability that the signal, when present, will be detected is called the probability
of detection (P,). The probability that a noise fluctuation will be mistaken for a signal
is called the probability of false-alarm (Pf,). The probability at which the receiver
wrongly detects or does not detect the transmitted symbols is called the probability
of missed detection (P,,4) [22]. Mathematically, the probability of detection and false
alarm after the SYNC detection stage is given by,

P, = / D(ray) dray. (5-13)
Th

Pra = / p(ry) dry. (5-14)
Th

Since we are using a preamble structure as explained in section (5-2), p,4, given in (5-7)
has mean and variance ptp,, = k and O-%ny = ko? respectively, and p,,, has 0 mean and
variance same as og,,. Substituting for p,, and p., from (5-7) and (5-10) in (5-13)
and (5-14) respectively we get

rxy /“’LRzy ) d

Pam—— [ e Fay- 5-15
T 1/27TUR Ty, 207 Ray Y ( )
Pazi/ 1 gy 5-16
f /27-‘-0—}2%Iy Th 20'12%121 ( )
(5-15) and (5-16)can be simplified by applying the following transformations.
5 = Tzy —HRxy
ORxy
) dz = dr=v
Transformations for(5-15) 70 Ry . (5-17)
z = 7%: Aoy it ryy, =T,
Z =00 if ryy = 00
v = U;"
dv = dr
Transformations for(5-16) phey (5-18)
v = UR};y if r, =Ty,
V= 00 if r, = o0
Then,
T, — T
P Q(fzﬂRy) (5-19)
O Rxy
T,
P = Q( < ) (5-20)
O Ray
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Substituting for T}, from (5-12), ptgsy and ogyy in (5-19) and for 7), and gy, in (5-20)
we get Py and Py, after detection of SYNC bits.

Vki

P, = - — 5-21
=0~ % (5-21)
Vki

Pro =Q| —

] Q( o
where o is the standard deviation of noise. We know that signal to noise ratio v can
be written as v = % Therefore, we can write o = ,/‘2/—72. Substituting for o in (5-21)

and (5-22) we get
PySYNC) = Q( — \/ka”?) (5-23)

Pr(SYNC) = Q (@) (5-24)

where v is the signal to noise ratio defined at the input of preamble detection stage.
In the confirmation stage, the correlation is performed for several iterations and the
maximum value obtained in each iteration is averaged and this result compared with
the threshold. Assuming that i number of iterations are performed in the confirmation
stage, the probability of detection and false alarm after confirmation stage can be

written as
Py(Conf) = Q( —/ 5%) (5-25)
Pro(Conf) =@Q (\/ 5@) (5-26)

In the SFD detection stage, a known SFD sequence is correlated with the received signal.
The probability of detection (P,;(SF D)) and probability of false alarm (Py,(SF D)) for
SED detection stage will result in the same expression as derived for SYNC detection
stage. The total probability of true detection and false alarm after SYNC detection
and Confirmation stage can be written as [23]

(5-22)

Py(SYNC + Conf) = Py(SYNC)Py(Conf|SYNC)
— P,(SYNC)Py(Conf) (5-27)

Pio(SYNC + Conf) = Pso(SYNC) P (Conf|SYNC)
= P4o(SYNC)Ppo(Conf) (5-28)

Now the total probability of detection Py(total) and false alarm Py, (total) obtained
after all the three stages can be written as

Py(Total) = Py(SYNC + Conf)Py(SFD|SYNC + Conf)
= Py(SYNC)Py(Conf)Py(SFD)  (5-29)

Pio(SYNC + Conf) = Pio(SYNC + Conf)Pro(SFD|SYNC + Conf)
= P (SYNC)Pso(Conf)Pr,(SFD)  (5-30)
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Figure 5-8: Probability of true detection

Writing (5-29) and (5-30) in terms of ) functions we get
k ki k
Pd(TotaZ):Q(—,/z‘;?>Q<—,/2ZVZ>Q<—,/2‘ZQ> (5-31)
k ki k
Pyo(Total) = Q(\/WZ)Q(\/;VZ)@Q/ 2;) (5-32)

Figures 5-5, 5-6 and 5-7 shows the plots for the total probabilities of detection, miss
detection and false alarm for a correlation window size k = 8 bits and 16 bits. For
correlation window size 8 bits SFD sequence {1 —1 — 111 — 11 — 1} is used.

From figure 5-5 we can see that if the window size "k" is longer then the probability of
true detection increases, this is because as k increases the Q functions in the probability
of detection increases as given in the expression (5-31). Also we observe that as SNR
increases, the detection probability achieves a maximum value.

Figures 5-6 and 5-7 shows the missed detection probability (P,,4(total)) and probability
of false alarm, P,,4(total) is obtained from 1— P,(total), from the figures we can observe
that Pg(total) for k=8 is higher than P,,4(total) for k=16. The same is observed for
Ppo(total).

5-2-5 Energy based SYNC detection

Section (5-2-2) explains correlation based SYNC detection where the received signal is
correlated with the known SYNC bits in the preamble. Another technique for perform-
ing SYNC detection is by calculating the energy of the received signal, in this method
the SYNC bits need not be known at the receiver. If the energy of the received signal
rises above a pre-defined threshold, then we say that the SYNC is detected. The same
algorithm explained in section (5-2) is followed, the only difference is that we perform
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energy based SYNC detection instead of correlation based SYNC detection. An op-
timum threshold (b,) must be chosen so that it minimizes the total error probability.
This threshold can be derived as follows.

As explained in section (5-2-1), let x; be the first k bits of the preamble and let y
be the first k bits of the received sequence. The energy detection output R,, can be
written as [24]

Ry, = 2_:1 lyr(n)|? (5-33)

Therefore, the (R,, ) has chi-squared distribution and non-central chi-squared distribu-
tion for hypothesis Hy and H; respectively. As explained in [25], according to central
limit theorem, (R,,) is asymptotically normally distributed if k is > 20. Hence, we can
model the statistic of (R,,) as

0,0 Hy,
Ryk ~ N(ﬂ 70_3) 0 (5_34>
N(ﬂ’l) 01) Hl
where the values for i, 1, 02, 0% are given as [13]
tho = 2ko? (5-35)
o, = 4ko! (5-36)
p1 = k(202 +V?) (5-37)
o1 = k(40* + 40°V?) (5-38)
(5-39)
As explained in section (5-2-4), the expressions for P4 and Py, can be written as
b, —
Pmdzl—Q< ‘“) (5-40)
01
bo — Mo
P, =Q - (5-41)

The overall probability of error is the sum of the error probabilities P, and Py, and

can be written as
bo - bo - Mo
Pezl—Q( “1>+Q< “) (5-42)

01 Oo

The threshold b, should be chosen such that it minimizes P,, this can be done by
partially differentiating P, w.r.t b, and equating it to 0 as shown below.

3Q<bouo> a@(lbm)
- “J_y (5-43)

0b, 0b,
where, % =— \/ﬁae*(%). Using this in (5-43) and simplifying we get

1 bo_:uo ? 02 1 bo_l/ll ?
- S A -44
¢ 2( o, ) (0%)6 2( o (5 )
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Taking natural log on both sides and simplifying we get

. 2 . 2 2
(bo /JJ1> . (bo /Lo> _ 210g <O-;> (5_45)
01 O, 01

simplifying further we get

(02 — 07)bg + 2b,(po07 — p1o2) + pl?o? — pot = 20207 log(=2) (5-46)

2
Os
ot

Substituting for p,, ui, o2, o7 in (5-46) and simplifying we get the expression for

threshold b, which minimizes the total probability for error

2 241 p2-212  Sko'o 2 o’
bo:kU + k’O‘ ‘f‘k’O’V —W(U +V)10g m (5—47)

After SYNC detection, the probabilities of detection and false alarm can be written
as shown in (5-19) and (5-20). During the confirmation stage, the energy of several
SYNC packets are found, averaged and this result is compared with a threshold. Due
to averaging the variances o2 and o% will be reduced by a factor of number of averages.
SFD detection is performed in the same way as explained in section (5-2-3). Figures
5-8, 5-9 and 5-10, shows the plots for total Py, P,q and Py, respectively for k=32. From
the figure 5-8 we can see that as expected the probability of true detection increases
as the SNR increases. From the plots of the probabilities of miss detection and false
alarm, as expected, we observe the error probabilities reduces as SNR increases.

5-3 Summary

In this chapter, the algorithms for preamble detection based on correlation and energy
are introduced and the performance for both techniques are analysed. Comparing the
performance curves of both the techniques we can conclude that the total detection
probability for correlation based SYNC detection is better compared to energy based
detection.
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Chapter 6

Conclusion and Future scope

6-1 Conclusion

In this thesis, a mathematical model for the super regenerative receiver for BPSK
modulated signals in the presence of AWGN were discussed. Two architectures for
demodulating BPSK and DPSK signals using super regenerative receiver were intro-
duced. In the first architecture, a DPSK signal was converted into an OOK signal using
a delay circuit and an adder and then the conventional Super Regenerative Receiver ar-
chitecture was used to detect OOK symbols. In the second architecture, the BPSK and
DPSK signals were demodulated using a super regenerative receiver without converting
them to OOK signals. Both the architectures were compared based on performance
and power and it was concluded that the second architecture is much better in terms
of performance and power.

A system model for quench synchronization was presented and a mathematical analysis
is done for obtaining the relation between the phase/timing jitter of the quench signal
and carrier signal. Also the relation between the carrier phase jitter on the detection
performance is provided. From this analysis it can be concluded that, for limiting the
phase jitter, the loop parameters such as the natural frequency, damping factor, over all
loop gain should be carefully designed so that it reduces the phase jitter in the quench
signal.

Finally, algorithms for preamble detection based on correlation and energy techniques
were introduced and the performance for both techniques was obtained. Comparing
the performance curves of both techniques we can conclude that the total detection
probability for correlation based SYNC detection is better compared to that of energy
based detection. However, for energy based detection, the receiver does not need the
prior knowledge of SYNC the bits.
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6-2 Future Scope

e This project mainly focuses on analysis in an AWGN channel. The analysis of the
proposed architectures can be extended for the case of fading channels.

e The mathematical analysis for super regenerative architectures are performed con-
sidering the input pulse shape to be rectangular. Different pulse shaped can be
employed and their effects on synchronization can be analysed.

e The quench signal considered in this thesis is sinusoidal, various other quench
signals could be employed and their effect on the detection performance can be
analysed.

e [t is worth while extending the current research for other PSK modulation schemes.
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Appendix A

Receiver specifications 2.4 GHz and 1
GHz super regenerative receiver

A-1 Receiver specifications for 1 Mbps 2.4 GHz super regenerative

receiver

Parameters Data rate -1 Mbps | Unit
Supply Voltage 1.2 \Y
Reception center frequency 2.45 GHz
Quench shape Sinusoidal

-3 dB bandwidth 5 MHz
Sensitivity Level (BER= 1073) | -92 dBm
IP3 -23 dBm
Leaked power at the antenna -67 dBm

A-2 Receiver specifications for 100 kbps 1 GHz super regenerative

receiver

Parameters Data rate -100 kbps | Unit
Supply Voltage 1.2 \Y
Reception center frequency 1.032 GHz
Quench shape Sinusoidal

Quench frequency 1 MHz
Sensitivity Level (BER= 10"3) | -107.5 dBm
Leaked power at the antenna -75 dBm
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Appendix B

Cable design features

Coble design
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Appendix C

Specific Test Report

Specific Test Report

Type:
Artno.:
Serial no.:
Frequency IL min 821 RL max $11 F'{\ no..
Range [GHz] 98] [dB] Ring no.:
Cable length:
0.05000 - 1.84500  -3.610 -21.963 Test length:
1.84500 - 3.64000 -5.284 -33.697 Connector 1:
3.64000 - 5.43500 -5.628 -30.379 Connector 2:
5.43500 - 7.23000 ~7.807 -28.658 Cable:
7.23000 - 9.02500 -8.946 -23.103 Meas. System:
9.02500 - 10.82000  -10.020 -23.456 .
10.82000 - 1261500 -11.013 «27.318 Time:
12.61500 - 14.41000  -11.937 -27.01 Date:
14.41000 - 16.20500 -12.848 -25.513 Inspected by:
16,20500 - 18.00000 -13.715 -21.817
Start Freq.:
Stop Freq.:
Meas Points:

Source Power:

() Remarks: VK 38584011 Temp. 23°C
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Glossary

Acronym

Abbreviation

AM
ADC
ASK
AWGN
BER
BPSK
CRC
DBPSK

EbNo
LNA
OOK
PDF
PLL
PSK
QO
RF
SFD
SNR
SRO
SRR
SYNC
TRF
VCO
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Analog Modulation

Analog to Digital Converter
Amplitude Shift Keying
Additive White Gaussian Noise
Bit Error Rate

Binary Phase Shift Keying
Cyclic Redundancy Check
Differential Binary Phase Shift
Keying

Energy per bit to Noise Ratio
Low Noise Amplifier

On Off Keying

Probability Density Function
Phase Locked Loop

Phase Shift Keying

Quench Oscillator

Radio Frequency

Start Frame Delimiter

Signal to Noise Ratio

Super Regenerative Oscillator
Super Regenerative Receiver
Synchronization

Tunable Radio Frequency
Voltage Controlled Oscillator
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List of Symbols

Symbols

Meaning
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Maximum Amplitude of the signal
transmitter carrier frequency in ra-
dians

BPSK symbol phase

maximum amplitude of the quench
signal

Receiver operating frequency
Sensitivity curve of the super re-
generative receiver

Noise variance at the output of the
super regenerative oscillator

Mean value at the output of the
super regenerative oscillator
Signal to Noise ratio

Threshold

Zeroth order modified bessel func-
tion

Carrier Frequency

Quench Frequency

Data rate

Natural Frequency

Damping factor

Zeroth order modified Struve func-
tion

Total Probability of error

Phase noise variance on the carrier
Phase noise variance on the quench
Probability of detection
Probability of miss detection
Probability of false alarm
Correlation output
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