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We introduce a framework for the control of discrete-time switched stochastic systems with
uncertain distributions. In particular, we consider stochastic dynamics with additive noise whose
distribution lies in an ambiguity set of distributions that are e—close, in the Wasserstein distance
sense, to a nominal one. We propose algorithms for the efficient synthesis of distributionally
robust control strategies that maximize the satisfaction probability of reach-avoid specifications
with either a given or an arbitrary (not specified) time horizon, i.e., unbounded-time reacha-
bility. The framework consists of two main steps: finite abstraction and control synthesis. First,
we construct a finite abstraction of the switched stochastic system as a robust Markov decision
process (robust MDP) that encompasses both the stochasticity of the system and the uncertainty
in the noise distribution. Then, we synthesize a strategy that is robust to the distributional
uncertainty on the resulting robust MDP. We employ techniques from optimal transport and
stochastic programming to reduce the strategy synthesis problem to a set of linear programs, and
propose a tailored and efficient algorithm to solve them. The resulting strategies are correctly
refined into switching strategies for the original stochastic system. We illustrate the efficacy of
our framework on various case studies comprising both linear and non-linear switched stochastic
systems.

1. Introduction

Switched stochastic systems are a ubiquitous class of control systems due to their capability to capture digitally controlled
physical systems affected by noise. In this class, a controller can switch among a finite set of modes to achieve the desired
behavior [1]. Systems that can be represented with such models are found in various real-world applications, including robotics [2]
and cyber-physical systems [3]. These systems are often safety-critical, requiring formal guarantees of correctness, and their noise
characteristics are uncertain, with statistical properties only available through the use of statistical estimation techniques and possibly
subject to distributional shifts [4]. However, formal control synthesis and verification methods for switched stochastic systems
typically assume exact and known noise characteristics. We aim to address this fundamental gap in the literature and focus on
the following question: how to derive formal guarantees for stochastic systems with uncertain noise characteristics?

In this work, we introduce a formal framework for synthesis of distributionally robust control strategies for discrete-time switched
stochastic systems with uncertain noise distribution under reach-avoid specifications. More precisely, we consider switched stochastic
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systems with general dynamics (possibly non-linear) with additive noise in each mode, and while the exact probability distribution
of noise is unknown, we assume it belongs to a prescribed Wasserstein ambiguity set, i.e., the set of possible distributions defined as
a ball of radius £ > 0 around a nominal distribution under the Wasserstein distance [5,6]. For instance, such a set can be estimated
using data-driven techniques, e.g., see [5]. The probabilistic reach-avoid specification can include an arbitrary or predefined time
horizon to reach a target set. Such specifications aim to establish a lower bound on the probability of reaching a goal region
while avoiding undesired configurations, and are the basis of logical properties such as syntactically-cosafe Linear Temporal Logic
(sc-LTL) [7], LTL over finite traces (LTLf) [8], and Probabilistic Computation Tree Logic (PCTL) [9].

The framework consists of two main steps: (i) construction of a finite abstraction of the stochastic system in the form of an
uncertain Markov decision process (MDP) [10,11], also known as robust MDP, and (ii) optimal robust strategy synthesis on the
robust MDP. For the abstract construction, we first discretize the state space, and then use the nominal noise distribution (center of
the ambiguity set) to compute bounds on the transition probabilities between the discrete regions. This results in a nominal Interval
MDP (IMDP) [12,13] that contains the discretization error but not the distributional uncertainty. We then lift the ambiguity set
from the noise space to the space of transition probabilities of the IMDP, and embed it as uncertainty, resulting in a robust MDP.
Hence, the obtained robust MDP accounts for the distributional ambiguity in the original system as well as the discretization error.

Next, we synthesize an optimal strategy on the robust MDP that is robust with respect to the uncertain transition probabilities of
this model. To that end, we first introduce a value iteration method to maximize the robust (worst-case) probability of satisfying the
reach-avoid specification on the robust MDP. We prove that, for the unbounded-time specifications, the value iteration converges to
the maximum worst-case probability of satisfaction. We then leverage recent results from distributionally robust optimization [4] to
reduce value iteration to the solution of a set of linear programs, improving efficiency. Further, for unbounded-time properties, we
show that stationary strategies are sufficient to obtain the optimal worst-case probability, based on which we introduce an algorithm
for the extraction of such an optimal and robust strategy. We also formally prove the correctness of our framework for the original
switched stochastic system. Finally, we illustrate the framework on four case studies including both linear and non-linear systems
and for various ambiguity sets.

In short, the contributions of this work is fivefold:

» a framework for formal reasoning for distributionally-uncertain switched stochastic systems,

» an abstraction procedure to construct a finite robust MDP for nonlinear switched stochastic systems with additive uncertain
noise,

+ a robust strategy synthesis algorithm for robust MDPs with unbounded-time reachability specifications,

+ an efficient robust optimization method via a dual formulation of linear programs, and

+ a set of illustrative case studies and benchmarks for empirical evaluation of the framework.

1.1. Previous work

A preliminary version of this work appeared in [14], which the current manuscript extends in several aspects. First, in this
paper, we present a new algorithmic approach to perform value iteration, which substantially improves the one in [14] in terms
of computational efficiency: an improvement of two orders of magnitude is observed empirically. Furthermore, work [14] only
considers finite-time reachability properties, whereas in this paper, we extend our results to unbounded-time reachability properties
and prove convergence of value iteration and optimality of stationary strategies in this setting. We also introduce a method of
extracting such a strategy, which is often ignored in the literature. Finally, we extend the experimental evaluations with a system
subject to distributional shifts and an example of a system under a complex specification given as a temporal logic formula. With
the exception of Sections 6.1.2, 6.3 and the corresponding(Appendices B and C), all the theorems and definitions remain the same
as in [14]. Section 6.2 has been revised to account for the case of disturbances with a bounded support. The new case studies are
presented in Sections 7.3 and 7.4. We also benchmark the new algorithm in Section 6.3 against the one in [14] to illustrate its
computational superiority.

1.2. Related work

Formal verification and synthesis algorithms have been studied for switched stochastic systems either employing stochastic
barrier functions [15] or abstractions in the form of finite Markov models [16-20]. Within the latter, many works (e.g., [3,13,21-23])
have employed interval Markov decision processes (IMDPs) as abstract model of choice, a class of Markov decision processes in which
the transition probabilities belong to intervals [12,24] and that admits efficient control synthesis algorithms [3,13]. In the literature
it is a common assumption that both the dynamics and noise distribution of the system are assumed to be exactly known. This
in practice is an unrealistic assumption and often violated in the presence of, e.g., unmodeled dynamics, distributional shifts, or
data-driven components.

More recently, researchers have proposed the use of machine learning algorithms, including neural networks and Gaussian
processes, to synthesize formal control strategies when the dynamics are (partially) unknown or too complex to be modeled [25-27].
Yet, these works focus on the unknown dynamics and do not address the case of inexact knowledge of the probability distribution of
stochastic variables in the dynamics. Another line of research tackles the opposite setting, in which the dynamics are known exactly
but the probabilistic behavior of the system must be inferred from samples of the random terms [28,29]. Our setting is related to
the latter in the sense that we consider ambiguity regarding the distribution of the random terms. However, our approach is general
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with respect to the source of ambiguity, which encompasses the data-driven setting and those of distributionally robust control and
robustness against distributional shifts.

Ambiguity sets are typically employed in distributionally robust optimization (DRO) to describe sets of probability distributions
with respect to which one aims to make robust (optimal) decisions [30]. A typical way of defining an ambiguity set is as a set of
probability distributions that are close to some nominal one. Depending on the employed measure of closeness, ambiguity sets can be
constructed based on: moment constraints [31,32], statistical divergences [33], or optimal transport discrepancies [6,34,35] like the
Wasserstein distance. Wasserstein ambiguity sets, as considered in this paper, constitute a particularly convenient description for am-
biguous distributions in data-driven problems. The Wasserstein metric penalizes horizontal dislocations between distributions [36],
providing a way to describe ambiguity sets that have finite-sample guarantees of containing the true distribution [37]. Furthermore,
Wasserstein ambiguity sets enable the formulation of tractable DRO problems [5]. In [38] dynamic aspects of distributional
uncertainty under optimal transport ambiguity are studied. In particular, [38] studies the evolution of Wasserstein ambiguity sets
for systems with unknown state disturbance distribution. Also, [39] developed a risk-aware robot control scheme avoiding dynamic
obstacles whose location is dictated by an ambiguous probability distribution.

A class of Markov processes that is closely related to robust MDPs are distributionally robust Markov decision processes (DR-
MDPs) [40-42]. These are MDPs with transition probabilities dependent on uncertain parameters that lie in some ambiguity set.
DR-MDPs and robust MDPs are substantially different as the latter do not consider any additional probabilistic structure over the
ambiguous distributions to signify which uncertainty model is more likely to occur. Planning algorithms for complex specifications
and diverse classes of robust Markov models have been already considered in the literature [10,13,19,43]. However, none of
them addresses the main contribution of this work, which is how to combine these algorithms with optimal transport techniques
to formally abstract and synthesize strategies for continuous-space dynamical systems with uncertain distribution of the noise.
Moreover, the robust MDPs over which we synthesize strategies in this paper generalize the ones considered in [19,43]. These
works assume that the transition probabilities of their robust MDPs vanish at the exact same states for all transition matrices.
Here, we alleviate this restriction, which provides us substantial modeling flexibility as we can handle for instance data-driven
ambiguity sets whose reference distribution, obtained from samples, is bounded even when the data-generating distribution may
not be. This leads to the final key contribution of our paper, which is the rigorous synthesis of optimal strategies for infinite horizon
reachability specifications for a broader class of robust MDPs. In addition, unlike [19,43], our approach does not require identifying
and eliminating end components as a pre-processing step, which suffers from exponential complexity for general robust MDPs [44].

2. Basic notation

The set of non-negative integers is denoted by N, := Nu {0}. Given a set A, |A| denotes its cardinality. Given #,m € N, with
¢ < m, we employ [¢ : m] for the set {¢#,7 + 1,...,m}. We also use this notation when m = o to denote the set {¢,7 + 1,...}.
For a separable metric space X, B(X) denotes its Borel s-algebra and D(X) the set of probability distributions on (X, B(X)). When
X is discrete and y € D(X), y(x) := y({x}) is the probability of the event described by the singleton {x}. Let ¢ : X X X — Ry,
be a continuous cost function defined over the product space X x X. The optimal transport discrepancy between two probability

distributions p, p’ € D(X) is defined as
T.(p,p)) ;== inf / c(x, y)ydr(x, ), 2.1

XxX

€l (p,p)

where IT(p, p’) is the set of all transport plans between p and p’, a.k.a. couplings, i.e., probability distributions = € D(X x X) with
marginals p and p’, respectively. Since cost ¢ is non-negative, 7, provides a discrepancy measure between distributions in D(X). By
continuity of ¢, there always exists a transport plan z for which the infimum in (2.1) is attained [45, Theorem 1.3].

Assume that X is equipped with a metric d. Given s > 1, we denote by D,(X) the set of probability distributions on X with finite
sth moment, i.e.,

DS(X)={peD(X):/d(x,y)“dp(x)<ooforsomeyeX}.
X

1
The discrepancy W, := (Ts)s is then also a metric in the space D (X) coined as the s-Wasserstein distance [45]. Additionally, we
use bold symbols, e.g., v, to denote random variables and non-bold symbols to denote the respective realizations, i.e., v.

3. Problem formulation

Consider a discrete-time switched stochastic system given by:
Xpp1 = Su, (X) + Vs (3.1

where k € N, x, takes values in R”, u, € U, and U = {1, ..., m} is a finite set of modes or actions. For every u € U, f, : R" - R"
is a possibly non-linear continuous function. The noise term v, is an independent random variable that takes values in R" with a
distribution p"® that is identically distributed at each time step. We assume the exact noise distribution is unknown, but it is e-close
to a given (nominal) distribution as detailed below.

Assumption 3.1. The distribution pz,“le is e-close (in the s-Wasserstein sense) to a known distribution p, € D (R"), which we call
nominal, i.e., ptvrue € P, :={p e D,R") : W,(p.p,) < e}, where W, is determined by the metric d(x,y) = ||x — y||, where || - || is the
Euclidean norm.
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Intuitively, x, is a stochastic process driven by the additive noise v,, whose distribution is uncertain but close to a nominal
known distribution in the s-Wasserstein metric. Consequently, System (3.1) represents a large class of controlled stochastic systems
with additive and uncertain noise. Such systems arise, for instance, in data-driven settings, where measure concentration results [37]
can be employed to build a Wasserstein ambiguity set from data of v, with high confidence [5], or in settings in which one wants
to synthesize strategies able to cope with distributional shifts of the noise.

Let w, = xoﬂ X 2 .. bea path (trajectory realization) of System (3.1) and denote by w, (k) = x, the visited state at time k
in the sequence w,. Further, we denote by o the prefix of finite length k + 1 of w,, and by last(¥) the last state of the finite path
w’;, i.e., x;,. We also denote by Q% the set of paths of infinite length and by .Qf(i“ the set of all paths with finite length, i.e, the set
of prefixes ot = xo—'ﬁ X LR N x; for all k € N. Given a finite path, a switching strategy selects an action, corresponding to
a mode of System (3.1).

Definition 3.2 (Switching Strategy). A switching strategy o, : 2'" — U is a function that maps each finite path o* € Qfi" to an action
u € U. We say that a strategy is memoryless (Markovian) if it only depends on last(w*) and k. Furthermore, if a memoryless strategy
does not depend on k, we call it stationary.

For any p, € P,,u € U, X € BR"), and x € R", let
T;,‘L_(X [ x) =/1X(fu(X)+l7)pU(l7)dl7 3.2)

be the stochastic transition kernel induced by system (3.1) with noise fixed to p, in mode u € U, where 1y is the indicator function
with 1y(x) = 1 if x € X, and 14(x) = 0 otherwise. From the definition of TI]“U(X | x) it follows that, given a strategy o, a noise
distribution p,, and an initial condition x,, System (3.1) defines a stochastic process on the canonical space (R")N with the Borel
sigma-algebra B((R")Y) [46]. In particular, by the Ionescu-Tulcea theorem, the kernel T », generates a unique probability distribution
P;U 0% over the paths of system (3.1) originating from x, such that for each k € N

P07 [0,(0) € X1 = 1 (x)),

k—1
PO w,(k) € X | '] = T (X [ o (k = 1)).

Pv

In this paper we consider both finite-time and infinite-time probabilistic reach-avoid specifications for System (3.1).

Definition 3.3 (Reach-avoid probability). For a time horizon K € N, U {0}, a bounded safe set X, a target region Xigt C X and an
initial state x, € X, the reach-avoid probability Pcueh(X, X4, K | X, 0, p,) is defined as:

Preach()(’)(tgt7 K | X0>0x> pu) =

P;‘UO"’-* [Fk €10 : K1| wy(k) € Xige A VK <k, oy(k') € X]. (3.3)

We can now precisely formulate our problem, which is to synthesize control strategies that are robust to all distributions in the
set P,.

Problem 3.4 (Switching Strategy Synthesis). Consider the switched stochastic system (3.1), its corresponding ambiguity set P,, a
bounded safe set X, and a target region X, C X. Given an initial state x, € X, a probability threshold py, € [0,1], and a horizon
K € Ny U {0}, synthesize a switching strategy o, such that, for all p, € P,,

Preach (X, Xy, K | X9, 04, P) 2 Pyp- 3.4

Remark 3.5. Note that, while our focus on reach-avoid specifications in Problem 3.4, the proposed framework can be easily used
for more complex logical specifications, such as scLTL, LTLf, and PCTL specification, which reduce to reachability problems. We
illustrate this in an example in Section 7.4, where we synthesize a strategy for an LTLf specification.

3.1. Overview of the approach

To approach Problem 3.4, we construct a finite-state abstraction of System (3.1) in terms of a robust MDP as detailed in Section 5.
In Section 6, we show how to synthesize an optimal strategy on the resulting abstraction. In particular, we prove that, while in the
case of finite-time reachability specifications the optimal strategy is Markovian, the optimal strategy for an unbounded-time (infinite
horizon) reachability property is stationary. We prove that in both cases an optimal strategy can be synthesized by solving a finite
set of linear programs, thus guaranteeing efficiency. We then refine the resulting strategy into a switching strategy for System (3.1)
and show how the robust MDP abstraction provides upper and lower bounds on the probability that System (3.1) satisfies the
specification under the refined strategy.
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4. Preliminaries
4.1. Robust Markov decision processes

Robust MDPs are a generalization of Markov decision processes in which the transition probability distributions between states
are constrained to belong to an ambiguity set [10,47].

Definition 4.1 (Robust MDP). A robust Markov decision process (robust MDP) is a tuple M = (Q, A, I'), where

« Q is a finite set of states,

» A is a finite set of actions, and A(q) denotes the set of available actions at state q € Q,

* I' = {I, ,}4e0.qea is the set of possible transition probability distributions of M, where I, , € D(Q) is the set of transition
probability distributions for state-action pair (¢, a) € O X A(g).!

A path of a robust MDP is a sequence of states w = %ﬁ) aq i qzﬁ ... such that a;, € A(q,) and there exists y € I, , with
¥(grs1) > 0 for all k € N. We denote the ith state of a path w by w(i), a finite path of length k + 1 by »* and the last state of a finite

path of™ by last(wfi"). The set of all paths of finite and infinite length are denoted by 2" and (, respectively.

Definition 4.2 (IMDP). An interval MDP (IMDP) [3,21], also known as bounded-parameter MDP (BMDP) [12,24], is a class of robust
MDP I =(Q, A, I') where I' has the form

I,,={r€DQ) : Pq.a.q)<y(q) < P(g.a.q) forall ¢ €0}, 4.1)

for every ¢ € Q, a € A(q). The bounds g,ﬁ are called transition probability bounds, for which it must hold that, for every state
q € O and action a € A(g), 0 < P(q,a,q) < P(g,a,¢) < 1 and ¥ 1o P(q.a.4") S 1 < ¥ e Plaa,q").

The actions of robust MDPs and IMDPs are chosen according to a strategy ¢ which is defined below.

Definition 4.3 (Strategy). A strategy ¢ of a robust MDP model M is a function ¢ : 2" — A that maps a finite path «*, with k € N,
of M onto an action in A(last(w!™)). If a strategy depends only on last(»!™) and k, it is called a memoryless (Markovian) strategy,
and if it only depends on last(w'™), it is called stationary. The set of all strategies is denoted by X, and the set of all stationary
strategies by X..

Given an arbitrary strategy o, we are restricted to the set of robust Markov chains defined by the set of transition probability
distributions induced by o. To reduce this to a Markov chain, we define the adversary [12] (called “nature” in [10]), to be the
function that assigns a transition probability distribution to each state-action pair.

Definition 4.4 (Adversary). For a robust MDP M, a (Markovian) adversary is a function ¢ : O X A xN;, - D(Q) that, for each state
q € 0, action a € A(q) and time instant k € N, assigns an admissible distribution Yga € Tga- The set of all Markovian adversaries
is denoted by =,,.

For an initial condition ¢, € Q, under a strategy and a valid adversary £ € =,,, the robust MDP collapses to a Markov chain
with a unique probability measure defined over its paths. With a small abuse of notation, we denote this measure by Pg‘)"’.

5. Robust MDP abstraction

To approach Problem 3.4, we start by abstracting System (3.1) into the IMDP T= (0, A, f) with the noise distribution fixed to the
nominal one, p,,. In this way, we embed the error caused by the state discretization into 1. After that, we expand the set of transition
probabilities I of T to also capture the distributional ambiguity into the abstraction, obtaining the robust MDP M = (Q, A, I'). Note
that the sets of states Q and actions A are the same in 7 and M. Below, we describe how we obtain Q and A, and in Section 5.2
we consider the set of transition probability distributions I".

5.1. States and actions

The state space Q of M is constructed as follows: consider a set of non-overlapping regions Q. = {41, 43, .- gjg,,,,| } Partitioning
the set X so that either ¢n X, =@ or ¢N (X \ X)) = ¥ for all g € Oy, We denote by O, the subset of Oy, for which gn X, = ¢
and assume that it is a partition of Q,,,. The states of the abstraction comprise of Q. and the unsafe region g, := R" \ X, hence,
0 = Qg U {q,}. We index Q by N = {1,..., N}, where N :=|Q| and denote the actions of the abstraction as A :=U.

1 Note that the sets of transition probability distributions of the robust MDP are independent for each state and action. This is known as rectangular property
of the set of transition probability distributions [10,47]. Furthermore, unlike [19,43], this is the only assumption we impose regarding the structure of the robust
MDP.
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5.2. Transition probability distributions

5.2.1. Accounting for the discretization error

To capture the state discretization error in the abstraction, we first consider an IMDP abstraction of System (3.1) for a fixed
distribution, namely, the nominal probability distribution p,,. Since this IMDP is constructed for the nominal distribution p,, we
call it “nominal” IMDP and use the notation I = (0, A, r ). We note that building an IMDP abstraction of a stochastic system with
disturbances of a known distribution is widely studied in the literature [3,13,25,48], and we report the full procedure here below
for completeness. Construction of the state Q and action A spaces of 7 are described in Section 5.1. We now describe the set I of
7. According to Definition 4.2, the set T is defined by the transition probability bounds P and P of 7. To formally account for the

discretization error, the bounds must satisfy for all g € Oy, ¢ €0 and a € A = U:

P(q,a,¢) <minT%(¢' | x) and P(q,a,q) > maxT(q | x). (5.1)
- xeq Pv xeq Pv

Since we are interested in the paths of system (3.1) that do not exit set X, we make state g, absorbing, i.e.,
P4, a.q,) = P(¢,a,q,) = 1 (5.2)

for all @ € A. In this way, we include the “avoid” part of the specification into the definition of the abstraction: the paths that reach
q,, will remain there forever and, therefore, will never reach the target set Oy Consequently, for each ¢ € Q and a € A, we obtain

I,,=1{reDQ) : Pq.a.q) <)< Pg.aq) foral ¢ €Q). (5.3)

5.2.2. Accounting for the distributional uncertainty
Now, we expand the sets {fqﬂ} qe0.qe4 Of transition probabilities of T to also embed the distributional uncertainty into the
abstraction. With this objective, we first define the cost

c(g.q') ==inf{llx—y|° : xeq.yeq}. 5.4

between any two states ¢q,q' € O, where || - || and s are the same as for W, in Assumption 3.1. The cost ¢(q, ¢’ )% is the minimum
distance, in the sense of norm || - ||, between any pair of points in the regions ¢ and ¢’, respectively. Using this cost and the exponent
s in W,, we define the optimal transport discrepancy 7, between distributions over Q as in (2.1).> Given a probability distribution
y € D(Q) and ¢ > 0, we denote by 7°(y) the set of all distributions to which mass can be transported from y incurring a c-transport
cost lower than e. Using the previous elements, we are finally able to define I'.

Definition 5.1. The discrete uncertainty set I is defined for every state g € Q,;. and action a € A as

.= 7o, (5.5)
relya

with e = ¢*. For state g, and action a € 4, let I, := I 1. (Preserving the absorbing property of the unsafe state).

Each I, , is the set of probability distributions over Q that are e-close to fq,a, in the sense of the optimal transport discrepancy
T.. Note that the way in which we have defined I' makes it possible that there exist two probability distributions y,y’ € I ,, for
some g € Q, a € A, which have different support. Therefore, the robust MDPs we consider belong to a more general class than the
ones in [19,43].

Once we have obtained the sets of transition probabilities I', along with the state Q and action A spaces, our robust MDP
abstraction M is fully defined. The following proposition ensures that the abstraction captures all possible transition probabilities
of System (3.1) to regions in the partition.

Proposition 5.2 (Consistency of the Robust MDP Abstraction). Consider the robust MDP abstraction M = (Q, A, I') of System (3.1). Let
q € Qe a € A, x € g, and p, € P, and define y, , € D(Q) as

Vrad) =T, (q'1%)
forall ¢ € Q. Theny,, € T,

The proof of Proposition 5.2 is given in Appendix A. The intuition behind Proposition 5.2 is that set I, , contains the transition
probabilities y, , obtained by starting from any x € g, with g € Oy, under a € A and for every p, € P,.

2 Notice that, since ¢ is also not a metric, the resulting optimal transport discrepancy 7, is not a distance.
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Remark 5.3 (Model Choice for the Abstraction). An alternative way to include the distributional ambiguity into the abstraction is to
use an IMDP abstraction I = (Q, A, I'"™PP)_ which has the same state Q and action A spaces as M, and in which '™P? is defined
by transition probability bounds that satisfy
IMDP ' S a
<
P (g,a,q9) < p?ggv r;lelgT,,U(q [ x),

y (5.6)

DP , .

P (q,a,¢") > max maxT? (¢’ | x)
p,EP, x€q Pv

for all ¢ € Oy, ¢’ € Q a € A, and for which g, is again absorbing. Therefore, for fixed ¢ € Q and a € 4, set F%DP of T is defined

as

P ={y e D@ : PM(g,a,¢") <7(q) < P (g.a.q') forall ¢' € Q). 5.7

This choice of the abstraction model allows to use efficient synthesis algorithms for IMDPs [12,24] to solve Problem 3.4. By
the definition of the transition probability bounds of T in (5.6), I'™PP satisfies Proposition 5.2, effectively capturing all possible
transition probabilities of System (3.1). However, IMDP I describes the uncertainty in a very loose way, i.e., set I'™PP of T can
be excessively large for many ambiguity sets P,. Intuitively, this is caused by F;"‘;DP being only defined through decoupled interval
constraints for every successor state ¢’ € Q, This is likely to result in more conservative solutions to the reach-avoid problem as we
show in Section 7.

6. Robust strategy synthesis

Our goal is to synthesize a switching strategy o} for System (3.1) that maximizes (3.4). To capture the distributional uncertainty
and the effect of quantization, we consider the proposed robust MDP abstraction M. We synthesize the robustly maximizing strategy
o* for the abstraction M, which we then refine on the original system retaining formal guarantees of correctness. In Sections 6.1,
6.2, and 6.3, we show how an optimal strategy ¢* for the abstraction M can be efficiently computed via linear programming. Then,
in Section 6.4, we prove the correctness of our strategy synthesis approach.

6.1. Robust dynamic programming

Recall that, in our robust MDP abstraction M = (Q, A, I'), the uncertainties of M are characterized by an adversary &, which
at each time step and given a path of M and an action, selects a feasible distribution from I" (see Definition 4.4). Therefore, to be
robust against all uncertainties, as common in the literature [10,11], we aim to synthesize a strategy ¢* such that, given a horizon
K e NyU {0},

o* € arg gleag §g_lng Preach (Qsate tht’ K |gq,0,%), (6.1)
for all g € O, where P, ,,(Ogate- O K | g,0,&) is defined as in (3.3) for System (3.1). We call ¢* the optimal robust or simply optimal

strategy.
We denote by EK and p~, respectively, the worst and best-case probabilities of the paths of M satisfying the reach-avoid

specification under optimal strategy o*, i.e.,

Y@ 1= i Precn(Quare: Quge K 14,07, (6.22)
(g = 9 ProanQute- Oig- K 10.07.8) (6.2b)
(SIEyY

for all ¢ € Q. In the following subsections, we show how to compute the previous quantities via robust dynamic programming. We
distinguish the cases of finite (K < o) and infinite (K = o) horizon, since they require different treatment.

6.1.1. Finite horizon
The following proposition shows that the bounds in (6.2a) and (6.2b) and the optimal strategy in (6.1) can be obtained via
dynamic programming.

Proposition 6.1. Let pX be as defined in (6.2a) and k € [0 : K — 1]. Then, it holds that
k+1o\ — if ge Oigt
pPri(Q= ) e ;
- max,e miner Yo 7@ (g")  otherwise,

q.a

(6.3)
with initial condition Eo(q) =1foralqe Oiat and 0 otherwise. Furthermore, for each path o* with k € [0 : K — 1], it holds that

o*(@*) € argmax { min Z y(q')EKkl(q')} . 6.4)

a€A | 7€ (k) de0

Proof. The proof follows directly by applying [49, Theorem 1] to the setting of reachability. []
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A consequence of Proposition 6.1 is that, in the finite horizon (K < o) case, there exists an optimal policy that is Markovian
(note that the resulting strategy is time-dependent in general). Furthermore, once an optimal strategy ¢* is fixed, the upper bound
7% of P, in (6.2b) can be readily computed via the robust dynamic programming iterations

if ¢ € Oy

—k+1( ) = ks ) (6.5)
maXer, . Zq,EQ y(@)p (¢') otherwise,

for all k € [0 : K — 1], which is analogous to that in (6.3) and has initial condition ﬁo(q) =1forall g € Oy and p?o(q) = 0 otherwise.
In Section 6.2 we show that the robust dynamic iterations in (6.3) and (6.5) boil down to solving a finite number of linear
programs, but first, in the next subsection, we consider the infinite horizon case.

6.1.2. Infinite horizon

In the case of an infinite time horizon (K = o), we seek to bound the probability of the paths of M that with arbitrary lengths
reach Q,, while remaining in Q. To also synthesize an optimal strategy, we first show that the robust dynamic programming
iterations in (6.3) converge to a fixed point. Then, using this result, we show that for the infinite horizon case, there exists an
optimal stationary strategy, and we propose an approach to obtain it. All the proofs of the theorems in this section can be found
in Appendix B.

We first show that the lower bound p® on the infinite-horizon reachability probability obtained by (6.2a) for K = o is a
fixed-point of the robust dynamic programming operator in (6.3).

Theorem 6.2. Let { Ek } keN, be the infinite sequence defined recursively by (6.3) with initial condition go(q) =1foralgqe Oy and 0
otherwise. Then {p*} converges to p®, which is the least fixed-point of (6.3) on RL%'.

Theorem 6.2 guarantees that, to obtain the optimal reachability probabilities, we can simply run the robust dynamic program-
ming iteration in (6.3) until convergence. We next address the problem of finding an optimal strategy. In particular, we are interested

in determining a stationary optimal strategy that has the convenient feature of using the same decision rule at every time step. The
following result establishes that stationary optimal strategies indeed exist.

Proposition 6.3. The infinite horizon reachability problem (6.1) admits a stationary strategy ¢’ € X,.

Since the mere existence of an optimal strategy is not sufficient for synthesis purposes, we seek conditions under which a
stationary strategy that we will later explicitly construct is also optimal. The following result provides such optimality conditions,
which generalize the corresponding requirements in the case of standard MDPs (see [50, Theorem 7.1.71).

Proposition 6.4. Consider the set Q,c,c, ‘= {q € O : p¥(q) > 0} of states that have positive probability of reaching O, for some strategy,
and let ¢* € X be a stationary strategy that, for each state q € Q, satisfies

c*(q) € A*(q) := arg Té‘j‘{y?riza q;Q }’(q,)goo(q’)} (6.6a)
Jim PY7 [0(k) € Opegq] =0 forall £ € =y (6.6b)

Then ¢* is optimal, i.e., it satisfies (6.1). Furthermore, condition (6.6a) is also necessary for every ¢ € X, to be optimal.

The first condition of Proposition 6.4 imposes the requirement that ¢* can only pick actions that attain the maximum in the
dynamic programming recursion in (6.3). The second requirement of the proposition is that under strategy ¢*, all paths should
eventually exit Q,.,,, and remain outside that set forever, for every choice of the adversary and all initial conditions. A strategy
that satisfies both these conditions is called proper optimal. We stress that, as we prove in Theorem 6.6, a proper optimal strategy
always exists.

Remark 6.5. Restricting ourselves to stationary strategies comes at the price of enforcing ¢* to be proper optimal. In particular,
the second condition required by a strategy o* to be optimal guarantees that, under ¢*, all states need to eventually exit Q,.,,, and
remain outside forever. This additional condition is needed because there may be multiple strategies maximizing (6.6a) and some
of them may introduce loops (cycles) with probability 1 in the graph of the resulting Markov chain. As a consequence, states that
have nonzero probability of reaching O, for an optimal strategy may never achieve this under a strategy that only satisfies (6.6a).

We next extract an optimal proper stationary strategy by generalizing the approach employed in the proof of [51, Theorem
10.102] for MDPs. To this end, we recursively define the sets

0" :=0""'v {q €0\ 0" 1 Jae A*(g) sit. min ’e% 1 ) > 0}, 6.7
q'eQm™

for each m € {0, 1, ..., my,, }, where Q° := Q,, and

My, i=min{m € Ny : Q" = 0" '}.
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Each Q™ is the set of backward reachable states from Q,, in m steps by taking actions in A*. Here reachability is interpreted in
the worst-case sense where the underlying graph of the robust MDP depends on the worst-case choice of the adversary. Since Q is
finite, the maximum number of backward steps to reach a state in Q from Q,,, is bounded. Thus, my,, is always well-defined. The
following result delineates how we can use the sets Q™ to extract a proper and optimal stationary strategy.

Theorem 6.6. Let A*(q) be as given in (6.6a). Define a strategy ¢* € X, with

c@eqaeA@: min ¥ y()>0

4 gregm-1

fordlge Qm"\ Q"' and m € {1,...,my,,}, and with arbitrary actions when q € Oy U (O \ Oreqen)- Then o is proper and optimal.

Theorem 6.6 shows how to obtain an optimal stationary strategy via a backward reachability analysis. Note that, although this
algorithm has to be employed once p™ has been obtained via robust dynamic programming, it converges within |Qpe,en| — Qg
iterations. Consequently, it is generally much faster than performing robust dynamic programming.

Having computed ¢*, we obtain the upper bound p™ in the reachability probability by iterating on (6.5) until we achieve
convergence, to p, starting from ﬁo(q) =1 for all g € Oy and 0 otherwise. The proof is analogous to that of Theorem 6.2,
and is omitted for simplicity.

6.2. Computation of robust dynamic programming via linear programming

We now show how for each state ¢ € Q and time k € [0 : K — 1], dynamic programming in (6.3) reduces to solving |A|
linear programs. In particular, Theorem 6.7 below guarantees that the inner problem in recursion (6.3) can be solved via linear
programming. In what follows we explicitly consider p*, the upper bound 7* follows similarly. Before formally stating our result,

we need to introduce some notations. Let W C R” be a set containing the support of p'™"¢, and for each g € Q and a € A denote
—q.a —
N ={ie N : P(g,a,q) >0}, (6.82)
—q.a
Ny =lie N (f(@+W)ng; #8), (6.8b)

where F(q, a, g;) is the upper transition probability bound of the nominal IMDP as defined in (5.1) and (5.2). Fq and .N' represent
respectively the set of indices of the discrete states that are reachable from ¢ under action a for the nominal noise dlStI‘lbuthl’l and
for every dlstrlbutlon supported on W. Note that as the nominal distribution is also supported on W, it holds that N c J\/ , and
if W =R", then ./\/ w = N. Intuitively, in Theorem 6.7, from each starting region g, we only consider transitions to states indexed
by ﬁ?ya as those are the only states reachable by some distribution with support in W'.

Theorem 6.7 (Robust Dynamic Programming as a Linear Program). Consider the robust dynamic programming (6.3) for the robust MDP
M = (Q, A, T') and assume that the support of PUmle is contained in the set W C R". Then, forevery k € [0 : K —1], g € O, and a € A,
the inner minimization problem in (6.3) is equivalent to the following linear program:

min Y 7,0, (6.9)
Yi¥j i —gqa
NW
~ -, : vk
st. P(q.a,q;) <7; < P(q.a,q;) JEN (6.10a)
Y 5= (6.10b)
jen™
—=q.a —=4q.a
7; 20, ieNy.jeN (6.10¢)
Y =7 jen" (6.10d)
Ny
—va
> = €Ny, (6.10e)
jen™
2 7;0(q;9;) < €°, (6.100)

—4.a —4.a
€Ny, JEN

where P, F, and ¢ are defined in (5.1), (5.2), and (5.4), respectively, and s is given in Assumption 3.1.

Proof. We show that, for a fixed state ¢ € Q and action a € A, the set of transition probabilities I, , defined in (5. 5) is the polytope

described by the linear Egs. (6.10). First, assume that W = R” and consider the expresswns in (6 10) for N = J\f = N.
Lety = (yy,...,rny) € I,,. From the definition of I, in (5.5), there exist ?=®....7y) € I,, and an opt1mal transport plan
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with the transition probability bounds P and P given by (5.1) and (5.2). Then 7 satisfies the constraints (6.10a) and (6.10b). Since
the optimal transport cost 7,(y,7) is attained by the transport plan , it follows from (2.1) with X = Q and c¢ as in (5.4) that

TC(J/,?) = Z ”ijc(qivqj)'
i,jeEN
Thus, since 7,(y,7) is less than &°, we deduce that y, 7, and  satisfy the linear constraints (6.10¢)—(6.10f). Conversely, one can check
along the same lines that for any y = (v, ....¥n), 7 = (7}, .-, 7n), and 7 = (%)), =1,y satisfying (6.10), it also holds that y € I .
In the general case where the support of p{™* belongs to some known set W C R”, we can embed this constraint into the
ambiguity sets of transition probabilities and their projections on the abstraction. In particular, we can describe the set of transition
probabilities I', , via transport plans that couple the regions reachable through the nominal distribution with the regions reachable

—a.a —a.a
by some distribution in the ambiguity set. From (6.8a) and (6.8b), these regions are indexed respectively by N* and N ,. We can

~ . . . —q.a —q.a —q.a q.,a
therefore just substitute the set A" by the previous ones, since 7, y, and z are zero for indices outside N' , N, and N'}), x N,

respectively. The proof is now complete. []

Intuitively, for each state ¢ € Q and action a € A, the Constraints (6.10a)-(6.10f) capture the union of the c-transport cost
ambiguity balls in D(Q) that have radius * and centers all possible distributions of the nominal IMDP. Specifically, Constraints
(6.10a) and (6.10b) represent the distributions 7 of the nominal IMDP, i.e., the set fq’a. Constraints (6.10c)—(6.10e) describe a
transport plan z, i.e., a nonnegative measure on Q x Q (cf. (6.10c)), which has as its marginals the distribution 7 of the nominal
IMDP (cf. (6.10d)), and the target distribution y (cf. (6.10e)), respectively. Finally, Constraint (6.10f) implies that transport cost to
reach the target distribution y is bounded by &°, namely, that y belongs to the c-transport cost ambiguity ball of radius &°.

Remark 6.8. Theorem 6.7 guarantees that, similarly to IMDPs without distributional uncertainty [12,13], optimal policies can be
computed by solving a set of linear programs. In particular, for every k € [0 : K — 1] and ¢ € O, we can solve the linear program
in Theorem 6.7 for each a € A and take the action that maximizes the resulting value function. As a result, the computational
complexity of synthesizing a strategy is polynomial in |Q| and |A|. However, in the IMDP case the resulting linear program has
substantially fewer variables and constraints compared to the problem in Theorem 6.7 (order of N for IMDPs, against order of
N? for Theorem 6.7). Nevertheless, as we detail in Section 6.3, we can reformulate the LP in Theorem 6.7 to obtain a problem of
substantially lower complexity, which can be solved more efficiently.

6.3. Dual reformulation of the robust dynamic programming algorithm

In this section, we make use of linear programming duality to obtain a computationally efficient solution to the linear program
(6.9)-(6.10). The approach consists of formulating the dual of program (6.9)-(6.10), as common in the literature of robust
MDPs [11,49,52], and then introducing a tailored algorithm that takes into account its structure to solve it efficiently. The following
theorem provides the dual reformulation of the linear program (6.9)-(6.10).

Theorem 6.9. Consider the optimization problem

‘gé(i)ﬁ G(A, ), (6.11)
with
G(Ap) = D min{P(q.a.q)h;(u) = 2. P(g. a.q))(;(u) = D)} = pe + (6.12a)
jen"
hy(u) = min {p"(g) + pe(g; q)}. (6.12b)
iENy,

Then, the function G is concave, and the optimal value of problem (6.11)—(6.12) is the same as that of problem (6.9)—(6.10). Furthermore,
for every u > 0, the maximization of G with respect to A can be carried out by only evaluating it as A ranges over the finite set { h;(u) }jeﬁq’a’
ie.,

mfo(/L = max {G(h;(p), 1)}
JEN

The proof of Theorem 6.9 is given in Appendix C. Theorem 6.9 allows one to formulate Problem (6.9)—(6.10) as a concave
maximization problem in two scalar variables, 4 and p. Furthermore, as Problem (6.11) is derived using duality, if we solve it
with an iterative algorithm, then the algorithm can be stopped at any time to obtain a valid lower bound; thus, guaranteeing
correctness. Note that G(4, u) is bivariate, and therefore its minimization does not fall within the class of dual optimization problems
in [52], which also considers Wasserstein ambiguity sets. Nevertheless, our problem essentially reduces to the maximization of the
univariate concave function g(u) := max,; G(4, u), whose values can be found by simply performing a finite search over the set
{G(h;(w), ”)}jeﬁ"'" by the last part of Theorem 6.9. Therefore, the maximum can be found efficiently by using standard tools from
scalar convex optimization.

10
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6.4. Correctness
In this section, we prove the correctness of our abstraction for System (3.1). We begin by refining the strategy ¢* to System
(3.1). Let J : R” —» Q map the continuous state x € R" to the corresponding discrete state ¢ € Q of M, i.e., for any x € R”,
J(x)=q < x€q. (6.13)
Given a finite path of = Xoﬁ’ X, BN =N x, of System (3.1), we define by

T(h) = T (%)~ T (%)~ .. J(x0)

the corresponding finite path of the MDP abstraction. Consequently, a strategy ¢* for M is refined to a switched strategy o} for
System (3.1) such that

ot (k) 1= o*(J (@h)). (6.14)
The following theorem, which is a direct consequence of Theorem 6.7 and Theorem 2 in [23], ensures that the guarantees obtained

for the robust MDP abstraction also hold for System (3.1).

Theorem 6.10 (Correctness). Let M be a robust MDP abstraction of System (3.1), ¢* € X be an optimal strategy for M, and ¢ be the
corresponding switching strategy. Then, for every q € O, x € g, and p, € P,, it holds that

7X@ 2 Pregn(X. X0 K | x.0%.p,) > p¥(9).
where EK and ﬁK are defined in (6.2a) and (6.2b).

Theorem 6.10 guarantees that in order to solve Problem 3.4 we can synthesize an optimal strategy ¢* for a robust MDP abstraction
of System (3.1) and then simply check if pX(J(x)) is greater than the given threshold p,),.

7. Experimental results

In this section, we evaluate our framework on several benchmarks. In Sections 7.1, 7.2 and 7.4, we consider systems with

data-driven ambiguity sets built from M i.i.d. samples v!,...,v™ of the noise distribution p'™®. Using these samples, we construct
an ambiguity ball, whose center is the empirical distribution
| M
ﬁu =57 Zévf’ 7.1
M =

of the data in [5], where &, denotes the Dirac distribution that assigns unit mass to v'. As a metric we consider the 2-Wasserstein
distance, which is often used in the literature [39]. The radius ¢ of the ambiguity set is a tuning parameter to hedge against the
uncertainty coming from the imperfect knowledge of p‘U”‘e. Then, in Section 7.3, we depart from the data-driven setting and consider
the case where the nominal distribution is Gaussian and e quantifies the degree of robustness against distributional shifts.

To synthesize the respective strategies, we run the dynamic programming algorithm for required time horizon K € NU {c0} and
use the following “average error” to quantify the performance

1 -
Cag = qEZQ@K(@ - " (@), (7.2)

where iK (¢) and pX(q) are the upper and lower bounds of probability of satisfaction, respectively, as defined in (6.3) and (6.5). A
summary of the numerical results for all the case studies are shown in Table 1. The main highlight in Table 1 is the superiority of
our dual algorithm of Section 6.3 for strategy synthesis when compared to using the standard linear programming routine Linprog
(two orders of magnitude speed-up).

For all the case studies, the theoretical bounds on the reachability probabilities are validated empirically via 1000 Monte Carlo
simulations starting from 1000 random initial conditions. To demonstrate that the theoretical bounds obtained with our approach
are sound even in extreme cases, in Section 7.3 (Experiment #12), we consider remarkably large noise and show that the Monte
Carlo probability values are still within the theoretical bounds.

All results are obtained by running a Matlab implementation of our framework on a single thread of an Intel Core i7 3.6 GHz
CPU with 32 GB of RAM

7.1. Linear system

We consider a discrete-time version of the unicycle model in [53], which is obtained using a first order Euler discretization with
a time step A7 = 1. We fix the velocity of the vehicle to the constant value 1 and consider its orientation angle u as the control input
leading to the following switched system:

Xpp1 = Xp + 4t <[COS (uk)] +Vk> , (7.3)

sin (uy)

11
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Table 1

Summary of the results obtained for all case studies. The label “robust MDP" denotes our proposed approach, while the label “IMDP" refers to the alternative
approach pointed out in Remark 5.3.

# Abstraction Spec. 10| 3 Cave DP Alg. Abst. Synth.
class time time

1 Robust MDP Reach-avoid 1601 5% 1073 0.05 Linprog 6s 10.1 h

2 Robust MDP (K = 40) 1601 5x1073 0.05 Dual 6s 76 s

3 Robust MDP Reach-avoid 1601 1072 0.18 Linprog 6s 104 h

4 Robust MDP (K = 40) 1601 1072 0.18 Dual 6s 94 s

5 Robust MDP Reach-avoid 1601 1.5x 1072 0.33 Linprog 6s 114 h

6 Robust MDP (K = 40) 1601 1.5x 1072 0.33 Dual 6s 93 s

7 IMDP Reach-avoid 1601 5x1073 0.83 Linprog 6s 1.2 h

8 IMDP (K = 40) 1601 5% 1073 0.83 Alg. in [12] 6s 39s

9 Robust MDP Reach-avoid 1601 5x 1072 0.25 Linprog 12's 243 h

10 Robust MDP (K =15) 1601 5% 1072 0.25 Dual 12's 22's

11 Robust MDP Reach-avoid 3601 1.3x 1072 0.13 Dual 35s 19.5 min

12 Robust MDP (K = ) 3601 1.3x1073 0.47 Dual 64 s 42 min

13 Robust MDP LTL, 3601 5% 1073 0.01 Dual 6s 2.78 min

obs L] 1
obs
0.8 0.8
0.6 obs 0.6
0.4 0.4
0.2 0.2
tgt obs
0 0
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1 0 0.5 1
(a) p* for #2 (b) p¥ for #3 (c) p¥ for #5
‘ ‘ IF
- - NPE. |
RIS
08 0.8 IR -
(L) NN
07 e\ s s
06 0.6 : N s s
obs ! N
05 NN s
04 0.4 0,4:Ei'\: |
0s =31/
02 0.2 02—
otf tgt tgt <
00 02 04 06 0.8 1 O 00 02 X

(d) pK for #2

Fig. 1. Results of Experiments #1 — #6 in Table 1. In 1(a), 1(b), and 1(c), lower bound in the probability of reachability corresponding to Experiments #1 (and
#2), #3 (and #4) and #5 (and #6), respectively. The plotted trajectories correspond to Monte Carlo simulations of System (7.3) taking samples from a distribution
P, € P,. In 1(d), upper bound in the probability of reachability corresponding to Experiments #1 —#6. In 1(e), optimal strategy of Experiments #1 (and #2). (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

where the state of the system is the vehicle position x; € R? and its control input u;, takes values in U = {0, %” ,7%” .

The considered safe, unsafe (obstacle), and target sets are shown in Fig. 1(e). We partition the [0, 1]?> rectangle into a grid
of N = 1600 regions. The ambiguity set is centered at an empirical distribution of M = 10 samples, which are drawn from a
Gaussian mixture with two components, centered at [-0.01,0] and [0.01,0], respectively, and with the same covariance matrix
diag(2.5 x 107,2.5 x 1073). As a result, the centers of both components are separated by a distance close to the size of the state
discretization.

We obtained results for multiple values of the radius ¢, shown in Table 1 (Experiments #1 — #6), and compare the performance

of our dual approach to solve the inner problems in (6.3) to the one obtained by using Linprog. We observe that the average error
e increases as the ambiguity set grows. This means that, as expected, bigger ambiguity leads to more conservative bounds.
The bounds on the reachability probability for Experiments #1 — #6 are shown in Fig. 1, together with the vector field of the
system in close loop with the optimal strategy. Since the obtained upper bound in the reachability probability is the same across
Experiments #1 — #6 and the optimal strategy is practically the same, we only show these results in the case of Experiment #1
(equivalently #2).

12
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1 - 1 1
b:
0.8 0.8 0.8
0.6 m 1 0.6 0.6
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tgt” \

0 : ' 0 0
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(a) Robust MDP abstraction approach (b) IMDP abstraction approach

Fig. 2. Results of experiments #1 and #7 in Table 1. Lower bound in the probability of reachability. The trajectories in both figures correspond to Monte Carlo
simulations taking samples from a distribution p, € 7,. The ones that satisfy the specification are presented in blue, while the ones that do not are presented
in red. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

To compare our approach with the one that relies on IMDP abstractions described in Remark 5.3, we present the results obtained
with the latter as Experiments #7 and #8 in Table 1. Observe that the average error between the bounds in reachability corresponding
to Experiments #7 and #8 is way higher than the one corresponding to Experiments #1 and #2 despite the fact that ¢ is the same.
This result highlights how our proposed approach, despite requiring a larger amount of time to perform strategy synthesis, is able to
provide non-trivial satisfaction guarantees, unlike the approach from Remark 5.3. Furthermore, our approach is able to synthesize
a strategy that satisfies the reachability task, in contrast to the approach based on the IMDP abstraction. We compare the obtained
lower bounds on the reachability probability for experiments #1 (equivalently #2) and #7 (equivalently #3) in Fig. 2.

Note that Experiments #7 and #8 only differ in the algorithm used for strategy synthesis: whereas in Experiment #7 Linprog was
used, a dedicated algorithm was employed in #8. The purpose of showing both results is to compare the computational improvement
that stems from employing a dedicated synthesis algorithm for robust MDPs with this same benefit in the case of IMDPs.

7.2. Nonlinear system with 4 modes

For the second case study we consider the nonlinear system from [25,26] with dynamics:

Xy = X + fuk(xk) + Vi (7.4)
Denoting by x the ith component of the state, the map £, , s given by
[0.5 + 0.2sin(x®),0.4 cos(xD)]T  if u=1
[-0.5 + 0.2 sin(x®),0.4 cos(x)]" if u=2
[0.4cos(x®),0.5 +0.2sin(x)T  if u=3
[0.4 cos(xP), =0.5 + 0.2 sin(xM]T i u=4.

ful) = (7.5)

The system has state x, € R? and its control input u, switches between the discrete values 1, 2, 3, and 4. The safe set is shown in
Fig. 3(c). We discretize the rectangle [-2,2]? into a uniform grid, which results in abstraction with N = 1601 states. The ambiguity set
is centered at an empirical distribution of M = 20 samples, which are again drawn from a Gaussian mixture with two components,
centered at [—0.05,0] and [0.05, 0], respectively, with covariance matrix diag(4 x 10™*,4 x 10~#). The centers of both components are
separated by a distance close to the size of the state discretization. The obtained results are shown in Fig. 3 and in Table 1 in the
row corresponding to Experiments #9 and #10. As it can be observed, our approach is able to synthesize a robust control strategy
that yields high satisfaction probabilities in a big portion of the state space, despite the size of the obstacles and the system being
nonlinear.

7.3. Switched linear systems with 5 modes

The third case study is a system that switches between 5 linear modes. Its dynamics are of the form
Xpy1 = AuX + Vg, (7.6)

where U = {1, ...,5} and
A= (079 0035\ (079 0175\ (079 0
Lo o085/ Lo 085/ 3 \o175 0825)°
1 02 -0.2
A4_<—o.2 1>’A5_<0A2 1 )
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(a) Lower bound on the (b) Upper bound on the (c) Optimal strategy
reachability probability reachability probability

Fig. 3. Results of experiment #9 (and #10). The trajectories in Fig. 3(a) correspond to Monte Carlo simulations taking samples from a distribution p, € P,. The
ones that satisfy the specification are presented in blue, while the ones that do not are presented in red. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

(a) Lower bound on the (b) Upper bound on the (c) Optimal strategy
reachability probability reachability probability

Fig. 4. Results of Experiment #11. The trajectories in Fig. 4(a) correspond to Monte Carlo simulations taking samples from a Gaussian distribution p, € P, at the
boundary of the ambiguity set. The ones that satisfy the specification are presented in blue, while the ones that do not are presented in red. (For interpretation
of the references to color in this figure legend, the reader is referred to the web version of this article.)

The state space is defined in the same way as in the previous case studies, with the safe set as shown in Fig. 4(c). The rectangle
[-2,2]? is discretized via a uniform grid, resulting in N = 3601 states. Unlike in the previous examples, the motivation for this case
study is no longer a data-driven setting, but one of robustness against distributional shifts: the nominal distribution p, is known
to be a Gaussian of zero mean and covariance diag(9 x 107%,9 x 10~%), but we want to be robust against possible changes in this
distribution. To this end, we pick an ambiguity set defined by ¢ = 0.0127, with s = 2 and d being the 2-norm. This set contains,
but is not limited to, Gaussian distributions with a covariance 1.7 times bigger than the nominal one, or off-diagonal terms bigger
than 1/2 times the diagonal entries. Note that, while we truncate the p, to 4 standard deviations, the ambiguity set contains also
unbounded distributions.

In this case, we obtained the abstraction by making use of the approach in [25]. The results correspond to Experiment #11 in
Table 1.

The lower and upper bounds on the reachability probabilities are shown in Figs. 4(a) and 4(b). Additionally, the vector field of
the system in closed loop with the optimal strategy is shown in Fig. 4(c).

The empirical results obtained via Monte Carlo simulations are always found within the bounds in the probability of reachability.
Furthermore, the synthesized strategies achieve an average (across 1000 random initial conditions) empirical reachability probability
of ~ 1.

To show that the bounds in the probability of reachability are sound even when the empirical probability of reachability is
smaller than 1, we increase the variance of the noise. The new nominal noise distribution has covariance diag(0.04,0.04) truncated
at 3 standard deviations and & = 1.3 x 1073. The results correspond to Experiment #12 in Table 1. In this case, the average empirical
probability of reachability was 0.802, a non-trivial result, and the empirical reachability probabilities for each initial condition were
always found within the theoretical bounds. Note that the synthesis time corresponding to this case study is the longest among the
cases in which our dual approach was used. The cause is that the variance of the nominal noise distribution is large. Therefore its
support, corresponding to 3 standard deviations, is way bigger than in all the other experiments, which increases the computational
complexity of the synthesis process. The average error e,,, is also noticeable bigger, due to the higher-variance noise. We plot the
bounds in the probability of reachability together with the vector field of the closed-loop system in Fig. 5.

In both Experiments #11 and #12, the optimal stationary strategy was found via the approach proposed in Theorem 6.6, which
took only a few seconds.
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(a) Lower bound on the (b) Upper bound on the (c) Optimal strategy
reachability probability reachability probability

Fig. 5. Results of Experiment #12. The trajectories in Fig. 5(b) correspond to Monte Carlo simulations taking samples from a Gaussian distribution p, € P, at the
boundary of the ambiguity set. The ones that satisfy the specification are presented in blue, while the ones that do not are presented in red. (For interpretation
of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Fig. 6. Bounds in the probability of reachability for Experiment #13. The trajectories in blue correspond to Monte Carlo simulations taking samples from a
distribution p, € P,. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

7.4. Complex specifications

In this section we showcase how our approach to solve unbounded reachability problems allows us to synthesize strategies
that yield high probability of satisfying more complex specifications. Specifically, we consider the same setting as in case study
Experiment #2, together with the following LTL, specification, borrowed from [54]: the system must reach a charge station while
remaining safe and, if the system goes through a region with water, then it should first dry in a carpet before charging. The results
are shown as Experiment #13 in Table 1. When compared with Experiment #2, the synthesis time is significantly higher. This happens
due to the fact that the specification is more complex than just reachability. As a consequence, strategy synthesis requires solving
a reachability problem on a bigger robust MDP, obtained by combining the abstraction with the automaton that represents the
specification (for more details see [19]). The optimal stationary strategy was extracted via the approach proposed in Theorem 6.6
which, again, took only a few seconds.

Additionally, the bounds in the satisfaction probabilities are shown in Figs. 6 and the vector field of the system in closed loop
with the optimal strategy is plotted in 7. Note that the strategy is composed by two stationary strategies, as can be observed in
Fig. 7. The system follows the strategy “go to charge” when it is dry, and “go to carpet” when it is wet.

8. Conclusion

In this paper we presented a framework for the formal control of switched stochastic systems with additive, random disturbances
whose probability distribution belongs to a Wasserstein ambiguity set. To this end, we derived a robust MDP abstraction of the
original system and proposed an algorithm, termed robust dynamic programming, to synthesize robust strategies that maximize
the probability of satisfying a (finite or unbounded time horizon) reach-avoid specification. The obtained results demonstrate the
effectiveness of our approach in systems with both linear and nonlinear dynamics, and even under complex LTL, specifications.
Our results also show the superiority of our abstraction approach with respect to leveraging directly IMDP abstractions, and the
computational advantage of our synthesis algorithm with respect to using off-the-shelf linear programming solvers.
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Fig. 7. Optimal strategy for the case of Experiment #13.
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Appendix A. Proof of Proposition 5.2

To prove the proposition we will use two technical lemmas that link couplings and optimal transport discrepancies in the
continuous and abstract space.

Lemma A.1 (Induced Coupling on the Discrete Space). Consider the coupling = € P(R" xR") with marginals p and p’, a finite (measurable)
partition Q of R", and the induced distributions y,y’ € D(Q) with y(q) := p(q) and y'(q) := p(q) for all ¢ € Q. Then v € P(Q X Q), defined
by

v(g.q) = / dn(x,y) (A1)
qxq’

is a coupling between y and y.

Proof. The proof follows directly from the fact that

Y wgd)r=) [ dxxy= / dx(x,y) = y(q),
qxq’ gxR"

q'€Q qe€0
and analogously for the other marginal. []

Next, given two distributions on the continuous space R” we establish bounds on the optimal transport discrepancy 7, of their
induced distributions on Q, based on their s-Wasserstein distance in the continuous space.

Lemma A.2 (Induced optimal transport discrepancy). Let p,p’ € D (R") and consider the induced distributions y,y’ € D(Q) with
v(q) :=p(q) and y'(q) := p(q) for all ¢ € Q. Then for any s > 1 and € > 0 it holds that

Wip.p) <e=>T.(r.v) <€,

where ¢ is given in (5.4).
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Proof. Consider the map J in (6.13) and note that due to (5.4),
[lx = ylI* > e(J(x), J(»)) (A.2)

for all x,y € R". Let = be an optimal coupling for the s-Wasserstein distance W,(p, p’) and v be the induced coupling on Q given by
(A.1). Then we get from (2.1), (6.13), and (A.2) that

Ws(p,p’)s=/ ||x—yllsdﬂ(x,y)2/ c(J(x), J()dr(x,y)
RrxXR? RrxR?
= C(q,q’)/ dz(e,y)= Y, g4 Ma.d) 2 T.(r.7),
9.4'€0 axq’ 4.9'€Q

which implies the result. The last inequality follows from (2.1) and Lemma A.1, which asserts that v is a coupling between y and
y'. The proof is complete. []

The intuition behind Lemma A.2 is the following: if the s-Wasserstein distance between two distributions in R” is at most ¢, then
the optimal transport discrepancy (based on c) between their induced distributions on Q is not more than &°.

Proof of Proposition 5.2. Let g, a, x, and p, as given in the statement and define

Tead) = T;ﬂ(q’ | x)
for all ¢’ € Q. Then it follows from (5.1) and (5.3) that

Pea € Tya (A.3)
Next, we get from (3.2) and Assumption 3.1 that T ];’U (- | x) and T;v(- | x) are distributions in D (R") and that

W(TECI0.TEC ) <e

Since the induced distributions of T” - | x)and T¢ (- | x) on Q are y,, and 7, ,, respectively, it follows from Lemma A.2 that
T (VxarTra) <€ =€, namely, y, , € T (#1,0)- Thus, we deduce from (5.5) and (A.3) that y, , € I';, and conclude the proof. []

Appendix B. Proofs of Section 6.1.2

We first introduce certain mappings a and preliminary results that will used for the proofs of this section. Consider the discounted
robust MDP with rewards M : =(0, A, T,r, p) as an extension of M, where

r(g) = {1 if 4 €0

0 otherwise

is the reward function, g € (0, 1] is the discount factor and Tis given by

7o [, if a0y
v r,, otherwise

for all ¢ € Q, a € A. With a small abuse of notation we let ¥ and £, denote, respectively, the sets of strategies and Markovian
adversaries of M. We define the value function of a strategy ¢ € X and adversary & € =), as the expected total reward [50]

Vorp(@) :=Epo [Z p* r(w(k))]
k=0

of M. Note that ¥, £1(@) = Preacn(Qgates Orgr> | 9,0,€), which is the desired reachability probability of M under ¢ and ¢. By (6.1)
and (6.2a), this implies

sup mf Vo.e1(@ = p¥(q) (B.1)

cex$

for all ¢ € Q. We next establish that V, ; ; is continuous at § = 1, which generalizes the corresponding well-known result for
MDPs [50, Lemma 7.18].

Lemma B.1. Given a strategy o € X and an adversary & € =,, of M, the value function § — V, ¢ is continuous on (0, 1].

Proof. For each g € O, V, . 4(¢) is the infinite sum of the functions
& (B) = ﬁ"EP_w [r(w(k)], k€N,

which are uniformly bounded on g € (0,1] by 4, :=E qa[r(w(k))], k € N, respectively. Since Y} 0 M = Vo g1(a), which is finite, as

it is the probability of reaching Oy from g, Zk >0 &k converges unlformly to V, ¢ s(q) by the Weierstrass M-test. Thus, since each g
is continuous with respect to § on (0, 1], the same holds also for V. ;. [
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We identify the space of value functions V' : Q@ — R, with ¥ := R'Q‘ and write V > (<,>, <)V’ for V,V’ € V to indicate that
the respective inequality holds component- wise. The limits of sequences {V"} in V are also 1nterpreted component-wise. Let E| be

the set of stationary adversaries of M. Namely, for every ¢ € Q and a € A, an adversary & € E, chooses a distribution yq « €T,
Giveno € X, £ € =, and § € (0, 1], we define the Bellman operator 7, ; : ¥V — V of the auxiliary MDP M by

T,:5VI() :=r(q)+p 2 ve @V

q.0(q)

for any V € V, g € Q. We also deflne, givenoce X, T,, : ¥V — V with
T,5V1(@ :=r(@+ min p Z 1(dWV (g

1€l 5(0) €0

for any V € V, g € Q. Finally, we define T; : ¥V — V with

T3V1(g) = r(q)+ma§ min f Z r@ V)
/EF 4€0
forany V €V, q € Q.
When g = 1, we simply write T :=T,, T, :=T,, and T, :=T, ., respectively. Note that the sequence obtained by iterating on
T with initial condition 0 is equivalent to performing robust dynamlc programming as in Theorem 6.2. We can now proceed with
the proofs of the results from Section 6.1.2.

Proof of Theorem 6.2. Consider the sequence of value functions {V'*},cy,, defined recursively by V**! = T[V*] and V° =
First, we prove that this sequence converges to a fixed point of T in V. It is rather straightforward to show that the operator T
is monotone, namely, that T[V] > T[V'] holds for all V, V' € ¥ with ¥ > V’, which implies that V¥*! > V* for all k € N;. One can
also readily check that {V*} keN, is bounded. Therefore, since Q is finite, the sequence converges uniformly to V' € V. In addition,
by following the exact same arguments as in [11, Proof of Theorem 3.2a], which establishes that discounted Bellman operators of
robust MDPs are contractions, we deduce that 7" has Lipschitz modulus one and is therefore continuous. Thus, it follows that
Ve = lim V¥ = Jim TV = T[Jim vk =TV,

k—oo
namely, V* is a fixed point of T. In order to show minimality of V'*°, let V* € ¥ be an arbitrary fixed point of T. By monotonicity
of T we get that T[0] < T[V*], and thus V! < V*. By induction, we obtain that V* < V* for all k € Ny, so V* < V*. Since V* was
chosen arbitrarily, ¥* must be the least fixed point of T in V.
Next, we follow the same strategy as in the proof of [55, Theorem 3] to show that V> = p°° To this end, note that TgVI<TIV]
for each V € V and p € (0, 1). Denoting by T" the k-fold composition of T, with itself, we “obtain by induction that T" [0] < Tk[0]
for all k € N,. Thus

lim TF[0] < lim T*[0] = V™. (B.2)
k— o0 p k—o0

From the theory of robust MDPs [11, Theorem 3.2a], the operator T is a contraction mapping on V for all § € (0, ). This implies
that T# has a unique fixed point Vﬂ°°, which by [11, Theorems 3.1 and 3.2b] satisfies

VX (q) = sup inf ¥V, B.3
5 (@) sup nf 5@ (B.3)

for all ¢ € Q, and {T[;‘ [0} ke, necessarily converges to it. Thus, we deduce from (B.2) that sup, 5 inf cezy Vorp@ S V(@) for all
g € 0 and g € (0, 1). From this fact and Lemma B.1 we get
11rr} sup 1nf Voep(a) = sup 1nf hm e p(@) = sup 1nf Voe(@) < V=(q)
cex§
for all g € Q. Hence, from the last inequality and (B.1) we obtain p°° <V,

To also prove that p* > V', note that V,;; <V, forall ¢ € X, £ € Z), and p € (0,1). Thus, we get again from (B.1) that
SUP,ex infeez,, Vo, ﬂ(q) <p¥ (@) for all g € Q and § € (0,1). Combining this with (B.3) and the fact that each T is also monotone,
which implies that the sequence {Tk[() 1}ien, is upper bounded by its fixed point V;o we get that Tk [01(@) < p*(q) for all ¢ € O,
k € Ny, and g € (0, 1). Thus, by contlnulty of each T" with respect to g € (0, 1], which follows directly from continuity of T, we get

- - k
vk=T* [0]—£IE}TI,[O]S£

for all k € N, and taking the limit as k - co we obtain V' < p®. Therefore, V> = p®, which concludes the proof. []

Proof of Proposition 6.3. Consider first the discounted case with discount factor g € (0,1) and denote, for all ¢ € 0, 6 € X,
Vop(@) 1= infeez, V,e5(@) and Vy(q) := sup,es V,r 5(q). By [11, Theorem 3.1], which establishes that Markovian strategies are
sufficient for optimality and [10, Theorem 4], for every discount factor g € (0, 1), there exists a stationary strategy ¢’ € X, that is
optimal, i.e., Vs 5 = V. Let {8, }en, be a non-decreasing sequence that converges to 1. As in the proof of [50, Theorem 7.1.9],
since X is finite, there exist a strategy ¢’ € X, and a subsequence {f,, };en, such that

Va’ﬁ _Vﬁ . ViENO.

18



I Gracia et al. Nonlinear Analysis: Hybrid Systems 55 (2025) 101554

Since both f ~ V,/ ; and § ~ V} are continuous with respect to f§ € (0, 1] by Lemma B.1, it follows that for every ¢ € > and g € Q,

Vs(q) = hm Vop(@) = lim Vg (q)

hrn Inax V. By (@) = hm Vo o, (@) =Vu(q).

i—»o0 ceX

Thus, ¢/ € X, is our desired optimal strategy for the undiscounted case, i.e., V,, = p®. [

Proof of Proposition 6.4. First, we show that any ¢/ € X, that is optimal satisfies the condition (6.6a). Denote V_/(q) :=
infeez, Vore(@) for all ¢ € Q. From optimality of ¢’ we get that V,, = P Additionally, since P~ and V,, are respective fixed
points of T and T/, it follows that

p® =Tu[p®] < max T,[p®] = T[p™] = p>,
- = ez, %= = -

where the max should be interpreted in a component-wise fashion. This implies that
o(g) € argmax min Z 7(ap=(a")
yel"q ag'eQ
for all g € Q. Therefore, we conclude that (6.6a) is a necessary condition for optimality of stationary strategies.

Next, we prove that conditions (6.6a) and (6.6b) are sufficient for optimality of stationary strategies. Let M, . be the time-
varying Markov chain obtained by fixing the strategy and adversary of M to 6* and some ¢ € Z,,, respectively. Denote also by
MF e RIQXIQI the transition matrix of M. « ¢ at time step k so that the ith row of M M* is a probability distribution from T’ o)
Note that by the definition of the Bellman operators 7' and T, ; at the beginning of thls section, and the fact that p* is a flxed pomt
of T we have
T[p®] = inT, ©

(p™] Crrneagi ?e”srﬁ .elP™]

where the max and min are interpreted in a component-wise fashion. Thus, since ¢* satisfies condition (6.6a),
oo _ 1 — . ©1 = mi . 07 « Apl 00
T1p™1 = max min T [p™] = min Tor g [p™1 <7+ M, p
By applying inductively the same argument, we get
K-1 K
+ (Z M§>r+ (HM§>£°° VK €N, &€ 5y,
k=1 k=1
Since the ith entry in the last term of this bound equals
> P oK) €d @)= Y, P (oK) € ¢'1p™(@),

470 4" €0reach

the last term converges to 0 as K — oo by the definition of Q. and condition (6.6b). Furthermore, the sum of the first
two terms converges to V... As a result, p2(@) < infeez, Vo o(@) for all ¢ € Q. On the other hand, we have from (B.1) that
o) 2 infeez 2y Vor e@ and we conclude that o) = inf cezy Vor (@) namely, that ¢* is optimal. []

Proof of Theorem 6.6. We begin by proving that ¢* is well-defined. This is the case if ¢* is defined for all states, which is
equivalent to having Q"mx = Q- Let ¢/ € X, be a stationary optimal strategy, namely, that V, = p* holds. Therefore, the
sequence {V*} xen, obtained via robust dynamic programming as in (6.3) with fixed strategy o’ converges monotonically to p®
Now we start an induction argument by assuming that for k € N, V*(¢) > 0 implies g € Q¥, for ¢ € Q, which holds for k = 0. If the
previous condition holds at iteration k, then for all ¢ € Q \ O we obtain that

Vi@ = min Y y(@ W eH= min Y @ W)

4 rqc(q)qu Verqc(tf)q’er
< max min Z y(qd )V G) < max min Z y(q),
a€A*(q) yeT, 0 ¢ Ok A*(9) yeT, 00 g'cOk

where the first inequality follows from the last statement of Proposition 6.4. This result, together with monotonicity of {V*} keNy>
guarantees that at iteration k + 1, V**!(g) > 0 implies ¢ € Q¥*! for all 4 € Q. Thus the induction argument holds and we get that
limk—wo Qk = QMmx = Qreach'

Next, to prove optimality of ¢*, it suffices to show that ¢* satisfies the two conditions of Proposition 6.4. Condition (6.6a) is
satisfied directly by the construction of ¢*. In the following, we show that ¢* also satisfies condition (6.6b). The proof follows closely
that of [51, Theorem 10.25]. Let Mﬁ*yg denote the time-varying Markov Chain corresponding to our strategy ¢* and an arbitrary
adversary £ € =),. To show that the paths starting at any initial condition eventually exit Q,.,,, and remain outside forever with
probability one, we equivalently show that its complement, namely, that Q,,, is visited infinitely often, has probability zero. Note
that by definition of ¢* via backward reachability, all states ¢ € QO,¢,., have nonzero probability of eventually reaching Q,, and
thereafter g, under ¢* and ¢&. This implies that, for each g € Q,,,, there exists a path fragment that reaches g, and which has positive
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probability since it is a finite fragment. Let p > 0 be a uniform lower bound on this probability across all states ¢ € Q,.,¢,- Then,
the probability of the event “Q,.,., is visited at least k times, but the corresponding path fragment that reaches g, is never taken”
is upper bounded by (1 — p)*. Taking the limit as k — oo, we obtain that the probability that Q,,, is visited infinitely often is upper
bounded by lim,_,. (1 — p)* = 0, meaning that all paths eventually reach Q \ Q,.,., and remain there forever with probability one.
Since the choice of the adversary was arbitrary, we conclude that condition (6.6b) is also fulfilled, which completes the proof. []

Appendix C. Proof of Theorem 6.9

To facilitate the readability of the proof, we use the shorthand notation p; = p*(g;), P ;= P(q,a,q;), Fj = F(q, a,q;), N = ﬁq’a
J— —q.a -
and Ny, =N,

Proof of Theorem 6.9. Concavity of G follows by standard arguments from convex analysis [56]. In particular, the functions &;
are concave as the pointwise minimum of affine functions and min{ Ej(l +h j(u)),Fj(A + h;(u))} is in turn concave as the minimum
of concave functions. Thus, G is also concave as the sum of concave functions.

To obtain (6.11), we first eliminate y and 7 from (6.9)-(6.10) and get the equivalent problem

min Z 7P
ﬂu'

€Ny JeN

st. Yz 2 P VieN
€Ny
Yy -z, >-P, vjieN
€Ny,

Z —c(q,—,qj)zr,j > —€

€Ny JEN
Z m; = 1
€Ny JeN
;20 VieNy.jeN
By denoting « := («},...,ay), B = (By,....Bn), 4, and A the corresponding dual variables of all but the last set of constraints, we
obtain as in [57, Page 142] the dual linear problem

s 2 9By = PFy) ek
JEN
st a;—pf; —pue(g;,q)+ A< p; Vie Ny,jeN.
Since the feasible set of the primal problem is nonempty and compact, strong duality holds (cf. [57, Theorem 4.4]). The constraints
of the dual problem are equivalently written

—a; +f; + min {p, + pc(g;,q)} —A20 VjeN
iENy

and since f§; > 0, they can be cast in the form

B; 2 max{0,a; — min {p; + pc(g;, q;)} + A} VjieN.
€Ny,
Taking into account that the objective function of the dual problem is decreasing in each §;, its optimal value is the same as that
of the problem

JL‘%A Z(ajfj — max{0, a; — mﬁin {p; + ne(gi )} + AYP;) — pe + A

JEN Nw
= max. 2 (@ P+ min{0. —a; + hy(u) = A)P;) = pe + A
JEN
= max. 2 min{a; Py, a;(P, =P+ Pi(h(u) = )} - e + 4, ((eRY)
JEN

where we used (6.12a) in the first equality. Next, since each ?j > 0, the corresponding function

a; = @;(a)) = min{a; P, a;(P, = P;)+ P;(h;(u) — 1))
consists of two affine branches that intersect at h () — A. In particular, over the left segment « e £j where «a G < h(p) = A, the
slope is non-negative, and it is non-positive over the right segment « e (fj —Fj) +Fj(h () — A) where a; 2 hi(p)— A Thus, the

maximum of the function ¢; is attained at #;(4) — A when h;(4) — 4 > 0 and equals (h;(u) - /1)?]-, and at 0 when h;(u) — 4 < 0 where
it is equal to (h (1) = A)fj. Namely, we have
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(hy(w) = DP; if hy(u)— 420
(hiG = DR, if hy(w) =2 <0

= min{(h;(u) = AP}, (hy(w) = HP, ),

which by virtue of (C.1) implies the dual reformulation (6.11).

To prove the last assertion of the theorem, fix an arbitrary value of y > 0 and consider the function 1 — G, (1) =G4, ) with G
as given in (6.11). Notice that each min term in the expression of G, is a piecewise affine function of 1 with two segments and a
breakpoint at h;(u) (assuming without loss of generality that P, # Fj). Since G, is the sum of piecewise affine functions, it is also
piecewise affine and its breakpoints are included in the breakpoints of its components, i.e., in the set {h j(”)}jeﬁ' Taking further into
account that G, is upper bounded by the optimal value of problem (6.11)-(6.12), which is finite by strong duality, its maximum is
necessarily attained at some of its breakpoints. This concludes the proof. []

max@;(a;) =
aJZO(pJ( )
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