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Summary

In the race for cost reduction in the offshore wind industry, support structure opti-
misation leading to weight reduction plays a prominent role. The fatigue limit state
(FLS) is often the driving consideration for the support structure design. However,
once the turbines are constructed and operational no information about the actual in
situ loading is collected. The load component that is examined in this work is the
bending moment of the monopile at the mudline section, an unfavourable location
for sensor installation and maintenance. Monitoring the monopile loads can offer an
accurate knowledge of its consumed and remaining fatigue lifetime, which in turn
has potential benefits of lifetime extension, feedback on current design practices or
can provide room for implementation of more aggressive turbine operation modes if
remaining lifetime is identified.

Within an offshore wind farm not all turbines are subjected to the same loading.
Several factors like different geometrical characteristics of turbines, wind turbulence
and wake effects, soil conditions, hydrodynamic loading and idling conditions in-
duce variation to the individual loading of the turbines. For this reason, a turbine
or cluster-specific internal load monitoring scheme is investigated in this thesis. In
order to make such a scheme efficient for a large number of turbines, data-driven ap-
proaches are examined and specifically artificial neural networks (ANNs) and linear
regression (LR).

The purpose of this thesis is to examine whether it is possible to estimate the ac-
tual loading of an offshore wind turbine monopile at the seabed critical location by
utilizing measured turbine signals and/or sensor measurements and machine learn-
ing techniques instead of a structural model.

The data used in this research is simulated with the in-house aeroelastic code
of Siemens Gamesa Renewable Energy – Bonus Horizontal axis wind turbine Code
(BHawC) – and includes operational, as well as idling fatigue load cases. 10-Minute
statistics of signals that are collected in turbines are used as inputs to the data-driven
models, whereas 10-minute damage equivalent loads (DELs) of monopile bending
moments are used as targets. In the case where the training set properly reflects
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the entirety of variation in environmental conditions, promising results are achieved.
A proper training set can be obtained by using simulation results from a validated
BHawC model.

The results of this study indicate that it is possible to accurately estimate the load-
ing history of the monopile in the form of bending moment DELs using feedforward
ANNs with a single hidden layer. The mean absolute error is < 3.5% for both the
fore-aft (FA) and side-side (SS) directions for normal operation load cases and the
residual error is < 0.5% for both directions when the inputs to the ANNs are suitable
statistics of the standard signals that are measured in wind turbines. In the idling
load cases a mean absolute estimation error < 3.5% in both directions is achieved
using only statistics of nacelle accelerations. In both cases, a training data set that
properly encapsulates the variety of environmental conditions is used for the ANNs.
Additionally, sensitivities of load estimation with ANNs with respect to training set
size, eigenfrequency deviation and input signal noise are investigated.

A different type of sensors, inclinometers, when installed at tower bottom (TB)
offer a highly accurate estimation of monopile loads at the seabed. TB rotation an-
gle is highly correlated with the target load. 10-minute equivalent ranges of rotation
signals at TB can be used as inputs to a piecewise LR scheme in order to accurately es-
timate DELs. When the 10-minute intervals are additionally binned based on whether
the mean wind speed is below, around or above the turbine rated wind speed, this
method gives mean absolute errors smaller than 2.5%. As a result, TB inclinometers
are recommended as highly useful sensors for purposes of load monitoring. However,
factors such as the actual accuracy level and durability of such sensors compared to
alternatives should be additionally considered.

The data-driven methods examined in this thesis show potential not only for on-
line internal load monitoring, but also for fast estimation of past load histories using
recorded data. Once the model has been trained and tested, making new estima-
tions with the trained model is computationally highly efficient. Moreover, more than
one wind turbines of the same cluster can be possibly monitored with a single trained
ANN if there is not a substantial difference in their properties, like natural frequencies.
Lastly, an important assumption when using the data-driven models that are exam-
ined in this work is that the turbine properties remain unchanged between training
and estimation phases, e.g. very limited impact of scouring.
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Blue points stand for training set samples, red datapoints stand for test
set samples. The linear regression model is illustrated by the coloured
linear plane. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

6.2 Illustration of the below, around and above rated operation domains on
the turbine power curve. Below rated includes wind speeds between 3
and 8 m/s, around rated 9− 15 m/s and above rated 16− 28 m/s. . . . 72



6.3 Linear regression in FA direction using σ of ÿna and ẍna as inputs.
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ÿtb fore-aft tower bottom acceleration m/s2

Z input vector of hidden layer −
zj input of hidden neuron j −

Greek symbols
δw network weight update vector −
∆Smeq 10-min equivalent range −
εmu,abs mean absolute normalised error of test set −
εmu mean normalised error of whole set −
θpb blade pitch angle rad

θnap nacelle pitch angle rad

θnar nacelle roll angle rad

λn spectral moment of order n and cyclic frequency f −
µ mean value −
σ standard deviation −
ψ neuron activation function −
Ωgen generator rotational speed rad/s

Abbreviations
ANN Artificial Neural Network
BHawC Bonus Horizontal axis wind turbine Code
DEL Damage Equivalent Load
DLC Design Load Case
FA Fore-Aft



FE Finite Element
FLS Fatigue Limit State
LM Levenberg - Marquardt
LR Linear Regression
LS Least Squares
MBM Mudline Bending Moment
ML Machine Learning
NN Neural Network
OWF Offshore Wind Farm
OWT Offshore Wind Turbine
PDD Probability Density Distribution
PDF Probability Density Function
PLC Programmable Logic Controller
PSD Power Spectral Density
SCADA Supervisory Control And Data Acquisition
SS Side-Side
SSE Sum of Squared Errors
TB Tower Bottom
TF Transfer Function
TP Transition Piece



xviii



Chapter 1

Introduction

1.1 Motivation

New designs for offshore wind turbines (OWTs) are continuously transitioning to-
wards higher power and larger size in order to more efficiently harvest the vast wind
resources that offshore sites offer. Although the size of new offshore wind farms is in-
creasing, higher turbine power means less OWTs necessary to achieve the desired park
power/production, contributing to a decreased cost of electricity (fewer monopiles,
less installation costs, etc.). This increase in OWTs power also increases the individual
turbine contribution to the total wind farm energy production. Monitoring techniques
can be employed to continuously assess the condition of the turbines. One category
of these techniques is aimed at monitoring the structural loads and the corresponding
fatigue damage accumulation due to cyclic loading at the desired location.

Support structure optimization leading to weight reduction can be an important
source of cost reduction in the offshore wind industry. The fatigue limit state (FLS)
is often a driving consideration for support structure design. However, once the tur-
bines are constructed and operational no information about the actual in situ loading
is collected. Monitoring loads in fatigue sensitive zones can provide significant ben-
efits both in making decisions for the specific monitored wind farm, as well as for
assessing the accuracy of the original fatigue design. An important decision can be
for example to extend the farm lifetime in case the actual loads in situ are lower than
those designed for. On the contrary, if the actual loads prove to be greater than the
design loads, one could aim to adjust power production in order to achieve the lowest
cost of energy over the farm lifetime. A relevant method is presented by Kusiak [9].
Furthermore, if good accordance between designed and actual loads can be proved
for a number of projects in the designer’s portfolio, this can be beneficial for future
projects by reducing a part of the technical risk and assuring better financing condi-
tions.
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2 1. INTRODUCTION

However, the critical fatigue points of the structure are sometimes not easily ac-
cessible, such as the monopile section at mudline level. This makes measuring in
that location economically non-attractive, especially for long term periods. There-
fore, economic advantages could result from the development of a remote sensing
technique for load monitoring. Such a technique will use measurements at other
points of the structure, preferably signals that are already collected in wind turbines
(standard signals, such as electrical power output, rotor rotational velocity and na-
celle accelerations) to estimate the target loads (e.g. monopile overturning moment
at the mudline).

1.2 Literature review

This section contains an overview of selected literature relevant to the topic of load
monitoring for wind turbines. Two different approaches (physics-based and data-
based models) to load monitoring are briefly described, a selection of existing work
on the topic is presented and lastly conclusions about the strengths and weaknesses
of each approach are drawn.

1.2.1 Introduction

Load monitoring techniques can be generally divided in physics-based and data-based
models. These two types differ in the methodology they use to estimate the target
quantities and both have advantages and limitations. The main aspects of each tech-
nique are presented in the following.

• Physics-based models
Physics-based models use physical laws and parameters to describe physical
systems and are most commonly used in engineering. One example is the mod-
elling of solid structures using the finite element method. These models offer
significant insight into the examined system, however in complex systems they
require many parameters to be known, some of which are either not possible to
determine or their estimation is highly uncertain. Additionally, when modelling
complex systems, issues such as discretization arise. In the finite element exam-
ple, in order to have an accurate model the structure has to be discretized with a
proper grid. This is a part of a process called verification. Experiments are often
used to confirm the accuracy of analytical or numerical models (validation pro-
cess). Methods for estimating the structural response at locations different than
the ones measured include e.g. modal expansion or various types of Kalman
filters. A comparison between three such methods was carried out in Maes et al
[13].
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• Data-based models
On the other hand, data-based models are based only on observed input and
output of the system, and are thus often characterized as ”black-box” models.
In other words they act as implicit transfer functions between input and re-
sponse and require little or no information on the system parameters. They use
principles of statistics and in some cases probabilities to model the available
data and make estimations for new data. There are numerous types of data-
based models, with some being more or less suitable depending on the specific
problem at hand. Neural networks are a popular example of such a data-based
model that has been used in various engineering tasks.

1.2.2 Selected literature

The most extensive source of knowledge in this topic, in the case of an onshore wind
turbine is the work of Cosack [5]. A fatigue load monitoring system using artificial
neural networks is introduced in order to estimate the loading at various critical tur-
bine locations, such as the blade root in- and out-of-plane moments, the tower base
longitudinal moment, tower top nodding moment and the rotor thrust and torque.
In order to infer the actual loading of the wind turbine using a data driven method
standard signals are used, such as: electrical power, generator speed, wind speed and
pitch angle conventionally measured for operational control, as well as accelerations
at turbine top.

For the design of a system that is used to estimate the loads mentioned in the
previous paragraph, the most important disturbances that influence loads and stan-
dard signals have to be known. These include: mean wind speed, vertical wind shear,
vertically inclined flow, yaw error, air density, overall turbulence intensity, mass imbal-
ance and soil/foundation stiffness. If these disturbances influence loads, they should
manifest themselves in the standard signals that are used as inputs to the model, or
else the transfer function will be unable to capture this relationship. Both damage
equivalent load ranges and probability density distributions (PDD) of load ranges are
examined as targets for the neural network. Using PDD instead of damage equivalent
load ranges allows for a more detailed fatigue load analysis, however the number of
parameters that are estimated by the ANN and describe the 10-minute PDD is higher.

The investigated methods are first tested with simulations carried out with the
aeroelastic code Flex5, considering the National Renewable Energy Laboratory (NREL)
1.5 MW WindPACT (Wind Partnership for Advanced Component Technologies) wind
turbine. Then, the methods are validated on the basis of measured data from cam-
paigns carried out at the prototype of the Multibrid M5000 turbine and then at two
Nordex N80 turbines that are closely located to each other. The estimation methods
that were developed with simulation data provided promising results in the case of the
Multibrid 5000 turbine. Accurate estimations were achieved for the estimation both
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4 1. INTRODUCTION

of equivalent loads and load range distributions of all examined loads. Small net-
works with a single hidden layer proved to be sufficient for an accurate estimation.
A trend towards lower accuracy in estimating equivalent load ranges than equivalent
load magnitudes was evident. The developed empirical approach for fitting observed
load histograms with standard distributions and subsequently predicting their param-
eters was successfully applied with a small number of common distributions.

Next, networks trained with data acquired from one N80 turbine are used to pre-
dict loads for a neighboring turbine of the same type. For the prediction of rotor
thrust and tower base moment the accuracy of the estimation did not deteriorate
much. However, in the case of the rest of the loads, such as blade root moments,
errors between predictions and measurements were significant. This is despite the
fact that the turbines are identical and located only 600m away from each other. This
shows that the actual loads that the different turbines were subjected to, or the actual
turbine structures had some deviation from each other. Further investigation is nec-
essary in order to assess the transferability of networks between turbines.

In the work of Obdam et al [18] the Flight Leader Concept for Wind Farm Load
Counting, that was developed based on data from onshore wind turbines at ECN
Windturbine Testpark Wieringermeer (EWTW), is applied in an offshore wind farm
for the first time (OWEZ). OWEZ is the first Dutch OWF and is located near Egmond
aan Zee village and consists of 36 Vestas V90 pitch-controlled variable speed turbines,
with a rated power output of 3 MW. SCADA data including nacelle wind speed, rotor
rotational speed, blade pitch angle, electrical power output, nacelle yaw angle and
optionally wave height and direction is collected on all 36 turbines, while 2 of them
are additionally equipped with mechanical load measurement devices and will act as
the Flight Leaders of the wind farm. Also data from a wave buoy and a metereolog-
ical mast of the farm are available. The Flight Leader Concept includes using ANN
to establish the transfer function between available SCADA parameters and load in-
dicators on blade (flapwise and edgewise) and tower (north-south and east-west) on
the 2 fully instrumented ”Leader” turbines. Once these transfer functions have been
created, the respective SCADA data from each of the rest 34 turbines can be used as
input to them in order to estimate the loading indicators for these uninstrumented
turbines. In order to validate the method’s performance the ANN are trained on data
solely from the first instrumented turbine and subsequently SCADA data from the
second one is used to estimate its load indicators, which is then compared with the
actual measured loads. The performance is significantly lower than for the onshore
wind farm, with the inclusion of wave characteristics as inputs to the estimation not
improving the accuracy. The performance is characterized reasonable and further
study is proposed using more OWEZ data. Finally, it is suggested that the concept
could be potentially modified for OWF application if future studies show promising
results.

In the case of OWTs there is an extra source of loading for the structure: hydro-
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dynamic loading. Sometimes hydrodynamic loads are dominant and using only the
commonly measured wind turbine signals (especially when excluding nacelle acceler-
ations) as network inputs yields large inaccuracies. This phenomenon possibly implies
lack of adequate knowledge of the hydrodynamic loading of the turbines. Smolka et
al [27] examines whether sea state measurements are necessary in these cases for an
accurate estimation or if they can be substituted by using extra acceleration sensors
mounted on different locations on the turbine. The locations examined are the tower
top, tower bottom, the foundation structure at mean sea level height or below the sea
level. In this study equivalent load ranges are used to describe the fatigue loads (in-
stead of load distributions) and a new type of input is used, namely rainflow counted
equivalent ranges of some of the standard signals. Three common sub-structure types,
monopile, jacket and tripod are examined in the context of this study. It is concluded
that accelerometers can replace wave height measurement and even a higher estima-
tion accuracy might be achievable.

In Smolka and Cheng [26] a database corresponding to one year of measurement
data collected by an offshore AREVA M5000 turbine is used to investigate the depen-
dency between estimation error and provided inputs in order to determine the most
important signals and statistical parameters. Also, the trade-off between the cost of
running longer measurement campaigns and accepting a larger estimation error is
explored. This originates from the nature of neural networks, which cannot extrapo-
late from what has been presented to them during training. It is demonstrated that
different input configurations for the neural network can lead to similar estimation
accuracy. It is also shown that a minimal duration requirement for the measurement
campaign can be estimated based on the sample data spread in mean wind speed and
turbulence intensity.

1.2.3 Conclusions

In general the available methods for remote sensing of wind turbine loads can be di-
vided in two main categories: physics-based and data-based. A comparison between
the two model types is presented in Table 1.1. ANNs are used as the reference type of
model for data-driven models.

In the context of this work only data-based models will be examined, also called
machine learning (ML) techniques. The reason for choosing this type of models is that
they are in general significantly simpler and faster to build and deploy than physics-
based models. The reason for that is that hardly any parameters of the modelled
system have to be known and the model can be built based only on observed input
and output of the system (in the specific case time series). Although in physic-based
models the system output would not be necessary to make new estimations, it is gen-
erally used to validate the model. For example, if a finite element (FE) model is
created for the turbine structure it has to be validated that this model is accurately
representing the real structure. So in this case measured accelerations can be com-
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6 1. INTRODUCTION

Table 1.1: Comparison between physics-based and data-driven models for load moni-
toring

Category Physics-Based Data-Based (ANNs)

Description
• Information stored in physi-

cal parameters and laws of
the model

• Very specific input data re-
quired for predictions

• Based on time domain or
linearized frequency domain
models

• Measured input and load
(target) data required for set-
up

• Implicit transfer function is
stored in the algorithm

Advantages
• No measured loads required

(recommended for valida-
tion)

• Simultaneous load estimates
at all locations of the model

• Can extrapolate to any load
conditions for which the
model is valid

• Automated training and
semi-automatic network
topology optimization possi-
ble

• No detailed information on
the wind turbine parameters
and physical laws required

• Computationally efficient es-
timation, especially for DELs

Disadvantages
• Detailed structural informa-

tion required

• Suitable for observable sys-
tems only

• Post-processing of time series
required

• Structural model might not
be totally accurate

• Insight in TF not straightfor-
ward (black-box model)

• Extrapolation to input not
presented during training
not possible

• Separate network for each
critical point

• Trial and error approach for
set-up

bined with the finite element model to estimate MBMs, but these estimations have to
be compared with actual measured moments to ensure the model is accurate. As a
result, in both physics- and data-based models some (limited) output measurements
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1.3. RESEARCH QUESTION 7

are necessary.

Physics-based models such as modal expansion use time-series of measured re-
sponse data, such as tower accelerations and a FE model to estimate time series of
other quantities, for instance displacements, moments and accelerations. in any node
of the model. This ability to estimate signals of interest at multiple structure loca-
tions is an advantage of these methods. However, the form of the estimated quantity
is a time series which sometimes has to be further processed. Moment time series
have to be processed with the rainflow counting method to give Damage Equivalent
Load (DEL) values for fatigue calculations. If such models are used for several wind
turbines a huge amount of data will be produced and processed continuously, which
induces significant computational efforts. On the other hand, ML techniques can be
used to establish a black box relation directly from input to a specific DEL output,
making the process much faster. Finally, in some ML algorithms, such as ANNs, the
calculation from input to output is a fast matrix multiplication as opposed to more
complex operations required when using physical models. All the aforementioned
reasons make it attractive to examine ML techniques as a solution to efficiently mon-
itoring the loading of multiple wind turbines and whole wind farms.

1.3 Research question

As was mentioned in the last paragraphs of Subsection 1.2.1, data-driven models
that use ML techniques offer significant benefits when employed for the creation of
a load monitoring system for multiple OWTs and entire farms. They are faster and
simpler to build than the competing physics-mased models, such as modal expansion
algorithms and typically require less computational effort and storage. However it is
of vital importance to assess the accuracy of data-driven models to conclude whether
it reaches a satisfactory level. This depends mainly on three factors:

• Choosing a suitable format for the load quantities that need to be estimated.

• Choosing inputs to the data-driven models that appropriately reflect the cause of
variation in the load quantities, thus leading in an accurate estimation.

• Selecting an appropriate type of data-driven model among the possible alternatives.

These three tasks form together the main research question of this thesis which
can be summarised as:

”Is it possible to accurately estimate the actual loading of an offshore wind turbine
monopile at the mudline critical location by utilizing standard turbine signals and/or
sensor measurements and machine learning techniques instead of a structural model?”
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8 1. INTRODUCTION

1.4 Methodology and structure

In this Section the structure of the thesis is presented by summarising the contents of
each Chapter and Appendix.

Chapter 1 contains an introduction to the topic of load monitoring that is exam-
ined in this thesis. The motivation for this study is explained, including the potential
benefits from a load monitoring system. Next, a brief overview of the existing rele-
vant literature is carried out and some conclusions on the currently available scientific
methods are drawn. The most important aspects of data-based and model-based ap-
proaches are presented and a comparison is made. Finally, a clear research question
to be answered by this thesis is stated. Only data-driven approaches will be examined
in the context of this thesis.

In Chapter 2 an introduction to the Siemens Wind Turbine SWT-6.0-154 OWT ex-
amined in this study is done. The targets of the estimation procedure for a load mon-
itoring system are loads and in this study the overturning moment at the monopile
mudline section will be used. These are in the form of Damage Equivalent Loads
(DELs) over 10 minute intervals. The method to obtain these DELs from the mo-
ment time-series that result from the BHawC simulations is shown. Then, the turbine
signals that will be used as input for the data-based models and their locations on
the structure are presented. These signals are output from the BHawC simulations
mentioned above. They will be pre-processed to statistical parameters, which will be
the actual input to the models. The chosen parameters that are relevant and will be
mostly used in the following chapters are shown.

In Chapter 3 a brief introduction to machine learning (ML) models and Arfificial
Neural Networks (ANNs) in particular is done. An overview of the different types of
problems where machine learning can be used is presented in Section 3.1 and the
general procedure of setting up a ML model is described. In Section 3.2 information
on different types of ANNs and activation functions is provided. The theoretical back-
ground behind feedforward ANNs is elaborated and the various algorithms that are
available for network weight optimization are listed. Then, the Levenberg-Marquardt
algorithm is presented.

In Chapter 4 ANNs are applied for the load estimation problem of monopile over-
turning moments in the mudline section in fore-aft (FA) and side-side (SS) directions.
As load output of the ANNs a DEL accumulated in a period of 10 minutes is used. The
approach is illustrated in Figure 1.1. First, in Section 4.1 information relevant to the
data used in the case study is presented and the performance metrics that will be used
for the assessment of the estimation accuracy are introduced. In Section 4.2 a selec-
tion of available input and target variables are plotted together in order to explore the
data and discover useful correlations. Next, in Section 4.3 all available combinations
of available signals are tested as input to the ANN and the performance of different

CONFIDENTIAL



1.4. METHODOLOGY AND STRUCTURE 9

combinations is presented. The main difference of offshore with respect to onshore
WT is the hydrodynamic loading, mainly due to waves. The effect of significant wave
height Hs on the monopile moment DELs in FA and SS directions is illustrated in Sec-
tion 4.4 and the difference is attributed to the more complex structural behavior in FA
direction. The inclusion of the 10-minute sigificant wave height Hs as an input to the
ANNs is also examined. Lastly, in Section 4.5 ANNs are applied in order to estimate
moment damage equivalent loads during idling conditions.

Figure 1.1: Overview of the method for load estimation with use of artificial neural
networks.

Chapter 5 presents three sensitivity studies for the application of ANNs for load
monitoring. A natural limitation of ANNs is that they cannot extrapolate outside the
range of inputs that have been presented during training. Extrapolation introduces
significant errors to the estimation. This is shown in Section 5.1, where training sets
of different sizes are created based on the likelihood of occurence of the individual
10-minute simulations within the wind farm’s design lifetime. Those sets of varying
size are used to train the ANN models, which are then used to predict the remaining
test set samples. The impact of training set size on the estimation accuracy is assessed.
In Section 5.2 the sensitivity of the estimation accuracy of ANNs to deviations in the
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turbine’s first eigenfrequency is examined. ANNs are first trained on data from a tur-
bine with a specific eigenfrequency and are subsequently tested on four wind turbines
with the same characteristics, whose eigenfrequencies deviate from the original. In
Section 5.3 acceleration signals from nacelle and TB are contaminated with artificial
noise. A network is trained and tested on statistics of those noisy acceleration signals
and its performance is compared with the respective noiseless case.

Linear regression models are examined in Chapter 6. The linear correlation be-
tween nacelle acceleration standard deviation and target DELs can be used to attempt
a supervised extrapolation within the normal operation range. A brief overview of the
theory behind Linear Regression (LR) method is presented in Section 6.1. In Section
6.2 the linear relationship between the standard deviations of nacelle accelerations
and the respective moment DEL is exploited to examine using a simple linear regres-
sion model instead of ANNs. In Section 6.3 the simulations of the operational load
case DLC 1.2 are binned based on the 10-minute mean wind speed in 3 bins: below,
around and above rated. Then separate LR models are used for each bin, in order to
approximate the underlying function more locally. Finally, in Section 6.4 the rotation
angle (pitch & roll) signal at tower bottom (TB) is considered and its correlation with
the MBM signal is shown. When it is also entered in the linear regression scheme in
the form of equivalent magnitude dSeq the results exhibit a high increase in accuracy.

The most important conclusions of this study are presented in Chapter 7. In ad-
dition, some recommendations for the practical implementation of a data-driven load
monitoring scheme are given. Finally, some relevant topics are recommended for fu-
ture work.

Appendix A includes the method for obtaining the power density spectrum of an
arbitrary time signal and the spectral moments of various orders, which contain valu-
able information about the signal’s frequency content.

The regression plots for the eigenfrequency sensitivity study of Section 5.2 are
presented in Appendix B.
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Chapter 2

Fatigue Loads and Measured
Signals of Wind Turbines

In this Chapter the specific wind turbine that will be used throughout this study is in-
troduced. Information about the turbine model and its location in Westermost Rough
offshore wind farm is provided in Section 2.1. The targets of the estimation proce-
dure are internal loads of the monopile and more specifically the bending moment
at the mudline section. The commonly used types of load formats are described in
Section 2.2. The parameters that will be used as inputs to the ANNs are signals that
are typically available through the SCADA system. Also, additional signals that can be
acquired by installing extra sensors will be considered. The signals will be processed
and suitable statistical parameters will be extracted in order to be used as inputs to
the estimation. An overview of the signals and the statistical parameters that are
considered in this work is given in Section 2.3.

2.1 The SWT-6.0-154 wind turbine

The wind turbine model examined in this study is the SWT-6.0-154. The specific wind
turbine is located in the Westermost Rough OWF, approximately 8 km off the coast of
Withernsea in the northeast of England. The farm location is shown in Figure 2.1.

The farm consists of 35 turbines of this type, with a total rated power of 210 MW.
A brief overview of the most important characteristics of the SWT-6.0-154 model is
presented in Table 2.1. An schematic representation of the turbine with the most
important parts highlighted is shown in Figure 2.2.
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12 2. FATIGUE LOADS AND MEASURED SIGNALS OF WIND TURBINES

Figure 2.1: Location of Westermost Rough offshore wind farm in the UK map [29]

2.2 Fatigue load formats

Fatigue loads are of great importance for the design of the wind turbine structures and
affect almost all turbine components, such as the blades, gearbox, tower and founda-
tion. The reason for that is that they are almost constantly subject to dynamic loading
from wind and in the case of offshore turbines also from waves. This results in an
accumulated number of loading cycles in the order of 108 to 109 over the turbine life-
time, according to Cosack [5]. Fatigue loads can be described with several different
formats, of which uncompressed load time series in terms of stress histories are the
format containing the full load information. Load time series can be compressed to
different load formats, however with a degree of information loss. Two such common
load formats are load range distributions (or multi-stage distributions) and equivalent
load ranges (also called damage equivalent loads DELs or single-stage distributions).
Only the latter format is examined in this work.

2.2.1 Target load signals

Although fatigue is related to the stress time history of the examined section, in this
work the overturning moment time history and the respective condensed formats will
be examined (at monopile mudline level). Stresses can then be directly calculated
if the internal forces and moments, as well as the section properties are known. For
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Table 2.1: Characteristics of the SWT-6.0-154 offshore wind turbine

Rotor
Type 3-bladed, horizontal axis

Diameter 154 m
Speed range 5-11 rpm

Blade
Material Glass Reinforced Epoxy Resin Composite (GRE)

Blade length 75 m (B75)

Generator
Type Synchronous, PMG, Direct Drive

Generator
Cut-in wind speed 3-5 m/s
Nominal power at 12-14 m/s

Cut-out wind speed 25 m/s
Maximum 3 s gust 70 m/s (IEC version)

Weights (approximately)
Towerhead mass 360,000 kg

Tower
Type Cylindrical and tapered tubular

Hub height 103.26 m

Monopile
Height 60 m

Water depth 26.5 m
Diameter 6.5 m

example, the normal stress at any point of the monopile section depends on the ax-
ial force and the two bending moments around two perpendicular section axes. The
examined load signals that will be used as targets for the estimation with data-driven
models are shown in Table 2.2.

Table 2.2: Examined target wind turbine load signals

Number Symbol Target signal Unit Signal location

1 MFA
ml Bending moment FA kNm Monopile mudline

2 MSS
ml Bending moment SS kNm Monopile mudline
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14 2. FATIGUE LOADS AND MEASURED SIGNALS OF WIND TURBINES

Figure 2.2: Illustration of an offshore wind turbine on a monopile foundation

During the 10-minute simulations the yaw angle of the rotor-nacelle-assembly is
varying. As a result, the FA and SS directions with respect to the support structure
fixed coordinates are not constant during this interval. For this reason the mean value
of the yaw angle during the 10 minutes and the respective FA and SS directions of
the monopile are considered. All applicable signals are transformed to this selected
reference system.
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2.2.2 Load range distributions

The method proposed for obtaining the load range distributions is briefly described
here. First, the measured load signal is processed using the rainflow counting method,
see Downing and Socie, [6]. This method returns all load cycles encountered in the
time-series, which includes full cycles and possibly some half-cycles. Subsequently a
histogram of the computed load cycle ranges is constructed with respect to a num-
ber of predefined load amplitude bins. The vertical axis contains the number of oc-
curences of each bin over the sampled period and the horizontal axis the amplitude
bins. From the histogram, the discrete PDF of the load cycle amplitudes can be ob-
tained by scaling the histogram such that its total area is equal to 1.

2.2.3 Equivalent load ranges

The individual load ranges ∆Si resulting from rainflow counting can be further pro-
cessed to a single equivalent load range by applying an exponential relationship be-
tween load cycle ranges and damage caused to the specimen, assuming a linear dam-
age accumulation (Palmgren-Miner rule). The exponent m used is a material constant
and its inverse 1

m is the slope of the SN-curve for the specific material. Its typical value
for welded steel is 4 and this value is used for the DEL calculation of the monopile
bending moments. In the generic case where there are n load ranges ∆Si with dif-
ferent cycle numbers Ni, they can be combined to a single equivalent load range
∆Seq,Nref,m which for the reference number of cycles Nref gives the same total dam-
age:

∆Seq,Nref,m =
m

√∑n
i=1 ∆Smi Ni
Nref

(2.1)

This number describes the damage induced to the specimen over the examined
time period in the simplest way possible. This simplification can lead to deviations
from the theoretical damage caused by multi-stage distributions, mainly when elasto-
plastic behavior occurs at large load magnitudes. Equivalent load ranges calculated
for a specific number of reference cycles Nref1 can be transformed to a different num-
ber of cycles Nref2 by applying the relationship:

∆Seq,Nref2,m = ∆Seq,Nref1,m
m

√
Nref1
Nref2

(2.2)

Additionally, k equivalent ranges that are derived for the same exponent m and
number of reference cycles Nref can be combined in a single equivalent load.
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∆Seq,Nref,m =
m

√√√√ k∑
i=1

∆Smeq,Nref,m,i (2.3)

An example of the three load formats is given in Figures 2.3a to 2.3c, where a
load time history is first processed with the rainflow counting method and reduced
to a histogram of load ranges, with the x axis containing the values of the bin edges
and y axis the number of occured cycles for each bin of ranges. With some further as-
sumptions the influence of these ranges is combined in a single equivalent load range
for a number of reference cycles Nref , as shown in the lower right part of the figure.

2.3 Input parameters – statistics of measured turbine
signals

The input for the estimation procedure will be selected from a variety of available
signals. For this thesis simulated response measurements and standard signals gen-
erated with the BHawC aeroestic software package will be used. The input signals
that are examined in this study are listed in Table 2.3. For convenience a numeral
identifier is assigned to each input.

Table 2.3: Measured wind turbine signals that will be examined as inputs to the data-
driven models. Signals 1-5 are named ”standard signals” throughout this work and are
typically collected in wind turbines.

Number Symbol Input signal Unit Signal location Standard

1 Ωgen Rotational velocity rad/s Rotor yes

2 θpb Pitch angle rad Blade yes

3 Pel Electrical power MW Nacelle yes

4 ÿna, ẍna Accelerations FA & SS m/s2 Nacelle yes

5 UFA,USS Wind speed FA & SS m/s Nacelle yes

6 ÿtb, ẍtb Accelerations FA & SS m/s2 Tower bottom no

These input signals will be processed in order to extract relevant statistical param-
eters that can be used as inputs to the estimation procedure. The statistical parame-
ters, derived from time and frequency domain representations of the input and output
signals, are listed in Table 2.4.
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Figure 2.3: Three different load formats with decreasing level of information: load time
history, load range histogram and equivalent load range.
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18 2. FATIGUE LOADS AND MEASURED SIGNALS OF WIND TURBINES

Table 2.4: Statistical parameters of input signals

Parameter name Symbol
Time domain

mean value µ
variance / st. deviation var / σ
maximum range Rmax

10-min equivalent range ∆Sm
eq

Frequency domain
spectral moment of order n λn

Used spectral moments λ−2, λ−1, λ−0.5, λ1, λ2, λ3

The spectral moments of various orders are derived from the signal power spectral
density (PSD). A detailed description of the computations of the PSD and the spectral
moments of arbitrary order of the input signals is presented in Appendix A.
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Chapter 3

Artificial Neural Networks

This chapter is an introduction to machine learning (ML) algorithms with specific
attention given to artificial neural networks (ANNs) which are flexible function ap-
proximators that can be used for a variety of tasks. In Section 3.1 the different uses
of ML are briefly presented: supervised or unsupervised learning and regression or
classification. Additionally, the procedure of choosing a ML model and optimizing its
parameters to fit specific data is illustrated. In Section 3.2 the mathematical model of
a feedforward ANN is provided and the Levenberg-Marquardt algorithm for the net-
work weight optimization is presented. Feedforward ANNs will be used to establish
data-driven models for load monitoring in Chapter 4.

3.1 Machine learning models

The term machine learning is attributed to the subfield of computer science whose
objective is to explore the study and construction of algorithms that can learn from
and make predictions on data, rather than being explicitly programmed for a specific
task. Such algorithms, do not follow strictly static program instructions but make
data-driven predictions or decisions by utilizing a number of input and output obser-
vations of the underlying system that is to be modelled.

3.1.1 Applications of machine learning models

Machine learning is particularly useful in a range of computing tasks where designing
and programming explicit algorithms with good performance is difficult or infeasi-
ble. One widely known example that is used as an introductory problem in ANNs is
the task of recognizing hand-written digits (e.g. MNIST dataset). It is a task which
has proven too complex to program in an explicit way. However, using an ANN with
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20 3. ARTIFICIAL NEURAL NETWORKS

multiple hidden layers that have learnt by examples have demonstrated excellent per-
formance with accuracy higher than 99% in predicting the correct digit, Liu [11]. The
ANN for this specific case has learnt to predict correct digits using training samples
of vectors with all the pixel values of the digit picture (input) and the respective digit
label (target). Digit recognition is one example of supervised learning tasks.

Supervised learning is the process of inferring an underlying function from avail-
able labeled data. Each labeled data sample is a pair consisting of an input object
(typically a vector) and a desired output value (also called the supervisory signal).
For instance in the task of inferring the function which relates the location, area and
age of a house to the price of the house, the labeled data should include an input vec-
tor consisting of three values: X = [location, area, age] and an output value which is
a single scalar in this case: y = price. These X and y values are instances of three
independent variables forX and a dependent variable for y. Each variable can be con-
tinuous, discrete or categorical. Categorical variables are binarised, so for example
the employment status with 2 potential cases (employed and unemployed) would be
described by 2 separate binary variables (one for employment and one for unemploy-
ment). An employed person would correspond to [1, 0] and an unemployed person to
[0, 1].

Supervised learning tasks can be further divided into regression and classification
tasks; this distinction is made based on the type of the dependent target variable y. A
task is referred to as a regression task if the target variable y is a continous numeric
variable. One example is the problem of estimating house prices, since the price of
a house can take values in a continuous range of real numbers. On the other hand,
when the task is to assign a sample in one of several available categories the process
is called classification. For example the problem of distinguishing between ”spam”
and ”non-spam” email is a classification task. The binarised format described in the
previous paragraph is used for the target value in this case: 0 for ”non-spam” and 1
for ”spam”.

In unsupervised learning the samples are unlabeled, which means they consist
only of input and no corresponding label. The target is to explore the data and dis-
cover a structure in it such as hidden patterns or groupings. Cluster analysis is a
common unsupervised learning task.

3.1.2 Creating a machine learning model

The process of setting up and using a machine learning model requires several steps.
The four main steps are illustrated in Figure 3.1. The first step that corresponds
to Block #1 is to examine the available data. Data can be stored in spreadsheets,
databases, binary files, or big data systems. Very often preprocessing of the data is
necessary before using it for machine learning. Data sets often contain missing values
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3.1. MACHINE LEARNING MODELS 21

or outliers due to sensor malfunction or damage. As a result, a series of preprocessing
steps are required for finding, removing, and cleaning data in order to prepare it for
use. It is also important to visualize data before applying any model. Visualisation
can provide useful insight in the data and reveal structure, e.g. correlations or prob-
lematic data like outliers. It can also provide information on what type of model suits
the problem. For instance, a non-linear problem cannot be properly described with a
linear model and will probably have low accuracy.

Figure 3.1: Overview of the procedure of setting up a machine learning model [19]

Another data preprocessing technique involves transforming the data in a consis-
tent way to make them suitable for specific types of models and to increase computa-
tion efficiency. Data can be standardized in order to have a zero mean (µ = 0) and
standard deviation equal to 1 (σ = 1). Each independent variable is standardized
according to the Equation 3.1:

Xi,stand. =
Xi − µi
σi

(3.1)

Some algorithms such as ridge regression require standardized data and may give
less accurate results in case non-standardized data is used. For other algorithms it
might not be necessary to standardise data, but it is generally a common practice. In
ANNs the mapminmax transformation is most common for both inputs and outputs,
where features are transformed in the [−1, 1] interval. This transformation is also the
default pre- and postprocessing method in the Matlab 2016a Neural Network toolbox
[8] that is used in this thesis. Its formula is given below. Yi is the transformed and
Xi the original vector. Ymax = 1 and Ymin = −1 for the case of transformation to the
[−1, 1] interval.

Yi =
(Yi,max − Yi,min)(Xi −Xi,min)

(Xi,max −Xi,min)
+ Yi,min (3.2)
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22 3. ARTIFICIAL NEURAL NETWORKS

Model selection is illustrated in Block #2 and refers to choosing from a variety
of available models that are suitable for the task and building the respective algo-
rithm. There is no model that is optimal for all problems so the choice is problem
specific. Models differ in complexity, ranging from simple linear regression models to
more complex models such as neural networks. Also some models are of probabilistic
nature and can provide confidence intervals for the estimations, such as a Gaussian
Process model. Another distinction that is important for computational efficiency is
between ”lazy” and ”eager” learning. Lazy learning models require the whole training
dataset in order to make predictions for new data, which increases storage demands.
However they are able to approximate the target function locally which generally
increases accuracy. Examples of lazy learning models are GP and nearest-neighbor al-
gorithms. In eager learning the system generalizes the training data before receiving
queries, resulting in faster prediction of new values. Eager learning methods include
ANNs and linear regression.

The third step shown in Block #3 of Figure 3.1 is to infer the hidden variables of
the model for the specific problem that is examined. Depending on the model type
there are different variables called ”model parameters” that contain the model infor-
mation. They add abstraction to the model and are tuned for a specific problem in
a procedure called training of the algorithm. A simple example is the offset w0 and
slope w1 that fully describe a straight line in 2 dimensions. These are the 2 model
parameters that are optimized for a Linear Regression (LR) model in the simplest
case of a single independent variable. The optimization procedure for the generic
LR model is given in Section 5.2. For the optimization of the model parameters an
objective function is introduced and this quantity is optimized (either minimized or
maximized). The sum of squared errors (SSE) is a common objective function that
leads to the widely used least squares criterion. The objective function optimization
can both: be analytically tractable or based on iterative algorithms and provide global
or local optima.

LR weight optimization returns a global minimum which is found in an analytical
way and is given by Equation 6.5. ANNs use the same type of SSE objective function.
However the network weights are optimized by means of an iterative algorithm, such
as the LM algorithm, which will be presented in Subsection 3.2.3. Additionally, since
generally the obtained minimum can be local rather than global, multiple optimiza-
tion instances should be carried out in order to obtain the best performing training
and corresponding network parameters. For the training of the model, the data set is
generally divided into a training set, a validation set and a test set, as shown in Figure
3.2.

• training set
The training set data is presented to the model so it can learn from it. It contains
labeled data that has been collected and result from the underlying distribution
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3.1. MACHINE LEARNING MODELS 23

Figure 3.2: Division of the data set in training, validation and test sets [20].

of the problem. In ANNs the training set is used to adjust the network weights.

• validation set
A validation set may be used by some algorithms like ANNs for early training
stopping to minimise overfitting. The network weights are not adjusted based
on this data set, but it is used to verify that any increase in accuracy over the
training data set actually yields an increase in accuracy over a data set that has
not been shown to the network before (network has not trained on it). If the
accuracy over the training data set increases, but the accuracy over the valida-
tion data set stays the same or decreases, then the neural network is overfitting
and training is stopped.

• test set
The testing set is not presented during training and is used to assess the per-
formance of the trained model. It provides information on how well the model
generalizes beyond the training data. The testing dataset also consists of labeled
data but only the input is presented to the model, which makes a prediction
called output. This output of the model is compared with the known correct
value (label) that is called target. The model performance is assessed on the
basis of this comparison between output and target.

As soon as the model has been tested on the test set and a satisfactory perfor-
mance has been achieved, the model can be used to make predictions for new unla-
beled input data. This new data is assumed to be generated from the same underlying
distribution that the training data came from. In other words, the system that is de-
scribed by the ML model is supposed not to change. If this is not the case in reality,
the applicability of the model should be reconsidered.
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24 3. ARTIFICIAL NEURAL NETWORKS

3.2 Introduction to ANNs

An Artificial Neural Network (ANN) is an information processing paradigm that is in-
spired by the way biological nervous systems, such as the brain, process information.
The ANN information processing structure consists of a large number of intercon-
nected basic processing elements (neurons) that collectively work to solve specific
problems. ANN models have been used for a variety of complex tasks, such as time
series prediction, speech recognition and image classification. In the context of this
thesis they will be used for the task of function approximation. In this Section, after
a brief presentation of biological neurons, an introduction to both the structure and
the training of the ANN model will be made.

3.2.1 Biological neuron

A biological neuron or nerve cell is a type of cell that processes and transmits infor-
mation through electrical and chemical signals [24]. A typical neuron consists of a
cell body (soma), dendrites, and an axon. Neurons can connect to each other to form
neural networks. Signals are transmitted between neurons via specialized connec-
tions called synapses. A typical biological neuron is illustrated in Figure 3.3.

Figure 3.3: Illustration of a typical biological neuron [2].

Neurons are electrically excitable and maintain voltage gradients across their mem-
branes. Dendrites are the branched projections of a neuron that receive the incoming
electrochemical stimulation received from other neural cells and propagate it to the
cell body, also called soma, of the neuron from which the dendrites project. Electrical
stimulation is transmitted onto dendrites by upstream neurons, usually through their
axons. The connections between upstream axons and downstream dendrites, named
synapses, can be located at different points throughout the dendritic tree. Another
function of dendrites is to integrate these synaptic inputs and to determine the ex-
tent to which action potentials are produced by the neuron. If there is a change in
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voltage that exceeds a certain threshold, an all-or-none electrochemical pulse, called
an action potential is generated, which travels rapidly along the cell’s axon, and ac-
tivates synaptic connections with other cells when it arrives. Multiple interconnected
neurons form neural circuits and neural networks, which are basic components of the
nervous system and determine how an organism perceives the world and its reactions
to external influences.

3.2.2 Mathematical model of neural networks

Artificial neural networks (ANNs) are computational models that can describe nonlin-
ear, multivariable, static and dynamic systems. Their function imitates that of biolog-
ical neural networks and they can be trained by providing them with input – output
observations of the underlying system, rather than being explicitly programmed. For
that reason, they are generally considered black box, data-driven models opposite to
physical models for example. In Leshno et al [10] it is shown that a standard mul-
tilayer feedforward network with a locally bounded piecewise continuous activation
function can approximate any continuous function to any degree of accuracy if and
only if the network’s activation function is not a polynomial. The first type of AMM
was the perceptron algorithm, invented in 1957 at the Cornell Aeronautical Labora-
tory by Frank Rosenblatt [22]. It consisted of a single layer of neurons (single layer
perceptron), which made it capable of only learning linearly separable patterns. After
several years it was recognised that feedforward neural networks with two or more
layers (multilayer perceptron) had far better capabilities of representing complex,
nonlinear patterns than perceptrons with a single layer.

In analogy with the biological neural networks, multilayer feedforward ANNs con-
sist of several layer of neurons, interconnections between the neurons and weights
assigned to these interconnections. Artifical neurons are mathematical models of bi-
ological neurons and form the basic building block of an ANNs; these neurons math-
ematically process and transmit an input to an output. A simple model of an artifi-
cial neuron consists of a function with several inputs and one ouput. Inputs are the
equivalent of the biological neuron’s dendrites and the output is the equivalent of the
axon. Each input is weighted by an individual weight factor, representing the synaptic
strength. The sum of the weighted inputs, often plus a bias term, is passed through
a nonlinear activation function and the resulting value is the output of the artificial
neuron. Various types of activation functions exist, some of which are shown in Fig-
ure 3.4. Commonly used activation functions are threshold, sigmoidal and tangent
hyperbolic functions. Recently, the rectified linear unit (ReLU) activation function
has attracted a lot of interest in the field of deep learning [17]. In this thesis the
hyperbolic tangent sigmoid activation function will be used, given by Equation 3.3.

σ(z) =
2

1 + exp−2z
− 1 (3.3)

Generally activation functions map the neuron’s output into a certain interval like
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26 3. ARTIFICIAL NEURAL NETWORKS

[0, 1] or [−1, 1] [4].

Figure 3.4: Common activation functions for artificial neural networks [21].

ANNs are created by interconnected neurons arranged in layers. A typical struc-
ture consists of one input and one output layer and one or more hidden layers. ANNs
are categorized according to the type of neuron interconnections as follows:

1. Feedforward networks, which may consist of several layers of neurons and in-
formation flows in only one direction, namely from input to output. These networks
do not contain cycles or loops.

2. Recurrent networks, where feedback can be introduced either internally in the
neurons, to other neurons in the same layer or to neurons in preceding layers.

3.2.3 Training of ANNs

As mentioned earlier, the neural network is a model whose parameters are estimated
based on known input and output of the system it describes. The process of learning
the model parameters is called training of the ANN. All the information that is learnt
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Figure 3.5: Architecture of a typical feedforward artificial neural network with one
hidden layer [30].

by an ANN is contained in its topology, namely the number of layers, the number of
neurons of each separate layer and the activation functions of the neurons, as well as
the weights of the connections between neurons. The training can be defined as the
adaptation of weights in the multi-layer network such that the error between the de-
sired output and the network output is minimized. The sum of squared errors (SSE)
is introduced as a cost function for the optimization, thus the training procedure is
a nonlinear optimization problem with respect to the networks weights. There is a
variety of training algorithms, which can be used, each one with their strengths and
weaknesses. Some examples are: Error backpropagation (first-order gradient), New-
ton and Levenberg - Marquardt algorithms (second-order gradient), Bayesian regu-
larization, Conjugate gradients and others.

Error backpropagation was first proposed as a method for training ANNs in 1974
by Werbos [32]. In 1986 Rumelhart, Hinton and Williams [23] showed experimen-
tally that this method can generate useful internal representations of incoming data
in hidden layers of neural networks. The term backpropagation is not only associ-
ated with first-order gradient methods. In this Subsection the LM algorithm will be
presented, also called LM backpropagation. It is commonly used for the non-linear
LS optimization of the ANN objective function. For a more detailed presentation of
the ANN mathematical model the reader can refer to Babuska [3] and for the LM
algorithm to Lourakis [12]. The training phase can be divided in two computational
phases:

1. Feedforward computation. Starting from the input layer, the input data is
forwarded to the the first hidden layer and summed for each neuron, with a possible
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addition of a bias term bj . This sum is then passed through the activation function
and the output is computed, which in turn is passed to the next hidden layer and the
same procedure is followed, until the final output of the network is computed. More
analytically, the procedure for an ANN with one hidden layer is as follows. First, the
input zj for each of the hidden layer neurons is calculated:

zj =

p∑
i=1

whijXi + bhj , j = 1, 2, ..., r (3.4)

where whij and bhj are the weights and bias of neuron j respectively and p is the number
of inputs of the network, r the number of hidden layer neurons. This formula also
applies in the case of networks with multiple hidden layers. For hidden layers other
than the first, the term Xi can be substituted by the output from the previous hidden
layer of neurons. Next, th input zj is passed through the hidden layer neuron in which
the output is computed based on the type of activation function ψ.

vj = ψ(zj), j = 1, 2, ..., r (3.5)

Then, the outputs yk of the network are calculated as follows:

yk =

h∑
j=1

wojkvj + bok, k = 1, 2, ..., s (3.6)

where wojk and bok are the weights and biases used to compute the kth output re-
spectively and s is the number of outputs. The same steps can be written in matrix
notation, where Xb and Vb include one unit vector each in order to account for the
bias terms.

Z = XbW
hV = ψ(Z)Y = VbW

o (3.7)

2. Weight adaptation. The values Y that the network outputs at the end of the
feed-forward computation are compared with the known, correct output values (tar-
gets) of the training dataset T (in this case the DEL values). The difference between
the two arrays is the error of the network E.

E = T − Y

An objective function has to be established to optimize the weights of the network,
either by minimizing or maximizing. In this case, the objective function to be mini-
mized is the sum of squared errors (SSE). It has the following formula for arbitrary
number of outputs l.

L(w) =
1

2

N∑
m=1

s∑
k=1

ε2mk = trace(EET ) (3.8)
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w = [WhW o]

in which N is the number of samples in the training dataset. Considering a single
sample of the training dataset, the objective function can be written as:

L(w) =
1

2

l∑
i=1

ε2l =
1

2
‖εl‖22 =

1

2
‖tl − yl‖22 (3.9)

Considering the Equations 3.4, 3.5 and 3.6 it becomes clear that the objective function
L in Equation 3.8 is a function of the weights w of the network that are used during
the feedforward computation. As a result, the training of the ANN is a nonlinear op-
timization problem with respect to the network weights w that include both hidden
layer weights Wh and output layer weights W o. The weights are optimised such that
the error in Equation 3.8 is minimised. There are several training algorithms avail-
able, however the standard algorithm is the LM algorithm and this one is presented
here.

If a function f is considered, that maps a weight vector w ∈ <m to the network
output y = f(w), where y ∈ <n, the LM algorithm is based on a linear approximation
of f in the neighborhood of w. Considering ‖δw‖ to be small, the function f can be
approximated by a Taylor series expansion as:

f(w + δw) ≈ f(w) + Jδw (3.10)

in which J is the Jacobian of the network with respect to the weights w and is given
by:

J(w) = ∇f(w) =

[
∂f(w)

∂w1
,
∂f(w)

∂w2
, ...,

∂f(w)

∂wM

]
(3.11)

To optimize the network weights for one sample in the training dataset, the cost
function L(w) = 1

2‖εl‖
2
2 has to be minimized, which is equivalent to minimizing:

L(w) = ‖εl‖2 (3.12)

The algorithm is initialized at a starting point by drawing a random weight vector
w0 and it subsequently produces a series of vectors w1, w2, ... that converge to a local
minimizer w+ of L. By substituting the equality yl = f(w+δw) and the Equation 3.10
in Equation 3.12 and expanding, the quantity to be minimized becomes:

‖t− f(w + δw)‖2 ≈ ‖t− f(w)− Jδw)‖2 = ‖ε− Jδw)‖2 (3.13)

This is a linear least squares problem and its solution δw is attained when Jδw − ε is
orthogonal to the column space of J . This can be written as:

JT (Jδw − ε) = 0⇒ JTJδw = JT ε (3.14)
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The matrix JTJ is an approximation to the matrix of second order derivatives, the
Hessian. In the LM algorithm, a term µ > 0 is added to the diagonal elements of JTJ ,
which is called damping term. With the introduction of this damping term µ, the
LM algorithm is able to swap between a slow descent approach when away from the
minimum and a fast convergence when close to the minimum. It can additionally cope
with cases where the Jacobian is rank deficient and the matrix JTJ is singular. If the
updated weight vector w+ δw leads to a decrease of the cost function L, the update is
accepted and the next iteration takes place with a decreased damping term µ. On the
other hand, if the cost function is not decreased, the damping term is progressively
increased until a decrease in L is achieved and only then the next iteration begins.
Rewriting Equation 3.14 results in:

Nδw = JT ε (3.15)

where N = JTJ + µI. The algorithm is terminated at the occurence of one of the
following events:

• The error εT ε drops below a chosen threshold e1.

• The relative change in the magnitude of the weight update δw falls below a chosen
value e2.

• The magnitude of the gradient JT ε becomes smaller than a threshold value e3.

• A chosen number of algorithm iterations is reached.

3.3 Conclusions

In this Chapter an introduction to ML models and the range of their applications in
supervised and unsupervised learning was done. The 4 basic steps of creating a ML
model were presented, including the role of the training, validation and test data sets:

1. Data set preparation, visualization and division in training, test (and possibly vali-
dation) sets.

2. Choice of a ML model. This choice can be influenced by a variety of factors. For
instance some ML models such as ANNs are efficient for big data sets in terms
of features and/or samples, while other models like Gaussian Processes include
an uncertainty indication for each prediction.

3. Tuning of the specific model parameters in order to fit the data in the training
procedure. Evaluation of the generalization to new data, using the test data set.
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4. Making predictions for new data in the supervised learning case (e.g. regression
or classification) and exploring data in unsupervised learning tasks (e.g. clus-
tering).

In Section 3.2 the mathematical model of feedforward artificial neural networks
and the Levenberg-Marquardt algorithm for network optimization have been pre-
sented. Summarizing the most important characteristics of ANNs:

1. ANNs are inspired from the biological neurons and neural networks that form the
nervous systems of most living organisms. They consist of artificial neurons
organized in interconnected layers.

2. They are nonlinear black-box models when nonlinear activation functions are
used. They can capture nonlinear relationships between input and output and
approximate arbitrarily nonlinear multivariable functions [10].

3. A variety of iterative optimisation algorithms can be used to train the network to
the specific problem data. The term training is used to describe the adapta-
tion of the connection weights, which is a nonlinear optimization problem that
returns local optima. In this work the second order gradient based Levenberg-
Marquandt algorithm will be used to perform the nonlinear optimization prob-
lem.

4. ANNs belong to the eager-learning models that generalize the training data before
new queries are made for prediction. In other words, after the model has been
trained, the training set is no longer necessary for new predictions, since all the
information is contained in the network architecture and weights. This makes
new predictions fast to evaluate.
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Chapter 4

Application of Artificial Neural
Networks in Load Monitoring

In Chapter 4 ANNs will be applied for load monitoring of an OWT and particularly
the estimation of equivalent load ranges of monopile overturning moments at seabed
level. Information about the data sets used in this thesis is presented in Section 4.1.
Furthermore, the values that will be used for specific ANN parameters are listed and
the performance metrics that will be used to assess accuracy are introduced. In Sec-
tion 4.2 some selected variables of the dataset are visualised. Conclusions drawn from
the visualisation can potentially be used to improve the input data configuration. Ad-
ditionally, they can indicate potential for application of a different model. Section 4.3
contains the results of the ANN application for estimation of equivalent load ranges
of the monopile bending moment at the seabed for an OWT in normal operation con-
ditions. Only standard signals and additional accelerometers at the tower bottom are
considered as potential network inputs. A sensitivity analysis of the output accuracy
for different input combinations is presented.

In the next Section, 4.4, the differences in complexity of the turbine behaviour
in the FA and SS directions are related to the accuracy of the estimation in those
directions. The role of wave-induced loading is taken into account in assessing this
phenomenon and the inclusion of the significant wave height as input to the ANNs
is examined. Section 4.5 showcases the application of ANNs for the estimation of
seabed overturning moment equivalent load ranges during idling conditions. Lastly,
in Section 4.6 the results of this Chapter are summarized and the most important
conclusions are presented.
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4.1 Case study details

Important information about the origin of the data set used throughout the present
Chapter is given in this Section. Furthermore, some artificial neural network param-
eters that are kept constant in this work are listed and the performance metrics that
are used to assess the estimation accuracy of the data-driven models are introduced.

4.1.1 Data set details

For this thesis standard signals and structural response data from design simulations
of the integrated turbine and support structure are used. A single OWT located in
the Westermost Rough park is examined. The design has been carried out by the
Siemens Wind Power division in The Hague (the Netherlands). Time domain FE sim-
ulations for various loading and operational scenarios are obtained using the inhouse
aeroelastic tool ”BHawC”; BHawC allows for multiple output channels in the post-
processing phase, like electrical power, blade pitch angle, wind speed at the hub and
also displacements, rotations and accelerations on tower, foundation and blades, in-
ternal forces and moments. High resolution time series are generated for the output
channels.

In the context of this thesis these simulation results are treated as virtual measured
data for testing the application of ANNs for the purpose load monitoring. Simulation
results from BHawC contain no noise and will be first used in that pure form in order
to examine if a transfer function between input and output can be established with
proper accuracy. In case of an application to a real turbine, either simulated or real
measurement data can be used for the ANN training phase. However real measure-
ment data has to be used for the actual monitoring application once the model has
been trained. Actual measured data from the field always include some noise, since
measuring equipment and methods are not perfect. A noise sensitivity study is pre-
sented in Chapter 5.

At first, the normal operation state of the turbine, with presence of waves and
wind-wave misalignment is considered, named DLC 1.2 in relevant standards. For
more information on design load cases the reader can refer to [1]. The total sampled
10-minute simulations that will be used for the training amount to 11232, with vary-
ing environmental conditions to properly resemble the conditions that the structure
will encounter over its lifetime. Numerous variations of wind and wave directions,
yaw error as well as seeding are captured. The mean wind speed varies from 3 m/s
(cut-in wind speed) to 28 m/s (cut-off wind speed) with a step of 1 m/s.The most im-
portant loads that act on the OWT are wind and wave loads. Each mean wind speed
bin includes several hundreds of simulations with different seeds and directions of
both wind and wave, yaw errors, etc. The significant wave height Hs of the deployed
normal sea states is correlated with wind speed, according to the site-specific envi-
ronmental conditions.
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The data set from simulated results contains a large number of observations and
will be used to determine what kind of input signals and which statistical parame-
ters are necessary to properly reflect the variation of the target loads and effectively
obtain accurate predictions. The examined load signals and their damage equivalent
load (DEL) format that will be used as targets for the ANNs in this Chapter are de-
scribed in Section 2.2. The measured turbine signals and their statistics that will be
used as inputs for the ANNs are described in Section 2.3.

In addition, the same wind turbine is examined for idling conditions (DLC 7.2).
In this case, the blades are pitched to idling position and the turbine is not producing
electricity. The 10-minute mean wind speed varies from 1 to 32 m/s with steps of 1
m/s. The aerodynamic damping is limited due to the state of the turbine. This load
case consists of 2304 samples in total, all of which are used in this study. The same
approach as in normal operation case is followed, with monopile bending moments at
the mudline acting as the target loads. However the number of examined input signals
are limited to four in this case, since the pitch angle and electrical power signals have
zero variation during idling conditions and are not relevant. Pitch angle influences
the turbine aerodynamic loads during idling conditions, but its value is constant not
only over each 10-minute duration, but also over all different simulations. Thus, it
induces no variation to the data set and is disregarded.

4.1.2 ANN implementation details

The Matlab Neural Network Toolbox is used to create, train and test feedforward
ANNs in this work [8]. Networks with one hidden layer have been used for the load
estimation and generally a small number of less than ten hidden neurons has been
proven sufficient for accurate estimation. Information about the ANN architecture like
number of hidden layers, number of hidden neurons and activation functions will be
given for each specific case study at the respective part of the report. For the training
of the ANNs the LM algorithm is used in all cases. The default Matlab values for the
LM algorithm are used and the most important of them are presented in Table 4.1.
For further information the reader is referred to the Matlab documentation for the LM
algorithm.

4.1.3 Estimation accuracy metrics

Three metrics for assessing the accuracy of the estimated output values with respect
to the correct target values are introduced in this Subsection. A metric that quantifies
the linearity of the correlation between outputs and targets is the Pearson’s product-
moment correlation coefficient R, which is given by Equation 4.1. Throughout this

CONFIDENTIAL



36 4. APPLICATION OF ARTIFICIAL NEURAL NETWORKS IN LOAD MONITORING

Table 4.1: Parameters of the Levenberg-Marquardt training algorithm and processing
function that are used in this work.

Parameter name Value
LM optimisation algorithm

Maximum number of epochs 1000
Minimum gradient 10−7

Maximum damping term 1010

Maximum validation failures 6

Pre- & post-processing
Processing function mapminmax (Equation 3.2)

work the correlation coefficient is calculated only for the test set values.

RY,T =
cov(Y, T )

σY σT
=
E [(Y − µY )(T − µT )]

σY σT
=
E [Y T ]− E [Y ]E [T ]

σY σT
(4.1)

where Y stands for the vector of output values of the model and T stands for the
vector of target values. The symbols µ and σ stand for the mean value and standard
deviation respectively. A second performance index is the mean absolute percentage
error εmu,abs,test of the test samples, which is given by Equation 4.2, where ntest is
the number of test samples.

εmu,abs,test =
1

ntest

ntest∑
i=1

∣∣∣∣Yi − TiTi

∣∣∣∣ (4.2)

The third index is the mean percentage error εmu,all of all data samples, including
training, validation and test. It can take both negative and positive values and reflects
the residual of the individual percentage errors. It is computed according to Equation
4.3, where nall is the number of samples of the full data set (training, validation and
test).

εmu,all =
1

nall

nall∑
j=1

Yi − Ti
Ti

(4.3)

4.2 Dataset exploration

An important step before applying a ML model is to visualise the available input
and output data. The different inputs can be plotted against each other, as well as

CONFIDENTIAL



4.2. DATASET EXPLORATION 37

against the output in order to better understand the data structure and to discover
correlations. This step is efficient when the number of inputs is relatively small. On
the other hand, when the input space is high-dimensional, it is inefficient to visualise
all variable correlations but it is a good practice to visualise at least some selected
variable combinations. This visualisation process should not be confused with input
selection methods. Input selection methods return selected subsets of the available
input space, such that most information is retained but redundant variables are left
out to increase efficiency. A review of these methods for ANNs is given in May et al.
[14]. In Figures 4.1a to 4.1d some selected input variable pairs are plotted together
in order to examine the degree of their correlation.

It is generally desirable to use input variables that are uncorrelated. Variables that
are highly correlated with others are superfluous, since a single of those variables
provides a similar amount of information as the whole set. As a result, extra variables
increase computational demands without significant benefit for the accuracy. In Fig-
ure 4.1a two highly correlated variables (second and third spectral moments λ2 and
λ3 of FA nacelle acceleration) are plotted. Their correlation is highly linear, as can be
evidenced by the Pearson correlation coefficient of R = 0.997. This means that either
of the two variables can be ommitted, without losing much information. On the other
hand, in Figure 4.1b two less correlated variables are shown with R = 0.501. While
they are not linearly dependent and each one provides unique information, it is pos-
sible that for the estimation of specific target variables one of the two is redundant.
This means that the target variable depends only on one of those two input variables.

Proper visualisation of selected variables can provide useful insight in the charac-
teristics of the examined system – in this case the OWT. In Figure 4.1c the standard
deviation σ of blade pitch angle is plotted against the mean value µ of the 10-minute
power output. At the area of low power mean values µ the pitch standard deviation
σ is at its lowest value. This corresponds to the below rated operation domain, where
the blade pitch is kept constant at the angle that maximises power output from the
(low) wind speed. On the upper part of the graph the above rated operation domain
can be recognised. In this domain the power output is kept constant at rated power
– 6 MW for the specific Siemens SWT-6.0-154 OWT – by changing the blade pitch
angle accordingly. In Figure 4.1d the standard deviation σ of rotor rotational velocity
is plotted against standard deviation σ of FA nacelle accelerations color-coded accord-
ing to the mean µ of the wind speed perpendicular to the rotor plane. Distinct regions
can be recognised based on the color coding.

Except for input correlations, input variables can be visualised against target vari-
ables. For instance, Figure 4.2a illustrates a linear-resembling correlation between an
input and a target variable. Such observations can be valuable, because they can lead
to examining and potentially using a simpler data-driven model for the specific task.
In fact this linear correlation between the standard deviationσ of nacelle accelerations
and the DEL of mudline bending moment is the basis for using LR models in Chapter
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Figure 4.1: Correlation plots and coefficients of selected statistics of input signals. Each
point corresponds to a 10-minute simulation of the turbine under normal operation
conditions.

6. In Figure 4.2b the correlation between the variance var of wind speed and the DEL
of MBM is shown, which exhibits higher scatter than Figure 4.2a. It can be deduced
that nacelle acceleration σ is a better estimator than wind speed var for MBM DELs.
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Figure 4.2: Correlation plots of selected input and target variables. Each point corre-
sponds to a 10-minute simulation of the turbine under normal operation conditions.

4.3 Load estimation using ANNs for normal operation
conditions

The results of the load estimation study with the use of ANNs for the normal oper-
ation case are presented in this Section. The accuracy of ML techniques under ideal
conditions is examined in order to assess the potential for practical use. The term
”ideal conditions” is used because noiseless data from BHawC simulations are used
and because in real application the actual turbine might differ substantially from its
finite element digital twin.

4.3.1 Illustration of ANN nonlinearity

In Figures 4.3 and 4.4 the resulting model for the FA and SS directions is illustrated
in the form of the learned 3-dimensional nonlinear surface. Only two input quantities
have been used in both cases to enable visualisation. These two input quantities are
the standard deviations of nacelle accelerations in FA and SS, as defined in Table 2.3.
The network characteristics and inputs are summarised in Table 4.2.
Each point on the nonlinear surface represents the output value y that the ANN re-
turns for the respective combination of input values (x1, x2), after it has been trained
with a part of the available data set (training set). The nonlinearity of the learnt
surface illustrates the ability of the ANN to approximate arbitrarily nonlinear multi-
variable functions [10].
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Table 4.2: Parameters of the ANNs and the data set used for the ANN nonlinearity
illustration.

Number of Number of Activation Train/Validation/Test (%)
hidden layers neurons function

1 8 tanh 70/15/15

Input combination Statistics

4 (Table 2.3) σ
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Figure 4.3: Learned nonlinear surface for the FA direction using an ANN with two
inputs.

An inherent limitation of the ANN model, as well as of all ML models, is that they
are not able to extrapolate and make predictions for input out of the range that has
been presented during training. So the network will return an output value for all
input vectors that are provided to it, but input vectors might fall outside the range for
which the network has been optimised. This is an important distinction. The network
estimate in such domains is rather random and different networks can provide com-
pletely different estimates even when the same training set is used. Such behavior
is shown in Figure 4.4. In the region where the surface is colored yellow the net-
work is extrapolating. These estimates are non-realistic and most importantly are not
supported by data. So if the model is making predictions for new input it should be
assured that these fall within the input domain which is used for the training of the
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Figure 4.4: Learned nonlinear surface for the SS direction using an ANN with two
inputs.

network. Input values that do not agree with this criterion are beyond the model’s
capabilities and should not be taken into account. One important benefit of using sim-
ulated data for the training of the ANNs is that extra simulations can be run after the
initial training and then they can be used to expand the training set a posteriori. This
method is called ”training in batches”. The already optimised network is optimised
further based only on the new data.

4.3.2 Evaluation of ANNs accuracy using standard signals as in-
puts

A commonly used type of figure for evaluating the prediction accuracy is the regres-
sion plot. In regression plots the estimation accuracy is assessed by the degree of
similarity between the x and y values, which is visually indicated by the scatter of the
points around the line x = y, which is plotted with an orange line. In the case of
perfect estimation all datapoints would be on that line. The target values that are a
priori known (in this case DELs that have been computed with the rainflow counting
method) are plotted on the x axis, whereas the output values that are estimated by
the network are ploted on the y axis. Figure 4.5a is a regression plot of the DEL mo-
ments in the FA direction as estimated by a ANN whose parameters are shown in Table
4.3. The hidden layer activation function is the hyperbolic tangent sigmoid function,
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Figure 4.5: Regression plots of MBM DELs in FA and SS directions, using standard
signals and all statistics, including negative spectral moments λ− as inputs to the ANNs.
Results are shown for test set only.

which is presented in Equation 3.3. In this case all the standard signals of the wind
turbine have been used for the estimation, which corresponds to input combination
1-5.

Table 4.3: Parameters of the ANNs and the data set used for the standard signals input
combination.

Number of Number of Activation Train/Validation/Test (%)
hidden layers neurons function

1 8 tanh 70/15/15

Input combination Statistics

1-5 (Table 2.3) All (Table 2.4)

The correlation coefficient R has the value 0.995 for the test set in this example.
This is considered rather high, indicating that there is a small scatter around the line
x = y. The estimation has a mean absolute test error of 3.2% and mean error of 0.2%.

In Figure 4.5b the same results are illustrated, but in this case for the SS direc-
tion of the wind turbine. In this case a higher coefficient R = 0.998 for the test set is
found and the scatter of the values is slightly smaller, indicating a good agreement be-
tween predicted and target values. The mean absolute test error in this case is equal
to 3.1% and mean error of 0.5%. Therefore, the DEL estimation is accurate both in
the FA and the SS direction when using all standard signals. It should be mentioned
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at this point that this similar performance in FA and SS directions is achieved when
negative spectral moments of the standard signals are included in the estimation. If
only positive spectral moments are used, the estimation is sigificantly less accurate in
both directions. It is also less accurate in FA direction than in SS. In the SS direction
there is significantly lower aerodynamic damping than in the FA, which constitutes
the dynamic behavior simpler to capture through the standard signals. On the other
hand, the nonlinearity of the aerodynamic damping combined with significant wave
loads make the structural behavior more complex in the FA direction, which could
require additional inputs to increase the accuracy of the estimation. Negative spectral
moments substantially improve the accuracy, which shows that there is significant
content in the low frequencies of the standard signals. The difference between ex-
cluding and including negative spectral moments can be seen in Table 4.4.

Table 4.4: Accuracy of DEL estimation with ANNs for the normal operation case, with
and without including negative spectral moments of standard signals as inputs.

Input combination FA SS
R[−] εmu,abs,test[%] εmu[%] R[−] εmu,abs,test[%] εmu[%]

1-5, λ+ 0.974 7.0 0.7 0.991 5.9 1.5
1-5, λ+ & λ− 0.998 3.1 0.5 0.995 3.2 0.2

4.3.3 Accuracy of ANNs for different input combinations

In order to examine which input signals have the highest correlation with the target
DELs, a brute force method is used to examine the permutation of the five standard
signals and the TB acceleration. All possible combinations of the six signals are used
to train ANNs for both FA and SS directions and their accuracy is compared. The
reason for choosing this brute force method is the small number of possible input
signals. All statistics of each individual signal are used in the input combinations,
thus this study does not examine the influence of individual statistics. To allow for a
proper comparison the training, validation and test sets are identical for all 63 input
combinations. The geometry of the ANNs also remains constant in all combinations,
according to Table 4.5, although this is not necessary for a fair comparison.

Table 4.6 illustrates the effect of using different combinations of input signals and
their statistics as input to the networks. There are in total 63 different combinations
of 6 different signals, in which all signals that have both a FA and SS component are
considered as one input with double statistics. The first column of the Table shows
the input combination, while the rest of the columns show the three performance
metrics both for the FA and SS directions. Also, the median value of the metrics from
eleven different training sessions has been used in all combinations, since the weights
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Table 4.5: Parameters of the ANNs and the data set used in the input sensitivity study
for the normal operation case.

Number of Number of Activation Train/Validation/Test (%)
hidden layers neurons function

1 8 tanh 70/15/15

Input combinations Statistics Initialisations per combination

Permutation of available All (Table 2.4) 11 – median shown in Table 4.6
inputs (Table 2.3)

initialisation for each training instance affects the obtained results.

Several conclusions can be drawn for the effectiveness of the various inputs. The
single most important input among standard signals is the nacelle acceleration. It
achieves overall the highest performance among all cases where a single input is used,
with a 4.1% mean absolute error in the FA and 3.0% in the SS. TB acceleration gives
comparable accuracy level with errors equal to 3.3% and 4.6% in FA and SS respec-
tively. Nacelle accelerations seem to have a stronger correlation with the SS MBMs
than TB accelerations. The opposite applies for the SS direction. However the differ-
ence in accuracy is small in both cases. The accuracy that each sensor provides for the
FA and SS directions can be related to the modal characteristics of the turbine and the
location of the accelerometers. As is shown in Figure 4.6 the first bending mode has
its maximum deflection value at the nacelle level, where the nacelle accelerometers
are located. On the other hand, the first bending mode has a much lower value at
the TB level, lower than the second mode, as is depicted in Figure 4.7. The MBM is
generally dominated by the first bending mode, with the higher bending modes con-
tributing significantly less. The different excitation of the structure in the two distinct
directions can be the reason why different accelerometers give better estimation for
each direction.

When the two acceleration signals (combination 4,6 in Table 4.6) are combined,
the mean absolute error is decreased to 3.0% and 2.8%. From the results it can be
deduced that accelerations are suitable estimators for the target load values. This
confirms the initial intuition that they would provide good accuracy since both ac-
celerations and moments are response quantities of the turbine structure. On the
contrary, wind speed and pitch angle are not response quantities, since they describe
the loading and the system itself, rather than the system’s response to the loading.
However, high estimation accuracy can be also achieved by using all available stan-
dard signals, without the need for installing TB accelerometers. The combination 1-5
gives mean absolute error of 3.2% and 3.1% in the two directions. This fact shows
potential for accurate load monitoring using only the currently measured signals.
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Table 4.6: Accuracy metrics for all input signal combinations for the normal operation
case.

Input combination FA SS
R[−] εmu,abs,test[%] εmu[%] R[−] εmu,abs,test[%] εmu[%]

1 0.893 17.6 4.6 0.712 53.3 28.8
2 0.894 18.2 5.4 0.697 72.5 46.1
3 0.902 18.0 4.8 0.967 14.4 4.0
4 0.994 4.1 0.3 0.998 3.0 0.2
5 0.884 18.4 5.2 0.604 82.9 56.0
6 0.996 3.3 0.2 0.996 4.6 0.7

1, 2 0.897 17.5 4.7 0.759 49.1 25.4
1, 3 0.927 16.2 4.2 0.970 15.5 5.7
1, 4 0.995 3.5 4.2 0.998 2.8 0.2
1, 5 0.895 17.7 4.8 0.743 50.5 27.2
1, 6 0.997 2.8 0.2 0.996 4.4 0.7
2, 3 0.925 16.2 4.2 0.969 14.6 4.2
2, 4 0.995 3.7 0.3 0.998 3.1 0.3
2, 5 0.897 17.5 4.7 0.712 71.6 46.2
2, 6 0.996 3.2 0.3 0.996 4.5 0.8
3, 4 0.994 3.6 0.2 0.998 3.1 0.2
3, 5 0.913 17.0 4.2 0.970 14.2 4.0
3, 6 0.997 2.8 0.2 0.996 4.4 0.8
4, 5 0.994 3.8 0.3 0.998 3.2 0.3
4, 6 0.997 3.0 0.2 0.998 2.8 0.2
5, 6 0.996 3.3 0.3 0.996 5.0 0.8

1, 2, 3 0.929 15.7 3.9 0.973 14.3 5.2
1, 2, 4 0.996 3.1 0.2 0.998 2.9 0.2
1, 2, 5 0.897 17.4 4.5 0.773 47.9 24.3
1, 2, 6 0.997 2.8 0.2 0.996 4.5 0.7
1, 3, 4 0.995 3.3 0.2 0.998 3.2 0.2
1, 3, 5 0.927 16.0 4.0 0.970 16.7 5.3
1, 3, 6 0.997 2.7 0.2 0.996 4.4 0.9
1, 4, 5 0.995 3.3 0.2 0.998 3.0 0.3
1, 4, 6 0.997 2.5 0.1 0.998 2.7 0.2
1, 5, 6 0.997 2.9 0.2 0.996 4.8 0.9
2, 3, 4 0.995 3.3 0.2 0.998 3.1 0.3
2, 3, 5 0.926 15.9 4.0 0.965 18.2 8.0
2, 3, 6 0.997 2.7 0.2 0.996 4.9 0.9
2, 4, 5 0.995 3.6 0.2 0.998 3.2 0.2
2, 4, 6 0.997 2.9 0.2 0.998 3.0 0.2
2, 5, 6 0.997 3.0 0.2 0.996 4.9 1.0
3, 4, 5 0.994 3.5 0.3 0.998 3.0 0.3
3, 4, 6 0.997 2.4 0.1 0.998 2.7 0.2
3, 5, 6 0.997 2.8 0.2 0.996 5.1 1.2
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Input combination FA SS
R[−] εmu,abs,test[%] εmu[%] R[−] εmu,abs,test[%] εmu[%]

4, 5, 6 0.997 2.8 0.2 0.998 3.0 0.3
1, 2, 3, 4 0.995 3.1 0.2 0.998 3.1 0.3
1, 2, 3, 5 0.930 15.6 3.7 0.972 15.6 4.9
1, 2, 3, 6 0.997 2.6 0.2 0.996 4.6 0.7
1, 2, 4, 5 0.996 3.2 0.2 0.998 3.1 0.2
1, 2, 4, 6 0.997 2.4 0.1 0.998 2.8 0.1
1, 2, 5, 6 0.997 2.7 0.2 0.996 4.9 0.8
1, 3, 4, 5 0.995 3.2 0.2 0.998 3.2 0.2
1, 3, 4, 6 0.997 2.4 0.1 0.998 3.0 0.3
1, 3, 5, 6 0.997 2.9 0.2 0.996 5.5 1.3
1, 4, 5, 6 0.997 2.4 0.1 0.998 2.8 0.2
2, 3, 4, 5 0.995 3.3 0.2 0.998 3.3 0.3
2, 3, 4, 6 0.997 2.5 0.2 0.998 2.9 0.2
2, 3, 5, 6 0.997 2.7 0.2 0.996 5.1 1.2
2, 4, 5, 6 0.997 2.7 0.2 0.998 2.8 0.3
3, 4, 5, 6 0.997 2.5 0.2 0.998 2.9 0.2

1, 2, 3, 4, 5 0.996 3.2 0.2 0.998 3.1 0.2
1, 2, 3, 4, 6 0.997 2.4 0.1 0.998 2.8 0.3
1, 2, 3, 5, 6 0.997 2.6 0.2 0.996 5.0 0.9
1, 2, 4, 5, 6 0.997 2.5 0.2 0.998 3.2 0.3
1, 3, 4, 5, 6 0.997 2.4 0.1 0.998 2.9 0.2
2, 3, 4, 5, 6 0.997 2.5 0.1 0.998 2.9 0.3

1, 2, 3, 4, 5, 6 0.997 2.3 0.1 0.998 2.7 0.2
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Figure 4.6: The first bending mode of
the turbine in the FA direction.
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Figure 4.7: The second bending mode
of the turbine in the FA direction.
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4.4 Influence of hydrodynamic loads on DELs and on
estimation accuracy

Hydrodynamic loads from waves play a major role on the internal forces and moments
that are developed in the structure and therefore they contribute to the consumed
lifetime. It is necessary to include the effect of these loads in the estimation pro-
cedure, either in the form of wave measurements or structure response to the wave
loads. Wave mesurements are generally costly and often inaccurate if available, there-
fore emphasis has been given until now on capturing the contribution of wave loads
through structural acceleration measurements instead. In this Section the influence
of waves on the loading of the turbine is examined in two distinct cases. The first one
includes combined aerodynamic and hydrodynamic loading in the FA direction and
the second includes mostly hydrodynamic loading in the SS direction.

4.4.1 Influence of hydrodynamic loads on FA and SS DELs

The observation that was made in Section 4.3 that the turbine behavior in FA is more
complex needs to be confirmed. The difference in estimation accuracy for the FA and
SS directions, as well as the underlying reason for the discrepancy, are explained by
Figure 4.8. In this Figure the MBM DELs in both directions are plotted against the
standard deviation of the respective nacelle acceleration. Each point on the graph
represents the input–output combination of a 10-min simulation. The graph for the
FA direction shows a significantly higher scatter than the one for the SS. A color-
coding of the data points based on the significant wave height Hs shows that the
scatter in the FA can be explained by taking Hs into account. Higher wave heights
correspond to higher DELs for the same standard deviation of acceleration (x-axis).
In other words, the mixed aero- and hydrodynamic information contained in the FA
nacelle acceleration is ”clarified” when further information about the hydrodynamic
loads is introduced through the Hs value. On the other hand, the SS nacelle accel-
eration already contains almost exlusively hydrodynamic information. As a result,
further introducing the specific Hs value offers a smaller estimation improvement.

4.4.2 Including wave measurements as inputs to the estimation

The available wave characteristics from the simulations that can be used as extra
inputs to the model are: significant wave height Hs, peak wave period Tp and also
wave direction. In this Section the inclusion of the 10-minute significant wave height
is included as an additional input to the estimation procedure of the ANNs decribed
in Table 4.3. The extended input combination is compared to the input combination
that was examined in Subsection 4.3.2. The estimation accuracy metrics for the ANNs
of the original case and the extra input are shown in Table 4.7.
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Figure 4.8: Standard deviation σ of nacelle accelleration plotted against MBM DEL in
FA and SS directions, color-coded based on 10-minute significant wave height Hs.

Table 4.7: Accuracy of ANNs with and without adding significant wave height as input
to the estimation, in addition to standard signals.

Input combination FA SS
R[−] εmu,abs,test[%] εmu[%] R[-] εmu,abs,test[%] εmu[%]

1-5 0.998 3.1 0.5 0.995 3.2 0.2
1-5 & Hs 0.996 2.9 0.1 0.998 3.2 0.3

Performance metrics show a mixed behavior. Some metrics are improved, such
as εmu,abs,test and εmu for the FA direction. On the other hand, R for FA is slightly
decreased. In general, both combinations give approximately the same accuracy level
in both directions. Thus, including Hs as input does not benefit the accuracy substan-
tially if all standard signals and statistics are available. The regression plots for both
directions are illustrated in Figures 4.9a and 4.9b. Only the plots for the test set are
shown.
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Figure 4.9: Regression plots of MBM DELs in FA and SS directions using significant
wave height in addition to standard signals as inputs to the ANNs. Results are shown
for test set only.

4.5 Load estimation using ANNs for idling conditions

In this Section, the procedure of determining the most important input signals for
load estimation as well as the accuracy of the respective ANNs is presented. For this
assessment the idling load case (DLC 7.2) is used to generate simulation data for
the examined Siemens SWT-6.0-154 OWT. The examined idling conditions consist of
2304 different 10-minute simulations. The time series of these simulations are pre-
processed and the data set is obtained, divided in inputs and targets. During the
idling conditions as simulated in BHawC, some of the available signals that are listed
in Table 2.3 have zero variation over the simulation length. These two signals are the
pitch angle θpb and the electrical power output Pel. The latter also has a zero mean
value, while this is not the case for θpb . However the mean value of θpb is constant over
all different 10-minute simulations, thus inducing no variation in the data set. As a
result the reduced input and output signal table for DLC 7.2 is the following Table 4.8.

The data set is then further divided in 70/15/15 training/validation/test sets re-
spectively. All three sets are kept constant for all input combinations to have a proper
comparison. Feedforward ANNs with one hidden layer and 8 hidden neurons are
used, in accordance with DLC 1.2 case, see Table 4.9. 11 different initializations are
done for each input combination which results in 11 ANN instances and respective
performances. The median of the 11 iterations for each performance metric is shown
in the Table 4.10.
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Table 4.8: Examined input and target wind turbine signals for the idling operational
condition DLC 7.2.

Number Symbol Input signal Unit Signal location Standard

1 Ωgen Rotational velocity rad/s Rotor yes

4 ÿna, ẍna Accelerations FA & SS m/s2 Nacelle yes

5 UFA,USS Wind speed FA & SS m/s Nacelle yes

6 ÿtb, ẍtb Accelerations FA & SS m/s2 Tower bottom no

Number Symbol Target signal Unit Signal location

1 MFA
ml Bending moment FA kNm Monopile mudline

2 MSS
ml Bending moment SS kNm Monopile mudline

Table 4.9: Parameters of the ANNs and the data set used in the input sensitivity study
for the idling load case.

Number of Number of Activation Train/Validation/Test (%)
hidden layers neurons function

1 8 tanh 70/15/15

Input combinations Statistics Initialisations per combination

Permutation of available All (Table 2.4) 11 – median shown in Table 4.10
inputs (Table 4.8)

The accuracy of the results for the different input combinations highlight once
again the importance of the nacelle acceleration signals. Nacelle accelerations are the
most critical signals for a good estimation of the monopile moment DELs also in the
idling load case. Even if only nacelle acceleration is used (input number 4) the Pear-
son coefficient value is R > 0.995 and the mean absolute error is εmu,abs,test < 3.5% in
both directions. The other 3 signals do not add much information and the installation
of accelerometers at TB cannot be justified based on these results. It is important to
notice that in the absence of nacelle accelerations, such as in the case of a damaged
accelerometers, the estimation of DELs is highly inaccurate, assuming there are also
no TB accelerometers.

4.6 Conclusions

From the correlation plots of the input and target statistics some useful observations
have been made. Some statistics of input signals exhibit a strong linear correlation,
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Table 4.10: Accuracy metrics for all input signal combinations for the idling case.

Input combination FA SS
R[−] εmu,abs,test[%] εmu[%] R[−] εmu,abs,test[%] εmu[%]

1 0.860 119.1 116.6 0.985 30.8 19.1
4 0.995 3.2 -0.7 0.997 3.2 1.7
5 0.907 48.8 53.0 0.986 22.3 11.1
6 0.994 5.7 3.1 0.996 7.3 4.1

1, 4 0.996 2.9 0.4 0.997 3.6 0.9
1, 5 0.908 55.2 56.0 0.988 20.5 11.2
1, 6 0.994 6.4 2.7 0.996 7.2 2.0
4, 5 0.996 2.8 0.7 0.997 4.0 0.0
4, 6 0.996 2.5 -0.2 0.997 3.4 1.6
5, 6 0.994 7.1 4.5 0.996 7.9 3.9

1, 4, 5 0.996 3.3 0.8 0.997 4.0 1.2
1, 4, 6 0.996 3.0 1.2 0.997 3.9 2.5
1, 5, 6 0.994 6.9 4.0 0.996 9.2 4.3
4, 5, 6 0.996 3.1 0.3 0.997 4.2 3.5

1, 4, 5, 6 0.996 3.1 0.3 0.997 5.0 1.1

such as the 2nd and 3rd spectral moments of nacelle acceleration. One of these two
spectral moments can be considered superficial. On the other hand, a linear correla-
tion between input and output quantities can offer the potential for using a simpler
model, such as linear regression. In this problem a linear correlation between stan-
dard deviations σ of nacelle accelerations and DEL of monopile moments is identified.
Based on this finding linear regression models are examined in Chapter 6.

In Section 4.3 conclusions are drawn for the effectiveness of various input signal
and statistics combinations for the task of load estimation during normal operation
conditions. In Subsection 4.3.2 it is shown that including negative spectral moments
of all input signals as inputs to ANNs increases estimation accuracy. Negative spectral
moments reflect mostly low frequency content of the power density spectrum. As a
result, the increase in accuracy implies that low frequency content of the input sig-
nals is correlated with the DELs. In Subsection 4.3.3 is performed an examination of
the permutation of all input signals with respect to the estimation accuracy. Nacelle
acceleration is identified as the most important input signal. It shows the best accu-
racy among all cases where a single input is used, with a 4.1% mean absolute error
in the FA and 3.0% in the SS. TB accelerations show a similar accuracy with a smaller
error of 3.3% in FA and a higher error of 4.6% in SS. When both inputs are used the
accuracy is significantly increased to 3.0% and 2.8% and no other combination of two
signals can yield such a level of accuracy. The combination that uses only standard
signals (1-5) also yields good accuracy results, with mean absolute error of 3.2% in
FA and 3.1% in SS. it shows potential, because it does not include extra sensors than
the ones that are already installed in most wind turbines.

CONFIDENTIAL



52 4. APPLICATION OF ARTIFICIAL NEURAL NETWORKS IN LOAD MONITORING

If nacelle acceleration sensors are damaged and a combination of the remain-
ing standard signals is used (1,2,3,5) the error would rise to approximately 15% in
both directions. This fact showcases the importance of nacelle acceleration signals
for OWTs. Although decent results have been achieved in the case of onshore wind
turbines without using nacelle accelerations in Cosack [5], the same levels of accu-
racy cannot be achieved in the offshore environment, where hydrodynamic loading is
important. The reason for this is that the remaining standard signals (1-3,5) contain
important information about the wind induced loading but they contain little informa-
tion about the wave induced loading. The combined hydrodynamic and aerodynamic
loading that affects mostly the FA direction leads to a more complex behavior than in
the SS, which is showcased in Section 4.4. If wave information is included as input to
the estimation in the simple form of 10-minute significant wave height Hs, accuracy
is increased only marginally. Finally, the idling load cases DLC 7.2 are examined and
the importance of nacelle accelerations is showcased once more, since it is the only
one of the standard signals that leads to accurate predictions of moment DELs. Mean
absolute estimation error of less than 3.5% in both directions is achieved using only
nacelle accelerations.
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Chapter 5

Sensitivity studies for load
estimation using ANNs

In Chapter 4 ANNs were used to establish implicit TF from statistics of input signals to
DELs for monopile bending moments. In all the cases considered 70% of the data set
was used for training the ANNs, resulting in a training set that properly reflected the
entirety of the data set. Results about the estimation accuracy were found promising
and ANNs are a good choice when a proper training data set is available. One of the
limitations of all ML models, including ANNs, is that predictions in areas of the input
domain, where there is no data available in the training set are not reliable. This
inability of ANNs to extrapolate is showcased in Section 5.1, where several sets with
increasing size are used for training and the accuracy of trained ANNs is assessed. In
Section 5.2 the sensitivity of trained ANNs to deviations in the turbine’s first eigen-
frequency is examined. ANNs trained on a turbine with a specific eigenfrequency are
tested on four wind turbines with the same characteristics, whose eigenfrequencies
deviate from the original. In Section 5.3 time signals from nacelle and TB accelerom-
eters are corrupted with artificial noise. An ANN is trained and tested on statistics of
those noisy acceleration signals and its performance is compared with the respective
noiseless case.

5.1 Training set sensitivity

In this Section a sensitivity study of the estimation accuracy of ANNs with respect to
the size and completeness of the training data set is presented. It aims to examine
how the size and level of completeness of the training set affects the estimation accu-
racy. The motivation for this is that an actual measurement campaign in situ is costly
and can be generally carried out for a limited amount of time. The fact that a limited
set of training data is used implies that it is likely that not all input combinations are
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contained in that particular set; input combinations which are not present in the data
set are referred to as novel inputs, and are the cause for extrapolation errors. For
these cases the model should not be used for making predictions.

5.1.1 Training set construction

The data set consists of 4896 10-minute simulations of the operational load case DLC
1.2. These simulations are originally used for the wind turbine fatigue design and
contain a variety of environmental conditions to reflect the different loading scenar-
ios that the turbine is expected to encounter during its lifetime. For a more detailed
description the reader is referred to Section 4.1.1. Each 10-minute simulation has
its own occurence weight, which is the number of times that this 10-minute scenario
is expected to occur over the (design) lifetime. These weights are calculated based
on the statistical distribution of the specific site’s environmental conditions. The dif-
ference between this case study and Chapter 4 is that here only simulations with
non-zero weights for the Westermost Rough site are included in the data set, which
reduces its size from 11232 to 4896 samples.

Nine training sets with different sizes are created based on different values of a
parameter that is introduced for this case study. This parameter is the return period
TR in days of the simulations. TR is a measure of frequency of occurence and will be
used to create 9 datasets with increasing size. It is defined as the ratio between the
expected number of occurences of a 10-minute interval during the turbine lifetime
and the complete operational lifetime of the turbine counted in 10-minute units. This
gives the return period in 10-minutes, which is then multiplied with the number of
10 minutes in a day to get the return period in days. Simulations are sorted with
increasing TR and for each training dataset only simulations with TR smaller than a
certain value are considered. Specifically, return periods TR smaller than 15, 30, 45,
60, 90, 120, 180, 360 and 720 days are considered in each case. Of these simulations
that fulfil the return period criterion 70% are used as training set, 15% as validation
test and the rest 15% form the test set together with the rest of the simulations that
have higher return period than the limit. The method followed is shown in Table 5.1.

Table 5.1: Division of samples in training, validation and test sets depending on their
individual return periods.

TR ≤ TRmax TR > TRmax

Training Validation Test Training Validation Test

70% 15% 15% 0% 0% 100%

The different considered return periods TR and the resulting sizes of the training,
validation and test data sets are shown in Table 5.2.
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Table 5.2: Sizes of training, validation and test data sets for nine different maximum
return periods TRmax of training set simulations.

Return period TRmax [days] Set Size [samples]
Training Validation Test

15 544 117 4235
30 1025 220 3651
45 1247 267 3382
60 1399 300 3197
90 1590 341 2965

120 1701 365 2830
180 1886 404 2606
360 2218 475 2203
720 2556 548 1792

As higher return periods are considered the number of training samples increases.
It should be mentioned that using the return period as the deciding parameter for cre-
ating training sets is useful for this study where simulation results are used as data.
When real data from sensors are available, different training sets can be created by
considering varying periods of measurements as training sets and leaving the rest as
test sets. Such a study with measured data has been carried out in Seifert et al. [25],
with the difference that the examined the load quantity is the flapwise blade root
bending moment. The accuracy of the load estimation with ANNs is assessed as a
function of the specific measurement period that is used as training set.

After the nine different data sets have been created, the number of test samples
that have features outside the range presented in the training samples are calculated.
A sample is considered to be outside the training range when at least one of its fea-
tures is outside the range of the respective feature in the training set. The percentage
of extrapolating samples of the test set size is illustrated in Figure 5.1. For each return
period TR ten seeds are drawn for the training, validation and test sets and the results
are shown as statistics using box plots. From the graph it can be deduced that the per-
centage of test samples that are outside the training range is decreasing as the TRmax
increases. In the case where simulations with TR ≤ 1 year are considered, only 10%
of the rest of the simulations are outside the training range. For TR ≤ 2 years this
rate drops to 5%. Between TRmax of 45 and 60 days, as well as between 90 and 120
days, the percentage is not decreasing, possibly indicating that only few simulations
have TR between these values. A similar study with measured data, like the one in
Seifert et al [25], but for overturning moment as target load would be useful and is
advised for future work.
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Figure 5.1: Percentage of test set samples which have features outside of the respective
range presented during training (extrapolating samples). Results are given for a variety
of maximum return periods TR for training samples and as a percentage of the respec-
tive test set size (Table 5.2). Ten seeds are drawn for each TR. Red line is the median,
blue box edges are the 1st and 3rd quartiles, black lines are the min and max values,
excluding outliers that are marked with a red cross.

5.1.2 Sensitivity of ANN accuracy

Next, ten randomly created data sets are constructed for each of the nine return pe-
riods; the obtained training sets are subsequently used for training ANNs for both
the FA and SS directions. Input quantities are nacelle and TB accelerations and all
statistical parameters are used for each one. The network inputs and architecture is
shown in Table 5.3. Small network architectures are chosen with 3 hidden neurons
in a single hidden layer. The performance is estimated on the test set and the metrics
introduced in Equations 4.1, 4.2 and 4.3 are used to assess the accuracy. The results
are shown in the box plots of Figures 5.2a to 5.3c. Statistics of the metrics for the 10
seeds are illustrated. As was shown in Figure 5.1, for some test samples the networks
are extrapolating, but this is tolerated here in order to see the effect on the error.

The median, first and third quantile, minimum, maximum and outliers are visu-
alized with a circle with a dot, thick line edges, thin line edges and unfilled circles

CONFIDENTIAL



5.1. TRAINING SET SENSITIVITY 57

Table 5.3: Parameters of the ANNs and the data set used in the training set sensitivity
study for the normal operation case.

Number of Number of Activation Train/Validation/Test [%]
hidden layers neurons function

1 3 tanh Table 5.2

Input combination Statistics Initialisations per TRmax

4,6 (Table 2.3) All (Table 2.4) 10 – statistics shown
no λ− in Figures 5.2a - 5.3c

respectively. In FA direction the performance stabilises for TRmax equal and higher
than 45 days, with some further improvement at the highest return periods. The cor-
relation coefficient R converges to approximately 92%, the mean error εmu,all to 1.5%
and the mean absolute error εmu,abs,test to 10%. Outliers show performance which
deviates significantly with respect to the majority and are caused by the LM algorithm
finding an unsuitable local optimum. In SS direction the correlation coefficient R
converges to 98 − 99% even from the lower TRmax, εmu,all converges to −2% and
εmu,abs,test converges to 7%. The performance is as expected substantially worse in
the case of an incomplete training set. Smaller training sets cover a small input range
and do not properly reflect the variation in the test set; therefore predictions made
with ANNs which are trained with a limited amount of input-output data are prone
to extrapolation error. This is why ANNs that are trained on the smaller training sets
exhibit low accuracy. This sensitivity analysis showcases the importance of good train-
ing sets for the ANNs that fully encapsulate the variety of environmental conditions
that the turbine will encounter during its lifetime. To obtain such a proper training
set long measurement periods are required for the target loads, in this case the mud-
line mending moments of the monopile. Such measurements are costly and difficult
to obtain in practice; for this reason training sets created by BHawC simulations are
considered as a viable alternative. The range of BHawC simulations can be extended
on demand by to create larger training sets.
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Figure 5.2: Statistics of the three performance metrics in FA direction for different
values of maximum return period TR. Ten different seeds are drawn and ten different
ANNs are trained for each value of TR. Circles with a dot are medians, thick line edges
are first and third quartiles, thin line edges are min and max, circles are outliers.
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Figure 5.3: Statistics of the three performance metrics in SS direction for different
values of maximum return period TR. Ten different seeds are drawn and ten different
ANNs are trained for each value of TR. Circles with a dot are medians, thick line edges
are first and third quartiles, thin line edges are min and max, circles are outliers. Dotted
lines indicate a change in scale in order to visualise outliers.
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5.2 Turbine eigenfrequency sensitivity

A ML model that was trained on input-output observations generated from an under-
lying distribution should be used to make estimations for new (input) observations
coming from the same distribution. For the wind turbine case, an ANN that has been
trained on BHawC simulated data should be used for turbines that correspond to the
specific BHawC model. Within an OWF usually the same turbine type is used and
additionally turbines are clustered in several groups that share geometric character-
istics of tower and foundation. As a result, it might be possible to efficiently monitor
the loading of more than one turbines of a cluster using a single trained ANN. This
assumes that all the specific turbines are almost identical. In practice however, soil
conditions might be different from point to point within the cluster, altering the in-
dividual turbine characteristics, such as natural frequencies. For this reason, a sensi-
tivity study with respect to the actual first turbine eigenfequency is carried out in this
Section.

The normal operation load case simulations are run for five different turbine mod-
els in BHawC. The turbine type and support structure dimensions are the same in all
five models and a tuning is introduced to alter the first eigenfrequency of the four
models with respect to the base case f0. This frequency shift can be correspond in
practice to stiffer or softer soil conditions in a adjacent locations with the same water
depth. The base case as well as the four divergent eigenfrequencies are shown in Ta-
ble 5.4. The base case frequency f0 is used to train the ANNs and its test performance
is assessed. Then the trained ANNs are also tested for the other four frequencies. The

Table 5.4: Examined first turbine eigenfrequencies for the eigenfrequency sensitivity
study.

Eigenfrequency f1 f2 f0 f3 f4

Percentage of f0 [%] 91 96 0 105 109

Used for Test Test Training & Test Test Test

datasets for all four divergent eigenfrequencies consist of input and target values for
11232 simulations. The input combinations are inserted to the ANNs trained on the
base case f0 and the outputs of the networks are compared with the correct target
values that are obtained by rainflow counting. Three different ANN configurations
are examined for this study, which are shown in Table 5.5. The accuracy results for
the base case and the four different eigenfrequencies are illustrated in Figures 5.4a –
5.5b. Results for the three different network configurations are visualised with differ-
ent markers. The study includes both FA and SS directions. The regression plots for
all cases are shown in Figures B.1 – B.6 of Appendix B.

The load estimation on turbines with diverging eigenfrequencies from the one
used for training exhibits higher errors than the load estimation in the original tur-
bine. Both the mean absolute error and the mean error are higher for the four eigen-
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Table 5.5: The three different network configurations that are examined for the eigen-
frequency sensitivity study.

Network 1 2 3

Hidden layers 1 1 1

Hidden neurons 8 8 4

Input signals (Table 2.3) 1 − 5 1 − 5 1 − 5

Statistics (Table 2.4) All All for 1 − 3, 5, All for 1 − 3, 5,
only σ for 4 only σ for 4

0.91f0 0.96f0 f0 1.05f0 1.09f0

Frequency [-]

0

5

10

15

20

25

30

35

40

45

50

55

60

M
ea
n
a
b
so
lu
te

er
ro
r
[%

]

Frequency sensitivity - FA direction

Network 1
Network 2
Network 3

(a) Mean absolute error

0.91f0 0.96f0 f0 1.05f0 1.09f0

Frequency [-]

-20

-10

0

10

20

30

40

50

60

M
ea
n
er
ro
r
[%

]

Frequency sensitivity - FA direction

Network 1
Network 2
Network 3

(b) Mean (residual) error

Figure 5.4: Performance metrics for the eigenfrequency sensitivity analysis in the FA di-
rection. Three different network configurations and five eigenfrequencies are examined.
Errors are computed between output and target values.

frequencies than for f0. The higher the deviation from f0, the higher are the errors. By
examining the mean (residual) error it is observed that DELs are consistently overesti-
mated by the networks for lower eigenfrequencies, while for higher eigenfrequencies
the DELs are underestimated. Additionally, estimation for lower frequencies shows
lower accuracy than for higher frequencies in all cases.

As far as the performance of the individual networks is concerned, Network 1 has
the best estimation performance for the f0 case but its performance is by far the low-
est for the other four frequencies. Network 1 includes as inputs the spectral moments
of nacelle accelerations, which are highly correlated to the target loads and for this
reason it has the best performance for the base case. Networks 2 and 3 do not in-
clude these inputs, thus they are less accurate. However spectral moments are very
sensitive to changes in the turbine’s natural frequency, because in Equation A.4 for
the computation of spectral moments frequencies are weighted exponentially. This
is what causes the high error of Network 1 compared to Networks 2 and 3 that do
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Figure 5.5: Performance metrics for the eigenfrequency sensitivity analysis in the SS di-
rection. Three different network configurations and five eigenfrequencies are examined.
Errors are computed between output and target values.

not use spectral moments. Thus, there is a trade–off between accuracy, when the
eigenfrequencies that correspond to the training coincide with the eigenfrequencies
of estimation and high errors when these frequencies actually deviate. When devia-
tion in the actual eigenfrequencies is expected, it is preferable to use Network 2 or 3.
The difference between Networks 2 and 3 is the number of hidden neurons, which is
smaller for Network 3. Network 2 is performing slightly better in the FA direction and
Network 3 slightly better in the SS direction, so no clear distinction between the two
is made in terms of performance.

5.3 Input signal noise sensitivity

This Section examines the influence of noise on the accuracy of ANNs when training,
validation and test samples come from noisy signals. This includes understanding
how noise affects the various 10-minute statistics of the time signals and assessing
the reduction in estimation accuracy. In practice different wind turbine measured
signals contain different noise levels. For simplicity only acceleration signals of the
normal operation case (DLC 1.2) have been considered for this study, both nacelle
and tower bottom. The acceleration signals have been contaminated with artificial,
Gaussian, white noise with zero mean and standard deviation σnoise = 0.01m/s2.
The value of σnoise is kept constant for all 10-minute simulations and corresponds to
a noise–to–signal ratio between 3% and 20%. Smaller ratios correspond to stronger
acceleration signals. Figure 5.6 shows how the different statistics of the FA nacelle
acceleration are affected by the noise contamination.
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Figure 5.6: Influence of artificial Gaussian white noise on statistics of FA nacelle ac-
celeration. Noise standard deviation is σnoise = 0.01m/s2. Blue points are the noisy
statistics and the orange line shows the noiseless statistics.

Standard deviations are shifted slightly towards higher values in the noisy cases.
The magnitude of the shift depends on the noise–to–signal ratio and is generally min-
imal for the specific ratio. Maximum range Rmax and equivalent range dSeq are also
shifted slightly either upwards or downwards. The most sensitive statistics to noise
are spectral moments λn. Higher order moments are affected more, as can be seen
in the case of the λ3. This indicates that if an ANN is trained on noiseless data us-
ing these noise–sensitive statistics and then noisy data are used for the estimation,
inaccuracies can be expected. A measure to mitigate this phenomenon can be to also
corrupt with similar noise the training set. The effectiveness of this method is tested
here. Two ANNs are trained on the same input signals and statistics and the same
training, validation and test sets are used. In the first case the signals are noiseless,
whereas in the second case the signals are corrupted with the noise format described
previously. The network properties are described in Table 5.6 and the accuracy results
are shown in Table 5.7.

Judging from the results, the accuracy of the estimation does not deteriorate sig-
nificantly for the particular noise format and noise–to–signal ratios. Statistics that are
shifted in a consistent manner by signal noise, such as standard deviation and spectral
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Table 5.6: Parameters of the ANNs, data set and noise used for the input noise sensitiv-
ity study for the normal operation case.

Number of Number of Activation Train/Validation/Test [%]
hidden layers neurons function

1 8 tanh 70/15/15

Input combination Statistics Noise properties

4,6 (Table 2.3) All except for µ Gaussian, white,
and λ− (Table 2.4) noise–to–signal ratio:3% – 20%

Table 5.7: Performance metrics of the load estimation for the input noise sensitivity
study. Comparison between ANNs trained and tested on noiseless and noisy inputs.

Input signals FA SS
R[−] εmu,abs,test[%] εmu[%] R[-] εmu,abs,test[%] εmu[%]

Noiseless 0.986 5.4 0.4 0.997 3.5 0.3
Noisy 0.985 5.6 0.7 0.997 3.9 0.3

moments are not expected to drastically decrease the network accuracy. When noisy
data are used for training, the network learns the correlation between shifted inputs
and targets. If the inputs of the estimation phase are shifted in the same way as in the
training phase the network estimates can be accurate.

5.4 Conclusions

The importance of a proper training set for ANNs is showcased in Section 5.1. Good
training sets for the should reflect the entire variation of environmental conditions
that the turbine will encounter during its lifetime. Small training sets can lead to a
big number of novel iputs during the estimation phase, for which estimations should
not be taken into account because they would introduce significant errors due to ex-
trapolation. Since it is difficult to obtain a proper training set by actual measurements,
using BHawC simulations to create the training set seems like a promising alternative.

If the turbine whose loads are monitored has different natural frequency from the
one corresponding to the training set, significant errors can be introduced, depending
on the magnitude of the deviation. The decrease in accuracy also depends on the
inputs used for the ANNs; spectral moments are statistics highly sensitive to shifts
in the natural frequency and should be ommitted from the estimation procedure if
there is high uncertainty about the natural frequency. Furthermore, there is a consis-
tent trend of load overestimation for lower frequencies and load underestimation for
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higher frequencies. When statistics of acceleration signals contaminated with Gaus-
sian, white noise of noise–to–signal ratio between 3% and 20% are used to train and
test an ANN, the performance does not deteriorate significantly with respect to the
noiseless case. This conclusion can be used to contaminate BHawC simulation results
with noise according to the properties of the turbine sensors in order to create a train-
ing set that has similar noise properties with the measured signals. An alternative to
this approach can be to denoise the measured signals instead.
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Chapter 6

Linear Regression Models

Section 6.1 presents a brief overview of the linear regression mathematical model.
In Section 6.2 a training set corresponding to a virtual measurement campaign of
limited duration of two weeks is created. The remaining samples form the test set,
which is 3 times bigger than the training set and contains many samples whose in-
puts are outside of the training range. A LR model is made, with inputs the standard
deviations of nacelle accelerations in FA and SS directions and its accuracy of esti-
mating mudline moment damage equivalent loads is assessed. In Section 6.3 again
LR models are used with the same inputs, but in this case the samples are a priori
divided in three bins based on their 10-minute mean wind speed: below, around and
above rated. Consequently, six LR models were used, one for each bin and direction.
Section 6.4 introduces a new signal as potential input to the estimation: TB rotation
angle. First, its high correlation with the target signal (monopile bending moment) is
shown. Then the 10-minute equivalent range of the rotation signals is used as input to
the piecewise linear regression scheme, in addition to standard deviations of nacelle
accelerations, resulting in high estimation accuracy for this difficult data set.

6.1 Linear regression theory

According to the definition in [7], regression is described as the process of infering the
relationship between some independent and one or more dependent variables. Con-
sidering x ∈ <d the input with dimension d, each of the d components represents one
independent variable (also named in literature covariate, feature etc.). The output
y ∈ < is a variable dependent on x and is generally called the ”response”. A regression
function is a function f : <d → < for the data pair (x, y), such that y ≈ f(x;w). The
free parameters of the function are the weights w and contain the model information.
The regression model is called linear if the prediction function f is a linear function of
the unknown weights w. The basic form of the linear model used in this work has the
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form:

yi ≈ f(xi;w) = w0 +

d∑
j=1

xijwj , i = 1, ..., n (6.1)

The term w0 is called bias, offset or intercept and wj can be interpreted as the slope
of the function at the respective dimension j. The total number of samples is equal
to n. The training dataset (x, y) will be used to find a weight vector w such that
yi ≈ f(xi;w). For that reason the least squares (LS) objective function L is introduced
in order to find the weight vector w that minimises the sum of squared errors (SSE).

L =

n∑
i=1

(yi − f(xi, w))
2 (6.2)

The LS solution wLS for the linear regression problem is defined as [31]:

wLS = argmin
w
L = argmin

w

n∑
i=1

(yi − f(xi, w))
2 (6.3)

Using matrix notation, the input matrix X with dimensions (n×d+1), the output col-
umn array y with dimensions (n×1) and the weight column array w with dimensions
(d× 1) have the following form.

X =


1 x11 x12 . . . x1d
1 x21 x22 . . . x2d
...

...
...

. . .
...

1 xn1 xn2 . . . xnd


y = [y1, y2, . . . , yn]

T

w = [w0, w1, . . . , wd]
T

The objective function L of Equation 6.2 then takes the following form:

L =

n∑
i=1

(yi − f(xi, w))
2

= ‖y −Xw‖2 = (y −Xw) (y −Xw)
T (6.4)

Setting the gradient of the objective function L with respect to the weight vector
w equal to zero, the wLS that minimizes L is obtained:

∇wL = 2XTXw − 2XT y = 0⇒ wLS =
(
XTX

)−1
XT y (6.5)

In order to calculate wLS according to Equation 6.5 the inverse matrix
(
XTX

)−1
must exist. The matrix

(
XTX

)−1
exists when the matrix XTX is of full rank, which

means that the matrix X with dimensions n×d+1 has at least d+1 independent rows.
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If n < (d+1) then LS regression is not possible, since if
(
XTX

)−1
does not exist there

are infinite possible solutions for the objective function L minimisation problem.

6.2 Estimating loads with linear regression

In Figures 4.2a and 4.2b the linear correlation between the DEL of the monopile MBM
and the standard deviation of the nacelle acceleration in the respective direction is ex-
hibited. This linear correlation does potentially allow for a linear regression scheme
to be used for estimating DELs. Probably this LR method will result in lower accuracy
than an ANN, but it is a significantly simpler model and the weights w that constitute
the model can be directly associated with the respective input, such as the accelera-
tion std. This allows for useful conclusions to be extracted regarding the input-output
correlation. This is much harder to achieve in ANNs, since the network weights do
not have a direct physical interpretation, especially in networks with multiple hidden
layers.

6.2.1 Data set for Linear Regression

In order to examine the effectiveness of the LR method, the simulation set for Wester-
most Rough that was described in Section 5.1 is used. It consists of 4896 simulations
of DLC 1.2. Each of those simulations is associated with a occurence weight, which
denotes how often it occurs over the OWT lifetime. To make things more challenging
and assess how well the LR model extrapolates, the training set is created based on a
virtual measurement campaign of just 2 weeks duration. These 2 weeks correspond
to 2160 10-minute intervals. As a result, 2160 samples are drawn out of the 4986
simulations according to the occurence weights and with replacement of the drawn
simulations (they can be drawn again). In practice this method is drawing samples
according to the specific distribution that generated the occurence weights. Seasonal
dependencies and correlations between subsequent 10-minutes are not taken into ac-
count.

Of the 2160 drawn samples, duplicates are removed in order to have only unique
samples in the training set. If the duplicates were not removed they would induce a
bias for better estimation of these duplicate smples. The removal of duplicates results
in a training set of 1264 samples, while the remaining 3632 samples constitute the
test set, since no validation set is required for simple LR. The training set is 3 times
smaller than the test set, which is used to assess the performance and generalization
of the LR model when limited data is available and extrapolation is necessary. In
other words, it is assessed whether the linear correlations that are obtained by the LR
model are valid over the whole range of the operational conditions.
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Figure 6.1: Linear regression in FA and SS directions for the vrtual measurement cam-
paign data set. Inputs are standard deviation σ of ÿna and ẍna. Blue points stand for
training set samples, red datapoints stand for test set samples. The linear regression
model is illustrated by the coloured linear plane.

6.2.2 Linear Regression results

A linear regression model can be fit with an arbitrary number of input variables. In
Figures 6.1a and 6.1b two input variables have been used for the linear regression:
the standard deviation σ of nacelle accelerations ÿna and ẍna. These two statistics
show the highest correlation with the moment DELs at the mudline. From the two
Figures it can be seen that a trained LR model is represented by a linear plane in the
three dimensional space. These linear planes can be compared with the nonlinear
planes of the ANN models that are shown in Figures 4.3 and 4.4. The LR model is
evaluated on the data set described in Subsection 6.2.1. It is trained on the training
set samples that are depicted by blue points and then is tested on the test samples,
depicted by red points in the Figures. The coloured plane shows the LR model output
for the specific domain of the two inputs, which is the plane that minimizes the sum
of the squared prediction errors for the training data set. The details of this LR model
are given in Table 6.1. The performance of the LR model is summarised with the use
of the performance metrics in Table 6.2:

Table 6.1: Information on the input signals and statistics for the single linear regression
model and the data set used (normal operation case).

Input combination Statistics Train/Test [samples]

4 (Table 2.3) σ (Table 2.4) 1264/3632

From the results it can be deduced that the LR model provides for the FA and SS
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Table 6.2: Accuracy metrics of the linear regression model for the virtual measurement
campaign data set. Inputs are standard deviations σ of ÿna and ẍna. Results are shown
for both training and test sets.

Direction Training Test

R[−] εmu,abs[%] εmu[%] R[−] εmu,abs[%] εmu[%]

FA 0.913 11.2 1.6 0.941 14.1 4.5

SS 0.987 13.4 1.0 0.986 13.4 0.1

directions mean absolute errors εmu,abs > 10% for the specific training and test data
sets. A fair comparison cannot be made with the performance of an ANN because
the two methods were used on different data sets. The errors are higher than in the
case of an ANN, for which the full data set of 11232 simulations were used and the
training set was properly distributed over the whole range of the simulations. How-
ever, considering the fact that for the present LR model the training set is significantly
smaller and the model is extrapolating for a big number of test samples, the method
is considered promising. It will be further examined and improved by considering a
piecewise linear regression scheme in Sections 6.3 and 6.4.

6.3 Piecewise linear regression – binning samples based
on mean wind speed

A piecewise linear regression scheme [15] is examined in this Section. Piecewise
regression is a method in regression where independent vaiables are clustered in dif-
ferent groups and a separate regression model is fit in each cluster. A simple example
is the approximation of a nonlinear curve with several linear ones. Here the samples
will be divided in three clusters according to the 10-minute mean wind speed. Using
the a priori knowledge of the control system for the blade pitch, which is distinct for
wind speeds below and above the rated wind speed, the simulations can be divided
in three bins. Each bin contains simulations with 10-minute mean wind speed below,
around and above the turbine rated wind speed, according to Figure 6.2. This is a
deterministic division of simulations and the term binning will be used, as opposed
to clustering, where the various clusters are determined based on a statistical tech-
nique. This binning on mean wind speed affects both training and test sets and three
different LR models will be fit to the training data of each bin and evaluated on the
respective test sets. The reason for this is to make a separate model for each opera-
tional range that exhibits distinct behavior, than one model for all.

The same input features as in the previous global LR model have been considered
and are given in Table 6.3. The results are illustrated with the use of regression plots
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Figure 6.2: Illustration of the below, around and above rated operation domains on the
turbine power curve. Below rated includes wind speeds between 3 and 8 m/s, around
rated 9 − 15 m/s and above rated 16 − 28 m/s.

in Figures 6.3a to 6.3f and 6.4a to 6.4f for the FA and SS directions. The performance
metrics are summarised in Table 6.4. The mean absolute errors for the binned case
are generally lower than for the case of a single LR model, whose results are shown
in Table 6.2. The only exception is the below rated domain in FA direction, which has
a high mean absolute error of 15% for the test set and also a high mean error of 10%.
Estimation in SS direction is consistently more accurate than in the FA direction. It
is interesting that the above rated domain, where the training set is smaller, has low
residual (mean) errors and the peformance is better compared to the below rated
domain. In Section 6.4 the same approach of piecewise linear regression will be
followed, but with statistics of the tower bottom rotation signal as inputs to the LR
models.

Table 6.3: Information on the input signal, statistics and binning for the piecewise
linear regression model and the data set used for the normal operation case.

Input combination Statistics Train/Test [samples] Number of bins

4 (Table 2.3) σ (Table 2.4) 1264/3632 3, according to Figure 6.2

CONFIDENTIAL



6.4. ROTATION ANGLE: AN INTERESTING SIGNAL FOR LOAD MONITORING 73

Table 6.4: Accuracy of the piecewise linear regression model with simulations binned
into three intervals based on the 10-minute mean wind speed. Input quantities are
standard deviations σ of ÿna and ẍna. The virtual measurement campaign data set is
used.

Direction Operation Training Test

wrt. rated R[−] εmu,abs[%] εmu[%] R[−] εmu,abs[%] εmu[%]

Below 0.921 10.6 1.8 0.895 15.3 9.4
FA Around 0.794 10.7 1.5 0.843 9.9 1.5

Above 0.820 11.6 1.7 0.848 12.6 2.1

Below 0.992 9.5 2.3 0.992 11.7 2.2
SS Around 0.990 9.6 3.0 0.988 9.6 2.9

Above 0.983 8.3 2.0 0.980 8.5 -0.3

6.4 Rotation angle: an interesting signal for load mon-
itoring

Accelerometers are maybe the most commonly used sensors for monitoring wind tur-
bine structural response. They measure the (translational or rotational) acceleration
of the structure at the location where they are installed. Acceleration signals pro-
vide valuable information for Operational Modal Analysis among others. However
for load monitoring purposes, when comparing response time signals to find corre-
lations it might be interesting to consider signals like displacements and rotations in
addition to acceleration signals.

6.4.1 Correlation of input – target time signals

In the case examined in this work, the target quantity for the load monitoring is the
bending moment of the monopile at the mudline level (MBM). This terget signal is
highly correlated with displacements and rotations at different levels of the monopile
and tower. The following Figures 6.5a - 6.5b, 6.6a - 6.6b and 6.7a - 6.7b show the
correlation of the rotations, displacements and displacement accelerations at TB re-
spectively with the MBM. Two perpendicular directions are considered in all cases
(substructure fixed coordinates according to BHawC notation).

From the presented figures it can be concluded that there is a strong correlation
between rotations and displacements at the TB and MBM. Each of the former two
signals are very similar with the moment signal when normalized. This correlation
stands for the whole range of the operational conditions as it is described by the
4896 10-minute simulations of DLC1.2 for the Westermost Rough OWF. This means
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Figure 6.3: Linear regression in FA direction using σ of ÿna and ẍna as inputs. Operation
is divided in below, around and above rated wind speed. Results are shown for both
training and test sets.
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Figure 6.4: Linear regression in SS direction using σ of ÿna and ẍna as inputs. Oper-
ation is divided in below, around and above rated wind speed. Results are shown for
both training and test sets.
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(a) Monopile MBM around x-axis at mudline plotted against TB rotation angle
around x-axis.
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(b) Monopile MBM around y-axis at mudline plotted against TB rotation angle
around y-axis.

Figure 6.5: Comparison of normalised MBM and TB rotation angle time signals in two
perpendicular directions.
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(a) Monopile MBM around x-axis at mudline plotted against TB displacement
in y-axis.
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(b) Monopile MBM around y-axis at mudline plotted against TB displacement
in x-axis.

Figure 6.6: Comparison of normalised MBM and TB displacement time signals in two
perpendicular directions.
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(a) Monopile MBM around x-axis at mudline plotted against TB acceleration
in y-axis.
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(b) Monopile MBM around y-axis plotted against TB acceleration in x-axis.

Figure 6.7: Comparison of normalised MBM and TB translational acceleration time
signals in two perpendicular directions.
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that an acquisition of those signals by means of a suitable sensor can provide accu-
rate information on the MBM, which is a highly inconvenient spot for deploying and
maintaining sensors. On the other hand, acceleration signals are not clearly corre-
lated with moment signals. Higher frequencies are significantly more dominant in
acceleration signals than in moments.

Methods for recording displacements are generally too expensive and are not pre-
ferred in the wind industry. The option to record accelerations and perform double
integration in order to obtain the respective displacements is also problematic in prac-
tice, since the discrete integration scheme and the noise of the measured accelerations
usually lead to significant errors, such as the phenomenon called ”drifting”. On the
other hand, rotation angle is a signal that can be captured with standard sensors such
as inclinometers. However in practice the important characteristics of these sensors,
such as precision and durability have to be considered and compared to alternatives.
If the sensor precision is low it can induce significant errors in the estimation.

An alternative signal that can be considered for providing information on the MBM
is the TB moment. It can be measured with the use of strain gauges, which measure
strain at that level, which is transformed to normal stress and subsequently moment
of the monopile section. This method is proposed in Ziegler et al [33], where MBM
DELs are estimated by measuring moments at TB, taking their DEL and using a near-
est neighbor scheme to make the estimation. The time series of normalized MBMs
and TB moments are plotted in Figure 6.8. Figures 6.9a and 6.9b show the cross-
correlation of the normalised MBM time signal with the normalised TB rotation and
the TB bending moment time signals respectively [28]. The cross-correlation of MBM
with TB rotation is 5.3% higher than with TB moment for the zero lag case. As a
result, if the two sensor types are assumed similar in terms of cost, performance and
durability, it might be preferable to measure rotations than strains.

6.4.2 Piecewise linear regression including tower bottom rotation
statistics as inputs

In this Subsection a piecewise linear regression approach is followed with the same
binning method based on mean wind speed, as in Section 6.3. The rotation signals
and specifically the 10-minute equivalent rotation ranges ∆Smeq in the FA and SS direc-
tions are inserted as inputs in the estimation procedure, in addition to the standard
deviation σ of FA and SS nacelle accelerations, as is shown in Table 6.5. The perfor-
mance metrics for the piewise LR model are summarised in Table 6.6. Additionally,
the results are illustrated in the regression plots in Figures 6.10a to 6.10f and 6.11a
to 6.11f for the FA and SS directions.

The mean absolute error is εmu,abs < 2.5% in all operation domains and both
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Figure 6.8: Comparison of normalised MBM and TB moment time signals around x-
axis.
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(a) Cross-correlation of normalised MBM with
normalised TB rotation.
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(b) Cross-correlation of normalised MBM with
normalised TB moment.

Figure 6.9: Cross-correlation of normalised MBM around time signal with normalised
TB rotation and moment time signals. 5 lag values considered. All signals are around
x-axis in the monopile coordinate system.

directions. Additionally, the residual errors have small values. This performance is
better than the one achieved with ANNs in Section 4.3, although a smaller training set
and a simpler LR model is used. This fact indicates the importance of input features
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Table 6.5: Input signals, statistics and binning for the piecewise linear regression model
when statistics of rotation signals at tower bottom are included as inputs. The size of
the virtual measurement campaign data set is also shown.

Input combination Statistics Train/Test [samples] Number of bins

4 (Table 2.3) σ (Table 2.4) for 4, 1264/3632 3, according to
and TB rotations ∆Sm

eq for rotations Figure 6.2

Table 6.6: Accuracy of the piecewise linear regression model with simulations binned
into three intervals based on the 10-minute mean wind speed. Input quantities are
equivalent ranges ∆Sm

eq of TB rotations and standard deviations σ of ÿna and ẍna. The
virtual measurement campaign data set is used.

Direction Operation Training Test

wrt. rated R[−] εmu,abs[%] εmu[%] R[−] εmu,abs[%] εmu[%]

Below 0.997 1.8 0.0 0.997 2.1 1.2
FA Around 0.991 2.3 0.0 0.991 2.3 0.1

Above 0.997 1.6 0.0 0.997 1.7 0.1

Below 1.000 1.4 0.0 1.000 1.8 0.1
SS Around 0.999 2.0 0.2 0.999 2.0 0.1

Above 0.999 1.6 0.2 0.998 2.1 -0.4

that are highly correlated with the target values. The 10-minute equivalent range
∆Smeq of TB rotations is highly correlated with the MBM DELs and furthermore the
correlation is linear. This leads to accurate estimation using a simple LR model.

6.5 Conclusions

LR models are simple and more interpretable than ANNs, since each weight wi is
directly associated with a respective input, as is shown in Section 6.1. When the
input-output correlation is (close to) linear LR is a good model choice and it is com-
monly used. The normal operation load case DLC 1.2 is used to test LR models and a
25%/75% train/test division without duplicate samples is used to create a demanding
data set. When a single model is used for the whole data set using nacelle accelera-
tion standard deviations as inputs, errors of around 14% for the test set are observed
for both FA and SS moment DELs.

When samples are divided in three bins based on 10-minute mean wind speed
and separate LR models are used with same inputs as before, errors generally de-
crease with respect to the global model, except for the Below Rated, FA direction
case, which shows a higher error. Next, the rotation angle signal at the TB is exam-
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Training set regression plot, FA - 4 inputs
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Test set regression plot, FA - 4 inputs

(b) Below rated, Test set
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Training set regression plot, FA - 4 inputs

(c) Around rated, Training set
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Test set regression plot, FA - 4 inputs

(d) Around rated, Test set

0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Target values normalized[-]

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

O
u
tp
u
t
va
lu
es

n
o
rm

a
li
ze
d
[-
]

Training set regression plot, FA - 4 inputs

(e) Above rated, Training set
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Figure 6.10: Linear regression in FA using σ of ÿna and ẍna and ∆Sm
eq of TB rotations.

Operation divided in below, around and above rated wind speed. Results for training
and test sets.
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Training set regression plot, SS - 4 inputs

(a) Below rated, Training set
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(b) Below rated, Test set
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Training set regression plot, SS - 4 inputs

(c) Around rated, Training set
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Test set regression plot, SS - 4 inputs

(d) Around rated, Test set
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(e) Above rated, Training set
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Figure 6.11: Linear regression in SS using σ of ÿna and ẍna and ∆Sm
eq of TB rotations.

Operation divided in below, around and above rated wind speed. Results for training
and test sets.
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ined as potential input to LR, after it has been identified as highly correlated with the
mudline moment signal. When the 10-minute equivalent range of those rotations are
used, errors lower than 2.5% are achieved in all three bins and two directions. Thus,
it is shown that if those rotation signals are available – for instance by deploying a
dual-axis inclinometer at TB – a highly accurate estimation of the monopile moments
is possible using linear regression. However, the precision of such sensors should be
additionally considered, since measurement errors can affect the accuracy of the pro-
posed method.
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Chapter 7

Conclusions

7.1 Conclusions

The results of this study indicate that it is possible to accurately estimate the loading
history of the monopile in the form of bending moment damage equivalent loads
(DELs) using feedforward artificial neural networks (ANNs) with a single hidden
layer. The mean absolute error is < 3.5% for both the fore-aft (FA) and side-side
(SS) directions for normal operation load cases and the residual error is < 0.5% for
both directions when the inputs to the ANNs are suitable statistics of the standard
signals (Table 2.3) that are measured in wind turbines. It is shown that negative
spectral moments of the input signals significantly increase accuracy when included
in the estimation. These results are achieved using data from Bonus Horizontal axis
wind turbine Code (BHawC) simulations that naturally do not include noise that is
expected to be present in actual measurements. Also a training data set that prop-
erly encapsulates the variety of environmental conditions is used. Of the used input
signals, nacelle accelerations are identified as the most important for the estimation
accuracy. They exhibit the best accuracy among all cases where a single input is used,
with 4.1% mean absolute error in the FA and 3.0% in the SS direction. Including more
standard signals as inputs generally leads to a decrease of estimation error. If addi-
tionally tower bottom (TB) acceleration signals are available, errors are decreased to
< 3.0% in both FA and SS directions.

In the absence of nacelle acceleration signals, if a combination of the remaining
standard signals is used, the error would rise to approximately 15% in both directions.
This fact showcases the importance of nacelle acceleration signals for load monitor-
ing of offshore wind turbines (OWTs). Although decent results have been achieved in
the case of onshore wind turbines without using nacelle accelerations in Cosack [5],
the same levels of accuracy cannot be achieved in the offshore environment, where
wave-induced loading is significant. The reason for this is that while the remaining
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signals contain important information about the wind-induced loading, they contain
little information about the wave-induced loading. The combined hydrodynamic and
aerodynamic loading that affects mostly the FA direction leads to a more complex
behavior than in the SS direction. In the case of idling load cases the importance of
nacelle accelerations is exhibited once more, since it is the only standard signal that
leads to accurate predictions of moment DELs. A mean absolute estimation error of
less than 3.5% in both directions is achieved using only nacelle accelerations.

A proper training set for ANNs is crucial for an accurate model, since extrapolation
is not possible. Measurement campaigns in situ are costly and especially for remote
underwater locations, such as the seabed level, they are quite difficult. Additionally,
measurements of small duration are less likely to make a good training set, because
they do not represent the whole variation of loading conditions that the turbine will
encounter during its lifetime. In this work it is shown that small training sets lead
to high estimation errors. For this reason it might be more realistic to train ANNs on
simulated data, since new simulations can be run on demand when it is necessary
to expand the training set. Accuracy is also sensitive to changes in the underlying
model’s properties. When an ANN is trained on data from a specific turbine and is
then tested on a similar turbine that has a first eigenfrequency that deviates from the
original, error is introduced in the estimation. The acceleration spectral moments are
identified as frequency-sensitive input statistics and the error is decreases if they are
excluded from the inputs.

Linear regression (LR) models are simpler and more interpretable than ANNs,
since each weight wi is directly associated with a respective input. When the input-
output relationship is (close to) linear LR is a good model choice and it is commonly
used. The operational load case DLC 1.2 is used to test LR models and a 25%/75%
train/test division is used to create a demanding data set. When a single LR model is
used for the whole data set using nacelle acceleration standard deviations as inputs,
errors of around 14% (test set) are observed for both FA and SS moment DELs. When
samples are binned based on 10-minute mean wind speed and separate LR models are
used with same inputs as before in a piecewise LR scheme, errors generally decrease
with respect to the global model, except for the below rated, FA direction case.

When 10-minute equivalent ranges of rotation angles at tower bottom are addi-
tionally used as inputs in piecewise LR scheme, errors lower than 2.5% are achieved
in all three wind speed bins and two directions. Thus, it is shown that if those rota-
tion signals are available – for instance by deploying a dual-axis inclinometer at TB –
a highly accurate estimation of the monopile moments is possible using simple linear
regression. However, the precision of such sensors has to be considered.
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7.2 Recommendations for practical implementation

The methods presented in this thesis can be implemented in a number of different
ways. The first step in any case is to validate the findings of this work on one or more
offshore wind turbines, using real data, see also Section 7.3. ANNs and LR models
can be used on their own or combined, mainly depending on the type and quality of
the available training data set. Both methods require past observations of the exam-
ined (underlying) system in order to model it in a data-driven way. As a result, the
properties of these observations/samples that will be used to train and test the model
will determine the optimal implementation scenario for each case. The observations
that comprise the available data set can be categorised based on two important char-
acteristics.

1. The way the data set of observations has been acquired. This can be either from:

• Measurements collected from the Supervisory Control And Data Acquisition sys-
tem (SCADA), Programmable Logic Controller (PLC) and sensors of the actual
turbine.

• Results coming from simulations with a computational model of the structure, such
as BHawC. This computational model should be preferably validated or updated
with measurements from the actual turbine.

2. Representativeness of the available data set.

• In the case of measurements collected from the actual turbine it is likely that the
data set corresponds to a limited measurement period and potentially does not
capture the whole range of conditions that the turbine will encounter during its
lifetime.

• In the case where simulation results are used to create the data set it is easier to
extend the range of simulations carried out in order to include conditions met
in situ that where not originally accounted for. It is thus more likely for an
artificially created data set to be complete and this method shows the biggest
potential.

The most appealing scenario is to train ANNs on data from simulations with a
validated/updated BHawC model. Then 10-minute statistics from turbine sensors can
be input to the ANNs in real time or in batches to estimate the respective DELs. This
method matches well with the resources and assets of Siemens (BHawC, signal mea-
surements). If measured data are available for the target quantities, for example from
strain gauges on the monopile, it is also possible to use them for ANN training. They
can be augmented with simulated data for loading conditions that are missing.
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In the case that historic data are recorded from wind turbines they can be poten-
tially used for an a posteriori estimation of the load history in the form of 10-minute
DELs. An ANN can be trained on simulation results from a – preferably validated –
BHawC model, using exclusively inputs that are among the recorded data. An indica-
tion for the accuracy that the available input combinations can offer can be looked up
in Tables 4.6 and 4.10 of this work for both normal operation and idling conditions.
An overview of the proposed method is given in Figure 7.1. Future work with real
data is necessary to validate or update the accuracy levels found in this work.

Recorded past 
SCADA data 

Choose combination of 
recorded signals and/or 

statistics for load estimation 
(based on quality, format, etc.) 

Refer to studies for an 
indication of accuracy of chosen 

inputs and targets 

Is 
accuracy 

sufficient? 

No 

(Validated) 
BHawC model 

Yes Train & test an ANN model on 
simulations from a (validated) 

BHawC model  of turbine 

Studies on 
accuracy of  

load monitoring 
with ANNs 

Optional: Validate 
accuracy with measured 

loads (if available). 

(Optional) 
measured loads 

Make efficient a 
posteriori estimation 
of load history in DEL 

format 

Assumption: the turbine system 
has remained the same during 

the examined period 

Figure 7.1: Flowchart for the process of a posteriori estimation of load histories in DEL
format using ANNs.

If additional sensors are considered for load monitoring, a dual-axis inclinometer
at TB can be used for straighforward and accurate estimation of DELs with a simple
LR model. Again the training data can be either measured or simulated.

An implementation aspect that can increase the efficiency of load monitoring is the
application of a single trained model for multiple similar wind turbines, for instance
within a cluster. Even within a cluster, where turbines generally share geometrical
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characteristics it is possible to have deviations for instance due to local soil conditions.
If these deviations manifest themselves in the turbine’s eigenfrequencies, the impact
on the estimation accuracy can be assessed using an approach as the one followed
in Section 5.2. If the introduced error is estimated to be high, techniques like model
updating [16] are proposed to update the BHawC model and create a new updated
data set for training.

7.3 Recommendations for future work

A promising implementation scenario presented in this work includes using data ob-
tained from BHawC simulations to train the ANN model, while data from actual tur-
bines is then fed to the model in order to make estimations for the load quantities
(DELs). In this case there are several factors that may decrease the method accuracy
and need to be considered. Firstly, it is possible that there is a degree of divergence
between the BHawC model and the actual wind turbine. For instance, the actual nat-
ural frequencies may be different than the designed. In this work it is shown that
deviations in the natural frequencies can introduce significant error in the estimation.
Using model updating methods could potentially be used to address this problem,
and research in this topic is suggested. In these methods a chosen group of the finite
element (FE) model parameters is updated to match the measured vibration charac-
teristics (e.g. natural frequencies and eigenvectors) by minimising a loss function. A
survey in the field of model updating in structural dynamics is given in Mottershead
and Friswell [16].

Another issue is the influence of noise. Data from FE simulations carried out
within Siemens with the BHawC aeroelastic code contain no noise or disturbance in
any of the signals that are used. When these models are actually applied, they will use
real mesurements from the SCADA systems and potentially sensors as inputs. These
measurements inherently contain a level of noise, which depends on the type of sig-
nal. This noise can possibly deteriorate the estimation accuracy. A sensitivity study
assuming Gaussian, white noise for the input signals is carried out in this thesis, but
more work with different noise types is advised. The methods proposed in this thesis
should be validated with real data from existing OWTs. A follow up work could thus
train an ANN model on BHawC data and then use data from a geared OWT to assess
the model’s accuracy.

Different signals and/or statistics can be examined as inputs to the data-driven
models and their value can be assessed. They can be provided by existing SCADA and
PLC systems or by retrofitted sensors. Also, other critical loads can be examined, such
as the tower bottom and blade root bending moments. Depending on the specific tar-
get load different inputs are expected to provide the highest accuracy. Furthermore,
in addition to the normal operation and idling cases that are investigated in this work,
other load cases like transients should be investigated.
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Transferability of trained models to similar wind turbines within the farm (turbine
cluster) is a field that could be examined. In the case that a model has been trained
on a specific wind turbine and is performing well, it could be possible to be used for
load monitoring of turbines that are similar (in terms of geometrical characteristics,
material properties, etc.) and are expected to exhibit a similar behavior. A first case
study in this direction is performed in this thesis, where the model applicability is
tested on OWTs with slightly different natural frequency than the one it is trained on.
This possibility of using one model per cluster of OWTs should be examined/validated
with the use of measured data from an actual wind farm. The efficiency of the load
monitoring procedure could be significantly improved in the case that a single model
is proven sufficient for a cluster of OWTs.

In the case where measured data is used to train the models, generally data core-
sponding to limited duration are available. It is interesting to examine how well
different subsets of the recorded data reflect the variation of the entire data set. For
instance, in the case where 1 year of measurements is available, ANNs can be trained
on all possible 2-month data sets and used to estimate the remaining 10 months. The
same can be done with different lengths for the training set. This approach has been
presented in Seifert et al. [25] for the case where flapwise blade root bending mo-
ment is the target load and measurements come from Baltic 1 OWF, which consists of
21 Siemens 2.3-93 wind turbines. A similar study for different target loads, such as
the monopile mudline section or tower bottom bending moments might be interest-
ing.

Finally, different architectures, activation functions and training algorithms of
ANNs can be considered and compared in terms of performance. In addition to that,
different machine learning models can be investigated as potential transfer functions
between measured signals and fatigue loads.
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Appendix A

POWER DENSITY SPECTRUM
AND SPECTRAL MOMENTS

The power spectrum SXX(f) of a time series X(t) provides a description of how
power is distributed into the various frequency components composing that signal,
Stoica et al [28]. According to Fourier analysis any physical signal can be decomposed
into a superposition of a number of discrete frequencies, or a spectrum of frequencies
over a continuous range. The power density spectrum of an even-length signal sam-
pled at a frequency Fs and with number of samples N can be calculated using the
Fourier transform of the signal as follows. The discrete Fourier transform of the time
series X(t) is calculated as:

Y (k) =

n∑
j=1

X(j)W (j−1)(k−1)
n (A.1)

whereWn = exp(−2π)/N . Y ia a complex-valued array with lengthN . Then the power
spectrum values are calculated as:

SXX(f) =
1

FsN
Y conj(Y ) (A.2)

Because the signal is real-valued, power estimates for either the positive or negative
frequencies is needed (one-sided spectrum). For that reason only the first half values
of the symmetric SXX are retained. In order to conserve the total power of the
original spectrum, all frequencies that occur in both sets – positive and negative –
are multiplied by a factor of 2. Zero frequency and the Nyquist frequency, which is
equal to half the sampling frequency (Fs

2 ) do not occur twice. The respective vector
of frequencies to which the SXX(f) values correspond is found as:

f =
Fs
N

[0, 1, . . . , N ] (A.3)
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Spectral moments λn of order n can be used to describe the power spectrum. They
have a meaning analogous to the physical concepts of center of mass and various
moments of area.

λn =

∫ ∞
0

fnSXX(f)df (A.4)

where f is the frequency and SXX(f) is the power spectral density of that frequency.
In the case of the discrete PSD, the n-th order spectral moment is calculated as:

λn =

m∑
i=1

fni SXX(fi) (A.5)

where m is the number of points in the PSD.
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Appendix B

REGRESSION PLOTS FOR
NATURAL FREQUENCY
SENSITIVITY STUDY
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Figure B.1: DEL estimation with ANNs for turbine eigenfrequency different than the
one corresponding to the training set. Source turbine eigenfrequency is f0. Inputs are
all standard signals and statistics. Eight neurons in the hidden layer. FA direction is
examined.
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Figure B.2: DEL estimation with ANNs for turbine eigenfrequency different than the
one corresponding to the training set. Source turbine eigenfrequency is f0. Inputs are
all standard signals and statistics, only σ of nacelle accelerations. Eight neurons in the
hidden layer. FA direction is examined.
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Figure B.3: DEL estimation with ANNs for turbine eigenfrequency different than the
one corresponding to the training set. Source turbine eigenfrequency is f0. Inputs are
all standard signals and statistics, only σ of nacelle accelerations. Four neurons in the
hidden layer. FA direction is examined.
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Figure B.4: DEL estimation with ANNs for turbine eigenfrequency different than the
one corresponding to the training set. Source turbine eigenfrequency is f0. Inputs are
all standard signals and statistics. Eight neurons in the hidden layer. SS direction is
examined.
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Figure B.5: DEL estimation with ANNs for turbine eigenfrequency different than the
one corresponding to the training set. Source turbine eigenfrequency is f0. Inputs are
all standard signals and statistics, only σ of nacelle accelerations. Eight neurons in the
hidden layer. SS direction is examined.
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Figure B.6: DEL estimation with ANNs for turbine eigenfrequency different than the
one corresponding to the training set. Source turbine eigenfrequency is f0. Inputs are
all standard signals and statistics, only σ of nacelle accelerations. Four neurons in the
hidden layer. SS direction is examined.
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Definitions

Machine learning: A subfield of computer science whose objective is to explore the
study and construction of algorithms that can learn from and make predictions
on data, rather than being explicitly programmed.

Supervised learning: The process of inferring an underlying function from labeled
training data. The training data comprises samples of the input vectors along
with their corresponding target vectors. Depending on the task supervised learn-
ing is divided in regression and classification.

Regression: A statistical process for estimating the relationships between a depen-
dent variable and one or more independent variables (or ”predictors”). In the
field of supervised learning, the term regression is used for the prediction of con-
tinuous dependent variables (as opposed to discrete or categorical variables).

Unsupervised learning: The process of exploring unlabeled data and discovering
structure in it such as hidden patterns or groupings. Unlabeled data samples
means they consist only of input and no corresponding label.

Overfitting: A phenomenon that occurs when a too complex model is used for a
specific problem. A sign of overfitting is when the training dataset is very well
or even perfectly fit, but when the complex model is evaluated on new data
(testing), it performs poorly. In other words, the model does not generalize
well. For example using higher order polynomials for fitting a linear (first order)
relationship can lead to overfitting.
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