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If you want to find the secrets of the universe,
think in terms of energy, frequency and vibration.

Nikola Tesla

Considerate la vostra semenza:
fatti non foste a viver come bruti,

ma per seguir virtute e canoscenza.

Consider your origins:
you were not made to live as brutes,
but to follow virtue and knowledge.

Dante Alighieri, Inferno

To my family
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SUMMARY

This research aims to advance the state-of-the-art requirements for helicopter pilot train-
ing in flight simulators contributing to the rotorcraft safety enhancement framework. It
has been conducted as part of the Marie Skłodowska-Curie European Joint Doctorate
NITROS (Network for Innovative Training on Rotorcraft Safety).

Training has always been the traditional answer to help pilots deal with flying vehi-
cles and scenarios that, without adequate preparation, would otherwise be unforgiving.
Due to the risks and costs involved in training for such critical circumstances, the ex-
clusive use of in-flight training is untenable, especially for helicopters. A combination
of simulator and in-flight training is the solution adopted to reduce accident rates and
human fatalities in a safe and efficient manner and to fulfill the ever-harsher mandate
for flawless performance required by the military domain. Inevitably, the use of simula-
tion to support pilot training brings forward the issue of skills and performance transfer
from the simulator to the actual aircraft, which is addressed in this thesis in relation to
helicopters.

The primary focus of flight simulation transfer-of-training research is to assess how
learning a task in a flight simulator affects the trainee’s performance capabilities in the
same task in the actual aircraft. To explicitly measure the transfer of behavior learned
in a certain setting (e.g., a simulator) to the evaluation setting of interest (e.g., a real
aircraft), transfer-of-training experiments are one of the few available methods for direct
evaluation of the training effectiveness. To measure pilot transfer of skills at least two
groups of participants are required. The speed of learning in the actual aircraft by one (or
more) “experimental” group(s), previously trained in the simulator, need to be compared
with the learning performance of a “control” group having received no special previous
training. While this design enables to directly assess the effectiveness of a simulator, it
requires strictly balanced groups according to participants’ relevant prior training and
experience to deliver meaningful results.

Several variations of this basic transfer model, named a true-transfer design, have
also been proposed. The most popular is the simulator-to-simulator transfer model,
also known as quasi-transfer design. In quasi-transfer experiments, participants are not
transferred to the real-world setting, but to a different, often more realistic or enhanced,
simulation environment. The quasi-transfer paradigm relies on the assumption that the
more realistic simulator acts as a valid replacement for the actual aircraft. Although this
is a strong assumption, its effectiveness for evaluating skill transfer is corroborated by
experimental evidence. Furthermore, a quasi-transfer design avoids the costs, hazards,
and scheduling hindrances (e.g., interruptions due to bad weather) of a true-transfer ex-
periment and offers the possibility of safely investigating dangerous situations such as
engine failures. Another issue arising from true-transfer studies (and from flight tests in
general) is the reliability of the performance measurements in the real-world setting.
Moreover, there are inevitable psychological differences in a pilot’s mindset between

xi
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training in a simulator or in the actual aircraft. This is not necessarily a disadvantage
from a training perspective, because relieving the trainee of the stress and the workload
deriving from auxiliary duties (e.g., safety and flight regulation aspects, communication,
periodic systems monitoring, etc.) enables devoting more mental resources to learning.

For this thesis, three quasi-transfer-of-training experiments were conducted to test
the effectiveness of flight simulator training for two different helicopter tasks: hover and
autorotation. The ability to hover, i.e., to remain in a nearly stationary flight condition,
is the main capability that differentiates helicopters from fixed-wing aircraft. The ability
to autorotate, i.e., to keep the rotor spinning by means of the airflow passing through it,
is an essential emergency maneuver that enables helicopter pilots to often safely reach
the closest suitable landing site in the event of an engine failure.

These two maneuvers were not randomly chosen. The choice was based on the fact
that hover and autorotation pertain to different phases of the helicopter pilot training
syllabus. While both maneuvers need to be mastered by helicopter pilots, hover is gen-
erally the very first maneuver that student pilots learn to perform, whereas autorotation
is practiced only when the trainee demonstrates a sufficient level of proficiency in main-
taining/controlling the airspeed and the rotorspeed. Therefore, hover and autorotation
can be characterized as a “basic” and an “advanced” maneuver, respectively. Further-
more, hover is performed in normal operating conditions, whereas an autorotation rep-
resents an abnormal mode of operation for helicopters and is thus performed only in
emergency circumstances. On the other hand, hover is performed by helicopter pilots
on a daily basis (or at least every time they fly). Fortunately, nowadays engine relia-
bility is high and they seldomly fail, meaning that real power-out autorotations are not
performed often. However, to be prepared for a potential occurrence, simulated engine-
failures (generally with a power-recovery, i.e., terminating in a hover) are practiced dur-
ing recurrent training and proficiency checks. It is therefore evident that issues in simu-
lator training of the hover maneuver need to be assessed especially in relation to novices
(ab-initio training), while those in simulator training of the autorotation maneuver re-
quire a focus on experienced pilots (recurrent training).

The type of maneuver (e.g., basic or advanced), the operating condition (e.g., nor-
mal or abnormal mode of operation), and the trainees’ characteristics (e.g., novice or
experienced pilots) are all factors that play a role in the level of simulator fidelity needed
for effective training. In contrast to the unquestioning and unceasing pursuit of high
fidelity, which is typical of the simulation industry and is also supported by current reg-
ulations for flight simulator training devices, there is increasing evidence that adding
more fidelity beyond a certain point results in a diminished degree of transfer of skills,
especially for nonexpert pilots. Indeed, high fidelity also means high complexity, which
generally requires more cognitive effort, thus increasing the trainee’s workload, which
may, in turn, impede simulator learning.

With the goal to seek more clarity with respect to the relation between fidelity and
training effectiveness, a first quasi-transfer-of-training experiment was conducted, in
which the simulator’s objective fidelity (i.e., the quality of the cueing systems) was the
independent variable. Two groups of task-naïve learners (a total of twenty-four partic-
ipants) underwent a hover part-task training program, formulated according to Cogni-
tive Load Theory, an instructional design theory that reflects the way humans process
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information. The experimental group first trained in a low-fidelity simulator (a Com-
puter Based Trainer at the Max Planck Institute for Byological Cybernetics) and then
transferred to a high-fidelity setting (the CyberMotion Simulator at the Max Planck In-
stitute for Byological Cybernetics), while the control group received all its training in the
high-fidelity simulator. The two groups were balanced according to participants’ man-
ual control skills, which were evaluated through a pre-experimental aptitude test (a two-
axes compensatory tracking task). During the evaluation phase, which both groups per-
formed in the high-fidelity simulator, no statistically significant differences were found
between the two groups in all the dependent measures. Of course, this does not directly
imply that the two simulators are equally effective, as the hover part-task training pro-
gram likely had a mitigating effect, supporting the idea that the lack of simulator objec-
tive fidelity can be compensated by the use of instructional design (i.e., a proper training
program tailored to the trainees’ needs). This can be verified in future experiments us-
ing a third group of task-naïve learners, trained with a different hover training program
in the low-fidelity simulator who are then transferred to the high-fidelity setting to prove
this hypothesis.

This thesis also describes two quasi-transfer-of-training experiments that focused
on autorotation and had the same setup (the SIMONA Research Simulator at Delft Uni-
versity of Technology), but used two different helicopter flight mechanics models, char-
acterized by a different level of fidelity. The lower-fidelity model was chosen to gain a
simple understanding of the flight dynamics in autorotation, that could then be more
easily extended to a higher-fidelity model. These experiments, in which the helicopter
dynamics were chosen as the independent variable, were motivated by an example of in-
flight-to-in-flight negative transfer of training reported in several helicopter accidents.
Indeed, many engine failure accidents result from an apparent loss in rotor performance
(different helicopter dynamics), which is unexpected for pilots who only practiced au-
torotations with a power recovery (i.e., terminating in a hover). For helicopters with free-
turbine engines, even in a ground-idle setting, the engine still transmits some power to
the rotor. This is a clear example of in-flight-to-in-flight negative transfer of training:
practicing power-recovery autorotations (task A) interferes with learning or performing
real power-out autorotations (task B) for helicopters with free-turbine engines, due to
the fact that there is a crucial mismatch between the helicopter dynamics characteristics
in the two task situations. Here, a pilot’s mental model of the helicopter is not represen-
tative of the actual helicopter, which requires a different control strategy than learned
during training.

Experienced helicopter pilots participated in the two quasi-transfer-of-training ex-
periments on autorotation. They were divided in two groups, which were balanced ac-
cording to participants’ background (license type) and experience (flight hours), and
performed a straight-in autorotation maneuver with two different helicopter dynam-
ics presented in a different sequence. The two dynamics used in the experiments were
selected to require a different level of pilot control compensation. To this end, a sen-
sitivity analysis on the helicopter eigenmodes was performed to understand which de-
sign parameters control the autorotative flare index, a metric to evaluate autorotative
performance in terms of available energy over required energy and thus influence heli-
copter dynamics in autorotation. This was achieved through the structural evaluation
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and comparison of the helicopter natural modes of motion in steady-descent autorota-
tion. Thirty-two configurations were compared by individually varying the main rotor
blade chord, the main rotor radius, the main rotorspeed and the helicopter weight from
the baseline value (Bo-105 helicopter) to get eight different values of the autorotation
index, spanning from 5 to 40 ft3/lb. This range was chosen after comparing the autoro-
tative flare indices for various existing helicopters. Among these configurations, the two
requiring the most and the least pilot control compensation were selected.

In the first experiment on autorotation, fourteen pilots performed the straight-in au-
torotation maneuver controlling a 3-degrees-of-freedom (DOF) longitudinal dynamics
+ rotor speed DOF model. Ten pilots performed the same task with a 6-DOF rigid-body
dynamics + rotor speed DOF model in the second experiment. In both experiments clear
positive transfer was found from the most to the least demanding helicopter dynamics,
but not the opposite. This is observed especially for the rate of descent at touch-down,
which is considered the key indicator of a smooth landing. The outcome of these two
experiments suggests the need to update the current simulator training syllabus for au-
torotation to include a wide range of helicopter configurations with different handling
characteristics. Such configurations can be obtained for example considering different
models of the same helicopter family, to give to the trainee the opportunity to familiarize
with helicopters with different sizes, dynamics and “feel”. This can help inexperienced
pilots to better understand that an autorotation is not a “by-the-numbers” procedure
and that adaptability and judgement of the pilot should always cover a prominent role
in the accomplishment of the task.

To strenghten the experiments on autorotation, a thourough analysis was conducted
to investigate the effects of the rotorspeed degree-of-freedom in autorotation on the
classical rigid-body modes. Although the developed 3-DOF and 6-DOF models are char-
acterized by a different level of fidelity, good agreement in terms of stability characteris-
tics of the longitudinal modes of motion was found between the two models. Especially
the phugoid and the heave-subsidence modes are strongly affected by the additional ro-
torspeed degree of freedom, meaning that autorotation requires a different stabilization
strategy by the pilot with respect to straight level flight. On the contrary, the pitch sub-
sidence in both models and the lateral-directional modes in the 6-DOF rigid-body heli-
copter model do not change significantly in steady-descent in autorotation with respect
to straight level flight.

In conclusion, this thesis provides enhanced insight into helicopter pilot training in
flight simulators by addressing two critical training tasks, hover (Part I of this thesis) and
autorotation (Part II of this thesis), that represent two of a helicopter’s most unique ca-
pabilities. With these new insights, this thesis lays the foundations for an enhanced un-
derstanding of the future requirements for helicopter pilots training in flight simulators,
which will become even more important considering the current trends towards Urban
Air Mobility. Indeed, the transition from helicopters as a niche sector in the aerospace
industry to the widespread future use of personal aerial vehicles (PAVs) based on rotor-
craft concepts needs to be accompanied by a disruptive change in aviation regulations,
encompassing every aspect of safety, including training. Even though these future PAVs
will be characterized by a high level of automation, the human operators will keep play-
ing an important role in the safe operation of the flight, hence raising the need to develop
training requirements for PAV pilots.
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α(·) Angle of incidence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (rad)

βi i -th blade flapping angle i = 1 : Nb . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (rad)

β(·) Angle of sideslip . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (rad)

χ Wake skew angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (rad)
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δ0 Zero order blade profile drag coefficient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (-)
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γ Flight path angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (rad)

ψ̂(·) Gear rotation (torsional rotation at the end of a shaft) in reduced coordinates . . . . . (rad)

λ Total inflow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (-)
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µ Advance ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (-)

µL Gain of the open-loop transfer function of the rotorspeed governor . . . . . . . . . . . . . . . . . . (-)

µz Normalized vertical speed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (-)

νξ Non-dimensiona lead-lag frequency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (-)

ωb Third order break-frequency of the washout filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (rad/s)

ωn Eigenvalue’s pulsation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (rad/s)

ωn Natural break-frequency of the washout filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (rad/s)

ωξ Lead-lag frequency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (rad/s)

ωbw Notch filter bandwidth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (rad/s)

ω f Fuel mass rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (kg/s)

xv
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Ωmr Main rotor speed at idle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (deg/s or % of the value at idle)

ωn f Notch filter frequency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (rad/s)

φ Roll angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (°)

φc Critical phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (rad)

φm Phase margin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (rad)

ψ Yaw angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (°)

ψi i -th blade azimuth angle i = 1 : Nb . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (rad)

ψ(·) Gear rotation (torsional rotation at the end of a shaft) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (rad)

ρb Main rotor blade mass density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (kg/m3)

ρai r Air density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (kg/m3)

σ Solidity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (-)

θ Pitch angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (°)

θ0 Main-rotor collective pitch angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (rad)

θ0tr Tail-rotor collective pitch angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (rad)

θt w Main-rotor blade twist angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (rad)

~ω Angular velocity vector of the helicopter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (rad/s)

~ψ Vector containing gear rotations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (rad)

ξ0 Collective lead-lag . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (rad)

ξi i -th blade lead-lag angle i = 1 : Nb . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (rad)

ζ Damping ratio of the washout filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (-)

ζ Eigenvalue’s damping ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (-)

δ~u Perturbation of the input vector

δ~x Perturbation of the state vector

δ~x0 Perturbation of the initial condition

δ~xZ I R Natural (or Zero Input) Response (ZIR)

δ~xZ SR Forced (or Zero State) Response (ZSR)

Î(·) Reduced inertia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (kgm2)

K̂(·) Reduced stiffness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (Nm/rad)

Q̂(·) Reduced torque . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (Nm)

K̂(·) Reduced stiffness matrix of the drivetrain torsional dynamics

M̂(·) Reduced inertia matrix of the drivetrain torsional dynamics

A State matrix of the helicopter model

A State matrix
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B Control matrix

B Input matrix of the helicopter model

Ce Engine damping matrix of the drivetrain torsional dynamics

CS Structural damping matrix of the drivetrain torsional dynamics

C Output matrix

Dt pp Damping matrix of the tip-path plane dynamics

JP Inertia tensor of the helicopter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (kgm2)

Ki Gain matrix of the control system (i = 0 : 4)

K(·) Stiffness matrix of the drivetrain torsional dynamics

Kt pp Stiffness matrix of the tip-path plane dynamics

M(·) Inertia matrix of the drivetrain torsional dynamics

SP Tensor of static moments with respect to point P . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (kgm)

SB
321 Transformation matrix from body to North-East-Down reference frame

T Transformation matrix from lagrangian to reduced coordinates

W Right eigenvectors matrix

RMS Combined pitch and roll root mean square . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (°)

RMS∆ψ Root mean squared heading error . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (°)

RMS∆P Root mean squared position error with respect to the target hover position . . . . . . . . . (m)

RMS∆x Root mean squared longitudinal position error with respect to the target hover position
(m)

RMS∆y Root mean squared lateral position error with respect to the target hover position . . (m)

RMS∆z Root mean squared vertical position error with respect to the target hover position . (m)

RMSφ Root mean squared roll error . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (°)

RMSθ Root mean squared pitch error . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (°)

RMSV Root mean square of the linear velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (m/s)

d~l Length of a tip vortex element . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (m)

~a Linear acceleration vector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (m/s2)

~at pp Vector containing tip-path plane angles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (rad)

~bl Versors of the body reference frame (l = 1 : 3)

~e321 Vector containing Euler angles

~F Vector of the total force . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (N)

~ft pppr econe Known term in the tip-path plane dynamics due to rotor precone . . . . . . . . . . . . . . (s−2)

~ft pp Known term in the tip-path plane dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (rad)
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~gl Versors of the inertial reference frame (l = 1 : 3)

~hl Versors of the hub-body reference frame (l = 1 : 3)

~jl Versors of the first intermediate reference frame (l = 1 : 3)

~ki , j Gain vector (i , j = 1 : 4)

~kl Versors of the second intermediate reference frame (l = 1 : 3)

~MP Vector of the total moment with respect to a generic point P . . . . . . . . . . . . . . . . . . . . . . (Nm)

~Q Vector containing required and available torques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (Nm)

~Q Vector of the linear momentum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (kgm/s)

~r Distance between a generic point P and a tip vortex element . . . . . . . . . . . . . . . . . . . . . . . . (m)

~u Input vector of the helicopter model

~uc Control system input vector

~up Pilot input vector

~V Linear velocity vector of the helicopter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (m/s)

~vH
i i -th left eigenvector

~wi i -th right eigenvector

~xI State vector of the helicopter model in the inertial frame

~x State vector of the helicopter model

A1 Lateral cyclic pitch angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (rad)

a0p Precone angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (rad)

a0 Coning angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (rad)

a1 Longitudinal flapping angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (rad)

ak j Elements of the state-matrix

AI Autorotative flare index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (ft3/lb)

B1 Longitudinal cyclic pitch angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (rad)

b1 lateral flapping angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (rad)

c Main rotor blade chord . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (m)

Cξ Main-rotor blade lead-lag hinge damping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (Nms/rad)

CH Horizontal force coefficient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (-)

CQ Torque coefficient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (-)

CT Thrust coefficient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (-)
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1
INTRODUCTION

1.1. HELICOPTER SAFETY: A COMPLEX CHALLENGE
Over time, helicopters have become an essential means of transportation and have pro-
vided invaluable help in both civil and military contexts, such as air ambulances and
search and rescue. The source of this widespread application lies in helicopters’ remark-
able versatility that outweighs their outward clumsiness and lack of clean and elegant
lines, which may result in the aspect of a “flying brick” to the layman’s eye.

Although the first studies on helicopters date back to Leonardo da Vinci’s “airscrew”
in 1493 (Fig. 1.1a), well in advance of the first fixed-wing airplanes, the first successful
helicopter design, the Sikorsky VS-300 (Fig. 1.1b), upon which current conventional he-
licopters are based, was conceived by Sikorsky in 1939, more than 30 years later than the
Wright Flyer [Apostolo, 1984].

(a) Drawing of Leonardo da Vinci’s “airscrew”. (Source:
Wikipedia)

(b) The first helicopter designed and built by Igor Sikorsky,
the VS-300. (Source: Wikipedia)

Figure 1.1: Two examples of pioneering helicopter designs: Leonardo da Vinci’s “airscrew” (a) and Igor Siko-
rsky’s VS-300 (b).

The negative public perception of helicopter flight safety is related to the higher acci-
dent rates for rotary-wing aircraft compared to airplanes. This negative historical trend
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depends upon several factors, such as more than 30 years delay with respect to fixed-
wing aircraft development, the need to understand the problems posed by helicopters
in terms of aerodynamics, engineering, stability and vibrational control, and the hostile
operational environment in which they are usually operated.

To revert this negative trend, many rotorcraft safety initiatives were launched since
2005, starting from the International Helicopter Safety Team (IHST) with the ambitious
goal of reducing the helicopter accident rate by 80% in 10 years. The IHST was based
on the Commercial Aviation Safety Team (CAST) model [International Helicopter Safety
Team, 2012], which revealed itself to be very successful in reducing the number of ac-
cidents occurring in commercial aviation. However, that was a comparatively easy task,
because all the operators involved in commercial aviation are well-organized companies
with safety management systems already in place. The IHST is facing a different situa-
tion, because it is dealing with all types of helicopter operations (e.g., commercial air
transport, specialised operations and non-commercial operations). Therefore, there is a
need to communicate not only with commercial operators (e.g., passengers carrier, off-
shore, aerial work, etc.), but also with non-commercial operators, such as pilot training
schools and private pilots.

A safety enhancement is possible only through a partnership between the authori-
ties and the rotorcraft community and industry. Thus, not only the rule-makers and the
manufacturers, but also the operators, the private pilots, the research institutes, and the
universities should be kept in the loop.

Although still far away from the zero (fatal) accidents target as Harris [2007] discussed
in his Nikolsky Lecture, all rotorcraft safety initiatives contribute to the development of
a proactive approach to anticipate helicopter accident causes with an early solution. In
this respect, the Marie Skłodowska-Curie European Joint Doctorate NITROS (Network
for Innovative Training on Rotorcraft Safety) project (Fig. 1.2) focused on improving ro-
torcraft safety by training Early Stage Researchers (ESRs) to develop a mindset based on
design for safety and use it to tackle critical aspects of rotorcraft design. As part of the
NITROS project, the research presented in this thesis has been conducted by ESR 12 and
concerns simulator training for helicopter pilots, which was identified by safety reports
as one of the most crucial interventions to reduce helicopter accident rates [European
Helicopter Safety Analysis Team, 2010, 2015; U.S. Joint Helicopter Safety Analysis Team,
2011a,b].

1.2. THE ROLE OF TRAINING IN ROTORCRAFT SAFETY
Hundreds of accident investigation reports have been analyzed by different helicopter
safety teams [European Helicopter Safety Analysis Team, 2010, 2015; U.S. Joint Heli-
copter Safety Analysis Team, 2011a,b] with the purpose of identifying safety issues and
suggestions for safety enhancement. To achieve this goal, they adapted the process used
successfully by the CAST to make it consistent with characteristics and potential limita-
tions present in helicopter data [International Helicopter Safety Team, 2012]. This is a
rigorous and structured method that allows a detailed analysis of helicopter accidents
from available public data (e.g., safety reports) and utilizes a data-driven approach to
characterize and develop safety interventions that mitigate risks. It consists in the anal-
ysis of the event sequence for each accident allowing the identification of the problem
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Figure 1.2: NITROS (Network for Innovative Training on Rotorcraft Safety) universities network.

statements (what went wrong) and any contributing factors (why a problem occurred)
for the appropriate event. These factors are then coded using standardized taxonomies,
which enable accident aggregation and statistical analysis. The Standard Problem State-
ments (SPS) taxonomy was used, whose structure consists of three levels: the first level
identifies the main area of the SPS. The second and third levels provide more detail about
the factors that played a role in the accident. To develop strategies that can prevent or
mitigate a given problem or contributing factor, the Intervention Recommendations (IR)
taxonomy was adopted, which is characterized by a three-level structure as the SPS.

The analyses conducted by the U.S. Joint Helicopter Safety Analysis Team [2011a,b]
and the European Helicopter Safety Analysis Team [2010, 2015] with this method both
highlight the same issues of concern and the same improvement actions. Most of the
accidents in the data set were classified as the result of pilot-related factors, such as pi-
lot judgement and actions, ground duties and pilot situational awareness (Fig. 1.3a).
For this reason, recommendations to prevent accidents are predominantly related to the
“Training/Instruction” and “Safety Management interventions” (Fig. 1.3b).

An examination of Intervention Recommendations at Level 3 details more specific
recommendations for a specific Level 1 group. This is shown in Fig. 1.3c for the Train-
ing/Instructional category, which shows the top 10 Level 3 Intervention Recommenda-
tions for this category according to the analysis conducted by the U.S. Joint Helicopter
Safety Analysis Team [2011a,b]. It is worth mentioning that the top 10 Level 3 Train-
ing/Instructional Intervention Recommendations are also enumerated among the top
20 overall Intervention Recommendations. Fig. 1.3c highlights which training aspects
currently still need to be consolidated. In particular, the development of a standard-
ized training program for autorotation and emergency aircraft handling, as well as the
improvement of simulator training for basic and advanced maneuvers, are essential for
enhancing helicopter safety.
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Figure 1.3: Helicopter safety teams accident analysis [European Helicopter Safety Analysis Team, 2010, 2015;
U.S. Joint Helicopter Safety Analysis Team, 2011a,b]
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These two areas of improvement are interrelated. Pilots can acquire robust and flex-
ible flying skills only through extensive practice. In this way, they will be able to react
promptly and avoid many possible errors when unpredictable emergency situations are
encountered during flight. However, extensive in-flight training is expensive and danger-
ous [Thompson et al., 2008]. Therefore, a combination of simulator and in-flight train-
ing is desirable, especially during the training of hazardous scenarios. Nonetheless, to
replace or complement in-flight training with simulator training without incurring un-
realistic training and negative transfer of skills, there is a clear need to bridge the gap
between simulator training and real helicopter operations [Hays et al., 1989].

1.3. THE ROLE OF SIMULATION IN AVIATION TRAINING
The value of flight simulation in pilot training is unquestionable. The development of
flight training devices enables trainees to conduct a significant part of flight training on
the ground, with consequent benefits in terms of safety and costs. This was enabled
by the advent of analogue computing and the subsequent onset of digital computers,
which led to a significant improvement in the fidelity of flight models that can be run in
real-time [Allerton, 2009]. Advances in simulator motion and visual systems were also
possible as a result of the growth in computational power and the decrease in electronic
component size [Allerton, 2009].

The simulation industry has always been driven by striving for improved realism.
Indeed, the use of sophisticated and advanced technologies makes a flight simulator
more attractive to be procured [Farmer et al., 1999]. However, this approach is leading
to flight simulators that are almost as complex and expensive as the aircraft they mimic.
Furthermore, flight simulators that are mainly based on a technology-push process are
not always fit for the intended training purpose [Farmer et al., 1999].

Therefore, when developing a training program, the needs of the specific training
task should always cover a prominent role with respect to simulator complexity [Caro,
1973]. The training developer needs to understand what characteristics of the task must
be emphasized in order to train someone to perform that specific task [Farmer et al.,
1999; Hays et al., 1989], for instance by tailoring the training program to the trainees ex-
perience (e.g., ab-initio versus recurrent training). This is often achieved through inter-
views with subject matter experts (persons familiar with the type of tasks to be trained) to
determine how the training system and associated training media should be configured
to meet the requirements [Hays et al., 1989].

The specification of training media characteristics is often referred to as the “fidelity
question” [Hays et al., 1989]. Essentially, the fidelity question asks how similar to the ac-
tual task situation a training situation must be to provide efficient and effective training.
Different definitions of fidelity as the metric for evaluating the quality of simulator de-
vices exist. For example, objective fidelity pertains to the quality of the cueing systems
and is quantified in relation to those cues that can be objectively measured [AGARD,
1980]. The pilot/trainee’s perception plays a role in those cues that are subjectively ex-
perienced [AGARD, 1980], which led to the notion of perceptual fidelity, defined as the
accuracy of the perceived cues Hays [1980]. Behavioral fidelity refers to the accuracy of
pilot response to perceived cues Hays [1980], model fidelity is associated with the accu-
racy of the aircraft model response to pilot input [Pavel, 2001; Pavel et al., 2013], and error
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fidelity refers to the accuracy in pilot’s performance [Ashkenas, 1986]. These definitions
are summarized graphically in Fig. 1.4, where they are represented as fidelity gaps be-
tween a flight simulator and an actual aircraft. A conceptual bridge is necessary to link
the actual task requirements to the fidelity of the training system, which will never repli-
cate the actual aircraft exactly. Fig. 1.4 depicts both systems as a control loop closed by
the pilot/trainee, whose behavior/action depends on the available (objective and per-
ceived) cues and affects the aircraft/aircraft model response, which in turn influences
the available cues.
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Figure 1.4: Schematic representation of the different facets of simulator fidelity (Pool [2012]).

Objective fidelity comprises three simulator components that have maximum cost
and technology impact on current flight simulators, i.e., the visual and motion systems
characteristics and the vehicle mathematical model [AGARD, 1980]. Together, these com-
ponents are responsibe for the environmental cues, i.e., the cues due to flight. Equip-
ment cues instead are related to perceptual fidelity, because they provide a duplication of
the appearance and feel of the operational equipment (e.g., cockpit layout, instruments,
controls, etc.). Since only those cues that are a necessary condition for the fulfillment of
a specific training objective are essential, the definition of cueing requirements is usu-
ally achieved through a tradeoff between equipment and environmental cue fidelity (Fig.
1.5). According to the misconception that the higher the level of fidelity, the higher de-
gree of transfer of training will occur, training simulators are generally characterized by
a high level of equipment and environmental cue fidelity. However, simulator fidelity
gives only an indication of a device’s realism and not necessarily of its training capabil-
ity. As a result, simulator realism, intended especially as objective fidelity, is not the most
appropriate criterion to state training simulator design requirements [AGARD, 1980].

Besides the practical impossibility of a one-to-one correspondence between sim-
ulator systems and the actual aircraft [Ashkenas, 1986], another key challenge is rep-
resented by the inevitable differences in psychological factors that come with training
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Figure 1.5: Tradeoff between equipment and environmental cue fidelity (AGARD [1980]).

in an intrinsically safe environment for situations that could be lethal in the real op-
eration. Nonetheless, recent research [Landman, 2019] has demonstrated the possi-
bility to induce startle and surprise within simulator scenarios and elicit the perfor-
mance issues arising from pilots’ need to reframe under pressure. For example, to evalu-
ate pilot/crew performance in operational decision making, line-oriented flight training
(LOFT) is adopted [Lofaro et al., 2008], in which the crew has to deal with abnormal sit-
uations, which are not pre-briefed, occurring during representative line operations.

The occurrence of flight simulator negative transfer of training can thus be tackled
from at least two different perspectives: 1) task requirements vs fidelity and 2) pilots’
mindset in flight simulators. While both deserve further attention, especially with re-
spect to helicopter pilots training, this thesis focuses on the former perspective, by ana-
lyzing the training task requirements for two critical maneuvers in helicopter pilot train-
ing: hover from an objective fidelity standpoint and autorotation from a model fidelity
perspective, see the red and blue highlights in Fig. 1.4 and 1.5.

1.4. RESEARCH GOAL & QUESTIONS

Pilot training and flight simulators play a crucial role in rotorcraft safety. However, to
spread the use of flight simulators in helicopter pilot training, it is necessary to minimize
the chances of insufficiently realistic training settings and negative transfer of skills. This
thesis contributes to this key point by providing indications for the development of he-
licopter training simulator criteria. Therefore, this thesis has the following ambitious
goal:
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Goal of this thesis

Contribute to an enhanced understanding of the future requirements for heli-
copter pilot training in flight simulators.

To this end, this research considers two representative helicopter tasks, hover and
autorotation, and analyzes them in detail to understand the relation between transfer of
training and simulator fidelity, especially as related to the quality of the cueing system
and the mathematical model. Therefore, this thesis answers the following main research
questions:

1 How does simulator objective fidelity, due to variations in the quality of the cue-
ing systems, affect the initial training of the hover maneuver?

2 How do variations in the controlled helicopter dynamics affect the recurrent
training of the autorotation maneuver?

The hover and autorotation maneuvers are most relevant in different phases of the
training syllabus (either ab-initio or recurrent training), allowing to identify differences
in terms of requirements for basic and advanced simulator training, as well as for task-
naïve learners and experienced pilots.

1.5. APPROACH
This thesis aims to contribute to an enhanced understanding of the future requirements
for helicopter pilots training in flight simulators, providing indications for the develop-
ment of guidelines for such novel training when the helicopter is flown in two of its most
characteristic modes of operation: hover and autorotation. To achieve this goal, the
thesis first challenges the common misconception, based on a misinterpretation of the
“identical elements” theory by [Thorndike, 1903], that high simulator fidelity necessarily
results in higher training effectiveness. A first quasi-transfer-of-training experiment with
task-naïve learners trained for the hover maneuver demonstrates that desktop trainers
may be a valid alternative to high-fidelity simulators if supported by a suitable training
program.

This thesis then challenges the risk mitigation approach, according to which emer-
gency situations must be first practiced with easier aircraft [Coyle, 2008]. Such an ap-
proach is essential during in-flight training, but can be set aside during simulator train-
ing, due to the inherently safe nature of flight simulators. Two quasi-transfer-of-training
experiments with experienced helicopter pilots trained for an autorotation maneuver
demonstrate that positive transfer of skills occurs from a relatively hard to a relatively
easy helicopter dynamics, but not the opposite, suggesting that starting the training with
more difficult to control helicopter dynamics fosters the development of skills that can
be easily adpted to easier conditions.
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1.5.1. ANALYSIS OF THE TRAINING TASKS

BASIC MANEUVER: HOVER INITIAL TRAINING

The ability to hover is the main capability that differentiates helicopters from fixed-wing
aircraft. It is a basic flight maneuver and, as such, it is essential for helicopter pilots to
master it. Therefore, hover is the first maneuver that student pilots learn to perform.
Instructor pilots usually teach this task by dividing it in sub-tasks and taking advantage
of the dual flight controls. The foundations of this “part-task” teaching method lie in
cognitive psychology. In particular, Sweller developed an instructional design theory,
called Cognitive Load Theory (CLT), that reflects the way humans process information
[Sweller, 1994; Sweller et al., 1998].

Cognitive Load Theory provides a basis for predicting that training strategies reduc-
ing the intrinsic load of a task during training enable more resources to be devoted to
learning [Wickens et al., 2013]. Two closely related strategies that accomplish this goal,
either by simplifying tasks in early training trials or by dividing tasks in parts, are increas-
ing difficulty (ID) and part-task training (PTT), respectively.

Task-naïve learners benefit more from load-reducing strategies during the training
process than experienced learners do. For this reason, a part-task training program for
initial hover training in flight simulators was developed at the Max Planck Institute for Bi-
ological Cybernetics [Fabbroni et al., 2017a], after consultation with an instructor pilot.
This part-task training proved to be effective in a number of quasi- and true-transfer-
of-training experiments [Fabbroni et al., 2018, 2017b]. It consists of a sequence of five
tasks characterized by an increasing level of difficulty and is intended to teach the role
of each flight control with a step-by-step approach. To achieve this goal, an autopilot
based on optimal control theory was designed [Baron et al., 1970; Kleinman et al., 1970].
This autopilot mimics the behavior of an instructor pilot sitting next to their student and
acting on the dual controls to help him. Such training program was adopted to demon-
strate the importance of instructional design over simulator objective fidelity. According
to Alessi [1988], CLT also applies to the relation between simulator objective fidelity and
training effectiveness. In contrast to the common belief that higher simulator fidelity
will likely result in higher degrees of transfer-of-training [Klauer, 1997], based on a mis-
interpretation of the “identical elements” theory by [Thorndike, 1903], Alessi stated that
high fidelity also means high complexity, which will require more cognitive skills, thus
increasing the trainee’s workload, which will, in turn, impede learning [Liu et al., 2008].
Alessi [1988] also hypothesized a non-linear relation between learning and fidelity which
depends on many factors, such as the trainee’s experience (i.e., novice vs. expert pilots).

In agreement with the “Alessi Hypothesis”, Noble [2002] suggests the existence of an
optimal point beyond which adding more fidelity (intended as total-fidelity) results in
a diminished degree of transfer of skills of nonexpert pilots. Lintern [1995], appealing
to the “identical elements” theory [Thorndike, 1903], asserts that skill transfer effects
observed in simulator training may be explained through invariant perceptual proper-
ties of the task environment and provides a different interpretation of the theory with
respect to that proposed by Klauer [1997]: transfer will occur between the first task (sim-
ulation) and the second task (real world) if the first task contains specific component
activities that are held by the second task. Klauer [1997, p. 13] affirms that “The closer a
flight simulator corresponds to the actual flight environment (i.e., high physical fidelity),
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the more skills will transfer to the aircraft”, while Lintern assumes that only a relatively
low-dimensional set of properties supports training transfer and claims that “It is those
properties that need not be represented accurately, or even at all” [Lintern, 1995, p. i].

With the goal to seek more clarity with respect to the relation between fidelity and
training effectiveness, a quasi-transfer-of-training experiment was conducted in this the-
sis, in which simulator objective fidelity was chosen as the independent variable. Two
groups of task-naïve learners underwent the hover part-task training program formu-
lated by Fabbroni et al. [2017a], with the experimental group first trained in a low-fidelity
simulator and then transferred to a high fidelity setting and the control group who re-
ceived all its training in the high fidelity simulator.

ADVANCED MANEUVER: AUTOROTATION RECURRENT TRAINING

Another critical training scenario is represented by autorotation, which is a technique
used by helicopter pilots to reach the closest suitable landing site in the event of par-
tial or total power failure. Autorotation is accomplished through a combination of rule-
based and skill-based control behaviors [Rasmussen, 1983]. The training effectiveness
of currently available flight simulators on rule-based and knowledge-based pilot behav-
ior is widely recognized and accepted [Caro, 1973; Durlach et al., 2000; Pool, 2012]. For
skill-based control behavior, however, for which training involves pilots’ intimate famil-
iarization with the inherent dynamics and handling qualities of the aircraft they are deal-
ing with, many efforts still need to be devoted to fill the fidelity gap between simulator
and in-flight training [Hosman, 1999; Pool, 2012; Schroeder et al., 2001]. Although also
hover requires a combination of rule-based and skill-based control behaviors, the need
for high-accuracy models and high-fidelity simulation is especially felt for flight con-
ditions that are the result of abnormal modes of operation, such as autorotation, and
for experienced learners [Alessi, 1988; Hays et al., 1989]. A schematic representation of
such skill-based manual control tasks is depicted in Fig. 1.4, in the form of two closed-
loop pilot-vehicle systems representative of how these kind of tasks are performed in real
flight and in a flight simulator, respectively.

Given the importance of the relationship between pilot control behavior and the con-
trolled aircraft dynamics for skill-based manual control tasks, the analysis of the behav-
ioral fidelity gap (see Fig. 1.4) is paramount to enhance flight simulator training [Mile-
tović, 2020]. Also for autorotation, pilots’ control strategies are directly related to the
helicopter dynamics they have to fly. This is proven by the fact that many engine failure
accidents are the result of an apparent loss in rotor performance (different helicopter
dynamics), which is unexpected by pilots that practiced only autorotations with a power
recovery (i.e., terminating in a hover). Such an unexpected behavior may arise in heli-
copters with free-turbine engines, in which the engine is still transmitting some power
to the rotor even in ground idle setting [Prouty, 2009]. The accident reported by Prouty
[2009, p. 161] is an example of in-flight-to-in-flight negative transfer of training: practic-
ing power-recovery autorotations (task A) interferes with learning or performing power-
out autorotations (task B) for helicopters with free-turbine engines, due to the fact that
there is a strong mismatch between the helicopter dynamics characteristics in the two
task situations, meaning that the pilot’s mental model of the helicopter is not represen-
tative of the actual helicopter, which requires a different control strategy than the one
learnt during training to accomplish the task.
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As is often the case, the investigation of accident causes provides the grounds to con-
duct research into unexplored areas to hinder new occurrences ascribable to the same
circumstances. For this reason, a significant part of this thesis is devoted to the investi-
gation of the effects of helicopter dynamics on autorotation training transfer. This was
achieved through the execution of two quasi-transfer-of-training experiments with ex-
perienced helicopter pilots. Participants were divided in two groups and performed the
autorotation maneuver controlling two different helicopter dynamics in a different se-
quence.

The simulator experiments were preceded by a sensitivity analysis on the helicopter
eigenmodes to understand what design parameters mostly influence the helicopter dy-
namics in autorotation, and consequently pilot’s control strategy, to wisely select the two
dynamics to be used in the experiments. To this end, the classical approach adopted to
study the stability and control of both fixed- and rotary-wing aircraft, consisting in the
linearization of the equations of motion around an equilibrium point and in the evalu-
ation of the natural modes of motion of the equivalent linear system [Padfield, 2007], is
applied to the steady-descent phase of the autorotation maneuver.

Both the theoretical insight into the flight mechanics in autorotation and the exper-
imental findings are presented for two helicopter flight mechanics models with increas-
ing order (3-DOF longitudinal dynamics and 6-DOF rigid-body dynamics).

1.5.2. PILOT-IN-THE-LOOP EXPERIMENTS

Transfer-of-Training (ToT) experiments are one of the few available techniques that can
be used to explicitly measure simulator training effectiveness [AGARD, 1980]. Quasi-
transfer studies, also known as Simulator-to-Simulator Transfer experiments, employ
tasks where participants alternate between different simulators or where some change in
task or configuration is performed in the same simulated environment. In contrast, real-
flight transfer studies investigate whether certain skills can be acquired in a simulator
and successfully transferred to actual flight. The quasi-transfer paradigm relies on the
assumption that simulators act as a valid replacement for the actual aircraft. Although
this is a strong assumption, it is corroborated by experimental evidence [Taylor et al.,
1993]. Furthermore, a quasi-transfer design avoids the costs, hazards, and scheduling
hindrances (e.g., interruptions due to bad weather) of a true transfer and offers the pos-
sibility of safely investigating dangerous situations such as engine failures. Another issue
arising from true-transfer studies (and from flight test data in general) is the reliability
of the performance measurements in the real-world setting [Boldovici, 1987]. Moreover,
although the pilot appears to be the only constant element in the two control systems,
i.e., pilot-vehicle and pilot-simulator (Fig. 1.4), there may be inevitable psychological
differences in a pilot’s mindset between the two settings [Mulder et al., 2013; Pool, 2012;
Schroeder et al., 2010]. This is not necessarily a disadvantage from a training perspec-
tive, because relieving the trainee of the stress and the workload deriving from auxiliary
duties (e.g., safety and flight regulation aspects, communication, periodic systems mon-
itoring, etc.) enables him to devote more resources to learning [Sweller, 1994; Sweller
et al., 1998].

For this thesis, a series of quasi-transfer-of-training experiments was conducted to
test the effectiveness of the training programs formulated according to the analysis of
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the training tasks. The simulators used in this thesis are the Max Planck Institute Cyber-
Motion Simulator (CMS) and Computer Based Trainer (CBT) and the Delft University of
Technology SIMONA Research Simulator (SRS), which are shown in Fig. 1.6. One of the
core elements of a flight simulator is the flight mechanics model, which replicates the
response of the actual aircraft to pilot’s control inputs. Different flight mechanics mod-
els have been used in this thesis, ranging from an identified model of the Robinson R-44
helicopter [Geluardi, 2016; Geluardi et al., 2018], suitable for hover and low-speed sim-
ulation, to a physics-based model with six rigid-body degrees-of-freedom (DOF), quasi-
steady flapping dynamics, and uniform inflow [Talbot et al., 1982]. The physics-based
model developed in this thesis for a conventional helicopter (one main rotor and one
tail rotor) is generic (Appendix A). Therefore, it can be used to represent different heli-
copters by simply changing the input parameters of the model (e.g., rotor radius, heli-
copter weight, etc.). The physics-based model was validated against available trim flight
test data for the Messerschmitt-Bölkow-Blohm Bo-105 helicopter in straight level flight
[Padfield, 2007] (Appendix B) and tested in the simulator with experienced and quali-
fied helicopter pilots. Although the model exhibits a good match with flight test data for
most of the trim variables, the use of a uniform inflow model causes an underestimation
(in absolute value) of the lateral cyclic pitch. Trim in steady autorotation and stability
derivatives in level flight and steady autorotation of the developed model were verified
against those of other models of the same helicopter (Appendices B and C) due to the
lack of available flight test and identification data.

(a) The Max Planck Institute CyberMotion Simulator
[Nieuwenhuizen et al., 2013].

(b) The Max Planck Institute Computer Based Trainer
[Scaramuzzino et al., 2018].

(c) Delft University of Technology SIMONA Research Simu-
lator [Stroosma et al., 2003].

Figure 1.6: Flight simulators used in this thesis: the CyberMotion Simulator (a), the Computer Based Trainer
(b), and the SIMONA Research Simulator (c).
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1.6. ASSUMPTIONS & LIMITATIONS

The following assumptions and limitations apply to the present work:

• Due to practical (risks and scheduling hindrances) and financial limitations, it was
not possible to perform true-transfer experiments. Indeed, the experimental re-
sults obtained in this thesis (Chapters 3, 5 and 6) are all based on the quasi-transfer
paradigm, which relies on the assumption that the more realistic simulator, i.e.,
the transfer setting, act as a valid replacement of the actual aircraft.

• A relatively low number of participants took part in the experiments conducted in
this thesis (24 in the experiment presented in Chapter 3, 14 in that presented in
Chapter 5 and 10 in the one presented in Chapter 6), which affects the reliability
of the experimental outcomes due to lacking statistical power. This was mainly re-
lated to simulator availability for the experiment on initial hover training (Chapter
3), which included participants with no prior flight experience neither in actual he-
licopters nor in simulators. The experiments on autorotation training (Chapters 5
and 6) were addressed to experienced helicopter pilots instead, who represent only
a small population in the Netherlands. This situation was further exacerbated by
the Covid-19 pandemic, that made people more reluctant to travel for non-work
related reasons and required the adoption of more stringent simulator protocols.

• It is assumed that the absence of differences between two groups of participants
in a quasi-transfer-of-training experiment does not mean that the two simulators
are equally effective.

• The main limitation of the methodology proposed in Chapter 4 for the analysis
of the helicopter dynamics in autorotation consists in the fact that it is applicable
only to the steady descent part of the autorotation maneuver, that can be con-
sidered as a trim condition. However, the steady descent in autorotation is not
as demanding as the entry in autorotation for a pilot, which requires a prompt
identification of the power failure and a proper sequence of actions to keep the
rotorspeed in a safe range preventing loss of control. Indeed, according to Prouty
[2009, (p. 163)]: “A bad ending of an autorotation is usually survivable, but a bad
beginning of an autorotation is usually not”.

• The helicopter models used in the analysis of the helicopter dynamics in autoro-
tation presented in Chapter 4 and in the experiments on autorotation transfer-of-
training conducted in this thesis (Chapters 5 and 6) is characterized by uniform
inflow and quasi-steady tip-path-plane dynamics (i.e., blade flapping angles are
assumed to instantaneously adopt new equilibria as a result of changing flow con-
ditions and pilot control inputs). Especially the assumption of uniform distribu-
tion of the induced velocity on the rotor disc is strong for autorotative flight in
forward translation. Furthermore, the helicopter model used in the experiment
presented in Chapter 5 was characterized only by the longitudinal dynamics (3-
DOF symmetrical + main rotor RPM), which was considered acceptable since the
final part of the autorotation is mainly a longitudinal maneuver, as confirmed also
by the analysis conducted in Chapter 4.



1

14 1. INTRODUCTION

1.7. THESIS OUTLINE
Fig. 1.7 shows a graphical representation of the structure of this thesis. First, a compre-
hensive literature review on simulator training is provided in Chapter 2. Then, Part I of
this thesis, consisting of Chapter 3, describes the quasi-transfer-of-training experiment
conducted to assess the effects of simulator objective fidelity on transfer of skills for a
basic helicopter maneuver, i.e., hover.

Next, Part II, consisting of Chapters 4 to 6, is devoted to an advanced helicopter ma-
neuver, i.e., autorotation. Furthermore, a distinction is made in Fig. 1.7 between chapter
4, that provides a theoretical insight into the flight mechanics in autorotation (chapter
at left) and chapters 5 and 6, that present findings from flight simulator experiments
(chapters at right), conducted to evaluate the effects of helicopter dynamics on autoro-
tation transfer-of-training. Both the theoretical insight and the experimental findings
are obtained for two helicopter flight mechanics models with increasing order (3-DOF
longitudinal dynamics and 6-DOF rigid-body dynamics).

Finally, the main conclusions, recommendations and crucial directions for future re-
search are presented in Chapter 7.

Part I:

Training of a Basic Maneuver

Hover

Part II:

Training of an Advanced Maneuver

Autorotation

Chapter 1:

Introduction

Chapter 2:

Literature Review

Theoretical Insight Experimental Findings

Chapter 3:

Hover Transfer of Training:

Effects of Simulator Fidelity

Chapter 4:

Flight Mechanics in Autorotation

(3-DOF & 6-DOF)

Chapter 5:

Autorotation Transfer of Training:

Effects of Helicopter Dynamics (3-DOF)

Chapter 6:

Autorotation Transfer of Training:

Effects of Helicopter Dynamics (6-DOF)

Chapter 7:

Conclusions & Recommendations

Figure 1.7: Graphical representation of the structure of this thesis.
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LITERATURE REVIEW: TRAINING,

MODELLING, AND SIMULATION

The main objective of this thesis is to understand what are the factors affecting simula-
tor training effectiveness that can be used to minimize the chances of unrealistic training
and negative transfer of skills. This requires expertise in three different areas: aviation
training, helicopter dynamics modelling, and real-time flight simulation. Therefore, a lit-
erature review is conducted on the state-of-the-art in these three disciplines to reach an
understanding of human behavior and learning process, and to develop effective training
programs supported by an in-depth analysis of the training task, of which aircraft dynam-
ics modelling is a key component.

The chapter is structured as follows. First, Section 2.1 presents the literature review about
aviation training and flight simulation. The literature study on helicopter dynamics mod-
elling is included in Section 2.2.
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2.1. AVIATION TRAINING
This section is devoted to aviation training, but most of the topics covered apply, with the
necessary adjustments, also to other fields in which individuals are asked to work with
ever more complex and potentially dangerous technologies [National Research Coun-
cil, 1985; Thompson et al., 2008], such as spacecraft, marine transportation (ships and
submarines) [Zhao Lin et al., 1998], energy industry (nuclear power and mining) [Park
et al., 2004], ground or surface transportation (cars, trucks, and trains) [Barendswaard,
2021], command and control (military, space, civil air traffic, and industrial) [Fothergill
et al., 2009], tactical surface warfare (direct fire, tanks, artillery, missiles, electronics, and
battle) [Boldovici, 1987], tactical strategic air warfare (ranges and air combat exercises)
[Proctor et al., 2007, 2004], and health and medical care (surgical procedures) [Edmond
et al., 1997; Lin et al., 2014; Rudman et al., 1998].

The variety of conditions that pilots may face during emergencies requires experi-
ence and judgment in order to react promptly and avoid the many possible errors. They
cannot be expected to perform such tasks effectively the first time they are exposed to
them. Extensive practice is thus necessary to handle situations that require flawless re-
sponse and to act under excess of stress or cognitive workload. So, training has always
been the traditional answer to help pilots deal with scenarios that, without the correct
preparation, would otherwise be unforgiving [Vincenzi et al., 2009].

Due to the risks and costs involved in training for such critical circumstances, the
exclusive use of in-flight training is untenable [Vincenzi et al., 2009]. A combination of
simulator and in-flight training is the solution adopted to reduce accident rates and hu-
man fatalities in a safe and efficient manner and to fulfill the ever-harsher mandate for
flawless performance required by the military domain [Vincenzi et al., 2009]. Inevitably,
the use of simulation to support pilot training unearths the issue of skills and perfor-
mance transfer from the simulator to the actual aircraft, which is addressed in this thesis
in relation to helicopters.

This section focuses on the use of flight simulation for training purposes, providing
an overview of the literature devoted to the assessment of the validity and functionality
of simulators as training devices.

2.1.1. FLIGHT SIMULATORS
Flight simulators have been used in a wide range of aircraft types and applications. They
create the illusion of flight by simulating equipment, tasks and environments, avoiding
the use of the actual aircraft. A classic report by the National Research Council [1985]
identified four fundamental purposes of simulation: (i) training; (ii) systems and equip-
ment design, development, test, and evaluation; (iii) research on human performance;
(iv) licensing and certification. The boundaries of this division are often blurry and ap-
plications may thus include more than one purpose. This is the case, for example, for the
design of new systems (e.g., displays, flight control systems), which should always con-
sider the effects on human control behavior and performance, as well as on the pilot’s
decision-making process and situational awareness, which in turn are related to train-
ing. Indeed, the use of increased automation may induce a sense of security in the pilot,
who however should be trained to keep a high level of alertness and respond rapidly
and correctly in the event of an unanticipated emergency or failure/malfunction of the
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system.
While all the possible applications of flight simulators deserve consideration and fur-

ther research is needed to make simulation the gold standard in each of its four funda-
mental purposes, the attention of this section will be pointed towards the use of flight
simulators for pilot training.

ADVANTAGES AND LIMITATIONS OF FLIGHT SIMULATION

Flight simulators have been used for over a century to aid trainees in the acquisition, de-
velopment, and maintenance of flying skills without leaving the ground. The increasing
importance and pervasiveness of flight simulators for training purposes is rooted in the
various capabilities and specific benefits they bring. Indeed, their use enables trainees
to carry out operations which in the actual aircraft would be dangerous to life (of both
trainer and trainee) and machine and may lead to considerable savings in terms of flying
time, fuel consumption and aircraft life [Moroney et al., 2008]. Furthermore, aircraft not
required for in-flight training can be used in revenue-producing flights [Moroney et al.,
2008].

Along with safety and cost effectiveness, flight simulators bring advantages also in
terms of impact on the environment, as simulated aircraft do not pollute nor consume
fuel, thus being an environmentally sound solution for pilot training, and training flexi-
bility. Indeed, they are available 24/7 and can be employed to simulate different scenar-
ios in terms of location, weather conditions and emergency circumstances (e.g., engine
failure), giving to the instructor the possibility to fully focus on teaching rather than tak-
ing care also of safety and flight regulation aspects.

Moreover, flight simulators enable the repeatability of the training task, which in-
deed can be reiterated with identical boundary conditions (e.g., wind) until the student
attains the required criteria. Another benefit deriving from flight simulators’ preset and
reset capability is the opportunity to avoid flight hindrances (e.g., interruptions due to
bad weather, conflicting traffic, time and fuel to reach/return to the altitude to start a
new task or repeat the same), thus providing more training opportunities than an actual
aircraft in the same amount of time.

Although aircraft may be equipped with different avionics systems, such as the in-
ertial measurement unit (IMU), to measure the aircraft’s states (e.g., specific forces, an-
gular rates and orientation), in-flight data collection for training purposes is impractical
or even infeasible, unlike simulator data collection, which provides the opportunity to
evaluate student’s performance and learning [Moroney et al., 2008].

All these considerations lead to the conclusion that flight simulation training is more
efficient than in-flight training. However, efficiency needs to be accompanied by effec-
tiveness. For this reason, many studies addressed the issue of flight simulators’ training
effectiveness to prevent the occurrence of unrealistic training and ensure positive trans-
fer of skills to the actual aircraft (i..e., skills acquired during simulator training facilitate
learning the actual task) [de Winter et al., 2012; Hays et al., 1992; Vaden et al., 2005].
Efforts were also devoted to the development of measures of transfer, learning and per-
formance [Buckhout, 1962; Gawron, 2019b; Lane, 1986; Mixon et al., 1982; Roscoe, 1980].

The issue of negative transfer of training (i..e., skills acquired during simulator train-
ing hinder learning the actual task) is followed by several challenges that need to be
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tackled to significantly improve the training effectiveness of flight simulators, such as
the inevitable differences in psychological factors that come with training in an intrinsi-
cally safe environment for situations that could be lethal in the real operation and user
acceptance. For instance, McCauley [2006] conducted a literature review examining he-
licopter transfer-of-training experiments where motion was an independent variable.
He concluded that motion, noise, and vibration contribute to the realism, and therefore
the pilot acceptance, of a simulator. However, there is virtually no scientific evidence to
support the importance of motion platforms for effective skill transfer during simulator
training, even if motion cues may be beneficial under certain conditions, such as tasks
involving disturbance-rejection motion.

Overall, the advantages of flight simulator training prevail over its limitations (mainly
the risks related to negative transfer of skills) as proved by the growing investment of
resources in this area that led to the development by regulatory agencies of qualification
procedures to certificate a flight simulator as a training device.

QUALIFICATION OF FLIGHT SIMULATOR TRAINING DEVICES

The ability of a flight simulator to replace or complement in-flight training hours is not
left to chance, but is regulated by a well-structured qualification procedure within each
aviation regulatory body’s jurisdiction (e.g., FAA in the US, EASA in the EU, etc.).

The Federal Aviation Administration [1991, 1992, 1994, 2016] defines two qualifica-
tion levels of Flight Simulator Training Devices (FSTD) with increasing level of complex-
ity:

(a) Flight Training Devices (FTD), originally with seven sub-levels (1 to 7) only and
exclusively for airplanes [Federal Aviation Administration, 1992]. Regulations that
are currently in place [Federal Aviation Administration, 2016] comprise only four
sub-levels (4 to 7), that were extended to helicopter simulators as well. Although
existing devices retain their approval if shown to function as originally designed
[Federal Aviation Administration, 2011, 61.4 (b)], level 1 to 3 simulators are no
longer qualified by FAA.

(b) Full Flight Simulators (FFS) with four sub-levels (A, B, C, D) for airplanes and three
sub-levels (B, C, D) for helicopters [Federal Aviation Administration, 2016]. Level
A for helicopters is reserved for potential future use.

A device other than a full flight simulator or flight training device may be approved
by the FAA for specific purposes [Federal Aviation Administration, 2011, 61.4 (c)]. This
is the case for Aviation Training Devices (ATD) [Federal Aviation Administration, 2018],
which are divided in Basic ATD (BATD) and Advanced ATD (AATD) and can be used for
pilot training and aeronautical experience (including instrument currency), but not for
practical tests, aircraft type specific training, or for an aircraft type rating.

The European Aviation Safety Agency [2012, 2018] instead distinguishes between
four qualification levels of Flight Simulator Training Devices (FSTD) with increasing lev-
els of complexity:

(a) Basic Instrument Training Devices (BITD), only for airplanes;
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(b) Flight and Navigation Procedure Trainers (FNPT), with two sub-levels (I, II) for
airplanes and three sub-levels (I, II, III) for helicopters;

(c) Flight Training Devices (FTD), with two sub-levels (1, 2) for airplanes and three
sub-levels (1, 2, 3) for helicopters;

(d) Full Flight Simulators (FFS) with four sub-levels (A, B, C, D) for both airplanes and
helicopters.

Both FAA and EASA qualification requirements are very strict and concern both hard-
ware (e.g., visual, motion, and control loading systems, etc.) and software (e.g., flight
mechanics model of the helicopter, motion cueing algorithms, etc.) components. These
requirements need to be supported with a statement of compliance and, in some desig-
nated cases, an objective test, i.e., a quantitative assessment based on comparison with
data, and/or a subjective test, i.e., qualitative assessments based on established stan-
dards as interpreted by a suitably qualified person (e.g., a pilot). This process leads
to highly sophisticated, complex and expensive devices, whose training effectiveness
should be accepted as an axiom, as stated by EASA [2018, (p. 44), 2012, (p. 34)]: “Fi-
delity of modern FSTDs is sufficient to permit pilot assessment with the assurance that the
observed behaviour will transfer to the aircraft.”. No emphasis is given on the training
program, which must be adapted to the FSTD used in order to ensure positive transfer-
of-training. Efforts in this direction were made by the International Civil Aviation Orga-
nization (ICAO) 2012; 2015.

Other types of flight simulators do exist, however, they are not considered in reg-
ulatory standards, because their training effectiveness is not proven. They can never-
theless be very useful, in particular for initial training or for the familiarization with the
helicopter cockpit layout and instrumentation. There are different designations for this
category of simulators. The most common example, because of its affordability and ver-
satility, is the desktop trainer, also known as computer-based trainer (CBT) or personal
computer-based aviation training devices (PCATD).

FIDELITY

Simulation fidelity is a controversial topic [National Research Council, 1985] and its ap-
plication as a criterion to assess the effectiveness of training simulators raised more
questions than it has answered [Cormier et al., 1987]. Also the definition of the notion
of fidelity is a debated theme [Roza, 2005]. While a single definition encompassing all
aspects of fidelity would reduce the confusion around the usage of this term, it would
never be sufficiently precise or operational to be useful in the drawing up of guidelines
for the development of a new training simulator.

The notion of fidelity was first introduced by Miller [1954] with the term “degree of
simulation”, which has slowly disappeared from the jargon of training developers and
researchers [Hays et al., 1989]. As a matter of fact, flight simulators will never be able to
replicate the actual aircraft exactly, but provide varying degrees of physical reproduction,
which depend upon many variables, such as the characteristics of the simulator itself,
the task to be taught and the trainee’s level of experience. Miller differentiated between
engineering and psychological simulation, with the first being the degree of replication
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of the physical and functional characteristics of operational equipment within very tight
tolerance specifications, and the second being the extent to which responses learned
during training transfer into appropriate action during operations. According to Miller
[1954, p. 20] “the development of training devices should rest on psychological simulation
rather than engineering simulation”.

However, current regulations for the qualification of FSTD [European Aviation Safety
Agency, 2012, 2018; Federal Aviation Administration, 1991, 1992, 1994, 2016] focus only
on engineering fidelity, assuming that increased simulation realism will bring benefits
also in terms of training value. This might be true, but only up to a certain level, above
which the gains in training effectiveness will become uneconomical [Cormier et al., 1987;
Hays, 1980; Miller, 1954; National Research Council, 1985], leading to the partial or total
loss of one of the main advantages of flight simulation, i.e., efficiency, due to the costs
involved in building and maintaining a simulator that is as complex as the aircraft it
should replace.

Furthermore, there are situations in which there is the desire to potentially deploy
flight simulators into forward operating areas for mission rehearsal purposes [Proctor
et al., 2004]. Of course, the size and complexity of a simulator (e.g., large screen and
motion platform) will inevitably impact its deployment.

In agreement with Miller, the National Research Council [1985] proposed simulator
training validity as a more productive concept than fidelity as a criterion for evaluat-
ing simulator requirements and highlighted the need to improve our understanding of
behavioral processes relevant to simulation, by directing more research efforts towards
the analysis of cognitive processes and development and use of human performance
models. It is indeed easier to formulate simulator design criteria in terms of physical
rather than behavioral requirements and the technological advancements in simulation
are pushing towards this direction [National Research Council, 1985].

Although the dual interpretation of fidelity proposed by Miller provides a better un-
derstanding of the concept of fidelity, emphasizing the shortcomings of current regula-
tions for FSTDs, it does not cover all the aspects of the concept, being still too general to
develop user-oriented guidance in the design, acquisition, and deployment of training
simulators. Hays [1980] conducted a literature review on simulator fidelity in order to
determine how the term fidelity has been used, realizing that “at the very least, a set of
consistently used operational definitions of fidelity is required” [Hays, 1980, p. 1]. Indeed,
he found many different terms and definitions of fidelity in literature and often different
“types” of fidelity are used to label the same concept. Such discrepancies characterize
both academia (training researchers) and industry (simulator developers). Through this
review, Hays identified four facets intrinsic to the concept of fidelity:

1. the degree to which the simulator duplicates the appearance and “feel” of the op-
erational equipment, referred to as physical or equipment fidelity.

2. the degree to which the simulator duplicates the sensory stimulation which is re-
ceived from the task situation, referred to as functional or environmental fidelity.

3. the degree to which the simulator is perceived by the trainee as being a duplicate
of the operational equipment and the task situation, referred to as psychological
or perceptual fidelity.
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4. the correspondence between tasks performed on the actual equipment and tasks
performed on the training simulator, referred to as task or behavioral fidelity.

It is evident that simulator representativeness of reality can be evaluated at different
levels. For each of these levels, one or more definitions of fidelity has been proposed. In
an effort at seeking clarity in the formalization of the fidelity concept, Pool [2012] sum-
marized graphically the different definitions found in literature (Fig. 1.4). Perceptual
and behavioral fidelity match, both in terms of naming and meaning, with the defini-
tions presented by Hays [1980]. In other cases, the same fidelity concepts have been
described with different labels than those identified by Hays or they, at least, overlap
(e.g., objective fidelity comprises both physical (or equipment) and functional (or en-
vironmental) fidelity). Pool presented two facets of fidelity that were not identified by
Hays in his literature review: model and error fidelity, which are described as the accu-
racy of the aircraft model response to pilot input [Pavel, 2001; Pavel et al., 2013], and as
the accuracy in pilot’s performance [Ashkenas, 1986], respectively.

Current regulations for FSTDs focus on objective and model fidelity [Miletović, 2020,
p. 10, Tab. 1.2], even though behavioral fidelity should be paramount from a training ef-
fectiveness perspective. However, also the specifications in terms of validation of flight
model (model fidelity) and cueing fidelity (which is part of objective fidelity) exhibit
many deficiencies, especially in relation to rotorcraft. For example, Pavel et al. [2013]
performed a comprehensive review of the criteria to validate models for helicopter FSTD
qualification, underlining the limitations of the regulatory requirements to analyze the
helicopter’s off-axis response, which may lead to models that do not comply with the
original vehicle’s handling qualities. This means that pilots might still attribute deficien-
cies to the simulator flight model even when the specifications are met. To solve these
discrepancies, a tuning process need to be undertaken requiring both physical and arti-
ficial adjustments to the structure and parameters of the model (model tuning). While
physical tuning is justified because it is based on improved knowledge of fundamental
principles or on physical insight deriving from flight tests performed in the actual air-
craft, artificial tuning is simply the result of expert judgment [Pavel et al., 2013].

Weaknesses are found also in terms of criteria for evaluating simulator motion cue-
ing fidelity for rotorcraft, which specify only robotic constraints and required response
times of the motion cueing system [Miletović, 2020]. Furthermore, the procedure for
motion system tuning is mainly qualitative and based on pilot subjective ratings. To ad-
dress this issue, Miletović [2020] proposed a quantitative procedure to tune simulator
motion systems based on modal analysis. This is achieved by coupling the linearized ve-
hicle and motion cueing algorithm dynamics and by analyzing the modal distortion of
human-perceived quantities (specific forces and angular rates) induced by the motion
cueing algorithm. Quantitative tuning can therefore be conducted in a way that mini-
mizes the distortion of the mode with higher participation in the specific task that is to
be simulated.

As part of the Garteur HC/AG-21 (Rotorcraft Simulation Fidelity Assessment Pre-
dicted and Perceived Measures of Fidelity) and NATO AVT 296, attempts have been made
also to rationalize the subjective evaluation process and ratings scales used to provide
consistency across experiments [Pavel et al., 2021]. To this end the Simulator Fidelity
Rating scale [Perfect et al., 2014] was developed to complement and augment current
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FSTD regulations on those requirements that are poorly defined, and open to interpre-
tation by the operator and qualifying body, and ADS-33E [US Army AMCOM, 2000] pre-
dicted handling qualities ratings were proposed as starting point metrics for the expo-
sure of fidelity deficiencies.

2.1.2. TRANSFER-OF-TRAINING
Transfer-of-training (ToT), also known as transfer-of-learning, takes place whenever our
existing knowledge, abilities, and skills affect the learning or performance of new tasks
[Cormier et al., 1987]. Positive transfer occurs when later acquisition or performance
is facilitated, while negative transfer may occur if training impedes performance in the
real-world task. Simulation is used to stimulate and enhance our existing skills or to
maintain proficiency in the performance of a certain task [Vincenzi et al., 2009]. Thus,
simulation and transfer-of-training go hand in hand and are pervasive in our every-day
life, accompanying us from childhood to adulthood [Cormier et al., 1987; Vincenzi et al.,
2009].

It is important to emphasize that ToT is not just a matter of transferring what was
learned in training to the actual real-world setting. The transfer phenomena are much
more complex, because they might be influenced by all the prior-learned knowledge and
skills [Cormier et al., 1987].

The primary focus of flight simulation transfer-of-training is to assess how learning
one task in a flight simulator affects the trainee’s performance capability of the same task
in the actual aircraft [AGARD, 1980]. Transfer-of-training experiments are one of the few
available methods for direct evaluation of the training effectiveness of flight simulators,
in which the transfer of behavior learned in a certain setting (e.g., a simulator) to the
evaluation setting of interest (e.g., a real aircraft) is explicitly measured, usually in terms
of training time saved with respect to full in-flight training [Roscoe, 1980].

To measure transfer, at least two experimental groups of participants are required.
Speed of learning in the actual aircraft by an experimental group, previously trained in
the simulator, is compared with the learning performances of a control group having
no special previous training or previously trained in the actual aircraft [AGARD, 1980].
Alternatively, the experimental group may be trained in a newly developed simulator and
the control group in an existing one. This design then enables a comparison between the
two simulators in terms of training effectiveness. The groups must be carefully matched,
of course, in terms of relevant prior training and experience.

Variations of the basic transfer model have also been proposed [AGARD, 1980]:

1. Self-control transfer model: this model is useful in a situation in which operational
training is interrupted for a period of training in a simulator. In such a situation,
the students could serve as their own control group, and performance data ob-
tained in the operational aircraft immediately following simulator training could
be compared with similar data obtained in the aircraft immediately prior to en-
gaging in simulator training. The difference in these two sets of performance data
could be attributed to the intervening simulator training program. However, the
outcomes of such a study might be influenced by the confounding effects of forget-
ting (or reminiscence), particularly if there was a significant time interval between
initial and subsequent practice in the operational vehicle [AGARD, 1980].
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2. Pre-existing control transfer model: this model is useful when data collected from
previous populations of students entirely trained in the actual aircraft or with prior
training in an existing simulator are available. In this circumstance, the perfor-
mance of the new population of student can be compared with those of previous
populations to determine the effectiveness of the new simulator over the existing
one or with respect to in-flight training only. For such a comparison to be valid, the
pre-existing data must have been gathered under conditions which would have
been applicable to a control group trained concurrently with the experimental
group.

3. Uncontrolled transfer model: this model is used when circumstances preclude the
employment of a separate control group, dictated by political, administrative, or
safety considerations. Positive transfer occurs when students can perform a par-
ticular task in the operational vehicle, following its learning in the simulator, with-
out an opportunity to learn that task in the operational vehicle. However, it can
be argued that performance in the real world setting cannot be attributed solely to
simulator training [AGARD, 1980].

4. Simulator-to-simulator transfer model: because evaluating the learned behavior
in the real-world setting is often impractical or impossible, most investigation in
fact consider “quasi-transfer-of-training” experiments, in which participants are
not transferred to the true real-world setting, but to a different, often more realistic
or enhanced, simulation environment. A quasi-transfer design avoids the cost,
hazard, and scheduling hindrances (e.g., interruptions due to bad weather) of true
transfer and offers the possibility of practicing dangerous situations such as engine
failures in a safe environment. This model is based on the assumption that the
more realistic simulator act as a valid replacement of the real-world setting.

5. Backward transfer model: in a backward transfer study, an operator who already
has demonstrated proficiency of relevant training objectives in the operational ve-
hicle is “transferred” to the simulator, where he is required to perform tasks corre-
sponding to those he has mastered operationally. If he can perform such tasks to
criterion levels without practice in the simulator, backward transfer is said to have
occurred. This model is underpinned by the assumption that transfer from the
simulator to the vehicle, although of unknown quantity, will be positive if back-
ward transfer occurrs.

6. Simulator performance improvement model: this model is used when circum-
stances preclude the employment of a transfer model to determine simulator train-
ing effectiveness and rely on the assumption that the improved performance in the
simulator will result in improved operational performance. To be useful, it should
be considered as a necessary condition: if no performance improvement occurs in
the simulator, none should be expected during actual operations.

7. Simulator fidelity model: this model has been extensively discussed in Sec. 2.1.1
and is underpinned by the (controversial) assumption that a high-fidelity simu-
lator will yield high transfer and a low-fidelity simulator will yield less – or even
negative – transfer. Current regulations on FSTD are based on this model.
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8. Simulator training program analysis model: this model is based on an analysis
conducted a posteriori to assess whether the simulator is fit for the training pur-
pose. This model used in combination with the simulator fidelity model can be
used to identify possible factors limiting the effectiveness of the simulator. Ac-
tually, this type of analysis is conducted during the design and development of a
training simulator. It can of course be very useful when there is the need to adapt,
for research purposes, an existing simulator to a training task different from its
original designation.

9. Opinion survey model: simulator effectiveness is evaluated according to subjec-
tive ratings provided by operators, instructors, training specialists, and even stu-
dents. This model may easily lead to erroneous conclusions.

All the transfer models have their own advantages and limitations, with the basic
transfer model being the most convincing method to estimate the training effectiveness
of a flight simulator. Many studies addressed this theme by performing transfer and
quasi-transfer studies and, in many cases, no statistically significant differences in pro-
ficiency between the experimental and the control group is found [Powers et al., 1975].
Such findings are then used to support suggestions that the training device and the op-
erational system are equally effective as training media, which basically means that the
null hypothesis has been accepted. However, findings of “no difference” can, of course,
result from causes other than the true absence of differences [Boldovici, 1987].

Research using the Neyman-Pearson approach [Neyman et al., 1933] may indeed be
consistently biased in favor of Type I errors, i.e., rejecting the null hypothesis when it
is in fact true, or Type II error, i.e., overlooking an effective action, therefore the null
hypothesis is accepted but is false (see Tab. 2.1). Even if no differences are found and
this could confidently be ascribed to the true absence of differences, the inductive leap
to declarations of equal effectiveness would remain considerable [Boldovici, 1987].

Table 2.1: Error types in frequentist inference.

Error Types Table
The null hypothesis H0 is

True False

The null hypothesis H0 is

not rejected Correct inference (true
negative)

Type II error (false neg-
ative)

rejected Type I error (false posi-
tive)

Correct inference (true
positive)

The Null Hypothesis Significance Testing (NHST) approach [Fisher, 1955] should
therefore be used in transfer-of-training studies instead of the Neyman-Pearson approach.
According to NHST, every experiment only exists in order to provide effective chance of
disproving the null hypothesis, i.e., the hypothesis of no correlation/no effect. So we can
talk about real effects only if the null hypothesis has been conclusively rejected. Fur-
thermore, the NHST has only a via negativa approach: the null hypothesis can never
be accepted. When the null hypothesis is not rejected (high p-values), we may just say
that the evidence is insufficient to support a conclusion. NHST focuses on reducing the
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probability of Type I errors, but may still be subject to Type II errors, especially when the
sample size is small.

Also meta-analyses [de Winter et al., 2012; Hays et al., 1992; Vaden et al., 2005] and
other weight-of-evidence approaches, i.e., statistical analysis that combines the results
of multiple scientific studies, are only as good as the data used and may suffer from
both Type I and Type II errors [Boldovici, 1987]. When designing a simulator training
effectiveness experiment, efforts need to be devoted to limiting sources of error, such
as: (i) small sample size; (ii) subjects in the compared groups are not matched or ran-
domly assigned; (iii) control groups are treated differently with respect to experimental
groups; (iv) amount of practice is insufficient to affect proficiency; (v) measurement of
performance in the real-world setting is unreliable (only in true-transfer studies); (vi) in-
appropriate analyses are used to estimate transfer.

2.2. HELICOPTER DYNAMICS MODELLING

One of the core elements of a flight simulator is the flight mechanics model, which repli-
cates the response of the actual aircraft to pilot’s control inputs. Two different mod-
elling methods are often used for helicopter dynamics simulation. One is the system
identification method, which has been shown to lead to useful linear models [Remple
et al., 2006]. The other method is analytical modelling, which, in general, results in mod-
els that are physically meaningful (models derived with this method are also known as
physics-based models) and are more accurate than those from the system identification
method when the simulation scope is large [Padfield, 2007], unless model stitching of a
collection of discrete-point identified models is used for full flight-envelope simulation
[Tischler et al., 2016]. However, the disadvantage of analytical modelling is that the re-
sulting model is generally more complex. A vast and dedicated body of literature is avail-
able both on mathematical modelling of helicopter flight dynamics, e.g., [Bramwell et al.,
2001; Padfield, 2007], and aircraft and rotorcraft system identification, e.g., [Klein et al.,
2006; Remple et al., 2006]. A combination of these two approaches is usually adopted to
validate flight mechanics models integrated within training devices [Gray, 1998; Lu et al.,
2011].

Models derived both from system identification (Chapter 3) and analytical modelling
(Chapters 4 to 6) methods were used in this thesis. However, the model of a Robinson
R-44 helicopter, identified in hover and low-speed flight at the Max Planck Institute for
Byological Cybernetics [Geluardi, 2016; Geluardi et al., 2018], was employed out of the
box to assess the effectiveness of a desktop trainer during initial hover training (Chapter
3). Whereas, a physics-based model of a conventional helicopter (one main rotor and
one tail rotor) was specifically developed in this thesis (Chapter 4) and used to evalu-
ate the effects of helicopter dynamics on autorotation transfer-of-training (Chapters 5
and 6). Indeed, autorotation is a multitask maneuver comprising several phases and, as
such, requires a model that is valid for a broad range of operating conditions, making
analytical models more appropriate than identified models. Therefore, this section is
not intended as a discussion of the details of these two modelling methods, but instead,
to provide a brief overview of the most used techniques to derive phisics-based models.
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2.2.1. ANALYTICAL MODELS

The helicopter model is divided in components (e.g., main rotor, tail rotor, empennage,
fuselage, engine-drive train-dynamics-and-rpm governor, and control systems), whose
contribution to the total force and moment is accounted for by non-linear or mathemat-
ical sub-models describing their physical behavior.

The main rotor is by far the most complex element from a modelling perspective. An-
alytical estimation of the forces and moments generated by the main rotor is generally
achieved through the use of a blade element model [Chen, 1979], which is called “to-
tal force-and-moment” model when small-angle assumptions are adopted [Chen et al.,
1988]. Alternatively, when wind-tunnel test data are available, usually as non-linear
functions of incidence and Mach number, numerical integration of the blade airfoil forces
and moments can be used to estimate the main rotor forces and moments, leading to a
mixed analytical-numerical model [Padfield, 2007].

Similarly for the other helicopter components, both analytical and numerical meth-
ods for force and moment estimation can be used depending on whether experimen-
tal data are available. For example, forces and moments generated by the horizontal
tailplane or by the vertical fin can be estimated analytically using thin airfoil theory.

An important goal of helicopter simulation and modelling is a realistic prediction
of the dynamic response to control inputs in comparison with flight test data [Padfield,
2007]. To reach the desired tolerances on the deviation of the model from the actual
response, it may be necessary to increase model’s physical complexity. Intrinsic in the
helicopter nature is a strong coupling between its different components and increasing
one component’s complexity usually requires a refinement also of other components’
model, leading to extremely complex flight models [Pavel, 2001].

To avoid unnecessarily complicated models, it is important to be able to predict the
necessary helicopter’s degrees of freedom to be simulated, which will depend on the ap-
plication (e.g., maneuver simulation, handling qualities assessment, flight control sys-
tem design). To this end, Pavel [2001, 2008] introduced the critical pole distance criterion
and compiled an overview of the most commonly used models according to the nec-
essary application (see Tab. 2.2), concluding that “It is not sufficient to blindly extend a
simulation model; one has to identify the right modes to be included in the right situations
in order to obtain a good prediction of helicopter behaviour” [Pavel, 2001, p. 43].

To simulate autorotation, that is the topic of interest of Chapters 4 to 6, the simplest
flight mechanics model (i.e., with a rigid transmission) requires, besides the fuselage mo-
tion, the main rotor RPM as an additional degree of freedom, which is included through
the torque equation [Padfield, 2007; Talbot et al., 1982]. However, the torque equation
is found in literature in different forms. For example, the torque equation used by Tal-
bot et al. [1982] does not include the coupling with the airframe and the contribution
of the transmission to the rotor polar inertia is obtained by increasing the inertia of the
blades by 10%. The torque equation introduced by Padfield [2007] includes the coupling
with the airframe, but does not explain how to account for the contribution of the trans-
mission to the rotor polar inertia. Furthermore, even though the engine torque is not
necessary for the simulation of autorotation, both Talbot et al. [1982] and Padfield [2007]
do not explain that the engine torque in their torque equation must be multiplied by the
ratio between the engine RPM and the main rotor RPM and that the body yaw equation
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Table 2.2: Simulation model complexity for various helicopter applications [Yilmaz, 2018, adapted from [Pavel,
2001]].

Model Complexity 6 DoF 8 DoF 9 DoF 10 DoF 12 DoF 16 DoF

Basic Aircraft

Low frequency articulated ä
maneuver hingeless 4 4 4
high frequency articulated 4 4
maneuver hingeless ä 4 4
Helicopter+SCAS System

Fuselage articulated 4 4
feedback hingeless 4 ä 4
Fuselage/Rotor articulated 4 4 4 4
feedback hingeless 4 4 4 4
Full HHQ Basic aircraft

Within envelope 4 4 4
At the boundary 4 ä
Specific HHQ 4 4 4
ä: Model used in most of the cases 6 DoF: Fuselage + Quasi-static Rotor
4: Model used for some cases 8 DoF: Fuselage + First Order Disc-tilt Dynamics
HHQ: Helicopter Handling Qualities 9 DoF: Fuselage + Second Order Disc-tilt Dynamics

10 DoF: Fuselage + Rotor Flap + RPM
12 DoF: Fuselage + Rotor Flap + Rotor Lead/Lag

16 DoF: Fuselage + Rotor Flap + Rotor Lead/Lag + Pitch + RPM

must be updated to accommodate a coupling term with the torque equation. Seeking
clarity in this respect, a general model of the engine-drive train dynamics has been for-
mally derived in Appendix D, as well as for the specific case of rigid transmission, with
the torque equation in its complete form accounting for the coupling with the airframe
and the contribution of the transmission to the rotor polar inertia (Eq. (D.51) from Ap-
pendix D.2.2).

Partially unexplored, at least from an academic standpoint, is the influence of the
engine-drive train-dynamics and rpm governor on the helicopter flight mechanics and
handling qualities. A helicopter and its engine(s) are usually designed and manufactured
by different companies. Incompatibilities may occur when the two systems are joined,
which could affect flight safety and performance [Hamers et al., 1997; Jaw et al., 1990],
because the coupling between the rotor lead-lag dynamics and the engine-drive train
torsional dynamics may cause torque oscillations and rotor speed variations. For this
reason, the next section provides an overview of engine-drive train and rpm governor
system modelling and the design approach for its integration with the airframe dynam-
ics.

2.2.2. SURVEY ON ENGINE-DRIVE TRAIN DYNAMICS

It has been common practice in analyzing dynamic stability of helicopters in powered
flight, to neglect the effect of variation of rotor angular velocity [Padfield, 2007]. Indeed,
the vast majority of helicopters by design keep a constant rotorspeed (rpm) during flight.
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This is actively controlled by the governor, which measures and regulates the speed of
the engine. However, there are situations in which this assumption is no longer justi-
fied, as in the case of autorotative flight where the governor is disengaged and the pilot
takes over the task of controlling the rotor rpm directly [Nikolsky, 1952; Nikolsky et al.,
1949a,b]. Furthermore, the inclusion of the rotor rotational speed degree of freedom can
have a strong impact on the helicopter dynamics and handling qualities, as the incor-
poration of the engine/fuel control, transmission and governor dynamics will unearth
coupling terms causing interaction with the rotor/airframe dynamics [Johnson, 1975;
Kuczynski et al., 1980]. Another key aspect is represented by the fact that the rotor torque
perturbations and engine vibrations can produce significant drive train loads. To cor-
rectly estimate these loads, there is the need to implement a model that accounts for the
coupling of the two rotors through the flexible drive-train, and for the engine damping
and inertia [Weiss et al., 2020].

ENGINE DYNAMICS

A detailed representation of engine torque requires a complicated nonlinear function of
many variables such as operating power setting, ambient pressure and temperature, and
fuel flow. Talbot et al. [1982] and Padfield [2007] both consider a rigid transmission and
use a simplified steady-state model of the engine torque Qe response to the fuel injection
ω f , which is represented as a first order lag:

Qe

ω f
= Ke

1+τe s

and as a lead–lag element:

Qe

ω f
= Ke

1+τe1 s

1+τe2 s

respectively. The time constants τ(·) and gains K(·) are defined according to engine char-
acteristics and operating point. Indeed, these parameters usually are not fixed constants,
given the non-linearity of engines Padfield [2007]. The governor control loop for the
steady-state engine model acts on the main rotor speed ψ̇mr , as shown in Fig. 2.1, with
the coupled rotor/airframe dynamics given by:

Imr
(
ψ̈mr − ṙ

)=Qe − (Qmr + rtr Qtr )

derived in Appendix D.2.2.
Among the available engine dynamics models for real-time applications, the sim-

plest solution is represented by experimentally determined partial derivatives of changes
of output torque to changes in turbine speeds and fuel flow [Hamers et al., 1997].

In agreement with this approach, Johnson [1975, 1988] adopts a linear engine model,
including inertia, damping and control torques, of the form:

Ieψ̈e =Qe =−Qeψ̇e
ψ̇e +Qeδt

δt (2.1)
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Figure 2.1: Block diagram for the controller of the governor with a steady-state engine model.

where δt is the throttle input, which is in a one to one relationship with the fuel mass rate

ω f , Qeψ̇e
= ∂Qe

∂ψ̇e

∣∣∣
δt=const

is the engine speed damping, and Qeδt
= ∂Qe

∂δt

∣∣∣
ψ̇e=const

is a control

derivative. Qeψ̇e
and Qeδt

are both function of throttle position and engine speed.
According to Johnson [1975, 1988], the engine speed damping can be related to the

engine trim operating conditions by:

Qe/ψ̇e ≈
(
1−η) P tr i m

e

Ω2
e

(2.2)

Qe/δt is provided by the engine’s manufacturer or can be approximated using a first order
lag [Talbot et al., 1982] or a lead lag element [Padfield, 2007]. The governor control loop
for the steady-state engine model acts on the engine speed, as shown in Fig. 2.2.

−+
Ωe

Governor
e

Engine-Drive train +
Rotor-Airframe

Dynamics

δt ψ̇e

Figure 2.2: Block diagram for the controller of the governor with a linear engine model.

However, engine dynamics based on partial-derivative models may be unsatisfactory
for certain applications [Ballin, 1988] due to their inaccuracy in matching experimental
data [Kaplita, 1984]. Such models may indeed overlook important effects that could be
accounted for only by modelling all the needed internal engine states and, just like all the
linear models, tend to be valid only for a limited range of operating conditions. There-
fore, their validity is always in question when used under conditions for which they are
not designed.

An acceptable level of fidelity can be achieved by using an engine model compris-
ing individual engine components (e.g., inlet, compressor, combustor, gas generator,
power turbine, exhaust and spools), each of which is modeled based on thermodynamic
laws governing the engine cycle. Such component-type simulations are used by en-
gine manufacturers to study the steady-state and transient behavior of engines, but they
are usually far too complex for use in real-time digital simulation. A component en-
gine model which is simplified for real-time use is the most promising alternative to
partial-derivative engine representations [Ballin, 1988], as demonstrated by the valida-
tion of the model of a UH-60 helicopter against flight test data [Ballin, 1987]. Such non-
linear engine models are available in analytical form [Liu et al., 1995a,b] or as look-up
tables generated from the actual engine data or the transient engine simulation [Wong,
1993], known as the horsepower extraction engine model (HPX) and the direct transient
method (DTM).
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DRIVE TRAIN DYNAMICS

The drive train of a twin-engine conventional helicopter comprises two engine drive
shafts, a main transmission with accessory drives, tail rotor drive shafts, an intermediate
gearbox, and a tail rotor gearbox. Fig. 2.3 illustrates a schematic of the drive train archi-
tecture of a twin-engine conventional helicopter with all the main components involved
and their connection.

Main
Rotor

Main
Gearbox

Intermediate
Gearbox

Tail
Rotor

Gearbox

Tail
Rotor

Right
Engine

Left
Engine

Main Rotor
Shaft

Long Drive
Shaft

Intermediate
Shaft

Tail Rotor
Shaft

Right Engine
Drive Shaft

Left Engine
Drive Shaft

Figure 2.3: Schematic of a twin-engine conventional helicopter power train.

The drive train models generally used in real-time flight simulation consist of the
torsional dynamics only [Johnson, 1975, 1988]. More realistic drive train models would
require an extremely detailed level of 3D modeling (e.g., contact between neighboring
gear wheels) [Weiss et al., 2020], which would make them unsuitable for real-time flight
simulation applications. Furthermore, this level of complexity is not necessary for train-
ing and certification purposes. To derive the drive train torsional model, the following
simplifications are often made [Weiss et al., 2020]:

1. Lumped inertia: each gear mesh will be modelled as a rigid disk, whose moment
of inertia takes into account the inertia of the gear mesh and a portion of the iner-
tia of the shaft connected to it. This contribution is determined according to the
position of the center of flexibility of the shaft.

2. Lumped torsional stiffness: each shaft will be represented as a torsional spring,
whose stiffness takes into account the torsional flexibility of the shaft (within the
main torsional load path) and that of the gear meshes to which its ends are con-
nected.

The differential equations of the engine-drive train torsional dynamics can be ob-
tained from the equilibrium of the torques of the two rotors and the engine [Johnson,
1975, 1988].

COUPLING WITH THE ROTOR-AIRFRAME SYSTEM

Due to couplings in the rotor hub’s rotational degree of freedom related to the in–plane
inertial and centrifugal forces generated by the rotor blades, torsional drive train dynam-
ics are likely to affect especially the lead–lag motion of the rotor blades [Muscarello et al.,
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2017; Weiss et al., 2020]. To reveal such coupling terms, an analytical approach, based
on rigid rotor blades and blade element dynamics, can be used [Chen, 1987], which
drops the constant rotorspeed constraint in the derivation of the rotor torque equation
and flap-lag dynamics. Yaw and heave degrees of freedom are the rigid-body dynamics
that are affected the most by the engine-drive train dynamics, especially in hover [Chen,
1992; Hui, 1999]. For example, Chen [1992] demonstrated that by including rotor speed
variations, the effective vertical damping decreases significantly with respect to that cal-
culated with a constant speed assumption, thereby providing a better correlation with
flight test data. Furthermore, he showed that collective flapping and flapping rate are
the two most effective rotor states for feedback, much more effective than rotor speed,
inflow and lead-lag.

However, this analytical approach does not follow the correct load path. Indeed, the
engine torques are not applied directly to the hub, but are transmitted through the gear
boxes, which are directly connected to the airframe [Muscarello et al., 2017]. Muscarello
et al. [2017] propose a numerical approach to restore the correct torsional load path be-
tween the drive train and the airframe, by transferring the torsional loads to the struc-
tural nodes of a finite element model of the fuselage and by feeding back the torques
generated by the fuselage deformation into the drive system. To unveil the influence of
the drive train dynamics on the flexible rotor blade motion, a numerical approach based
on multi-body dynamics can be used instead [Weiss et al., 2020].

GOVERNOR DESIGN

The governor measures and regulates the speed of the engine (engine rpm) using a feed-
back controller on the error in rpm (difference between the measured rpm and the ref-
erence value, which is 100%). The traditional hydromechanical power turbine governor
is a proportional control [Liu et al., 1995b], but to achieve better performance propor-
tional plus integral [Johnson, 1988], and in some cases rate feedback is usually adopted
[Hui, 1999; Johnson, 1988; Talbot et al., 1982]. In addition, hydromechanical governor
uses reset mode to set the power turbine time constant to attenuate the torsional peak
of an engine-rotor drive train system [Wong, 1995]. This reset power turbine governor is
a first order lag [Padfield, 2007]:

ω f

Ωmr − ψ̇mr
=

Kpω f

1+τω f s
with proportional control,

ω f

Ωmr − ψ̇mr
=

KPω f
+ 1

s K Iω f

1+τω f s
with proportional plus integral control, and

ω f

Ωmr − ψ̇mr
=

KPω f
+ 1

s K Iω f
+ sKDω f

1+τω f s
with PID control, and
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or a second order lag [Johnson, 1988]:

ω f

Ωmr − ψ̇mr
=

Kpω f

1+τω f1
s +τω f2

s2 with proportional control,

ω f

Ωmr − ψ̇mr
=

KPω f
+ 1

s K Iω f

1+τω f1
s +τω f2

s2 with proportional plus integral control, and

ω f

Ωmr − ψ̇mr
=

KPω f
+ 1

s K Iω f
+ sKDω f

1+τω f1
s +τω f2

s2 with PID control, and

For tilt-rotors, the governor usually does not act on the fuel flow, but on the collective
pitch of the blades of each rotor [Johnson, 1988]:

θ0 −θT RI M
0

Ωmr − ψ̇mr
=

KPθ0
+ 1

s K Iθ0

1+τωθ01
s +τωθ02

s2

Such types of governors, typical of turboprops and known as blade-pitch or beta
governors, are used in place of classical helicopter throttle governors, which otherwise
would cause unsustainable torque transient in airplane mode [Muscarello et al., 2019]
due to the much higher inflow experienced in this operating condition.

The disadvantage of the reset power turbine governor is that the control loop sacri-
fices response time for stability. This is because the reset control filters out the torsional
peak at the torsional frequency and increases the phase angle at the same frequency,
making more difficult the design of a high bandwidth governor. To minimize phase angle
changes at the first torsional frequency, a notch filter is usually used in combination with
or in place of the reset filter to attenuate this and higher frequencies torsional modes
[Chen, 1992; Wong, 1995]. The transfer function of a standard notch filter is represented
using Bode diagrams in Fig. 2.4:

N F (s) =
s2 +ω2

n f

s2 +ωbw s +ω2
n f

The notch filter frequency ωn f , which in the example of Fig. 2.4 is 10 rad/s, must be
set equal to the torsional frequency that needs to be filtered.

The typical design goal for a robust controller is to require a gain margin of 6 dB at
the torsional frequency [Kuczynski et al., 1980; Wong, 1995] and a phase margin of 45
deg [Kuczynski et al., 1980] or more. In general, when these margins are achieved by
analysis, the actual flight characteristics of the helicopter are also satisfactory. Since the
notch filter depends on the rotor-drive train system, different helicopter applications
will require different notch filters [Wong, 1995].

A comparison between the governor controller based on the reset filter and that on
the notch filter is conducted by Wong [1995] on an autorotation recovery simulation,
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Figure 2.4: Bode plot of the notch filter transfer function.

which is considered especially challenging to the integration of engines in operational
helicopters. A power recovery autorotation terminates in a hover as opposed to landing
without power. This is always possible in a training situation, because the engine failure
is not real, but simulated by disengaging the rotor shaft from the power shaft by means of
a clutch with the engine in an idle state. Conversely from what one may think, there are
many risks involved also in power recovery autorotations, especially when dealing with
turbine engine helicopters due to the presence of the governor. Indeed, the feedback
on the error in rpm is slow (frequency of the order of 1 Hz) and hence cannot anticipate
power demands in a timely manner [Talbot et al., 1982]. This means that the outcome of
the maneuver may be very sensitive to the choice of the power recovery time. Simulation
results demonstrate that the notch filter design grants a faster recovery time with less
rotor droops with respect to the reset filter [Wong, 1995].

To quickly accommodate large power changes, a synergistic approach between feed-
back on the error in rpm and feedforward on the collective input variation with respect
to the trim value is usually adopted [Hui, 1999; Talbot et al., 1982], as shown in Fig. 2.5.
A far more robust and reliable approach is proposed by Zheng et al. [2018], who used
an engine nonlinear model predictive control, with an objective function that does not
consider only the error in rpm, but also the deviation between the torque provided by
the power turbine and that demanded by the helicopter.

For free turbine engines, in which the power turbine is not mechanically linked to the
gas generator, the structure of the governor control system is more complex, comprising
an inner control loop on the gas generator speed and an outer control loop on the power
turbine speed [Hui, 1999; Wong, 1995], as shown in Fig. 2.6.

Deficiencies in the representation of the rotor speed dynamics and fuel control may
lead to incorrect fuel flow and main rotor torque estimations, as well as inaccurate main-
rotor-speed response to a collective input, incorrect blade-flap and lag response to rotor
control inputs, adverse yaw response to collective inputs, and delayed vehicle response
to all control inputs [Kaplita, 1984]. Ballin [1987] demonstrated the importance of mod-
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elling the governor and the engine-drivetrain dynamics with a sufficient level of detail to
avoid an unrealistic vehicle response to pilot control inputs.
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Figure 2.5: Block diagram for the controller of the governor with feedback on the engine speed and feedforward
on the collective input.
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Figure 2.6: Block diagram for the controller of the governor with an inner control loop on the gas generator
speed and an outer loop on the power turbine speed.

TRADITIONAL ENGINE/FUEL CONTROL DESIGN APPROACH

The traditional approach to the design of the engine and fuel control, from a helicopter
system viewpoint, is to treat the low frequency dynamic stability and transient response
of the isolated engine/drive system/rotor system [Kuczynski et al., 1980]. For example,
the stiffness matrix of the isolated drive train system must be singular, because there is a
rigid mode related to the rigid rotation of the engines, the drive shafts and the two rotors,
and the drive train natural frequencies must be different than the integer multiples of the
number of blades-per-revolution of the main rotor.

Furthermore, although the drive train bending dynamics can be neglected for pre-
liminary certification purposes, there are some design aspects concerning bending that
need to be considered, such as the so-called critical speed [Muscarello et al., 2017]. In-
deed, bending produces an offset of the center of gravity of a shaft with respect to its ro-
tation axis, thus acting as a periodic forcing function on the shaft with a frequency equal
to the angular speed of the shaft. Therefore, it is paramount to check that the angular
speed of a shaft differs from its bending frequencies. The check on the natural frequen-
cies needs to be repeated also for the coupled engine-drive train and rotor system.

Once the torsional stability analysis is conducted during the design phase, the fuel
control system can be designed from standard open loop Bode plots granting a gain mar-
gin of 6 dB at the torsional frequency [Kuczynski et al., 1980; Wong, 1995] and a phase
margin of 45 deg [Kuczynski et al., 1980] or more (e.g., 60 deg). This process is described
in detail in Appendix D.
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Of course such a level of modelling detail may not be required for maneuver simu-
lation (e.g., pilot training), but it is necessary for design and certification (e.g., dynamic
stability analysis and flight control system design).
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3
HOVER TRANSFER OF TRAINING:

EFFECTS OF SIMULATOR FIDELITY

.

According to current regulations on Flight Simulator Training Devices [European Aviation
Safety Agency, 2012], the ability of a flight simulator to replace or complement in-flight
training is ascribed to a qualification procedure. The minimum standards for qualifi-
cation that a flight simulator should comply with depend upon the type of training de-
manded (ab-initio and refresher training, type rating training with limited checking/testing
capability or proficiency checks and skill tests) [European Helicopter Safety Team, 2015a,b].
The qualification requirements are very strict and concern both hardware (e.g., visual, mo-
tion, and control loading systems, etc.) and software (e.g., flight mechanics model of the
helicopter, motion cueing algorithms, etc.) components. This process leads to highly so-
phisticated, complex and expensive devices. However, no emphasis is given on the training
program (e.g., the structure and the focus should be adapted based on trainee’s flight expe-
rience and on the difficulty of the task), which, on the contrary, should cover a prominent
role with respect to simulator fidelity, especially during ab-initio training.

This chapter investigates the effectiveness of a low-fidelity flight simulator (in terms of
equipment and visual and motion characteristics), which can be classified as a computer-
based training device, on initial hover training using a part-task training program. The
aim is to examine whether a low-fidelity simulator environment is equally capable as a
higher fidelity simulator of teaching non-pilots to hover when a training program for-
mulated according to instructional design theories is used. This has the potential to sub-
stantially reduce training costs and lead to a widespread use of flight simulators with a
consequent reduction of risks. A positive outcome of this study may lay the foundations
to investigate whether the hover part-task training program had a mitigating effect, com-
pensating the lack of simulator fidelity. The chapter is structured as follows. First, an

The contents of this chapter have been published in: Scaramuzzino, P. F. et al. (2018). Effectiveness of a
Computer-Based Helicopter Trainer for Initial Hover Training. In 44th European Rotorcraft Forum (ERF 2018),
number 79, pages 1142–1156, Delft, September 18-20, 2018. NLR.
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overview of the computer-based training devices is provided in Section 3.1 together with
a literature review about their use in previous experiments. Then, the design of a quasi-
transfer-of-training experiment performed on the CyberMotion Simulator (CMS) aimed
at evaluating the effectiveness of the combination of a low-fidelity simulator with a part-
task training program for initial hover training is presented in Section 3.2. The results
from this experiment are documented and discussed in Sections 3.3 and 3.4, respectively.
The chapter is concluded in Section 3.5.

3.1. LOW FIDELITY SIMULATORS: COMPUTER-BASED TRAIN-
ING DEVICES

Flight Simulator Training Devices (FSTDs) are crucial tools for pilot training. These de-
vices are cost effective, flexible, and provide an inherently safe environment for training
even hazardous scenarios [Allerton, 2010]. Simulators have been used for over a century
to aid trainees in the acquisition, development, and maintenance of their flying skills
without leaving the ground [Adorian et al., 1979; Allen, 1993; Page, 2000]. For rotorcraft
it is highly desirable to be able to develop low-level flying skills in simulators, given the
intrinsically difficult helicopter flight dynamics.

Since the computer software and hardware incorporated into a FSTD determine its
developmental, operational, and maintenance costs, there is great academic and indus-
trial interest in understanding simulation fidelity requirements needed to meet FSTDs
users’ needs [Rehmann et al., 1995]. One flexible and affordable training solution suit-
able for novice pilots currently considered is the low-fidelity “Desktop Trainer”, also known
as Computer Based Trainer (CBT).

Especially for training that makes use of low-fidelity CBT, it is critical to experimen-
tally prove the effectiveness of the supplied training and the transfer of learned skills to
the real world setting. Transfer-of-Training (ToT) experiments are one of the few avail-
able techniques that can be used to explicitly measure such training effectiveness. Nu-
merous studies have been dedicated to verifying the effectiveness of training in CBT.
Unfortunately, many investigations focus on instrument [Stewart II et al., 2001; Taylor
et al., 1999] and situation awareness [Proctor et al., 2004] training only. Furthermore,
in those studies that explicitly investigated the training of flying skills in CBT, the ex-
perimental evidence for training effectiveness has not always been consistent. For ex-
ample, Ortiz [1994] trained sixty college students with no previous flight experience to
perform a squared pattern maneuver. In this case even a true ToT experiment design was
used: thirty of the subjects were trained in a CBT before flying the actual aircraft, while
the remaining thirty received real-flight training only (Cessna 150 and 152). Statistical
tests on the measured data showed that in the real aircraft the CBT-trained experimental
group performed significantly better than the control group. In a separate study, Proc-
tor et al. [2007] considered three different interface configurations (cabin with motion,
cabin with no motion and CBT) and trained participants to perform a complex task of
combat search and rescue, while controlling a model of the UH-60. Although not being a
ToT experiment, their results showed that learning did not occur in the helicopter Com-
puter Based Trainer, arguing that the provided time frame to master the task might not
be acceptable to many possible users because of the monitor size. Recent investigations
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by Fabbroni et al. [2017a,b], however, showed that hover skills acquired during fixed-
base training in a CBT with a wide field-of-view display do transfer to a more realistic
setting in a full-motion flight simulator.

The goal of this chapter is to explicitly evaluate the extent to which hover skills de-
veloped on a Computer Based Trainer are effectively transferred to a more realistic en-
vironment. To achieve this goal, a quasi-Transfer-of-Training (qToT) experiment [Taylor
et al., 1993] with task-naïve participants was performed.

3.2. EXPERIMENT DESIGN
In the experiment, participants with no prior flight experience neither in actual heli-
copters nor in simulators, were trained to perform the hover maneuver controlling an
identified model of a Robinson R44 civil light helicopter [Geluardi, 2016; Geluardi et al.,
2018]. Two groups were considered. The first group (the “experimental” group) was
trained on a CBT (Fig. 3.1a) and then transferred to the CyberMotion Simulator (CMS)
(Fig. 3.1b). The second group (the “control” group) received the entire training in the
CMS. A previously developed hover training program [Fabbroni et al., 2017a] was used
to bring participants to a satisfactory level of performance. Previous works proved the
effectiveness of the adopted training, which is designed as a realistic flight lesson divided
into several phases.

(a) The Max Planck Institute Computer Based Trainer. (b) The Max Planck Institute CyberMotion Simulator
[Nieuwenhuizen et al., 2013].

Figure 3.1: Flight simulators used in the experiment: the Computer Based Trainer (a), and the CyberMotion
Simulator (b).

3.2.1. PARTICIPANTS
A total of 24 task-naïve participants took part in the experiment, 15 male and 9 female.
The participants had an average age of 26 years (σ = ±3.81 years). They were chosen
based on a pre-experimental aptitude test intended to select for good manual control
skills.

3.2.2. APTITUDE TEST
An effort was made to select the participants and to balance them equally over the two
groups based on the performance they achieved in a two degrees-of-freedom (pitch and
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roll) combined target-following and disturbance-rejection task. Indeed, to limit sources
of error in transfer experiments, subjects should not be assigned randomly to one of the
two groups [Boldovici, 1987] and pre-experimental tests to balance the two groups are
often adopted, e.g., [Kaempf et al., 1990]. The task consisted of rejecting a disturbance
signal acting on the controlled element, i.e., the dynamics that each subject had to con-
trol. The controlled element had dynamics that resemble the dynamics of an aircraft and
for both the pitch and roll axes were described by the following transfer function:

Hce = Kce

s (s +1)
= 1

s (s +1)
(3.1)

The aptitude test was performed in the Control Loading Lab (Fig. 3.2a) at the Max
Planck Institute for Biological Cybernetics. A side-stick was used to give inputs to the
controlled element. Roll and pitch axis of the side-stick were both active during the ex-
periment. Therefore, both rotation (Fig. 3.2c) and translation (Fig. 3.2d) of the horizon
marker on the artificial horizon were presented on the display. No other cues were pre-
sented.

(a) Apparatus. (b) Visual.

(c) Roll error. (d) Pitch error.

Figure 3.2: Experimental apparatus (a) and visual (b) (c) (d) used during the aptitude test.

The display used for the aptitude test is produced by VIEWPixx, VPixx Technologies
Inc., Canada. The control device is an electrical control-loaded sidestick (Wittenstein
Aerospace and Simulation GmbH, Germany). The sidestick was located on the right side
of the chair where the participants were sitting. Thus, participants controlled the device
using their right hand.
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The aptitude test was composed of 10 trials. Each trial lasted 90 seconds. 33 par-
ticipants were tested. Their performances in terms of Root Mean Squared (RMS) error
are presented in Fig. 3.3 as box-whiskers plots. From this figure, it can be noticed that
starting from the 7th trial performances become stable as the median over the last 4 trials
is almost constant and the between-subjects variability is smaller compared to the first
trials. The outliers represent those participants who lost control in a particular trial.
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Figure 3.3: Performances of the participants in the aptitude test.

A criterion, able to describe both overall and final behavior of each participant, was
established to select participants. If over the last 4 trials, a participant had a number of
trials within the 3rd quartile greater than 2, the participant was retained. If this number
was lower than 2, the participant was excluded.

By applying this criterion, a total of five subjects were excluded. Two other partic-
ipants were excluded because they did not comply with the safety requirements of the
CyberMotion Simulator (CMS). Furthermore, two subjects left the study after the apti-
tude test due to personal reasons. The remaining twenty-four participants were ranked,
based on their performance in the aptitude test, and methodically assigned to one of
the two groups. From Fig. 3.4, it can be noticed that the two groups, on average, show
equivalent performance for RMS, RMSφ and RMSθ. This is supported by independent-
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samples T tests for all three metrics (Tab. 3.1), which indicate that there is no significant
between-group difference.

Table 3.1: Independent-samples t-test between the two groups.

Metric t-test

t df Sig. (2-tailed)

RMS −0.039 22 0.969
RMSφ −0.371 22 0.714
RMSθ 0.154 22 0.879

Hence, the metrics show that the groups have been equally distributed in terms of
manual control skills throughout the aptitude test. The independent-samples T test was
applied only after checking that data were approximately normally distributed and with
homogeneous variance.
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Figure 3.4: Groups balance - Comparison of the average performances in the aptitude test.
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3.2.3. APPARATUS

This Section provides a description of the two considered helicopter simulators.

The CyberMotion Simulator (CMS) in Fig. 3.1b is an anthropomorphic robotic arm
(KUKA Roboter, GmbH) mounted on a linear rail to provide a total of 8 degrees-of-freedom.
Thanks to its high agility and motion envelope compared to Stewart platforms, the CMS
is well suited for helicopter hover training [Nieuwenhuizen et al., 2013]. The end-effector
consists of a custom-built helicopter cockpit with a 140° horizontal for 70° vertical field-
of-view that allows for virtual environments to be projected. For the experiment de-
scribed in this chapter, the cockpit was also equipped with a pilot seat and a commer-
cial off-the-shelf helicopter control inceptor (Pro Flight Trainer PUMA) with no pro-
grammable control loading systems.

The motion of the CMS was generated by means of a classical Motion Cueing Algo-
rithm (MCA) based on second-order high-pass washout filters [Reid et al., 1985, 1986].
The gains were manually tuned based on the evaluations of four expert Robinson R44
pilots, until a good matching between visual and motion cues was achieved [Geluardi
et al., 2017].

The Computer Based Trainer (CBT) in Fig. 3.1a is equipped with a pilot seat, a 22.5 in
display and the same control inceptor used in the CyberMotion Simulator (CMS). The
display is produced by VIEWPixx, VPixx Technologies Inc., Canada.

As discussed at the beginning of the chapter, in this experiment, an identified model
of a Robinson R44 civil light helicopter was used. This model was developed in previous
research and experimentally validated [Geluardi et al., 2018].

The visual environment projected in the two simulators was developed in Unity®

[Anonymous, 2016], see Fig. 3.5. It displays the inside of a Robinson R44 cockpit, while
the out-of-the-window scenery consists of a heliport with a wide field in which the he-
licopter can move without encountering any obstacle. Markers, such as lines and dots,
were drawn on the heliport ground to help the participants understand position and at-
titude of the helicopter. Moreover, hover boards were placed in the scenery and were
used by the student pilots as reference points for accomplishing the experiment tasks.
An artificial horizon, in the form of a head-up display, was also added to help the pilot
estimate the attitude of the vehicle even for the experimental condition without motion
cues (CBT).

Figure 3.5: Hover scenario visual scene.
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3.2.4. EXPERIMENT STRUCTURE
The main experiment was divided into three phases (Familiarization, Training and Eval-
uation) and was carried out on two different days, as shown in Tab. 3.2. In total, each
participant was trained in the simulators for approximately 3 hours.

FAMILIARIZATION

All participants read a short briefing document before starting the experiment, explain-
ing the basic setup of the experiment and the task to be performed. Besides the general
information concerning the experiment setup, a detailed instruction was provided re-
garding the helicopter dynamics and flight controls, the presented visual environment
and the program intended to teach the execution of the hover maneuver through a step-
by-step training. This training program consisted of five tasks of increasing level of diffi-
culty, summarized in Tab. 3.3. These tasks were selected based on consultations with a
helicopter instructor pilot (IP) and based on the results of previous training experiments
[Fabbroni et al., 2018, 2017a,b].

Specifically, they were defined as follows:

1. Left/Right Hovering Turn (Fig. 3.6a). In this task, participants control only the ped-
als. All the other axes are controlled by the autopilot described in Section 3.2.5.
This maneuver starts in a stabilized hover at an altitude of 25 ft (≈ 7.5 m) in front
of a hover board, placed 360 ft (≈ 110 m) in front of the starting position (see Fig.
3.5). The target is oriented 90° to the left and identified by an equally distant hover
board. After reaching the target, the heading is to be maintained for 10 seconds.
This maneuver is then repeated for a target oriented 90° to the right.

2. Up/Down Vertical Repositioning (Fig. 3.6b). In this task, participants control only
the collective. All the other axes are controlled by the autopilot described in Sec-
tion 3.2.5. This maneuver starts in a stabilized hover at an altitude of 25 ft (≈ 7.5 m)
in front of a hover board, placed 300 ft (≈ 90 m) in front of the starting position.
Additionally, a blue sphere is placed half-way between the starting position and
the hover board to aid the participant in maintaining the correct vertical position.
The target is placed 50 ft (≈ 15.25 m) above the starting position and identified by
an equally distant hover board. After reaching the target, the altitude is to be main-
tained for 10 seconds. This maneuver is then repeated in the opposite direction,
starting in a stabilized hover at an altitude of 75 ft (≈ 22.75 m).

3. Up/Down Vertical Repositioning and Heading Hold (Fig. 3.6b). This maneuver is
analogous to the previous one, except for the fact that the participants also con-
trol the pedals and have to compensate for the couplings related to the use of the
collective lever.

4. Cyclic Control Hover (Fig. 3.6c). In this task, participants control only the cyclic.
All the other axes are controlled by the autopilot described in Section 3.2.5. This
maneuver starts in a stabilized hover at an altitude of 25 ft (≈ 7.5 m) in front of a
hover board, placed 360 ft (≈ 110 m) in front of the starting position. The partici-
pants objective is to maintain the helicopter in hover for 30 s minimizing position
and heading error with respect to the initial position.

5. Full Control Hover (Fig. 3.6c). This maneuver is analogous to the previous one.
However, in this case the participants also control the pedals and the collective.
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(a) Left/right hovering turn.

50 ft

25 ft

150 ft 150 ft

50 ft

25 ft

150 ft 150 ft

(b) Up/Down vertical repositioning (with and without automatic heading hold).

180 ft 180 ft
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180 ft 180 ft

(c) Cyclic control and full control hover (top view on the left and side view on the right).

Figure 3.6: Hover part-task training program [Fabbroni et al., 2018, 2017a,b].
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Geluardi et al. [2017] adopted the precision hover and lateral reposition mission task
elements (MTEs) from ADS-33E [US Army AMCOM, 2000] (with minor modifications)
to conduct a between subjects experiment with participants with no prior flying expe-
rience. Participants were divided in four groups and each group was assigned a model
had to perform the MTEs with one of the four vehicle models used as independent vari-
able in the experiment, i.e., an identified helicopter model, a H∞ augmented system, a
µ-synthesis augmented system, and a PAV model. Participants assigned to the identified
helicopter model group were not able to accomplish the tasks, nor to keep the vehicle
under control. For this reason, a simplified version of ADS-33E precision hover MTE was
chosen, not requiring any low speed maneuver, but only small control adjustments to
remain around the initial position. Definitions such as “desired” and “adequate” perfor-
mance given in ADS-33E were not adopted here. These definitions are generally used
to rate the ability of experienced helicopter pilots to perform an MTE. However, in this
experiment participants were not requested to achieve the same performance level as
highly trained helicopter pilots.

Table 3.2: Experiment phases.

Phase Experimental group Control group Duration

Familiarization (Day
1)

Instructions session Instructions session 15 minutes

Part-task training in
the CBT (Tab. 3.3)

Part-task training in
the CMS (Tab. 3.3)

1 hour and 45 min-
utes

Training (Day 1) Hover with all con-
trols in the CBT

Hover with all con-
trols in the CMS

30 trials of 30 sec-
onds each

Evaluation/Transfer
(Day 2)

Hover with all con-
trols in the CMS

Hover with all con-
trols in the CMS

30 trials of 30 sec-
onds each

Table 3.3: Part-task training tasks.

mI D Task Controls used Duration (min)

1 Left/right Hovering Turn Pedals 5
2 Up/down Vertical Reposition-

ing
Collective 5

3 Up/down Vertical Reposition-
ing, Heading Hold

Collective + Pedals 20

4 Hover A Cyclic 30
0 Hover B Cyclic + Collective + Pedals 30

TRAINING

During the experiment’s Training phase (see Tab. 3.2), participants performed the Hover
B maneuver for 30 trials of 30 seconds each in the simulator assigned to their group (CBT
or CMS). During the first three trials of the Training phase, the CMS motion was disabled
in order help participants of the CMS group get acquainted with the unaugmented heli-
copter. Hence, these trials were neglected.



3.2. EXPERIMENT DESIGN

3

49

EVALUATION/TRANSFER

After training, the experimental group (CBT) was transferred to the CyberMotion Simula-
tor (CMS). Participants of both groups performed again the Hover B maneuver for 30 tri-
als of 30 seconds each. During the first three trials of the Evaluation phase, participants
of the CBT group were trained in the CMS without motion in order to get acquainted
with the new simulation environment. Hence, these trials were neglected.

3.2.5. STUDENT HELPER

The part-task training was implemented in both simulators by using the software control
system shown in Fig. 3.7. Here, the Helicopter Model to be controlled is a linear iden-
tified model of a Robinson R44 light-weight helicopter [Geluardi, 2016; Geluardi et al.,
2018], described by the following state-space representation:
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Figure 3.7: Logic of the controller used during the familiarization phase.

~̇x = A~x +B~u (3.2)

with~x ∈Rnx=21, ~u = [
ul at ulon uped ucol

]T ∈Rnu=4.

The system of Eq. (3.2) is controlled by the combined action of student pilot ~up and
software control system ~uc as in Eq. (3.3).

~u =~up +~uc =~up −Ki~xI (3.3)

The gain matrix Ki is the result of an optimization problem, based on the Linear
Quadratic Regulator design implemented by Fabbroni et al. [2017a]. For each maneu-
ver mI D , a specific gain matrix was calculated:
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K1 =


~k1,1
~k1,2
~0
~k1,4

 K2 =


~k2,1
~k2,2
~k2,3
~0

 K3 =


~k3,1
~k3,2
~0
~0



K4 =


~0
~0
~k4,3
~k4,4

 K0 =


~0
~0
~0
~0

 ∈Rnu×nx

(3.4)

with ~ki , j ∈R1×nx ∀i , j .
Specifically, K1 is the gain matrix associated with the Hovering Turn maneuver, K2

with the Vertical Repositioning maneuver, K3 with the Vertical Repositioning, Heading
Hold maneuver and K4 with the Hover A maneuver. Instead, K0 = 0 is associated with the
Hover B maneuver, in which the student pilot is controlling the system with all control
inputs.

In this setup the participants and the software control system never control the same
channels at the same time.

3.2.6. HYPOTHESIS
The participants of the CBT group performed the Training phase relying solely on the vi-
sual cues produced by a 22.5 in desktop monitor. During this phase, their visual sensory
system adapts to the small screen size. It is expected that training in simulation environ-
ments with poor cues will enhance perceptual learning. The improved perception skills
of the participants of the CBT group can allow them to adjust their control strategy in
order to adapt to the available cues in the new simulator. Thus, it is expected that the
hover performance of the CBT group won’t be worse than that achieved by the control
group, once transferred to the CMS.

3.2.7. INDEPENDENT VARIABLES
The qToT experiment described in this chapter is influenced by three main distinct fea-
tures of the two considered simulators:

• The presence of motion cues. This feature is crucial to evaluate the transfer of
training from a fixed-base to a moving-base simulator;

• The display type. This feature influences the transfer from a desktop monitor to a
large FOV cabin equipped with two projectors;

• The immersiveness of the simulation, determined by the difference between an
office desk and the CMS cabin.

Because of the impossibility to isolate the individual contribution of each feature to
the transfer of training, only one independent variable was in fact considered, i.e., the
overall simulator’s fidelity.
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3.2.8. DEPENDENT VARIABLES
To investigate the effect of simulator’s fidelity (independent variable) on hover perfor-
mance, the following dependent measures were defined:

• Number of completed trials. The number of trials in which the control of the heli-
copter model was not lost for the full duration of the trial. This index can be used
as an indication of the training effectiveness in maneuvers where the stability of
the helicopter is not guaranteed by the controller, as in Hover A and Hover B (Ta-
ble 3.3).

• Position Scores. The root mean squared (RMS) position error with respect to the
target hover position was calculated at the end of each completed trial for longi-
tudinal (x), lateral (y) and vertical (z) positioning and for the position magnitude
(P =

√
x2 + y2 + z2). Eq. (3.5) shows how these metrics are calculated, taking the

longitudinal positioning as example.

RMSx =
√√√√ 1

Ns

N∑
k=1

[x (k)−x (1)]2 (3.5)

where N is the number of time samples considered in the trial.

These indexes can be used to objectively evaluate the student pilots’ performance
while executing the maneuvers.

• Heading Score. The root mean squared (RMS) heading error was calculated at the
end of each completed trial.

• Velocity Score. The root mean square (RMS) of the linear velocity was calculated at
the end of each completed trial.

This index can be used as an indication of hover stability.

• Control activity. To gain insights into the participants’ control activity, the root
mean squared (RMS) deviation with respect to the trim position for every heli-
copter control was computed at the end of each completed trial.

The part-task training during the Familiarization phase was time-based. Therefore,
the total number of trials performed in each task is different for each participant. For
this reason, results presented in this chapter focus on Training and Evaluation phases
only.

3.2.9. DATA PROCESSING & ANALYSIS
Prior to performing the statistical tests, all the dependent measures defined in Section
3.2.8, except the number of completed trials, were averaged over the trials of each phase
for every participant. Dependent-samples t-tests between the phases of the experiment
for each group are conducted to investigate the within-subjects effect and independent-
samples t-tests between the groups in each phase are adopted to examine the between-
subjects effect.
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3.3. EXPERIMENT RESULTS
The experimental results will be presented in the following figures as box-whiskers plots.
On each box, the white circle represents the median over different data points. The box
is delimited by the first and third quartiles, therefore it includes data points between the
25th and the 75th percentile. The difference between first and third quartiles defines the
interquartile range. The two edges of the whiskers indicate the lowest and the highest
data point within 1.5 of the interquartile range. All the data points not included in the
whiskers are considered as outliers and they are represented by cross markers.

3.3.1. COMPLETED TRIALS
Fig. 3.8 shows the absolute and relative numbers of completed trials by participants of
both groups in each phase. The data points on which each box plot is based are plotted
next to it (filled circle markers), together with the mean value (diamond marker). It can
be noticed that the experimental group (CBT) had a higher success rate than the control
group (CMS) during the training phase, with an average number of completed trials that
is almost twice as high (Tab. 3.4). This marked difference disappears in the evaluation
phase, where performance of the CBT group remains almost unchanged. In the last ses-
sion of the experiment, participants of both groups were able to stabilize the helicopter
model in the CMS, on average, in the 60% of the runs, suggesting the effectiveness of the
training program. Indeed, subjects without any prior flying experience, who participated
in a previous study [Geluardi et al., 2017] and did not undergo a training phase, were not
able to accomplish hover and low-speed tasks nor to stabilize the same helicopter model
used in this experiment in any run.

The dramatically smaller number of completed runs for the CMS group during the
training phase is, in hindsight, related to the stricter safety limits in the CMS. Further-
more, some of the participants in the CMS group may have been overwhelmed by the
long stay in the CMS (two and a half hours), which is characterized by high vibrations
level (due to its lower stiffness compared to Stewart platforms [Nieuwenhuizen et al.,
2013]) and by a small cabin equipped with a large FOV projection screen.

Table 3.4: Group performance comparison in terms of average number of completed trials.

Phase Group

CBT CMS
Trials (/30) Percentage (%) Trials (/30) Percentage (%)

Training 19 63 10 33
Evaluation 17 58 18 61

3.3.2. PERFORMANCE SCORES
The evolution of participants’ performance is shown in Fig. 3.9 in terms of longitudi-
nal position. This score was found to be the most illustrative of the performance score
parameters considered in this experiment. The number that appears on the top (CMS
group) or at the bottom (CBT group) of each boxplot represents the number of samples
available, i.e., the number of participants that completed the corresponding trial. This
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Figure 3.8: Distribution of the percent number of completed trials by participants of both groups in each phase.

additional information is provided in order to avoid a misleading interpretation of the
results due to differences in the number of completed trials. At first glance, focusing on
the training phase (Fig. 3.9a), the CMS group performs better than the CBT group, ex-
hibiting also a lower within-group variability. However, for each trial the boxplot related
to the CMS group is based on a number of samples that is, on average, half of the number
of samples available for the CBT group (Fig. 3.8).

The CMS group shows a learning trend over the first half of the training phase, fol-
lowed by a degradation in the performance registered in the last part of this phase. The
CBT group displays fluctuating, but overall flat performance. The first session of the
experiment culminated in the training phase and lasted approximately 2 hours and 30
minutes. Hence, the data in Fig. 3.9a suggest that participants may have been affected
by fatigue towards the end of the session.

In the Evaluation phase (Fig. 3.9b), the comparison between the two groups becomes
fairer with respect to the Training phase. Indeed, for each trial the boxplots of the two
groups are based, on average, on the same number of samples (Fig. 3.8). Neglecting the
first three trials of the Evaluation Phase (Section 3.2.4)1 and trial 132, the CBT group al-
most immediately reaches performance comparable to that achieved by the CMS group,
but even better in terms of within-group variability. For both groups, a learning trend
appears in the second half of the evaluation phase. This trend is more pronounced for
the CBT group.

1In the first three trials of the evaluation phase, the participants of the CBT group performed the task with the
CMS motion disable for familiarization purposes.

2Trial 13 for the CMS group is not reliable because the boxplot is built only on 5 data points. This means that
only 5 participants over 12 were able to complete that trial. By accident most participants lost control of the
helicopter model and the trial was stopped before it was completed due to the strict safety limits of the CMS.
The higher variability in one single trial could be expected for example after a break. However, all the trials
in the evaluation phase were performed sequentially in one session of about 20 minutes. So this variability is
ascribed to the randomness of human subject experiments.
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Figure 3.9: Evolution of the distribution of the longitudinal score for each group.
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The effectiveness of the training was further investigated by averaging the scores de-
fined in Section 3.2.8 over the completed trials by each participant. These metrics are
shown in Fig. 3.10 as box-whiskers plots to compare the performance of the two groups
in the Training and in the Evaluation phases. Boxplots are plotted together with the data
points on which they are based. Each data point corresponds to one participant and the
number that appears next to it represents the number of completed trials by that partic-
ipant. As can be seen in Tab. 3.5, the CBT group significantly improved its performance
from the training phase to the evaluation phase for every considered metric, except for
the vertical score and the heading score.

For some metrics (longitudinal, heading, position and velocity scores), the enhance-
ment of the performance is associated with a decrease of the within-group variability.

No significant difference was found between the two phases for the CMS group (Tab.
3.5). The participants of this group were not able to stabilize the helicopter in a large
number of trials during the training phase. During the evaluation phase, they reach a
level of performance close to that shown by the participants who were able to complete
the task throughout the training phase. The increase in the number of completed trials
in the evaluation phase (Tab. 3.4) leads to a growth in the within-group variability for
almost every performance metric.

Table 3.5: Dependent-samples T test between training phase and evaluation phase.

Metric Group t-test

t df Sig. (2-tailed)

RMSx CBT 4.570 9 0.001∗
CMS −0.949 9 0.368

RMSy CBT 3.075 9 0.013∗
CMS −0.022 9 0.983

RMSz CBT −0.813 9 0.437
CMS −0.816 9 0.435

RMSψ CBT 0.787 9 0.451
CMS 0.508a

RMSP CBT 3.826 9 0.004∗
CMS −0.556 9 0.592

RMSV CBT 5.462 9 0.000∗
CMS 1.058 9 0.318

∗ Significant (p < 0.05) difference between compared samples.
a At least one sample not normally distributed. Related-samples

Wilcoxon signed-rank test was applied instead of paired-
samples T test.

Tab. 3.6 shows that the two groups achieved comparable performance. Indeed, the
data of the two groups were not statistically different in any phase of the experiment.
The largest difference was found for the longitudinal score during the training phase
(t (19) = 1.852, p = 0.08) and is again related to the small number of trials completed by
the CMS group.
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Figure 3.10: Distribution of the average score for each group in each phase.
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Table 3.6: Independent-samples T test between the two groups.

Metric Phase t-test

t df Sig. (2-tailed)

RMSx T 1.852 19.000 0.080
E −0.930 19.000 0.364

RMSy T 1.103 19.000 0.284
E −0.352 19.000 0.729

RMSz T −1.505 19.000 0.149
E −0.989 14.947 0.339

RMSψ T 0.251a

E 0.015 19.000 0.988

RMSP T 1.633 19.000 0.119
E −0.678 19.000 0.506

RMSV T 1.004 19.000 0.328
E −0.638 19.000 0.531

a At least one sample not normally distributed. Independent-
samples Mann-Whitney U test was applied instead of
Independent-samples T test.

3.3.3. CONTROL EFFORT

To justify some of the results obtained in terms of performance, it is worth looking also at
the participants’ control activity. As shown in Fig. 3.10c and 3.10d, vertical and heading
scores were the only two metrics in which no improvement was noticed from the training
to the evaluation phase for the CBT group. This might be related to how participants
were briefed. They were taught to first stabilize the helicopter, giving priority to the use
of the cyclic stick. Thereafter, within the same run, they were required to hover, using
the pedals and the collective lever to make adjustments of the helicopter’s heading and
altitude. This is also proven by the fact that both groups exhibit lower control activity for
the pedals and the collective than for the longitudinal and the lateral cyclic (Fig. 3.11).
Furthermore, for both groups there was no change in terms of control activity from the
training to the evaluation phase for the longitudinal cyclic (Fig. 3.11a), the collective
(Fig. 3.11c) and the pedals (Fig. 3.11d). Conversely, a decrease in the control activity
from training to evaluation phase can be noticed for the lateral cyclic (Fig. 3.11b) for
the CMS group, suggesting a reduction in the workload required from participants to
stabilize the helicopter model. This can also be inferred from the increase in the number
of trials completed by the CMS group in the evaluation phase.

3.4. DISCUSSION

The experiment presented in this chapter was designed to investigate how effective a
CBT can be for hover training of novice pilots. The results of this quasi-Transfer-of-
Training experiment confirm previous results in literature which showed how the effec-
tiveness of a Flight Simulator Training Device (FSTD) depends more on the design of
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(d) Pedals control activity.

Figure 3.11: Distribution of the average control activity for each group in each phase.

the training program than on the fidelity provided by the simulator itself [Caro, 1973].
Indeed, after approximately 2 hours and 30 minutes of practice in the respective simu-
lators, the two groups of participants (CBT and CMS groups) showed almost identical
proficiency levels in the evaluation phase.

Helicopters are unstable in hover, but the pilot acts as a feedback controller and uses
the available (visual and motion) cues as source of information to close the loop and sta-
bilize the system. Experienced pilots are taught to give priority to some of the available
cues depending on the flight condition, but in general they are supposed to trust their
instruments and ignore their vestibular sensory input. Despite this, simulator motion
bases enable better in-simulator performance by experienced pilot and there is nearly
unanimous preference to have this feature implemented in simulators [McCauley, 2006].
Novice pilots, instead, apparently gather information from the visual sensory system
disregarding the presence of motion cues in hover and low-speed maneuvers [Fabbroni
et al., 2018] (Tab. 3.6), at least for the current MCA set of parameters.
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The quasi-Transfer-of-Training experiment showed that the part-task training was effec-
tive in teaching the basics of helicopter dynamics and control. Indeed, participants of
both groups were able to consistently stabilize a Robinson R44 identified model at the
end of the evaluation phase.

The biggest difference between the two groups occurred during the training phase
and was related to the number of completed trials. In particular, the participants of the
CBT group were able to complete, on average, 63% of the total number of trials for this
phase, against only 33% of the CMS group. A possible reason for this result is that par-
ticipants of the CMS group might have been overwhelmed by the impact with the CMS,
which is characterized by high vibrations level and by a small cabin equipped with a
large FOV projection screen. The duration of the first session of the experiment (2 hours
and 30 minutes) might have increased the level of stress and fatigue, affecting the results
of the training phase for the CMS group. As a future recommendation, it is advisable to
split the experiment in three sessions in order to mitigate the influence of participants’
fatigue on the results. Furthermore, biophysical measurements can be used in future
studies to evaluate participants’ workload and to determine if stress and fatigue were
actually confounding factors.

The CBT group showed significant improvement in performance from the training
phase to the evaluation phase for all the considered metrics, except for the vertical and
the heading scores. As a consequence, it can be concluded that the pedals and the col-
lective require additional attention during the part-task training, not only when they are
used separately, but also in combination.

From the analysis carried out on the collected data, no differences between the CBT
and CMS groups were found. Although the relatively low number of participants does
not result in sufficient statistical power, the obtained results seem to confirm our hy-
pothesis that CBTs may be a valid alternative to high-fidelity simulators in the training
of task-naïve helicopter pilots, if supported by a suitable training program.

3.5. CONCLUSIONS
This chapter presented the results of a quasi-Transfer-of-Training experiment performed
to compare the effectiveness of low- and high-fidelity flight simulators to train the hover
maneuver to task-naïve helicopter pilots. Participants were divided into two groups:
one trained in a Computer Based Trainer (low-fidelity) and one in the MPI CyberMotion
Simulator (high-fidelity). The training session was followed by an evaluation session in
which the group trained in the CBT was transferred to the CMS to evaluate the effects of
the simulator fidelity on the Transfer-of-Training.

The results demonstrated the overall effectiveness of the training in both simulators,
structured as a realistic flight lesson. Indeed, participants of both groups were able to
stabilize the helicopter model, on average, in the 60% of the trials during the Evaluation
phase. Moreover, no significant difference between CBT and CMS groups was found.

Although more experiments are needed to confirm the obtained results, the outcome
of this experiment opens the possibility to replace or complement actual flight training
hours with instruction hours on low-cost flight training devices. This can potentially
reduce training costs and, eventually, pave the way towards a safety enhancement.
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4
FLIGHT MECHANICS IN

AUTOROTATION

Although improving current simulator training for basic maneuvers may have an impact
on rotorcraft safety, as discussed in Chapter 3, the keystone for the zero accident goal is
represented by the development of standardized training programs for autorotation and
emergency aircraft handling and by the improvement of simulator training for advanced
maneuvers [European Helicopter Safety Analysis Team, 2010, 2015; U.S. Joint Helicopter
Safety Analysis Team, 2011a,b]. In particular, autorotation is one of the most critical train-
ing scenarios, because it is an emergency procedure performed by pilots to safely land the
vehicle in the event of a power failure or tail-rotor failure. The loss of the engine strongly
affects the helicopter dynamics, thus requiring the pilot to adapt their control technique
to this variation.

This chapter investigates the changes in helicopter dynamics following total power failure,
with the aim to gain insight into the required pilot control adaptation during autorota-
tion. To this end, first a brief technical background regarding the autorotation maneuver
is given in Section 4.1 and 4.2. Then, the analysis of the dynamic stability in autorotation
(both for a 3-degrees-of-freedom (DOF) symmetrical helicopter model and for a 6-DOF
rigid-body helicopter model) is performed in Section 4.3.1, together with a comparison
with the dynamic stability in powered flight. Next, a sensitivity analysis is conducted in
Section 4.3.2 to investigate the effect of autorotative flare index variations on the helicopter
dynamics stability in autorotation. The results from these analyses are discussed in Section
4.4 and conclusions are drawn in Section 4.5.

The contents of this chapter have been published in:

Scaramuzzino, P. F. et al. (2019). Investigation of the Effects of Autorotative Flare Index Variation on Helicopter
Flight Dynamics in Autorotation. In 45th European Rotorcraft Forum (ERF 2019), number 89, pages 893-906,
Warsaw, September 17-19, 2019. PSAA.

Scaramuzzino, P. F. et al. (to be submitted). Investigation of the Effects of the Rotorspeed Degree of Freedom
on Helicopter Flight Dynamics in Autorotation. Journal of Guidance, Control, and Dynamics.
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4.1. INTRODUCTION
Autorotation is a flight condition in which the rotation of the rotor is sustained by the
airflow, rather than by means of engine torque applied to the shaft. Helicopter pilots use
autorotation following partial or total power failure, in order to reach the closest suitable
landing site. In this condition, the energy stored in the rotor is preserved at the expense
of the helicopter’s potential energy (altitude). This means that the helicopter can sustain
autorotation only by means of descending flight.

It has been common practice in analyzing dynamic stability of helicopters in pow-
ered flight to neglect the effects of variation of rotor angular velocity [Padfield, 2007].
Indeed, the vast majority of helicopters keep a constant rotorspeed (rpm) during flight.
This function is fulfilled by the governor, which measures and regulates the speed of
the engine. However, this assumption is no longer justified in case of autorotative flight
where the governor is disengaged and the pilot takes over the task of controlling the ro-
tor rpm directly. Power-off limits are usually between 85% and 110% of the nominal
rpm [EASA, 2017], such that the rotor can still produce enough thrust without the risk of
loss of control or structural damage. Therefore, the rotorspeed becomes an additional
degree-of-freedom (DOF) in autorotation. There is little substantial literature about the
analysis of the potential impact of this additional degree-of-freedom on helicopter flight
dynamics in autorotation. Nikolsky and Seckel [Nikolsky, 1952; Nikolsky et al., 1949a,b]
developed an analysis of the effects of autorotation on helicopter flight dynamics in both
vertical and forward translation. This work dates back to the 1950s. More recent work
was carried out by Houston [1996, 2000, 2002], who mainly focused on autogyros, for
which autorotation is the normal mode of operation.

The present chapter aims at understanding how the rotorspeed degree-of-freedom
impacts the classical rigid body modes, and therefore the handling qualities in autorota-
tion. This is achieved by comparing the eigenmodes of a 3-DOF longitudinal helicopter
model in straight level flight with those of a 4-DOF (3-DOF longitudinal + RPM) model
in steady descent during autorotation, both representative of the Bo-105 helicopter. The
same analysis was conducted on a higher fidelity helicopter model (6-DOF rigid-body
helicopter model + RPM), i.e., the eigenvalues of the 6-DOF rigid-body model in straight
level flight were compared with those of the 7-DOF (6-DOF + RPM) model in steady de-
scent in autorotation.

Moreover, this chapter investigates the effects of autorotative flare index variations
on helicopter stability in autorotation. There are many possible alternatives to express
the autorotative characteristics of a helicopter [Fradenburgh, 1984; White et al., 1982;
Wood, 1976]. The definition adopted in this thesis considers the autorotation index as
the ratio between the available energy, stored in the rotor, and the energy required to
arrest the rate of descent of the helicopter prior to ground contact which is proportional
to weight and disk loading. This index has been chosen because it has shown to be a
reasonably reliable indicator of the level of difficulty of making successful autorotative
landings [Fradenburgh, 1984]. In a sensitivity study, every design parameter involved
in the calculation of the autorotative flare index has here been varied in order to study
the sensitivity of the helicopter’s eigenmodes to changes in the autorotation index, and
therefore understand whether any of these parameters has a strong impact on the sta-
bility of the system.
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Pilots will need to adjust their control strategy based on the helicopter dynamics
they control. As a consequence, different handling characteristics may put a different
level of workload on the pilot to accomplish the task. This may also have implications
for autorotation training from a safety perspective. For instance, during in-flight train-
ing of novice pilots it is desirable to adopt a progressive difficulty approach, starting in
a low resource demanding configuration and then transitioning to a more challenging
one [Coyle, 2008]. During simulator training instead, starting the training in the highest
resource demanding setting may provide the pilot with more robust and flexible flying
skills that can then be transferred to the actual helicopter [Nusseck et al., 2008]. The
present study sets the basis for the experiments on autorotation training in flight simu-
lators presented in Chapters 5 and 6, as it provides a methodology to estimate the level
of difficulty of controlling a certain helicopter configuration during steady-descent in
autorotation.

4.2. METHODOLOGY
The helicopter dynamics in autorotation are analyzed in terms of the stability charac-
teristics of its modes of motion. In order to apply this approach to gain insight into the
physics of the helicopter dynamic behavior in autorotation, it is worth to divide the au-
torotation maneuver in three phases: steady descent, cyclic flare and rotation and collec-
tive flare [Prouty, 2002] (points 2, 3 and 4 of Fig. 4.1, respectively). Since steady descent
in autorotation is an equilibrium condition, it is possible to linearize the equations of
motion around this condition and study the stability of the linearized system by analyz-
ing the eigenvalues of the state matrix.

1

2

3

4

5

Figure 4.1: Autorotation phases (1: level flight, 2: steady descent, 3: cyclic flare, 4: rotation and collective flare,
5: touch-down).

Thirty-two different configurations have been considered (Tab. 4.1). These were ob-
tained by individually varying some basic design parameters1 of the baseline helicopter

1The term design parameters is generally used in preliminary helicopter sizing to designate tip speed, blade
area/solidity, disk loading, and installed power [Talbot et al., 1986]. Such variables can be estimated using
different methodologies such as sensitivity analysis of the performance equations [Hansen, 1984; Talbot et al.,
1986], parametric design studies (e.g., Carpet Plots [Hansen, 1984]) or a combination of these methods [Davis
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to get realistic values of the autorotative flare index, a metric that helps to size the rotor
during preliminary design studies [Fradenburgh, 1984]. The baseline helicopter is the
Bo-105 and its data were taken from Padfield [2007]. The procedure followed to select
these configurations is explained in Sec. 4.2.2.

Table 4.1: Configuration test matrix.

Design
parameter

Autorotative
flare index
AI (ft3/lb)

Blade
chord
c (m)

Main rotor
radius
R (m)

Main rotor
speed

Ωmr (rad/s)

Helicopter
weight
W (kgf)

B
la

d
e

ch
o

rd

5 0.0578 4.91 44.4 2200
10 0.1157
15 0.1735
20 0.2313
25 0.2892
30 0.3470
35 0.4049
40 0.4627

M
ai

n
ro

to
r

ra
d

iu
s

5 0.2700 3.61 44.4 2200
10 4.14
15 4.49
20 4.76
25 4.98
30 5.16
35 5.32
40 5.47

M
ai

n
ro

to
r

sp
ee

d

5 0.2700 4.91 20.6 2200
10 29.1
15 35.6
20 41.1
25 46.0
30 50.3
35 54.4
40 58.1

H
el

ic
o

p
te

r
w

ei
gh

t 5 0.2700 4.91 44.4 4753
10 3361
15 2744
20 2377
25 2126
30 1941
35 1797
40 1681

The comparison of the dynamic behavior of the different configurations, in terms of
eigenvalues, provides insight into which basic design parameters involved in the calcu-
lation of the autorotative index affect helicopter’s stability in steady autorotative descent

et al., 1979; Hansen, 1984; Schoen et al., 1980] that can also account for design requirements (e.g., maximum
speed, weight, fuselage drag, and design hover ceiling). As opposed to these relatively simple analyses which
are typically used in the first preliminary design stages, helicopter sizing by Statistics using correlations and
design trends in existing flying configurations represents a far more robust and reliable procedure, because it
already considers many other practical engineering constraints that usually emerge only in later stages of the
design process [Rand et al., 2004]. This method treats “classical” design parameters (e.g., tip speed, blade area,
disk loading, and installed power) as derived variables from actual design parameters (e.g., the disk loading
is calculated from the ratio between helicopter weight and disk area, which is a function of the rotor radius,
one of the actual design parameters). In a similar fashion, the term design parameters is used in this thesis
with the meaning of variables that are independent from each other, i.e., among which there is not a physical
relationship.
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the most, making it more difficult to control.
Some details regarding the flight dynamics model developed in this thesis and used

in this Chapter (as well as in Chapters 5 and 6) are provided in Section 4.2.1. For a
complete dissertation concerning the 3-DOF and the 6-DOF flight dynamics models the
reader is referred to Appendix A. Details regarding the trim and the linearization proce-
dures are covered in Appendices B and C, respectively.

4.2.1. FLIGHT MECHANICS MODEL
The aircraft equations of motion are derived from Newton-Euler dynamics equation in
Appendix A [Padfield, 2007] and are repeated here for completeness.

m
(
u̇ +qw − r v

)+mg sinθ = X

m
(
v̇ + r u −pw

)−mg cosθ sinφ= Y

m
(
ẇ +pv −qu

)−mg cosθcosφ= Z

Ixx ṗ − Ixz ṙ +q
(
Izz r − Ixz p

)− r q Iy y = L

Iy y q̇ + r
(
Ixx p − Ixz r

)−p
(
Izz r − Ixz p

)= M

Izz ṙ − Ixz ṗ +q
(−Ixx p + Ixz r

)+pq Iy y = N (4.1)

The system of Eq. (4.1) represents the classical 6-DOF (degrees of freedom) rigid-
body equations. To simulate autorotation, however, it is necessary to increase the order
of the model, to include the main-rotor speed DOF. Assuming that the transmission is
rigid, it is sufficient to add a single equation representing a torque balance [Padfield,
2007] and update the yaw dynamics equation to account for the coupling with the air-
frame:

(Izz + IR ) ṙ − IRψ̈mr − Ixz ṗ +q
(−Ix p + Ixz r

)+pq Iy = N (4.2)

IR
(
ψ̈mr − ṙ

)=���*0 in autorotation
Qeng −Qmr − g tr Qtr (4.3)

where IR is the polar inertia of the rotor2, g tr = Ωtr
Ωmr

. This equation is derived in Appendix
D relaxing the constraint of rigid transmission, thus becoming a system of equations,
known as engine-drivetrain dynamics.

The external forces and moments can be written as the sum of the contributions from
the different aircraft components, which, for a conventional helicopter (one main rotor
and one tail rotor), are: main rotor, tail rotor, fuselage, horizontal tailplane, and vertical
fin.

CONTRIBUTION OF THE DIFFERENT HELICOPTER COMPONENTS TO EXTERNAL FORCES

AND MOMENTS

Rotors The analytical expressions of forces and moments generated by the two rotors
are taken from a report by Chen [1979, 1980], then implemented for piloted simulation

2The polar inertia of the rotor does not keep into account only the inertia of the blades, but also the inertia of
the transmission.
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by Talbot et al. [1982], which are derived according to the following simplifications and
assumptions:

• The rotor blade was assumed to be rigid with linear twist.

• Uniform inflow was considered.

• Both flapping and inflow angles were assumed to be small.

• Simple strip theory was used.

• The reversed-flow region was ignored, and compressibility and stall effects were
not considered.

• The tail rotor was modeled as a teetering rotor without cyclic pitch.

As an additional assumption, steady-state tip-path plane dynamics was considered
for the model developed in this thesis. Furthermore, for the real-time simulation, quasi-
steady dynamic inflow was used [Pavel, 2001].

Fuselage and Empennage Due to the availability of wind-tunnel data for the Bo-105
helicopter’s fuselage and empennage [van der Wall, 2017], force and moment coeffi-
cients of these components are obtained from look-up tables as a function of incidence
and sideslip. To model a generic helicopter for which wind-tunnel data are not avail-
able, the same approach used by Talbot et al. [1982] can be adopted, i.e., simple lifting-
line theory assuming an elliptical lift distribution with uniform downwash and quadratic
drag coefficient for the empennage, and two representation for small and large angles for
the fuselage, linearly interpolated in the angle range not covered by those.

WAKE MODEL

To calculate the downwash at the different helicopter components (i.e., aerodynamic
centers of the fuselage, horizontal tailplane and vertical fin, and tail-rotor hub), a wake
model was implemented instead of using empirical models as Talbot et al. [1982]. Es-
sentially, two different types of wake models exist: prescribed and free-wake models.
Prescribed wake models are computationally more efficient than free-wake models, but
also less accurate.

The wake model implemented in the flight mechanics model developed in this thesis
is a prescribed wake model, known as Beddoes wake [Beddoes, 1985]. According to this
wake model, each blade produces a tip vortex. Two different wake geometries can be
adopted in this model: the undistorted wake, which assumes uniform inflow, and the
distorted wake, which accounts for the departure from uniform inflow induced by the
skewness of the wake. Among the several prescribed-wake models available, Beddoes
wake was chose for its computational efficiency and predictive effectiveness [Leishman,
2006].
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4.2.2. AUTOROTATION INDEX
The preliminary design phase of a new helicopter involves a trade-off procedure be-
tween performance in hover and in forward-flight [Johnson, 1994]. Different constraints
should be taken into account in order to avoid infeasible solutions. Among all the design
requirements, also performance in autorotation plays a crucial role [Fradenburgh, 1984].
Indeed, the ability of the pilot to land safely after total power failure does not depend only
on their skills, but also on the physical characteristics of the helicopter. This considera-
tion leads to the desire to quantify the autorotative characteristics of a given helicopter,
tracing these back to its basic design parameters. Since the execution of the autorota-
tion maneuver can be interpreted as an energy management task, a suitable index for
measuring autorotative performance should account for the kinetic energy stored in the
rotor.

Although several types of metrics can be defined [White et al., 1982; Wood, 1976], the
autorotation index (AI) is basically a stored energy factor. The index used in this thesis
(Eq. (4.4)), also known as autorotative flare index, was derived by Fradenburgh [1984]
from simple momentum relations assuming that the helicopter is initially in a steady
descent in autorotation, so that the problem becomes reducing the rate of descent prior
to touch-down as much as possible.

AI = IRΩ
2
mr

2W DL
(4.4)

The autorotative flare index (Eq. (4.4)) can be interpreted as the ratio between the
available energy (rotor kinetic energy IRΩ

2
mr /2, where IR is the polar moment of inertia

of the rotor system andΩmr is the rotor RPM) and the energy required to stop the rate of
descent of the helicopter (proportional to the helicopter weight W and the disk loading
DL). Thus, a high value of the index is desirable. In order to compare the values of this
index for various helicopters, it is convenient to plot the parameter proportional to rotor
kinetic energy per unit gross weight IRΩ

2
mr /2/W versus disk loading DL. This graphical

form is adopted in Fig. 4.2, where an overview of typical values of the autorotation index
is given. Straight lines through the origin correspond to constant values of the index.
Data for several well-known helicopters are shown and for all of them the autorotative
index falls between 5 and 40 ft3/lb.

Some of the parameters in Eq. (4.4) are closely related, hence it is not possible to
isolate the contribution of each of them to the overall autorotative performance. For this
reason, an approximate form of the autorotation index of Eq. (4.4) has been derived. For
this approximation it is assumed that:

• the main rotor blade mass density ρb is uniform, so that its mass can be expressed
as:

mb ' ρb thRc (4.5)

where th is the blade airfoil mean thickness, c is the blade mean chord and R is the
main rotor radius;
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Fradenburgh [Fradenburgh, 1984] Leishman [Leishman, 2006]
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Figure 4.2: Autorotative indices for several helicopters at standard sea level conditions (revised from Fraden-
burgh [Fradenburgh, 1984] and Leishman [Leishman, 2006]).

• the main rotor blade flap moment of inertia Iβ can be approximated with that of a
thin rod:

Iβ ' mb
R2

3
= ρb th

cR3

3
(4.6)

• the polar inertia of the rotor system IR can be approximated as the product be-
tween the number of blades on main rotor Nb and the main rotor blade flap mo-
ment of inertia Iβ:

IR ' Nb Iβ ' Nbρb th
cR3

3
(4.7)

With these assumptions and using the definition of disk loading DL:

DL = W

πR2 (4.8)

the autorotation index of Eq. (4.4) can be approximated as:

AI ' π

6
Nbρb th

cR5Ω2
mr

W 2 (4.9)

Seven independent design parameters have been identified (Nb , ρb , th , c, R, Ωmr

and W ). However, the number of blades on the main rotor Nb , blade mass density ρb ,
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and blade airfoil mean thickness th were fixed to the baseline value, reducing by three the
number of independent design parameters. The rationale behind this choice is that such
parameters are more related to blade dynamics and structural design than helicopter
performance.

Each of the remaining four design parameters of Eq. (4.9) was varied individually to
get eight different values of autorotation index, ranging from 5 to 40 ft3/lb, for a total of
32 configurations that are summarized in Tab. 4.1 and shown graphically in Fig. 4.3. The
reader should note that some of these configurations are not physically feasible. Indeed,
these configurations do not correspond to existing helicopters, but they are hypothetical
variants of the Bo-105 helicopter with different autorotation indexes.
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Figure 4.3: Autorotative indices for the helicopter’s configurations listed in Tab. 4.1 at standard sea level con-
ditions.

4.3. RESULTS
This section is split in two parts. The goal of the first part is to show the effects of the
rotorspeed degree of freedom on classical rigid-body modes. This is achieved by com-
paring the eigenmodes of a 3-DOF longitudinal model in straight level flight with those of
a 4-DOF (3-DOF longitudinal + RPM) model in steady descent during autorotation. Both
models are representative of the Bo-105 helicopter. The same analysis was conducted on
a higher fidelity helicopter model (6-DOF rigid-body helicopter model + RPM), i.e., the
eigenmodes of the 6-DOF rigid-body model in straight level flight were compared with
those of the 7-DOF (6-DOF + RPM) model in steady descent in autorotation.

The second part focuses on the effects of some of the basic design parameters in-
volved in the calculation of the autorotative flare index on the helicopter’s stability char-
acteristics in autorotation.
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4.3.1. EFFECT OF RPM ON RIGID-BODY MODES

ANALYSIS OF THE MODE PARTICIPATION FACTORS AT 60 KNOTS (3-DOF)

Modes in steady descent in autorotation cannot be easily matched with modes in level
flight just by looking at the corresponding eigenvalues. Their identification in autorota-
tion needs to be based on the analysis of the corresponding eigenvector by means of a
comparison with the eigenvectors in level flight. Indeed, we expect a similar behavior
in terms of states’ participation for equivalent modes in the two flight conditions. How-
ever, using eigenvectors to estimate the participation of a mode on states with different
dimensions (e.g., u [L/T] and q [1/T]) is not straightforward. For this reason, Mode Par-
ticipation Factors (MPF), calculated according to Eq. (C.58), are used in place of eigen-
vectors for mode identification purposes. Theoretical insight on MPF are provided in
Appendix C.2.2. Bar plots have been used to compare the mode participation factors
between level flight and steady autorotation at 60 kn horizontal speed (Fig. 4.4). The
pitch subsidence mode exhibits a negligible participation along the rotorspeed DOF (Fig.
4.4c). In contrast, the phugoid (Fig. 4.4a) and the heave/rotorspeed (Fig. 4.4b) show a re-
distribution of the participation from the airframe states to the rotorspeed DOF in steady
autorotation. In particular, there is a mild decrease in the participation along u and θ in
favor of w and ψ̇mr for the phugoid, while there is a strong decrease in the participation
along w in favor of ψ̇mr for the heave/rotorspeed.
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(a) Comparison between phugoid mode participation
factor in level flight and in autorotation.
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(b) Comparison between heave/rotorspeed mode
participation factor in level flight and in autorotation.
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(c) Comparison between pitch subsidence mode par-
ticipation factor in level flight and in autorotation.

Figure 4.4: Comparison between mode participation factors in level flight and steady descent in autorotation
for the baseline helicopter (Bo-105) according to the 3-DOF longitudinal + RPM model at 60 kn horizontal
speed at standard sea level conditions.
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EVOLUTION OF THE EIGENVALUES WITH HORIZONTAL SPEED (3-DOF)
Fig. 4.5 shows a comparison between the root locus in level flight (Fig. 4.5a, 4.5c and
4.5e) and steady descent in autorotation (Fig. 4.5b, 4.5d and 4.5f) for the baseline heli-
copter (Bo-105), according to the 3-DOF helicopter model. The root loci are parametrized
with horizontal speed, showing the evolution of each mode from low-speed flight to
140 kn. Steady descent in autorotation is a condition in which the helicopter is descend-
ing at a constant rate of descent, whose value is such that the rotor torque is zero [Prouty,
2002]. This means that also the rate of descent changes with horizontal speed. These val-
ues are shown in Fig. 4.5d and 4.5f for three points (minimum speed, speed for minimum
descent rate and maximum speed).

In steady descent in autorotation, the heave and the rotorspeed DOFs couple to-
gether giving rise to a set of complex conjugate poles (Fig. 4.5f). This heave-rotorspeed
oscillation is the direct consequence of the coupling terms Qw and Zψ̇mr in the state-
matrix of Eq. (C.41), as shown in Fig. 4.6. Here, a comparison is made between the
fully coupled rotor-airframe system (non-zero rotor torque derivatives with respect to
airframe states and airframe forces and moments derivatives with respect to rotorspeed
in the state-matrix of Eq. (C.41)), the fully uncoupled rotor-airframe system (zero ro-
tor torque derivatives with respect to airframe states and airframe forces and moments
derivatives with respect to rotorspeed in the state-matrix of Eq. (C.41)) and two par-
tially coupled rotor-airframe systems (one with non-zero Qw and Zψ̇mr and the other
with non-zero Qw , Zψ̇mr and Mψ̇mr in the state-matrix of Eq. (C.41)) in the prediction
of the heave/rotorspeed oscillation for the baseline helicopter at 60 kn horizontal speed.
The fully uncoupled system features two stable real poles (Fig. 4.6a), among which the
most damped exhibit participation primarily along the heave DOF (heave subsidence) as
shown in Fig. 4.6b, whereas the other participates only along the rotorspeed DOF (rotor-
speed mode). With the inclusion of the coupling terms Qw and Zψ̇mr , the two real poles
coalesce giving rise two a set of coumplex conjugate poles (Fig. 4.6a) with participation
primarily along the heave and the rotorspeed DOFs (Fig. 4.6b). However, to achieve
a better approximation of the heave/rotorspeed oscillation both in terms of frequency
and damping, there is the need to include also Mψ̇mr (Fig. 4.6a).

In steady autorotation, the phugoid consists of two aperiodic poles at very low and
very high speeds. At intermediate speeds, these two poles couple together, giving rise
to a set of complex conjugate poles that is unstable only at low horizontal speeds (Fig.
4.5d). The pitch subsidence mode instead is almost identical in the two flight conditions.

Typical autorotative speeds range from 60 to 75 kn [Anonymous, 1979, 1995]. To gain
more insight into the dynamic characteristics of the baseline helicopter in steady de-
scent in autorotation, the vale of 60 kn horizontal speed was considered. Tab. 4.2 shows
a comparison of eigenvalues, frequency and damping characteristics at 60 kn horizon-
tal speed between level flight and steady descent in autorotation. The phugoid mode,
which is unstable and lightly damped in level flight (time to double of approximately
33 s), becomes stable in steady autorotation (time to halve of approximately 48 s). The
heave subsidence instead, which is stable and aperiodic in level flight (time to halve of
approximately 1 s), couples with the rotorspeed degree of freedom, giving rise to a set
of stable and highly damped periodic poles in steady autorotation (time to halve of ap-
proximately 2 s). The pitch subsidence slightly moves toward the left-hand side of the
complex plane, but overall does not change significantly.
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(a) Root locus in level flight.
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(b) Root locus in steady descent in autorotation.
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(c) Evolution of the phugoid in level flight.
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(d) Evolution of the phugoid in autorotation.
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(e) Evolution of the heave subsidence in level flight.
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(f) Evolution of the heave/rotorspeed in autorotation.

Figure 4.5: Comparison between root loci in level flight and steady descent in autorotation for the baseline
helicopter (Bo-105) according to the 3-DOF longitudinal + RPM model as a function of horizontal speed at
standard sea level conditions.
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(a) Heave/rotorspeed eigenvalue.
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(b) Heave/rotorspeed Mode Participation Factor.

Figure 4.6: Comparison between the fully coupled rotor-airframe system, the fully uncoupled rotor-airframe
system and two partially coupled rotor-airframe systems in the prediction of the heave/rotorspeed oscillation
for the baseline helicopter at 60 kn horizontal speed at standard sea level conditions.
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Table 4.2: Eigenvalues, frequency and damping characteristics at 60 kn for the baseline helicopter - Compari-
son between level flight and steady descent in autorotation according to the 3-DOF model.

Level flight Steady descent in autorotation

Mode
λ (rad/s)

ωn (rad/s) ζ (-)
λ (rad/s)

ωn (rad/s) ζ (-)
ℜ (λ) ℑ (λ) ℜ (λ) ℑ (λ)

Phugoid
0.0212 −0.3497 0.3503 −0.0605 −0.0146 −0.1334 0.1342 0.1087
0.0212 0.3497 0.3503 −0.0605 −0.0146 0.1334 0.1342 0.1087

Heave/ −0.6197 0.0000 0.6197 1.0000 −0.3472 −0.4869 0.5980 0.5806
Rotorspeed −0.3472 0.4869 0.5980 0.5806

Pitch sub. −4.0783 0.0000 4.0783 1.0000 −4.2596 0.0000 4.2596 1.0000

ANALYSIS OF THE MODE PARTICIPATION FACTORS AT 60 KNOTS (6-DOF)
Sec. 4.3.1 showed that especially the phugoid and the heave/rotorspeed mode are strongly
influenced by the inclusion of the rotorspeed DOF. In this section, mode participation
fators are analyzed also for the 6-DOF + RPM model to confirm the results from the 3-
DOF model and to investigate whether modes with participation primarily along lateral-
directional states are also affected by the additional degree of freedom (rotorspeed DOF).

Fig. 4.7 shows a comparison of the mode participation factors between level flight
and steady descent in autorotation at 60 kn horizontal speed according to the 6-DOF
+ RPM model. Unexpectedly, the coupling between the longitudinal and the lateral-
directional planes seems weak, as longitudinal modes barely participates along lateral-
directional states and the participation of lateral-directional modes along longitudinal
states is nearly unnoticeable. Fig. 4.7a to 4.7c show that only the phugoid and the
heave/rotorspeed exhibit a non-negligible participation along the rotorspeed state, con-
firming the results obtained with the 3-DOF + RPM model in Sec. 4.3.1. Fig. 4.7d to 4.7f
show that lateral-directional modes of motion are not affected by the rotorspeed DOF,
as they do not exhibit any participation along this DOF and their state participation is
essentially the same in the two flight conditions. Such a result could be expected as the
steady-descent in autorotation is mainly a longitudinal maneuver.

EVOLUTION OF THE EIGENVALUES WITH HORIZONTAL SPEED (6-DOF)
The same analysis conducted on the 3-DOF model in Sec. 4.3.1 is repeated in this section
for the 6-DOF model to understand whether the 3-DOF model provides accurate results
from the perspective of the dynamics stability of the longitudinal modes of motion.

Fig. 4.8 shows a comparison between the root locus in level flight (Fig. 4.8a) and
steady descent in autorotation (Fig. 4.8b) for the baseline helicopter, according to the
6-DOF helicopter model. The root loci are parametrized with horizontal speed, showing
the evolution of each mode from 10 kn to 120 kn. To examine the differences in terms of
helicopter dynamic behavior in the two flight conditions, modes with participation pri-
marily along longitudinal states (Fig. 4.10) and those with participation primarily along
lateral-directional states (Fig. 4.9) are analyzed separately.
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(a) Comparison between phugoid mode participation
factor in level flight and in autorotation.
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(b) Comparison between heave/rotorspeed mode
participation factor in level flight and in autorotation.
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(c) Comparison between pitch subsidence mode par-
ticipation factor in level flight and in autorotation.
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(d) Comparison between roll subsidence mode partic-
ipation factor in level flight and in autorotation.
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(e) Comparison between spiral mode participation
factor in level flight and in autorotation.
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(f) Comparison between dutch roll mode participa-
tion factor in level flight and in autorotation.

Figure 4.7: Comparison between mode participation factors in level flight and steady descent in autorotation
for the baseline helicopter (Bo-105) according to the 6-DOF + RPM model at 60 kn horizontal speed at standard
sea level conditions.
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(a) Root locus in level flight.
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(b) Root locus in steady descent in autorotation.

Figure 4.8: Comparison between root loci in level flight and steady descent in autorotation for the baseline
helicopter as a function of horizontal speed at standard sea level conditions.
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Lateral-Directional Modes of Motion As expected from Sec. 4.3.1, lateral-directional
modes of motion (roll subsidence, spiral subsidence and dutch roll) are almost unaf-
fected by the incorporation of the rotorspeed degree of freedom (Fig. 4.9). These modes
maintain the nature they have in straight level flight also in steady-descent in autoro-
tation: the roll and the spiral subsidences are aperiodic modes and the dutch roll is a
periodic mode in both flight conditions.

Longitudinal Modes of Motion The analysis conducted on the 3-DOF model (Sec. 4.3.1)
demonstrated that the dynamic behavior of the helicopter in the two flight conditions is
substantially different from the perspective of the stability of the longitudinal modes of
motion (phugoid, heave subsidence and pitch subsidence).

This result is confirmed for the 6-DOF model, as shown in Fig. 4.10. In steady descent
in autorotation, the rotorspeed degree of freedom couples with the heave subsidence,
giving rise to a couple of complex conjugate poles (Fig. 4.10d) that is unstable only at low
horizontal speeds. The phugoid is also affected by the rotorspeed degree of freedom: it
becomes unstable only at high speeds (Fig. 4.10b). The pitch subsidence mode instead
is almost unaffected by the addition of the rotorspeed state.

These results are in good agreement with those provided by the 3-DOF model (Fig.
4.5), especially at intermediate speeds, thus confirming that the rotorspeed degree of
freedom has a strong influence only on the longitudinal rigid-body modes and that the 3-
DOF model represent an acceptable compromise for the study of the stability in steady-
descent in autorotation.

Tab. 4.3 shows a comparison of eigenvalues, frequency and damping characteristics
at 60 kn airspeed between level flight and steady descent in autorotation, confirming for
the longitudinal modes what had already been observed for the 3-DOF model in Tab. 4.2
and showing that lateral-directional modes overall do not change significantly.

Table 4.3: Eigenvalues, frequency and damping characteristics at 60 kn for the baseline helicopter - Compari-
son between level flight and steady descent in autorotation according to the 6-DOF model.

Level flight Steady descent in autorotation

Mode
λ (rad/s)

ωn (rad/s) ζ (-)
λ (rad/s)

ωn (rad/s) ζ (-)
ℜ (λ) ℑ (λ) ℜ (λ) ℑ (λ)

Phugoid
0.0324 −0.3553 0.3567 −0.0908 −0.0598 −0.1857 0.1951 0.3068
0.0324 0.3553 0.3567 −0.0908 −0.0598 0.1857 0.1951 0.3068

Heave/ −0.5511 0.0000 0.5511 1.0000 −0.2563 −0.4927 0.5554 0.4615
Rotorspeed −0.2563 0.4927 0.5554 0.4615

Pitch sub. −3.9068 0.0000 3.9068 1.0000 −4.0351 0.0000 4.0351 1.0000

Roll sub. −13.7649 0.0000 13.7649 1.0000 −14.1025 0.0000 14.1025 1.0000

Spiral sub. −0.0471 0.0000 0.0471 1.0000 −0.0367 0.0000 0.0367 1.0000

Dutch roll
−0.3791 −1.8765 1.9145 0.1980 −0.4240 −1.8419 1.8900 0.2243
−0.3791 1.8765 1.9145 0.1980 −0.4240 1.8419 1.8900 0.2243
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(a) Evolution of roll subsidence in level flight.
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(b) Evolution of roll subsidence in autorotation.
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(c) Evolution of spiral subsidence in level flight.
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(d) Evolution of spiral subsidence in autorotation.
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(e) Evolution of dutch roll in level flight.
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(f) Evolution of dutch roll in autorotation.

Figure 4.9: Comparison between root loci in level flight and steady descent in autorotation for the baseline
helicopter as a function of horizontal speed at standard sea level conditions for the lateral-directional modes
of motion.
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(a) Evolution of phugoid in level flight.

−0.6 −0.4
−2

−1

0

1

2
·10−2

Real Axis (rad/s)
Im

ag
in

ar
y

A
xi

s
(r

ad
/s

)
(b) Evolution of phugoid in autorotation.
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(c) Evolution of heave subsidence in level flight.
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(d) Evolution of heave/rotorspeedin autorotation.
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(e) Evolution of pitch subsidence in level flight.
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(f) Evolution of pitch subsidence in autorotation.

Figure 4.10: Comparison between root loci in level flight and steady descent in autorotation for the baseline
helicopter as a function of horizontal speed at standard sea level conditions for the longitudinal modes of
motion.
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4.3.2. EFFECT OF AUTOROTATIVE INDEX DESIGN PARAMETERS

ON HELICOPTER STABILITY CHARACTERISTICS IN AUTOROTATION
The stability characteristics of the set of helicopter configurations defined in Sec. 4.2.2
have been evaluated at 60 kn horizontal speed using the 3-DOF + RPM helicopter model
and are shown in Fig. 4.11. This set of configurations has been divided into four subsets,
each of which is related to a specific design parameter (see Tab. 4.1). Fig. 4.11a, 4.11b,
4.11c and 4.11d show the sensitivity of the modes to variations of the autorotative flare
index due to changes in the main rotor blade chord c, main rotor radius R, main rotor
RPMΩ and helicopter weight W , respectively.
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(a) Root loci as a function of main rotor blade chord.
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(b) Root loci as a function of main rotor radius.
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(c) Root loci as a function of main rotor RPM.
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(d) Root loci as a function of helicopter weight.

Figure 4.11: Comparison between root loci in steady descent in autorotation at 60 kn horizontal speed for the
different helicopter’s configurations as a function of the autorotation index at standard sea level conditions
according to the 3-DOF + RPM helicopter model.
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For every subset of configurations, it can be noticed that increasing the autorotative
flare index has:

• negative effects on the stability of the phugoid mode, which even becomes slightly
unstable for high values of the index.

• positive effects on the stability of the heave/rotorspeed mode;

• negative effects on the stability of the pitch subsidence. However, the pitch subsi-
dence remains stable;

To achieve greater insight into this trend, a sensitivity analysis of the eigenvalues to
stability derivative perturbations was conducted. To this end, the elements of the state-
matrix (Eq. (C.41)) of the baseline helicopter were varied individually in a range that was
chosen according to the values assumed by that derivative for the helicopter configu-
rations listed in Tab. 4.1. Fig. 4.12 shows the results of this analysis. Frequency (Fig.
4.12a and 4.12c) and damping ratio (Fig. 4.12b and 4.12d) were analyzed to evaluate the
sensitivity of complex eigenvalues.

EFFECTS OF AUTOROTATIVE INDEX ON THE PHUGOID MODE

The sensitivity analysis of the phugoid frquency and damping ratio to stability deriva-
tive perturbations (Fig. 4.12a and 4.12b, respectively) demonstrates that the stability
characteristics of the phugoid mode are mainly related to the speed stability derivative
Mu . Increasing this derivative increases the stability of the phugoid (Fig. 4.13a). Fig.
4.14a shows that an increase in the autorotative flare index reduces Mu , thus making the
phugoid mode less stable.

EFFECTS OF AUTOROTATIVE INDEX ON THE HEAVE/ROTORSPEED MODE

Fig. 4.6a showed that the stability derivative terms Qw and Zψ̇mr are responsible for
the coupling between the heave and the rotorspeed modes. However, Mψ̇mr affects the
heave/rotorspeed oscillation both in terms of frequency and damping. This is con-
firmed by Fig. 4.12c and 4.12d, according to which the stability characteristics of the
heave/rotorspeed mode are mainly related to the stability derivative Mψ̇mr , although all
the derivatives of Z and M have a strong effect on the heave/rotorspeed damping (Fig.
4.12d). Increasing this derivative increases the stability of the heave/rotorspeed mode
(Fig. 4.13b). Fig. 4.14b shows that an increase in the autorotative flare index increases
Mψ̇mr , thus making the heave/rotorspeed mode more stable.

EFFECTS OF AUTOROTATIVE INDEX ON THE PITCH SUBSIDENCE MODE

The sensitivity analysis of the pitch subsidence to stability derivative perturbations (Fig.
4.12e) demonstrates that the stability characteristics of the pitch subsidence mode are
mainly related to the pitch-damping derivative Mq . Increasing this derivative decreases
the stability of the phugoid (Fig. 4.13a). Fig. 4.14a shows that an increase in the autoro-
tative flare index reduces Mq , thus making the pitch subsidence mode less stable.
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(a) Phugoid frequency sensitivity.

X
u

X
w

X
ψ̇

m
r

Z
u

Z
w

Z
ψ̇

m
r

M
u

M
w

M
q

M
ψ̇

m
r

Q
u

Q
w

Q
q

Q
ψ̇

m
r

−0.5

0

0.5

1

Stability Derivative

ζ
p

h
−ζ

p
h

b
a

se
li

n
e

(-
)

(b) Phugoid damping sensitivity.
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(c) Heave/Rotorspeed frequency sensitivity.
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(d) Heave/Rotorspeed damping sensitivity.
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(e) Pitch subsidence sensitivity.

Figure 4.12: Eigenvalue Sensitivity to stability derivative perturbations.
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(b) Evolution of the heave/rotorspeed mode increas-
ing the rotorspeed derivative Mψ̇mr .
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(c) Evolution of the pitch subsidence mode increasing
the pitch-damping derivative Mq .

Figure 4.13: Root locus sensitivity.

4.4. DISCUSSION
The present chapter investigated the effects of the rotor RPM degree-of-freedom in au-
torotation on classical rigid-body modes for two helicopter models, characterized by a
different level of fidelity (3-DOF longitudinal and 6-DOF rigid-body helicopter model).
The proposed methodology relies on various classical assumptions (e.g., linearization
and stability analysis), that make it applicable only to the steady descent part of the au-
torotation maneuver, which can be considered as an equilibrium condition.

According to the analysis carried out on both models, the helicopter dynamics change
considerably in autorotation as the rotorspeed degree of freedom couples with the clas-
sical rigid body modes. Therefore, autorotation requires a different stabilization strat-
egy by the pilot (this is shown through the “paper pilot” [Anderson, 1970; Dillow, 1971]
developed in Appendix E) and should not be mistakenly considered only as an energy
management task. Indeed, for both models the results show that there are two main
differences between the modes in straight level flight and those in steady descent in au-
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(c) Pitch-damping derivative Mq .

Figure 4.14: Stability derivatives as a function of autorotative flare index.

torotation for the baseline helicopter (Bo-105) considered in this study.

The first difference is that the phugoid in autorotation is unstable only at very low or
very high speeds. The mode participation factor analysis at the typical autorotative speed
shows that in steady descent in autorotation the phugoid is affected by the inclusion of
the rotorspeed degree-of-freedom ψ̇mr exhibiting a non-negligible participation along
this state. This is achieved at the expenses of the participation along the surge speed
u and the pitch angle θ that decreases with respect to straight level flight. This means
that the speed derivative Mu and the pitch-damping derivative Mq , whose interaction is
responsible for the instability of the phugoid in straight level flight, are not sufficiently
coupled to induce the unstable phugoid oscillation.

The second difference is that the heave subsidence mode couples with the rotorspeed
degree of freedom, giving rise to a set of complex conjugate poles. The mode participa-
tion factor analysis at the typical autorotative speed shows that in steady descent in au-
torotation this mode can be described as a heave/rotorspeed oscillation, as it exhibits
participation primarily along these two states. There is a strong decrease in the partic-
ipation along the heave speed w with respect to level flight in favor of the rotorspeed
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degree-of-freedom ψ̇mr . It was demonstrated that the stability derivatives Qw and Zψ̇mr

are responsible for the coupling between the heave and the rotorspeed modes. However,
Mψ̇mr affects the heave/rotorspeed oscillation both in terms of frequency and damping.

A good agreement in terms of stability characteristics of the longitudinal modes of
motion is found between the two models. Furthermore, the lateral-directional modes
of the 6-DOF rigid-body helicopter model + RPM overall do not change significantly
in steady-descent in autorotation with respect to straight level flight, as demonstrated
by the “paper pilot” [Anderson, 1970; Dillow, 1971] developed in Appendix E, which is
characterized by the same lateral-directional control loops and gains in the two flight
conditions. These results have implications on the model fidelity requirements for au-
torotation training, as they suggests that a 3-DOF longitudinal helicopter model + RPM
may be already a good starting point to learn the execution of the autorotation maneu-
ver. Of course, considering the high-order (coupled fuselage/rotor dynamics) and highly
coupled nature of the helicopter dynamics compared to a fixed-wing aircraft, higher or-
der models may be desirable to provide the pilot with those cues that are important for
the failure identification and prompt reaction (e.g., initial yaw after failure that cannot
be modelled with a 3-DOF longitudinal model).

The present chapter has also investigated whether large variations of the autorota-
tive flare index strongly affect helicopter dynamics in autorotation, because this may
have consequences on pilot control strategy and workload. The autorotative flare index
is used in any helicopter development program by Sikorsky Aircraft [Fradenburgh, 1984]
as a metric for satisfactory autorotative characteristics and, within certain constraints,
appears to be a reasonably reliable indicator of the relative ease of making successful au-
torotative landings. Four independent design parameters are involved in the calculation
of the simplified version of this index: the main rotor blade chord, the main rotor radius,
the rotor RPM and the helicopter weight. Each was varied individually from the baseline
value to get eight different values of the autorotation index, spanning from 5 to 40 ft3/lb.
This range was chosen after comparing the index for various existing helicopters.

For each of the four sub-sets of configurations, the sensitivity of the eigenvalues to
changes in the autorotation index shows the same results. When the autorotative flare
index increases, the stability of the phugoid mode worsens, because the speed stability
derivative Mu decreases. The same holds for the pitch subsidence (the pitch-damping
stability derivative Mq increases), whereas the opposite happens for the heave/rotorspeed
mode (the rotorspeed stability derivative Mψ̇mr increases). Thus, higher values of the au-
torotation index, representative of good autorotative performance in terms of available
energy over required energy, do not necessarily mean better stability characteristics. Of
course these considerations hold for synthetic variations of the baseline helicopter, the
Bo-105. Future work is necessary to understand whether this behavior holds in general
or depends on the underlying helicopter dynamics.

The main limitation of the proposed methodology consists in the fact that it is ap-
plicable only to the steady descent part of the autorotation maneuver, which is not the
most demanding phase for the pilot [Prouty, 2009]. A procedure for the quantitative
assessment of handling qualities in autorotation, accounting for all the phases of the
maneuver, need to be implemented. To this end, the “paper pilot” [Anderson, 1970; Dil-
low, 1971] developed in Appendix E can be used by comparing pilot performance for
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different helicopter configurations when the same gains are used or by comparing pilot
gains when the same autorotation performance are achieved flying different configu-
rations. As an alternative, pilot-in-the-loop experiments with test pilots awarding han-
dling quality ratings to the different helicopter configurations can be performed. The
latter approach was chosen in this thesis, because, due to the lack of flight test data in
autorotation, pilot evaluation was used also as a validation step of the helicopter model.

In order to gain insight into how pilots adapt their control strategy to the variation
of the helicopter dynamics in autorotation and to the changes in the autorotative flare
index, as a next step, pilot-in-the-loop experiments will be conducted on the SIMONA
Research Simulator at Delft University of Technology (see Chapters 5 and 6). Prior to the
experiments, a test pilot will be invited to fly and evaluate the model in the simulator
and to perform the autorotation maneuver with the different helicopter’s configurations
analyzed in the present chapter. Pilot ratings, pilot commentary and some objective
performance metrics will be collected in order to isolate two flyable configurations char-
acterized by different workloads required by the pilot. The selected configurations will
be then used in two quasi-transfer-of-training experiments to test whether the group of
participants that starts the training in the most challenging setting develops more robust
and flexible flying skills than the group that starts the training in the least demanding
setting, as previous experimental evidence has shown [Nusseck et al., 2008].

4.5. CONCLUSION
The present chapter applied linear dynamics system theory to assess helicopter stability
characteristics in autorotation. In order to achieve this goal, the classical system of equa-
tions describing the helicopter flight dynamics, which comprises the rigid-body degrees
of freedom of the fuselage, has been augmented by the rotor torque equation. Indeed,
the main difference with respect to powered flight is that in autorotation the rotor RPM
becomes a true degree of freedom, because the governor is disengaged and no longer ful-
fils the task of keeping the rotorspeed constant. The validity of this analysis is restricted
to the steady descent phase of the autorotation maneuver, that can be considered as an
equilibrium condition.

The results show that the helicopter dynamics change considerably in autorotation
as a consequence of the fact that the rotorspeed degree of freedom couples with the
classical rigid-body modes. Therefore, autorotation requires a different control strategy
by the pilot and should not be considered only as an energy management task, as it is
qualified by the autorotative flare index. Indeed, high values of the index may also lead
to degraded stability characteristics and hence a possibly more difficult autorotation.

Future work is necessary to understand how strongly pilots are influenced across dif-
ferent autorotative flare index (AI) settings and whether problems in skill tranfer between
high/low AI helicopters exist.
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Chapter 4 presented a sensitivity analysis investigating the effect of autorotative flare in-
dex variations on the helicopter dynamics stability in autorotation. This analysis allows
to determine which values of the index lead to degraded stability characteristics of the he-
licopter in autorotation, thus requiring high control compensation to the pilot. However,
high pilot intervention does not necessarily hamper acquisition of skills and transfer of
training, especially for experienced pilots [Wickens et al., 2013]. On the contrary, previous
experimental evidence [Nusseck et al., 2008] demonstrates that positive transfer of skills
occurs from high pilot control compensation dynamics to low control compensation dy-
namics, but not the opposite.

This chapter investigates the effects of two sets of helicopter dynamics (chosen among those
studied in Chapter 4) on pilots learning process and transfer of learned skills during au-
torotation training, one requiring low and the other high pilot control compensation. The
chapter is structured as follows. First, the design of a quasi-transfer-of-training experi-
ment performed on the SIMONA Research Simulator (SRS) aimed at evaluating whether
the helicopter dynamics affect the transfer of trained autorotation flying skills is presented
in Section 5.2. The results from this experiment are documented and discussed in Sections
5.3 and 5.4, respectively. The chapter is concluded in Section 5.5.

The contents of this chapter have been published in: Scaramuzzino, P. F. et al. (2022). Ef-
fects of Helicopter Dynamics on Autorotation Transfer of Training. Journal of Aircraft, 59(1):73-88.
https://doi.org/10.2514/1.C036217.
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5.1. INTRODUCTION
Pilot training and flight simulators play a crucial role in rotorcraft safety. Accident anal-
yses carried out by the U.S. U.S. Joint Helicopter Safety Analysis Team [2011a,b] and the
European Helicopter Safety Analysis Team [2010, 2015] pointed out that the develop-
ment of a standardized training program for autorotation and emergency aircraft han-
dling, as well as the improvement of simulator training for basic and advanced maneu-
vers, are essential. A combination of simulator and in-flight training is desirable, es-
pecially during the training of hazardous scenarios. The variety of conditions that pi-
lots may face during emergencies requires experience and judgment in order to react
promptly and avoid the many possible errors. Extensive practice is necessary to acquire
robust and flexible piloting skills, giving the pilots the ability to adapt to different aircraft
configurations and types. Because in-flight training is expensive and potentially danger-
ous, simulator training is the only viable alternative. Especially for rotorcraft, simulator
usage has the potential to substantially reduce costs and risks, as shown by Memon et al.
[2019]. However, to avoid unrealistic training and negative transfer of skills when sim-
ilar situations are encountered during actual flight, there is the need to bridge the gap
between simulator scenarios and reality for edge-of-the-envelope flight.

Autorotation is considered to be a key critical training scenario [Coyle, 2013; Prouty,
2009; Rogers et al., 2000]. It is a flight condition where the rotation of the rotor is sus-
tained by the airflow moving up through the rotor, rather than by means of engine torque
applied to the shaft. Helicopter pilots use autorotation following partial or total engine
power failure to reach the nearest suitable landing site. The energy stored in the rotor is
preserved at the expense of the helicopter’s potential energy, i.e., the altitude. Therefore,
a helicopter can sustain autorotation only by means of descending flight.

One key challenge for obtaining representative simulation and effective pilot train-
ing in ground-based simulators is ensuring a sufficiently realistic flight model [White
et al., 2019]. While this is true for flight simulation in general, the need for high-accuracy
models is especially felt for flight conditions that are the result of abnormal modes of
operation, such as autorotation. For example, the representation of the rotor wake plays
an essential role in rotorcraft flight mechanics models. Houston et al. [2003] have inves-
tigated how vorticity transport models, as opposed to the simpler finite-state induced
velocity models [Chen, 1990], affect modeling quality for autorotation. Furthermore,
many studies [Houston, 1996, 2000, 2002, 2003; Nikolsky, 1952; Nikolsky et al., 1949a,b]
have focused on the effects of the variable rotor angular speed in autorotation, which are
usually neglected in powered-flight rotorcraft models. Finally, key efforts were also de-
voted to model development and validation against wind tunnel and/or flight test data
in autorotation and in the vortex ring state region for non-conventional helicopters, such
as rotary decelerators of falling objects (e.g., ejection seat equipped with a folded rotor)
[Seter et al., 2014] and coaxial helicopters [Bauknecht et al., 2018; Feil et al., 2021].

Besides model fidelity, pilots’ perception and their use of available cues is another as-
pect that should not be underestimated in flight simulation for training purposes [Jones,
2017; Mulder et al., 2013; Pool et al., 2016]. One of the most debated issues regarding sim-
ulator cueing is whether full-motion simulators are actually needed to achieve superior
training quality. While this can be considered a general simulation question, there are
peculiarities for each aircraft class, e.g. fixed-wing, helicopters, that require to perform
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a specific assessment for each one of them. Decker et al. [1986] and Kaiser et al. [2001]
investigated the effects of a range of visual and motion cues settings on pilots’ ability
to perform unpowered helicopter landings. Both works showed that helicopter touch-
down performance, along with pilot opinion, improved with increased motion fidelity.
However, in-simulator performance and simulator acceptance by the pilots are not met-
rics of training effectiveness when no transfer paradigm is adopted. To overcome the
inconsistency among the results of the individual studies on the need of motion bases
[McCauley, 2006], de Winter et al. [2012] conducted a meta-analysis on 24 transfer-of-
training experiments with motion as an independent variable, using both fixed- and
rotary-wing aircraft models, showing that there is no overall evidence that motion im-
proves performance in real aircraft, even though positive effects in favor of motion are
observed in quasi-transfer studies and for individuals without flight experience learning
disturbance-rejection tasks or maneuvers of vehicles with low dynamic stability, such as
helicopters. Since then, other transfer-of-training experiments were performed for both
fixed-wing aircraft [Pool et al., 2016; Zaal et al., 2015] and helicopters [Fabbroni et al.,
2018, 2017a,b]. Most of these experiments use a quasi-transfer paradigm, where trained
skills are applied on a simulator with capabilities that are beyond those of a typical train-
ing simulator [AGARD, 1980], corroborating the assumption that such simulators act as a
valid replacement for the actual aircraft. Similar results are obtained in all these studies:
the need of simulators with a motion system cannot be claimed. On the contrary, sub-
jects who trained in poorer cueing situations developed control strategies that positively
transfer to higher fidelity simulators.

Despite these recent efforts devoted to achieving more accurate rotorcraft models
and clarifying the relation between simulator cueing and training effectiveness, only a
few studies have explicitly investigated the effects of rotorcraft model fidelity and dy-
namics variations on pilot behaviour and (transfer of) training, e.g., [Nusseck et al., 2008;
Pavel et al., 2013; Timson et al., 2011]. Especially for a critical hands-on maneuver such
as autorotation, pilots need to adjust their control strategy according to the helicopter
dynamics they control [AGARD 1980; Hosman, 1999; Hettinger et al., 2003]. Helicopters
with different handling characteristics may require very different skills from pilots to
accomplish the task. Earlier experiments in training a lateral sidestep hover maneuver
[Nusseck et al., 2008], showed that flight-naïve participants – i.e., without any previous
real or simulated flight experience – are more likely to develop robust and flexible flying
skills when they start the training in a helicopter with agile system dynamics. According
to Nusseck et al. [2008], starting the training of a certain task with the most challenging
configuration provides the pilot with the ability to accomplish the same task with every
other configuration after a short adaptation phase.

This result is consistent with the principle of perceptual learning, which Gold et al.
[2010, (p. R46)] define as “experience-dependent enhancement of our ability to make sense
of what we see, hear, feel, taste or smell. These changes are permanent or semi-permanent,
as distinct from shorter-term mechanisms like sensory adaptation or habituation. More-
over, these changes are not merely incidental but rather adaptive and therefore confer ben-
efits, like improved sensitivity to weak or ambiguous stimuli”. Thus, training with the
highest resource-demanding setting enhances perceptual learning, and the improved
perception skills allow pilots trained in this setting to more easily adjust their control
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strategy when transferred to another, easier condition.

This chapter investigates whether the acquisition of flying skills for autorotation, and
their transfer, are affected by the helicopter dynamics. We hypothesized that certain
dynamics may lead to the development of a more robust control behavior, one that can
be easily adapted to a helicopter with different dynamics, yielding substantial benefits
in terms of engine failure handling capabilities.

The results of a quasi-Transfer-of-Training (qToT) experiment with fourteen expe-
rienced helicopter pilots,divided in two groups, performed in TU Delft’s SIMONA Re-
search Simulator (SRS) are presented to corroborate this hypothesis. Several metrics
have been used to compare the performance at touchdown. Additionally, a novel method,
referred to as Control Event Detection (CED), is presented, to allow an in-depth analysis
of pilot control actions involved in a successful autorotative landing.

5.2. METHODS

5.2.1. TASK

In rotorcraft handling quality research, experimental tasks are usually defined accord-
ing to the specifications of the mission-oriented design standard, ADS-33E [US Army
AMCOM, 2000]. Although conceived for military rotorcraft, ADS-33E is widely used to
assess handling qualities characteristics of commercial rotorcraft as well, as there is no
counterpart in the civil domain. However, the use of ADS-33E Mission Task Elements
(MTEs) is not always relevant, especially in the design of training tasks. Furthermore,
ADS-33E does not have a specific Autorotation Maneuver MTE. Since there are no spe-
cific handling quality metrics for autorotation, pilot-in-the-loop autorotation maneu-
vers are usually evaluated based on subjective pilot feedback and comments and on ob-
jective measurements of landing survivability metrics [Sunberg et al., 2015].

For this experiment, a MTE was defined for the straight-in autorotation maneuver;
the proposed test course is shown in Fig. 5.1. The simulation starts with the helicopter
trimmed in straight level flight at 60 knots air speed, at an altitude of 1,000 ft. The sym-
metry plane of the helicopter is aligned with the center line of a runway, whose starting
point is located 3,281 ft ahead the helicopter initial position. The pilot has to keep con-
stant speed and altitude until the power failure is triggered from the control room. As
soon as the pilot recognizes the unannounced failure, he has to recover starting a steady
descent in autorotation, maintaining 60 knots air speed and keeping the rotor RPM in
the green arc of the tachometer. When close enough to the ground the pilot has to flare,
to reduce both the rate of descent and the forward speed and finally level the skids with
the ground, to avoid tail strike, and pull-up the collective to cushion the touchdown.
The contact accelerations at touchdown were not modeled. Therefore, the simulation
stopped automatically once the center of gravity of the helicopter reached two meters
above the ground.

Performance standards for the straight-in autorotation maneuver are adapted from
Sunberg et al. [2014, 2015] and are listed in Tab. 5.1. The values of the horizontal speed
and of the rate of descent at touchdown refer to the AH-1G helicopter [Sunberg et al.,
2015], which has a similar skid landing gear as the baseline helicopter (Bo-105) consid-
ered in this chapter. Therefore, these were not changed. Although characterized by a
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Figure 5.1: Suggested course for straight-in autorotation maneuver.

similar landing system, the AH-1G and the Bo-105 are different helicopters, with differ-
ent performance and intended role. Indeed, the AH-1G is a two-blades rotor, single-
engine attack helicopter, whereas the Bo-105 is a light, twin-engine, multi-purpose he-
licopter with a four-blades hingeless rotor. The maximum values of the pitch angle at
touchdown, which are responsible of preventing tail strike, were slightly increased due
to the different helicopter geometry. Indeed, due to its longer and lower tail boom, the
AH-1G helicopter cannot afford to touch down with the same fuselage pitch as the Bo-
105.

Desired performance translates into a successful landing, i.e., the helicopter’s final
state at ground contact is such that the aircraft and crew survivability are not threatened.
Adequate performance translates into marginal landing conditions, that would likely re-
sult in damage to the aircraft, but be survivable to the occupants and the equipment.
The values presented in Tab. 5.1 are defined according to landing survivability metrics
that are based on specifications for military helicopters’ structural design [Department
of the Air Force and Navy Bureau of Aeronautics, 1954; Department of the Army, 1974]
and on the accident analysis conducted by Crist et al. [1981].

The threshold values for desired and adequate performance must not only be adapted
to the helicopter geometry and type of landing gear, but also according to the ground sur-
face (e.g., paved, concrete, grass, etc.) on which the helicopter touches down. The values
listed in Tab. 5.1 can be considered reasonable for landing on a paved or concrete sur-
face. The landing gear on skid-equipped helicopters is designed to spread laterally under
load, dissipating the residual amount of kinetic energy deriving from a non sufficiently
effective flare and cushion. This is of course possible only on relatively hard surfaces.
Touchdowns to soft surfaces, such as grass, are extremely dangerous, as the skid tubes
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dig a small depression in the surface and are therefore prevented from moving sideways.
This means that the landing gear does not operate in its design conditions and some of
the loads that it should withstand are transferred to other parts of the structure. These
may bent and eventually fail.

Another problem of touchdowns to soft surfaces is that the friction on a soft surface
is greater than a paved hard surface. This is due to the larger contact area between the
skids and the surface. The greater friction combined with the high center of gravity of a
helicopter may easily lead to a nose over. In these conditions it is extremely important to
reduce (in absolute value) the minimum pitch attitude to mitigate tip over occurrences.
Furthermore, grass can always hide uneven ground.

The combination of requirements on lateral speed and horizontal speed translates
into a requirement also on the sideslip/track angle, that together with the requirement
on yaw rate should be responsible for preventing roll-over issues due to the difference
between where the airframe nose is pointing and the direction it is travelling. Also in this
case it is extremely important to adapt the desired and adequate performance threshold
values according to the touchdown surface.

Table 5.1: Performance – Straight-in Autorotation Maneuver (adapted from Sunberg et al. [2015]).

Metric
Performance

Desired Adequate

Minimum Maximum Minimum Maximum

Pitch angle at touchdown θtd (deg) −5 12 −5 18
Horizontal speed at touchdown Vxtd (kn) 0 30 0 40
Rate of descent at touchdown Vztd (ft/min) 0 480 0 900
Pitch rate at touchdown qtd (deg/s) −30 20 −50 40

5.2.2. HELICOPTER DYNAMICS

Participants performed the straight-in autorotation task by controlling a four degrees-of-
freedom (3-DOF longitudinal dynamics plus rotorspeed DOF), non-linear and generic
helicopter model with steady flapping dynamics (see Section 4.2.1 and Appendix A). This
generic model can be used in combination with different parameters sets to approximate
the dynamic response of any conventional helicopter configuration. Since the final part
of the autorotation is mainly a longitudinal maneuver, the use of a 3-DOF symmetrical
helicopter model is acceptable.

In Section 4.3.2, the stability characteristics in autorotation of helicopters with a dif-
ferent autorotative flare index (AI) [Fradenburgh, 1984] were compared. The AI can be
interpreted as the ratio between the available energy, i.e., rotor kinetic energy IRΩ

2/2,
where IR is the polar moment of inertia of the rotor system and Ω is the rotor RPM,
and the energy required to stop the rate of descent of the helicopter, proportional to the
helicopter weight W and the disk loading DL. Therefore, high values of the index are
desirable. In order to compare the values of this index for various helicopters, it is con-
venient to plot the parameter proportional to rotor kinetic energy per unit gross weight
IRΩ

2/2/W versus disk loading DL. This graphical form is adopted in Fig. 5.2, where an
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overview of typical values of the autorotation index is given. Straight lines through the
origin correspond to constant values of the index. Several helicopters have been consid-
ered and all of them have an autorotative index between 5 and 40 ft3/lb. However, it can
be noted that values of the index above 30 ft3/lb can only be achieved by single-engine
helicopters, whereas values below 15 ft3/lb are typical of large helicopters (maximum
mass greater than 9072 kg).

Fradenburgh[Fradenburgh, 1984] Leishman[Leishman, 2006] Hard
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Figure 5.2: Autorotative indices at standard sea level conditions for several helicopters (revised from Fraden-
burgh [1984] and Leishman [2006]).

From the wide range of configurations studied in Section 4.3.2, two were selected for
the current experiment. The “hard” dynamics is representative of the Bo-105 helicopter
and was taken from Padfield [2007]. The “easy” dynamics represents a variation of the
Bo-105 helicopter with reduced weight in order to achieve a higher AI.

Fig. 5.3 shows a comparison of the dynamics modes in steady descent in autorota-
tion for the two helicopter configurations considered here. The rate of descent for the
hard configuration is 1630.2 ft/min, whereas for the easy configuration is 1649.8 ft/min.
Although the modes of the two configurations do not differ considerably, in particular
in terms of the pitch subsidence, it can be noted that the heave/rotorspeed mode of
the hard dynamics is less stable than that of the easy dynamics, whereas the opposite
holds for the phugoid. While similar in terms of stability characteristics, these two con-
figurations proved to be considerably different in terms of handling qualities during a
pre-experiment with a test pilot, both concerning objective metrics of performance at
touchdown (Tab. 5.1) and subjective handling quality ratings provided by the pilot. The
selection process of these two helicopter dynamics is extensively discussed in Section
5.2.2.
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Figure 5.3: Comparison between modes in steady descent in autorotation for the two different helicopter’s
configurations at standard sea level conditions.

SELECTION OF HELICOPTER CONFIGURATIONS

In Section 4.3.2, the stability characteristics in autorotation of helicopters with a differ-
ent autorotative flare index (AI) [Fradenburgh, 1984] were compared. Although a high
autorotation index is desirable, it was shown that stability in autortation does not al-
ways improve when the index increases. Therefore, an additional step was required to
isolate only two configurations among those studied in Section 4.3.2, consisting in a pre-
experiment with a test pilot.

Thirty-two configurations were studied (Fig. 5.4a). They were the result of the varia-
tion from the baseline values (Bo-105 helicopter) of four design parameters (main rotor
blade chord c, main rotor radius R, main rotor speedΩ, and helicopter weight W ) which
affect the value of the AI. This was demonstrated by deriving an approximated expres-
sion of the AI in Section 4.2.2. Different types of helicopters have been considered in Fig.
5.2 and all of them have an AI between 5 and 40 ft3/lb. Therefore, each of the four design
parameters affecting the AI was varied individually to obtain eight different values of the
AI evenly spaced from 5 to 40 ft3/lb.

Fig. 5.2 shows that values of the index above 30 ft3/lb can only be achieved by single-
engine helicopters, whereas values below 15 ft3/lb are typical of large helicopters. Since
the baseline helicopter (Bo-105) is a medium weight twin-engine helicopter, those con-
figurations with an AI index below 15 ft3/lb and above 30 ft3/lb were excluded. The con-
figurations with an AI of 20 ft3/lb and 25 ft3/lb were also excluded because too close to
the baseline, meaning that probably the pilot would not be able to notice any difference
between these configurations and the baseline. Only the configuration with an AI of
20 ft3/lb due to a main rotor blade chord (c) variation with respect to the baseline value
was retained. Indeed, the main rotor blade chord is the only linear term in the approxi-
mated expression of the AI (see Section 4.2.2). Therefore, this parameter is subject to the
highest variations with respect to the baseline value and might lead to non-physically
feasible configurations for high and low AI. This selection process resulted in nine con-
figurations (Fig. 5.4b and Tab. 5.2) over the thirty-two initially available (Fig. 5.4a).

To determine the easiest and the hardest configurations, a pre-experiment with a
helicopter test pilot was conducted. The test pilot performed five autorotative landings
with each of the ten pre-selected configurations, the baseline plus the nine listed in Tab.
5.2 and shown in Fig. 5.4b. During each run, pilot’s inputs and the helicopter model
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response to these inputs were collected. After the completion of each configuration (five
runs), the pilot provided Cooper-Harper ratings (HQR) [Cooper et al., 1969] according to
performance defined in Tab. 5.1.
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(a) All configurations studied in Section 4.3.2.
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(b) Configurations tested by a test pilot in the pre-
experiment.

Figure 5.4: Autorotative indices at standard sea level conditions for the helicopter’s configurations studied in
Section 4.3.2.

Table 5.2: Configuration test matrix.

Design parameter
Autorotative
flare index
AI (ft3/lb)

Blade
chord
c (m)

Main rotor
radius
R (m)

Main rotor
speed
Ω (rad/s)

Helicopter
weight
W (kgf)

Blade chord
15 0.1735 4.91 44.4 2200
20 0.2313
30 0.3470

Main rotor radius
15 0.2700 4.49 44.4 2200
30 5.16

Main rotor speed
15 0.2700 4.91 35.6 2200
30 50.3

Helicopter weight
15 0.2700 4.91 44.4 2744
30 1941

The results of the pre-experiment are shown in Fig. 5.5 for each of the four metrics
considered in the performance standards of Tab. 5.1. Every box plot represents the vari-
ability in performance over the five autorotative landings performed with a specific con-
figuration. Painted stripes are adopted to provide the reader with a visual aid to quickly
assess pilot’s performance in every configuration. From Fig. 5.5c and 5.5d, it can be
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noticed that the pilot can easily attain desired performance for the pitch angle and the
pitch rate at touchdown in every run with every configuration. The rate of descent at
touchdown always falls within adequate performance (Fig. 5.5b), whereas the horizontal
speed at touchdown falls outside performance standards in few runs with some config-
urations (Fig. 5.5a). Since the performance standards in terms of pitch angle and pitch
rate were easily attained, the assessment of the different configurations was based only
on the horizontal speed and on the rate of descent (Fig. 5.5a and 5.5b).

Desired performance Adequate performance Outside standards

A
I1

5Ω

A
I1

5R

A
I1

5c

A
I1

5W

A
I2

0c

A
I3

0Ω

A
I3

0R

A
I3

0c

A
I3

0W

A
I b

as
el

in
e

30

40

50

Configuration (-)

V
x t

d
(k

n
o

ts
)

(a) Horizontal speed at touchdown.

A
I1

5Ω

A
I1

5R

A
I1

5c

A
I1

5W

A
I2

0c

A
I3

0Ω

A
I3

0R

A
I3

0c

A
I3

0W

A
I b

as
el

in
e

200

400

600

800

Configuration (-)

V
z t

d
(f

t/
m

in
)

(b) Rate of descent at touchdown.
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(d) Pitch rate at touchdown.

Figure 5.5: Distribution of the performance at touchdown for each of the ten configurations.

The configuration AI15c shows the highest variability and is characterized by the
worst performance for both metrics. The opposite holds for the configuration AI30W .
These results are in strong agreement with the subjective ratings provided by the pi-
lot listed in Tab. 5.3. AI30W was chosen as the easiest configuration. AI15c, however,
was not selected as the hardest configuration, because it involves a 36% variation of the
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main rotor blade chord with respect to the baseline value, hence it was considered not
physically feasible. Looking at both the objective metrics (Fig. 5.5a and 5.5b) and the
subjective ratings (Tab. 5.3), the baseline configuration takes the second place as worst
configuration and so can be safely regarded as the hardest configuration. Therefore,
the AI30W configuration, taken as the easiest configuration for the pilots, represents
a lighter in weight version of the baseline helicopter that is instead taken as the hardest
configuration.

Table 5.3: Cooper-Harper ratings (HQR) for the ten configurations flown by the test pilot.

Configuration
Autorotation

Parameter
Handling

Selected
Comments/Deficiencies on

Index
Qualities Performance and
Rating Control Compensation

AIbaseline 23.3413 Baseline 5 Yes (Hard) The rotor decay is realistic, but rather
on the rapid side

AI15c 15 Chord (c) 6 No Rotor rpm drops quicker than base-
line (really aggressive response). Rpm
more sensitive in this configuration

AI20c 20 Chord (c) 4 No Noticed improved pitch stability,
hence it is easier to control than
baseline

AI30c 30 Chord (c) 4 No The sink rate drops less faster with re-
spect to previous configurations dur-
ing flare. Therefore, the flare is
initiated at a higher altitude. Too
large pitch angle during flare. When
pitching-up, the pilot loose sight and
has to reposition the point which they
is looking in order to assess the rate of
descent. The pilot had to adapt their
entry in the flare

AI15Ω 15 RPM (Ω) 5 No Slight nose-down tendency that has to
do with the collective position. When
changes are made to speed or pitch at-
titude it takes longer to get it stable
again. This configuration appears to
be unstable

AI30Ω 30 RPM (Ω) 4 No More natural position of the collective.
The rotor rpm is not very sensitive to
pitch attitude

AI15R 15 Radius (R) 3 No This rating might be affected by learn-
ing effects

AI30R 30 Radius (R) 4 No Pitch response is more pronounced.
The pilot had to adapt their control
strategy. More difficult to control with
regard to pitch response. More agile,
therefore more control inputs are re-
quired during the flare in order to get
the attitude correctly

AI15W 15 Weight (W ) 5 No No pronounced difference with re-
spect to previous configuration. Cross-
coupling effect might be slightly big-
ger. When the pilot lowers the collec-
tive they has the feeling that they needs
to apply more aft cyclic

AI30W 30 Weight (W ) 3 Yes (Easy) There is likely more energy in the rotor.
Therefore, it is much easier to control
because the rotor rpm changes much
slower. RPM control during entry is
much easier
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5.2.3. EXPERIMENT STRUCTURE
The experiment is structured as in Tab. 5.4 and consists of four phases:

1. Familiarization: this phase was intended to help the participants get acquainted
with the simulation environment (helicopter model, cockpit ergonomy, control
inceptors, etc.). For this reason, the simulator motion system was disabled and
each participant performed the task with either the hard or the easy helicopter
dynamics. These runs were not used in the analysis.

2. Training: each participant performed the task with the same helicopter dynamics
used during the Familiarization phase. Starting from this session, the simulator
motion system was enabled.

3. Transfer: each participant performed the task with the other helicopter configura-
tion.

4. Back-transfer: each participant performed the task with the initial hard/easy heli-
copter configuration.

In total, the whole experiment session for each participant lasted approximately 3
hours.

Table 5.4: Experiment phases.

Phase HEH group EHE group Duration Motion
(number of

autorotative landings)

Familiarization Hard helicopter
dynamics

Easy helicopter
dynamics

3 Off

Training Hard helicopter
dynamics

Easy helicopter
dynamics

15 On

Transfer Easy helicopter
dynamics

Hard helicopter
dynamics

15 On

Back-Transfer Hard helicopter
dynamics

Easy helicopter
dynamics

14∗ On

∗ The log file of the 15th run of the back-transfer phase of some participants was corrupted. Due to the loss of these data, the
14th run was considered as the last run of the back-transfer phase.

5.2.4. DEPENDENT MEASURES
To investigate the effect of the helicopter dynamics (independent variable) on autorota-
tion performance and training, the dependent measures related to the MTE definition
presented in Tab. 5.1 were considered. Since those measures assess only the perfor-
mance at touchdown, other metrics were also taken into account to compare the control
strategies adopted by the participants of the two experiment groups, namely:

1. Number of landings at least within adequate performance (Tab. 5.1).

2. Number of landings within desired performance (Tab. 5.1).
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3. Reaction time: time required by the pilot to lower the collective after engine failure
(Fig. 5.1).

4. Recovery time: time required by the pilot to enter a steady descent in autorotation
(Fig. 5.1).

5. Flare initiation altitude: altitude at which the pilot initiates the flare by pulling
back the cyclic stick (Fig. 5.1).

6. Rotation altitude: altitude at which the pilot levels the skids with the ground by
pushing forward the cyclic stick (Fig. 5.1).

7. Cushion altitude: altitude at which the pilot raise the collective to cushion the
touchdown (Fig. 5.1).

Metrics 3 to 7 were extracted from the experiment time histories using a newly devel-
oped methodology called Control Event Detection (CED), which is presented in Section
5.2.9.

5.2.5. HYPOTHESES

For this experiment only one main hypothesis was tested. Based on previous experi-
mental evidence [Nusseck et al., 2008] and on current in-flight training procedures, it
is envisioned that pilots who start the training with the most challenging configuration
(hard dynamics), are more likely to develop robust and flexible autorotation skills that
can be easily adapted to different helicopter configurations and dynamics. Therefore, it
is expected that flying skills are positively transferred from the hard to the easy dynamics,
but not conversely. When positive transfer happens, we expect to see lower rates of de-
scent after transition to a different dynamics, as a lower descent rate is a key indicator for
a controlled and smooth touchdown [Coyle, 2013]. Among all the dependent measures,
the rate of descent is thus expected to cover a key role to corroborate our hypothesis.

5.2.6. PARTICIPANTS

A total of fourteen experienced helicopter pilots with a different background (license
type), with a mix of civil and military experience and with a different in-flight and sim-
ulator experience took part in the experiment; all of them were male. The participants
had an average age of 41.71 years (σ = ±9.50 years) and an average helicopter experi-
ence of 2,669 flight hours (σ = ±2,336 flight hours), ranging from a minimum of 120 to
a maximum of 6,100 flight hours. Participants were divided in two groups in such a way
that they had, on average, a comparable number of flight hours and a similar distribu-
tion, as shown in Tab. 5.5. Beside the number of flight hours, also pilots background was
considered during the separation of the pilots in the two groups.

Participants signed an informed consent prior to the experiment. The experiment
has been approved by the Human Research Ethics Committee of Delft University of Tech-
nology under the approval letter number 940.
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Table 5.5: Participants.

Participant ID HEH group EHE group

Age Flight Hours Age Flight Hours

1 40 3000 44 5000
2 43 6100 36 750
3 32 120 33 400
4 40 1500 57 194
5 28 1900 46 3800
6 35 2000 61 5000
7 38 7000 51 600

avg 36.6 3089 46.9 2249
std 5.2 2527 10.4 2242

5.2.7. APPARATUS

The experiment was conducted in the SIMONA Research Simulator (SRS) (Fig. 5.6),
which is a moving-base simulator at the Faculty of Aerospace Engineering of TU Delft
[Stroosma et al., 2003]. The SRS is equipped with a 6 degrees-of-freedom hydraulic mo-
tion system, which was used in the experiment to provide motion cues.

In terms of visual equipment, the SRS is fitted with a 180◦ × 40◦ 3-projector Dig-
ital Light Processing (DLP®) collimated display. A representative out-of-the-window
scenery was presented on this display (Fig. 5.7a). Furthermore, an instrument panel
(Fig. 5.7b), consisting of a tachometer, airspeed indicator, artificial horizon, altimeter,
yaw string, compass and vertical speed indicator, and a trim display (Fig. 5.8) were pro-
jected on two monitors inside the cockpit. Pilots use the trim display only before the
start of each run in order to find the trim position of all the flight controls. This enables
them to keep the initial equilibrium condition (straight level flight at 60 kn) and avoid a
transient response to reestablish it.

The right seat of the cockpit was equipped with a realistic helicopter control incep-
tor with programmable control loading system, whose parameters were set as reported
in Tab. 5.6 after consultation with test pilots [Miletovic et al., 2018]. Since the helicopter
model used in the experiment only consists of the longitudinal dynamics, solely the lon-
gitudinal cyclic stick and the collective lever were to be controlled by the participants.
Therefore, the lateral cyclic stick and the rudder pedals were not used. Lateral cyclic set-
tings are also presented in Tab. 5.6 because the cyclic stick was not constrained to move
only longitudinally. Pilots could also move the cyclic stick laterally, but this would not
have produced any effect on the flight dynamics model response.

Rotor sound was played during the simulation to increase immersion. The sound
was modulated based on the value of the rotor RPM1, so that the participant could use
sound cues as a source of information to control the rotor RPM, rather than by looking at
the instrument panel. Moreover, a low-RPM acoustic warning was activated every time
the rotorspeed dropped below 85%. The low-RPM warning was used as a backup cue for
the rotor sound, so that the failure could be recognized without necessarily looking at
the instruments. Engine sound was not included.

1A rotor sound recording is played in loop. Its pitch is controlled by the main rotor speed output of the model,
whereas its volume is kept constant.
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Figure 5.6: The SIMONA Research Simulator at Delft University of Technology.

(a) Out-of-the-window scenery. (b) Instrument panel.

Figure 5.7: Out-of-the-window scenery and instrument panel used for the current experiment.

(a) Out of trim. (b) In trim.

Figure 5.8: Trim display.
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Table 5.6: Control loading settings.

Parameter Longitudinal Cyclic Lateral Cyclic Collective

Periodic

Forward friction level (N) 2.0 2.0 6.0
Positive forward stop (deg) 15.0 15.0 16.0
Negative forward stop (deg) −15.0 −15.0 −16.0

Non periodic

Linkage stiffness (N/deg) 50.0 50.0 50.0
Linkage damping (N s/deg) 0.01 0.01 0.01
Positive aft travel limit (deg) 14.8 14.8 15.8
Negative aft travel limit (deg) −14.8 −14.8 −15.8
Aft friction (N) 2.0 2.0 6.0
Aft inverse damping (deg/N/s) 10.0 10.0 10.0
Second feel spring slope (N/deg) 3.0 3.0 0.0
Breakout level (N) 0.0 0.0 0.0

5.2.8. MOTION FILTER TUNING

The Classical Washout Algorithm (CWA) is used to map the vehicle motion on the simu-
lator workspace [Reid et al., 1985]. In the experiment, only three degrees of freedom (lon-
gitudinal dynamics) are active. Therefore, the CWA reduces to a set of three high-pass
filters in the pitch, surge and heave axes, respectively. These filters were selected to be of
second order for the pitch and surge axes, and of third order for the heave axis. Although
surge and heave axes are both translational degrees of freedom, a different order of the
filter was selected for these two axes. Indeed, a second order high-pass filter along the
surge axis allows to achieve sufficient washout through the use of tilt coordination. This
was first observed by Reid et al. [1986] and reiterated by Grant et al. [1997]. Therefore, the
combination of the tilt coordination and the body to inertial transformation effectively
adds one order of washout. Each second order filter has three adjustable parameters,
namely, the scaling gain K , the damping ratio ζ, and the natural break-frequency ωn .
The third order filter features an additional parameter, which is the third order break-
frequency ωb .

The scaling gain K and the damping ratio ζ were fixed for all simulator degrees of
freedom at a value of 0.5 and 0.7071, respectively. The third order break-frequency ωb of
the heave axis filter was fixed at a value of 0.2 rad/s. These values were chosen in such a
way that the respective degree of freedom does not require a large amount of the motion
space, but provides at the same time cues of sufficient fidelity to the pilot to perform
the training task. Indeed, a homogeneous scaling gain of 0.5 is the maximum value that
can be attained for this maneuver. A two-pole filter with a damping ratio of 0.7071 is
a second-order Butterworth filter, which assures a maximally flat magnitude response
(sharpest roll-off possible without inducing peaking at the pole frequency) and, at the
same time, a relatively smooth step response in the time domain (limited overshoot).
Furthermore, the natural break-frequencies of the pitch and surge axes were constrained
to be equal. These assumptions reduce the number of tuning parameters to two: the
natural break-frequencies of the pitch and heave axes.

The optimal motion settings for the natural frequencies were determined using a
two-dimensional grid search, based on the analysis proposed by Gouverneur et al. [2003].
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The final motion filter settings for the 3 degrees-of-freedom are presented in Tab. 5.7 and
are based on ten data sets from a pilot-in-the-loop pre-experiment. These data sets are
representative of very aggressive pilot control behavior and were used to perform a con-
servative motion tuning, so that the simulator would stay within its physical limits for
most of the pilots..

Table 5.7: Motion cueing settings.

DOF K (-) ωn (rad/s) ζ (-) ωb (rad/s) Order (-)

Heave 0.5 3.5 0.7071 0.2 3
Surge 0.5 1.5 0.7071 0.0 2
Pitch 0.5 1.5 0.7071 0.0 2

Fig. 5.9 shows the critical combinations of heave and surge frequencies for each of
the ten data-sets collected during the pre-experiment, indicating the limit bounds below
which either a motion system actuator length limit (±0.575 m), speed limit (±1 m/s) or
both were exceeded. The selected setting is located above all the limit bounds.

Grid Critical bounds run 1 Critical bounds run 2 Critical bounds run 3

Critical bounds run 4 Critical bounds run 5 Critical bounds run 6 Critical bounds run 7
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Figure 5.9: Two-dimensional grid search, based on the analysis proposed by Gouverneur et al. [2003] of ten
different runs. The black dot indicates the motion filter setting used in the experiment.

5.2.9. DATA PROCESSING AND ANALYSIS

CONTROL EVENT DETECTION METHODOLOGY

The transition between two phases of a maneuver is characterized by a change in the
pilot’s control strategy. In order to determine when this change actually happens, a pi-
lot’s control inputs need to be filtered to remove the high frequency deflections related
to the small inputs that are applied by the pilot to correct for small perturbations and
deviations from the desired flight condition. According to the authors’ knowledge, the
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Moving Average Filter (MAF) is the only available technique to find the exact transition
time between two consecutive phases of a maneuver. This technique has been used to
determine the flare initiation time during landings with fixed-wing aircraft [Arents et al.,
2011] and is grounded on the fact that the aircraft phugoid eigenmotion is excited when
the pilot initiates the flare by gradually pulling back the control column to increase the
elevator deflection. Since this technique is tailored for fixed-wing aircraft, it often fails
when applied to rotorcraft. Therefore, a more general method, called Control Event De-
tection (CED) Methodology, has been developed and proposed here for the first time.
This method is applied in this chapter to identify different phases of the autorotation
maneuver (Fig. 5.1), but is envisioned to be applicable to other maneuvers and/or to
different vehicles/system dynamics as well. For our current analysis, the outcomes of
the CED methodology were verified using visual inspection of our data: information de-
riving from time histories of both control inputs and helicopter states was combined to
assess the correctness of the points identified by the CED methodology (e.g., for the flare
initiation altitude we focus our attention on the last 150/200 ft altitude of the time his-
tory and we look at the longitudinal cyclic stick input, the rotor angular speed, the rate
of descent, and the forward speed).

This method only requires that the input is positive. This can be easily achieved by
defining the current value of the input as a percentage of the available stroke. The pro-
cedure is composed of the following steps:

1. Computation of the time derivative of the control input (Fig. 5.10b).

2. Identification of the sign of the time derivative of the control input (Fig. 5.10c).

3. Intervals in which the sign of the time derivative of the control input is zero and
that are bounded both from the left and the right by positive (negative) intervals,
are turned into positive (negative) intervals (Fig. 5.10d). This step is required only
for noisy control inputs.

4. Multiplication of the control input by the sign of its time derivative (Fig. 5.10e). In
this way, the control input is divided into intervals, where it either assumes strictly
monotone values or is zero.

5. For each strictly monotone interval, the Root Mean Squared Error (RMSE) of the
control input with respect to the initial value of that interval is calculated. In this
way, it is possible to quantify the control activity during each interval, by consid-
ering the deviation of the control with respect to the initial position.

6. Multiplication of the RMSE of each interval by the sign of the time derivative of the
control input (Fig. 5.10e).

The different steps of the method are shown graphically in Fig. 5.10, where the time
history after the failure (t f is the time when the failure happens) of the cyclic stick is
analyzed for one experiment run.

Visual inspection can be used to identify the instants of interest, that are character-
ized by higher RMSE with respect to neighboring regions. In case a large number of time
series has to be processed, visual inspection can be used for a sample of them to train a
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Figure 5.10: Graphical summary of the Control Event Detection Methodology applied to the cyclic stick input
(t f is the time when the failure happens).
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sequence-to-sequence deep neural network. The trained network can be subsequently
applied to recognize the instants of interest for the remainder time series. As an alter-
native to deep learning, the instants of interest can be identified by isolating specific
regions and defining threshold for the RMSE.

The CED method was applied to all the experiment runs in order to extract informa-
tion about pilots’ control strategy and activity from the time histories. For example, the
reaction time and the cushion altitude are identified by applying the CED Methodology
to the collective lever input. The flare initiation altitude and the rotation altitude are
identified by analyzing with the same method the cyclic stick input. The identification
of the recovery time is based on the analysis of both the collective lever and cyclic stick
inputs.

STATISTICAL ANALYSIS

Prior to performing the statistical tests, all the dependent measures defined in Section
5.2.4, except the number of landings at least within adequate performance and that
within desired performance, were averaged over the last 10 runs of each phase for every
participant. Mixed repeated measures ANOVA (Analysis of Variance) tests [Field, 2013]
were conducted on all the dependent variables, considering the experiment phases as
main within-subjects factor, characterized by three levels: training, transfer and back-
transfer, and the groups as main between-subjects factor, characterized by two levels:
HEH and EHE. Before conducting the statistical tests, the fulfillment of the ANOVA as-
sumptions, i.e., normality and sphericity, was verified. Regarding the normality assump-
tion, some skewness in the data was accepted, provided that it was nothing too alarming.
Indeed, the ANOVA is a robust technique and should still provide reliable results also in
presence of minor violations. For variables in which sphericity was violated according
to Mauchly’s test [Field, 2013], we adopted either the Greenhouse-Geisser correction,
when the Greenhouse-Geisser estimate of sphericity ε is below 0.75 (ε < 0.75), or the
Huynd-Feldt correction, when the Greenhouse-Geisser estimate of sphericity ε is above
0.75 (ε> 0.75) [Field, 2013].

In the event of a statistically significant interaction effect between the two main fac-
tors (within- and between-subjects factors), main effects may provide misleading in-
formation [Field, 2013]. Therefore, the so-called simple main effects are investigated.
Dependent-samples t-tests between the phases of the experiment for each group are
used to investigate the simple within-subjects effect and independent-samples t-tests
between the groups in each phase are adopted to examine the simple between-subjects
effect. If the interaction effect between the two main factors is not statistically signifi-
cant, the two main effects are analyzed and if either of them is statistically significant,
the respective simple main effect is investigated accordingly.

5.3. RESULTS
Results are presented in the following figures as box-whiskers plots. On each box, the
horizontal line represents the median over different data points. The box is delimited by
the first and third quartiles, therefore it includes data points between the 25th and the
75th percentile. The difference between first and third quartiles defines the interquartile
range. The two edges of the whiskers indicate the lowest and the highest data point
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within 1.5 of the interquartile range. All the data points not included in the whiskers are
considered as outliers and represented by cross markers.

Statistically significant results of the t-tests are shown as follows. A curly brace with
an asterisk on top is used to indicate a statistically significant difference between the two
groups in a specific phase of the experiment. A curved arrow with an asterisk on the left
indicates a statistically significant transfer of training for a specific group.

5.3.1. PERFORMANCE SCORES
Tab. 5.8 summarizes the results of a repeated measures ANOVA test for the different
dependent measures considered in this study.

Table 5.8: Repeated Measures ANOVA results for all the dependent variables.

Dependent Variable
Between-subjects

Factor
(Group)

Within-subjects

Factor
(Phase)

Interaction
(Phase*Group)

df F Sig. df F Sig. df F Sig.

Nad 1 1.155 0.304 2 3.043 0.066 2 0.406 0.671
Ndes 1 0.043 0.838 2 3.796 0.037∗ 2 2.502 0.103
θtd 1 0.394 0.542 2 1.270 0.299 2 0.098 0.907
V xtd 1 0.001 0.971 2 2.040 0.152 2 1.103 0.348
V ztd 1 0.397 0.541 2 4.789 0.018∗ 2 1.472 0.249
q td 1 6.237 0.028∗ 2 0.461 0.636 2 0.863 0.434
∆t r eac 1 3.198 0.099 2 0.249 0.782 2 1.926 0.168
∆t r ec 1 9.753 0.009∗ 2 1.818 0.184 2 0.089 0.915
h f l 1 0.165 0.692 2 0.502 0.611 2 0.501 0.612

hr ot 1 1.466 0.249 2 0.188 0.830 2 0.052 0.949
hcush 1 5.158 0.042∗ 2 0.673 0.520 2 1.123 0.342
Ωtd 1 2.841 0.118 2 1.702 0.204 2 1.244 0.306

∗ Statistically significant (p ≤ 0.05) difference between compared samples.

Fig. 5.11 shows the number of landings at least within adequate performance and
those within desired performance for each group in each phase. Fig. 5.11a illustrates that
participants of both groups were able to attain at least adequate performance, i.e., a sur-
vivable landing, in most of the experiment runs. However, the EHE group shows higher
within group variability than the HEH group. This is particularly true for the training and
the back-transfer phases, where the EHE group controls the easy dynamics.

Participants of both groups struggled to attain desired performance (i.e., a success-
ful landing), as shown in Fig. 5.11b. Nonetheless, the success rate for the participants
of the HEH group increases during the transfer phase and decreases again during the
back-transfer phase to values comparable to those of the training phase. Therefore, par-
ticipants of the HEH group are able to more easily attain desirable performance with the
easy configuration.

In contrast, there is no substantial difference in the number of successful landings
between the training and the transfer phase for the participants of the EHE group, whereas
there is an increase in the success rate during the back-transfer phase. Fig. 5.11b sug-
gests that for the HEH group there is positive transfer of training from the hard configu-
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ration to the easy configuration and no transfer of training from the easy configuration to
the hard configuration. Although not statistically significant, a similar trend is observed
also for the EHE group.
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(b) Landings within desired performance.

Figure 5.11: Distribution of the number of landings at least within adequate performance and those within
desired performance for each group in each phase.

Tab. 5.8 highlights a statistically significant difference in terms of number of suc-
cessful landings between the experiment phases (within-subjects effect: F (2,24) = 3.796,
p = 0.037). The presence of an overall significant effect in the complete data set of the
number of successful landings was further investigated by performing t-tests on individ-
ual sets of samples. Tab. 5.9 illustrates the results of these tests. A significant difference in
terms of number of successful landings only occurs between the training and the transfer
phase for the HEH group (from the hard to the easy helicopter dynamics: t (6) =−3.813,
p = 0.009). This partially confirms what has already been observed from Fig. 5.11b.

Table 5.9: Dependent-samples t-test between the experiment phases. Bonferroni correction [Field, 2013] was
not applied.

Metric Group From To t-test From To t-test

t df Sig. (2-tailed) t df Sig. (2-tailed)

Nsucc HEH Training Transfer−3.813 6 0.009∗ Transfer Back-
Transfer

0.236a

EHE 0.786a 0.080a

V ztd HEH Training Transfer 2.429 6 0.050∗ Transfer Back-
Transfer

0.309 6 0.767
EHE 0.000a∗∗ 3.562 6 0.012∗

∗ Statistically significant (p ≤ 0.05) difference between compared samples.
∗∗ Statistically highly significant (p ≤ 0.001) difference between compared samples.
a At least one sample not normally distributed. Related-samples Wilcoxon signed-rank test was applied instead of paired-

samples t-test.

The effectiveness of the training was further investigated by averaging the perfor-
mance metrics defined in Section 5.2.1 (horizontal speed, rate of descent, pitch angle,
and pitch rate at touchdown) over the over the last 10 runs completed by each participant
in each phase. These metrics are shown in Fig. 5.12 as box-whiskers plots to compare
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the performance of the two groups in the Training, Transfer and Back-Transfer phases.
Fig. 5.12a and 5.12c show the distribution of the average horizontal speed V xtd and

of the average pitch angle θtd at touchdown, respectively. Although the EHE group has a
larger within group variability, the performances of the two groups for these two metrics
are comparable in each experiment phase and are flat throughout the experiment. This
is confirmed by the repeated measures ANOVA tests performed on the average horizon-
tal speed and on the average pitch angle at touchdown, that do not show any statistically
significant effects (Tab. 5.8).
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Figure 5.12: Distribution of the average performance at touchdown for each group in each phase.

A completely different trend can be observed for the average rate of descent at touch-
down V ztd , as shown in Fig. 5.12b. The HEH group exhibits an improvement from the
hard (training phase) to the easy dynamics (transfer phase), whereas performance is un-
affected going from the easy (transfer phase) to the hard dynamics (back-transfer phase).
A similar situation is found for the EHE group, whose performance degrades from the
easy (training phase) to the hard dynamics (transfer phase) and improves from the hard
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(transfer phase) to the easy dynamics (back-transfer phase). These behaviors denote a
correlation between the average rate of descent at touchdown and the number of suc-
cessful landings, which is confirmed by the repeated measures ANOVA test performed
on the average rate of descent at touchdown, shown in Tab. 5.8 (statistically significant
within-subjects effect: F (2,24) = 4.789, p = 0.018).

The presence of an overall significant effect in the complete data set of the average
rate of descent was further investigated by performing t-tests on individual sets of sam-
ples. Tab. 5.9 summarizes the results of these testshighlighting the presence of a signifi-
cant difference for the average rate of descent V ztd between the training and the transfer
phase for the HEH group (from the hard to the easy helicopter dynamics: Z = −2.028,
p = 0.028) and from the transfer to the back-transfer phase for the EHE group (from the
hard to the easy helicopter dynamics: Z =−2.197, p = 0.043).

Table 5.10: Independent-samples t-test between the two groups.

Metric Phase t-test

t df Sig. (2-tailed)

q td Training −2.465 12 0.030∗
Transfer −2.245 12 0.045∗
Back-Transfer −1.806 12 0.096

∆t r ec Training −2.771 12 0.017∗
Transfer −1.784 12 0.100
Back-Transfer −3.108 12 0.009∗

hcush Training −2.075 7.813 0.072
Transfer −2.311 12 0.039∗
Back-Transfer −1.777 8.118 0.113

∗ Statistically significant (p ≤ 0.05) difference between compared samples.
a At least one sample not normally distributed. Independent-samples Mann-Whitney

U test was applied instead of independent-samples t-test.

The surprising result concerns the average pitch rate q td , which is considerably dif-
ferent between the two groups during the training and the transfer phases, as shown in
Fig. 5.12d. This is confirmed by a statistically significant between-subjects effect in the
repeated measures ANOVA test of Tab. 5.8 (F (1,12) = 6.237, p = 0.028). The presence of
an overall significant effect in the complete data set of the average pitch rate was further
investigated by performing t-tests on individual sets of samples. Tab. 5.10 illustrates the
results of these tests and highlights a statistically significant difference between the two
groups during the training (t (12) = −2.465, p = 0.030) and the transfer (t (12) = −2.245,
p = 0.045) phases.

It appears that the two groups adopt a completely different control strategy during
the first two phases of the experiment: whereas the HEH group tends to touch down with
a negative pitch rate (nose-down), the EHE group shows a positive one (nose-up). The
former behavior is usually adopted in reality in order to level the skids with the ground
to avoid tail strike and have a better visibility before cushioning the touchdown [Coyle,
2013]. The EHE group aligned with the HEH group during the back-transfer phase. In
order to gain more insight into this unexpected result, a detailed analysis of the control
techniques adopted by the pilots of the two groups is conducted next.
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5.3.2. CONTROL STRATEGY METRICS

As for the performance metrics, the control strategy metrics (reaction time, recovery
time, flare intiation altitude, rotation altitude, cushion altitude, and rotor RPM at touch-
down) were also averaged over the last 10 runs completed by each participant in each
phase. These averaged metrics are shown in Fig. 5.13 as boxwhiskers plots to compare
the control strategy of the two groups in the Training, Transfer and Back-Transfer phases.
From Fig. 5.13, it appears that the spread of results for the EHE is generally larger than
the HEH group, regardless of training, transfer or back transfer phase. The source of the
larger spread for the EHE group compared to the HEH group is probably related to the
fact that the EHE group indeed seem to use more variable strategies for attaining desired
performance (e.g., anticipate the flare, cushion the touchdown before leveling the skids).

Both the average reaction time ∆t r eac and the average recovery time ∆t r ec are con-
siderably different between the two groups during the training and the back-transfer
phases, as shown in Fig. 5.13a and 5.13b, respectively. However, only for the recov-
ery time this is confirmed by a statistically significant between-subjects effect in the re-
peated measures ANOVA test of Tab. 5.8 (∆t r ec : F (1,12) = 9.753, p = 0.009).

Almost every participant of both groups is able to keep the average reaction time be-
low 1 s, which is usually the value considered as pilot time delay following power failure
during the certification of a civil helicopter [Prouty, 2002]. Although the failure was ran-
dom and unannounced, participants were expecting it to happen, keeping a high level of
alertness. This might be the reason for such a good result in terms of reaction time. How-
ever, the participants of the HEH group react faster than those of the EHE group during
the training and the back-transfer phases. This is explained by the fact that, during these
phases, the HEH group was dealing with the hard dynamics, which inherently require a
faster reaction than the easy dynamics, that give more margin for error or grants more
spare capacity to the pilot. As expected, a faster reaction also leads to a faster recovery,
as shown in Fig. 5.13b.

The presence of an overall significant effect in the complete data set of the average
recovery time was further investigated by performing t-tests on individual sets of sam-
ples. Tab. 5.10 illustrates the results of these tests and highlights a statistically significant
difference between the two groups during the training (t (12) =−2.771, p = 0.017 for the
average recovery time) and the back-transfer (t (12) = −3.108, p = 0.009 for the average
recovery time) phases.

Fig. 5.13c shows the distribution of the average flare initiation altitude h f l , which is
comparable for the two groups in each experiment phase and is approximately constant
at around 120 ft throughout the experiment. This is confirmed by the repeated measures
ANOVA test performed on the average flare initiation altitude, which does not show any
statistically significant effects (Tab. 5.8).

Some participants of the EHE group start to level the helicopter with the ground
much earlier than the participants of the HEH group during the training and the transfer
phases (Fig. 5.13d). This causes the rotor RPM to drop below 100% before pulling up the
collective lever and leads to lower values of the rotor speed at touchdown (Fig. 5.13f).
Lower RPM may result in a less effective cushion [Coyle, 2013]. However, these differ-
ences between the groups in the average rotation altitude hr ot and in the average rotor
speed at touchdownΩtd are not significant and do not change significantly throughout
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Figure 5.13: Distribution of the average control strategy adopted by each group in each phase.

the experiment, as summarized in Tab. 5.8.

For the average cushion altitude hcush (Fig. 5.13e), a statistically significant between-
subjects effect is found (F (1,12) = 5.158, p = 0.042), as shown in Tab. 5.8. Indeed, in
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every experiment phase, the participants of the EHE group tend to start the cushion
approximately 7 ft earlier than those of the HEH group. As can be verified from Tab.
5.10, only during the training phase a statistically significant difference between the two
groups is found (t (12) =−2.311, p = 0.039).

Overall, the differences in the control strategy of the two groups, as shown in Fig.
5.13, can be used to motivate the difference in the average pitch rate at touchdown dur-
ing the training and the transfer phases (Fig. 5.12d). Indeed, many participants of the
EHE group touch down with a positive pitch rate in most of the runs of those two phases.
This is mainly due to the fact that they pull up the collective to cushion the touchdown
too early, resulting in a bounce, i.e., the helicopter gains altitude before touchdown. As a
consequence, a considerable amount of rotor energy is dissipated and the loss of collec-
tive effectiveness is counteracted by starting a second flare.

5.4. DISCUSSION
The quasi-Transfer-of-Training experiment presented in this chapter was designed to in-
vestigate how helicopter dynamics affect pilots’ acquisition of skills during autorotation
training in a flight simulator. Two sets of helicopter dynamics, characterized by a differ-
ent autorotative index (hard, lower index, and easy, higher index) [Fradenburgh, 1984],
and two groups of participants, both chosen among experienced helicopter pilots, were
considered. In order to assess whether familiarity with one set of helicopter dynamics af-
fects the learning of new helicopter dynamics, each group started the training with either
the hard or the easy dynamics, was then transferred to the other, and, finally, transferred
back to the initial dynamics.

Although designed for a different training task, the outcome of this experiment con-
firms previous experimental evidence which showed positive transfer of skills from agile
(hard case, where high control compensation is required to the pilot) to inert (easy case,
where low intervention is required to the pilot) dynamics, but not the opposite [Nusseck
et al., 2008]. Indeed, in our experiment, both groups of participants exhibit a decrease
in the rate of descent at touchdown from the hard to the easy dynamics, but not after
a transition from the easy to the hard dynamics. This result corroborates our hypoth-
esis, because a lower rate of descent is an indicator of more controlled and smoother
touchdowns. The previous statement is also supported by an increase in the number of
landings within desired performance during the transfer from the hard to the easy he-
licopter dynamics of around 27% for the HEH group (significant effect) and 8% for the
EHE group, which however was not statistically significant.

This is in agreement with current flight education, which usually starts with unaug-
mented helicopters at the beginning. Once proficiency is reached, later training stages
involve augmented helicopters [Coyle, 2008].

Pilots’ comments yielded a number of interesting recommendations to improve the
setup used in this experiment and, more in general, current simulator training, and help
to interpret some of the obtained results. For example, participants of both groups were
able to achieve adequate performance at touchdown in most of the landings with both
sets of dynamics. However, they struggled to attain desired performance for both the
horizontal speed and the rate of descent at touchdown. This is most likely due to poor
or lack of visual cues. Indeed, the SIMONA Research Simulator was conceived for fixed-
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wing simulation and is not equipped with chin bubbles. As a consequence, pilots com-
pletely lose sight of the ground during the flare. Therefore, pilots either opt for a less
effective flare, ending-up with a higher horizontal speed, or risk either to strike the tail
on the ground or not to coordinate the cushion timely, resulting in a higher rate of de-
scent at touchdown.

Besides chin bubbles, another issue related to lack of visual cues is depth perception,
which is the human visual ability to perceive the world in three dimensions and sense
the distance of an object. Depth perception arises from a variety of depth cues. Not all
the depth cues are equally important to every flying task. The depth cues of linear per-
spective, texture and parallax gradients, apparent/familiar size and streaming are highly
useful during landing tasks. In particular, texture gradients and apparent/familiar size
are the two elements that can be improved in the current out-of-the-window scenery.
Texture gradients cue is the ability to perceive fine details on nearby objects. Such de-
tails are not visible on faraway objects. For instance, many pilots commented that, in
reality, they start the flare when they see “the grass becoming grass”, that is when they
realize that the grass is no longer a green expanse and they are able to discern the blades
of grass.

Apparent/familiar size cue is the ability to determine the absolute depth of an ob-
ject by combining the fact that the further the object is from the observer, the smaller it
appears with previous knowledge of the object’s size. Therefore, the use of a finer tex-
ture and adding more familiar objects to the scenery may improve depth perception and
increase pilots acceptance of the simulation environment.

The hard helicopter dynamics foster the development of more robust and flexible
flying skills, because pilots are required to react faster to perceptual changes. Indeed,
participants of the HEH group adopted, from the start of the experiment, a control strat-
egy similar to the one adopted in real helicopters, as opposed to the participants of the
EHE group, who tend to underestimate the altitude during the first two phases of the
experiment, thus preempting the cushion. This sometimes results in a bounce (the he-
licopter gains altitude before touchdown), causing the rotor speed to drop down and
the consequent loss of collective effectiveness that is counteracted by starting a second
flare. This is the reason why the participants of the EHE group touch down with a pos-
itive pitch rate during the training and the transfer phases. However, they align their
control strategy with that of the participants of the HEH group during the back-transfer
phase (from the hard to the easy dynamics).

Faster reactions to perceptual changes, i.e., any physical stimulus or a novel interpre-
tation of the stimulus that can be used as an advantage to accomplish a certain task, can
translate into a safety enhancement, because pilots trained in high resource demand-
ing conditions are more likely to be able to handle emergencies like engine failures in
the real world, where the actual situation may easily divert from the training scenario.
Results are promising and represent a solid foundation to extend this study. A new ex-
periment with a more complex flight dynamics model, which incorporates also the he-
licopter lateral-directional dynamics, will be conducted to obtain more evidence for the
findings presented in this chapter, which are based on a flight dynamics model with lon-
gitudinal dynamics only.

Furthermore, given the success of the Control Event Detection (CED) methodology
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(Sec. 5.2.9) in identifying the different phases of the autorotation maneuver, future work
will be conducted to assess its application in other types of experiments and control
tasks, such as shipboard helicopter operations.

5.5. CONCLUSIONS
A quasi-Transfer-of-Training experiment with fourteen experienced helicopter pilots was
performed in TU Delft’s SIMONA Research Simulator (SRS) to compare the effects of he-
licopter dynamics characterized by a high autototative flare index (hard dynamics) and
low index (easy) on autorotation training in a flight simulator. Participants were divided
in two groups and trained to perform a straight-in autorotation maneuver controlling a
four degrees of freedom non-linear helicopter model with 3-DOF symmetrical dynamics
plus rotorspeed. Each group tested the two sets of dynamics in a different training or-
der: hard-easy-hard (HEH group) and easy-hard-easy (EHE group). Results show a pos-
itive transfer of skills from the hard helicopter dynamics to the easy dynamics for both
groups, with the average rate of descent at touchdown that decreases from 558 ft/min to
447 ft/min (∆V ztd = 111 ft/min) for the HEH group and from 559 ft/min to 480 ft/min
(∆V ztd = 79 ft/min) for the EHE group. This corroborates earlier findings that the ac-
quisition of robust flying skills is fostered by initiating training in the most challenging
setting.

In addition, participants of the EHE group adopted a sub-optimal control technique
during the final part of the maneuver. This is suggested by the different sign of the pitch
rate at touchdown for the two groups during the first two phases of the experiment: the
HEH group tends to touch down with a negative pitch rate (nose-down), whereas the
EHE group shows a positive one (nose-up). The former behavior is usually adopted in
reality in order to level the skids with the ground to avoid tail strike and have a better vis-
ibility before cushioning the touchdown. Dealing with the difficult dynamics helped the
participants of the EHE group to align their control strategy with that of the participants
of the HEH group.

Although more experiments are needed to confirm our findings, results suggest that
simulator training for autorotation can best start with training in the most resource de-
manding condition. Difficult dynamics require rapid responses to perceptual changes,
forcing pilots to develop more robust and adaptable flying skills. This can enhance heli-
copter safety as pilots will be better prepared to face unexpected events that may occur
during actual flight.
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Although designed for a different training task, the outcome of the experiment presented
in Chapter 5 confirms previous experimental evidence, which showed positive transfer of
skills from high pilot control compensation dynamics to low control compensation dy-
namics, but not the opposite [Nusseck et al., 2008]. However, the use of a 3-degrees-of-
freedom longitudinal helicopter model, although acceptable for a longitudinal maneuver
such as the straight-in autorotation, does not provide some of the cues (e.g., initial yaw
after failure) that are used by pilots to coordinate the inputs from the different flight con-
trols in a timely manner. Therefore, there is the need to generalize these results with a
higher-fidelity helicopter model.

This chapter corroborates the experimental findings presented in Chapter 5, using a 6-
degrees-of-freedom helicopter model. The chapter is structured as follows. First, the design
of a quasi-transfer-of-training experiment performed on the SIMONA Research Simulator
(SRS) aimed at evaluating whether the helicopter dynamics affect the transfer of trained
autorotation flying skills is presented in Section 6.2. The results from this experiment are
documented and discussed in Sections 6.3 and 6.4, respectively. The chapter is concluded
in Section 6.5.

The contents of this chapter have been published in: Scaramuzzino, P. F. et al. (to be submitted). Autorotation
Transfer of Training: Effects of Helicopter Dynamics. Journal of the American Helicopter Society.
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6.1. INTRODUCTION
This chapter investigates whether the acquisition of flying skills for autorotation, and
their transfer, are affected by the helicopter dynamics. We hypothesized that dynamics
that require more pilot control compensation may lead to the development of a more
robust control behavior, one that can be easily adapted to a helicopter with different
dynamics, yielding substantial benefits in terms of engine failure handling capabilities.
The results of a quasi-Transfer-of-Training (qToT) experiment with ten experienced he-
licopter pilots, divided in two groups, performed in TU Delft’s SIMONA Research Simu-
lator (SRS) are presented to corroborate this hypothesis. The helicopter final states, i.e.,
attitudes and linear and rotational rates, have been used to compare the performance
at touchdown. Additionally, the method developed in this thesis and presented in Sec-
tion 5.2.9, referred to as Control Event Detection (CED), is used to perform an in-depth
analysis of pilot control actions involved in a successful autorotative landing.

6.2. METHODS

6.2.1. TASK

In rotorcraft handling quality research, experimental tasks are usually defined accord-
ing to the specifications of the mission-oriented design standard, ADS-33E [US Army
AMCOM, 2000]. Although conceived for military rotorcraft, ADS-33E are widely used to
assess handling qualities characteristics of commercial rotorcraft as well, as there is no
counterpart in the civil domain. However, the use of ADS-33E Mission Task Elements
(MTEs) is not always relevant, especially in the design of training tasks. Furthermore,
ADS-33E does not have a specific Autorotation Maneuver MTE. Since there are no spe-
cific handling quality metrics for autorotation, pilot-in-the-loop autorotation maneu-
vers are usually evaluated based on subjective pilot feedback and comments and on ob-
jective measurements of landing survivability metrics [Sunberg et al., 2015].

For this experiment, a MTE was defined for the straight-in autorotation maneuver;
the proposed test course is shown in Fig. 6.1. The simulation starts with the helicopter
trimmed in straight level flight at 60 knots air speed, at an altitude of 1,000 ft. The sym-
metry plane of the helicopter is aligned with the center line of a runway, whose starting
point is located 3,281 ft (1,000 m) ahead the helicopter initial position. The pilot has to
keep constant speed and altitude until the power failure is triggered from the control
room. As soon as the pilot recognizes the unannounced failure, he has to recover start-
ing a steady descent in autorotation, maintaining 60 knots air speed and keeping the
rotor RPM in the green arc of the tachometer. When close enough to the ground the pi-
lot has to flare, to reduce both the rate of descent and the forward speed and finally level
the skids with the ground, to avoid tail strike, and pull-up the collective to cushion the
touchdown. The contact accelerations at touchdown were not modeled. Therefore, the
simulation stopped automatically once the center of gravity of the helicopter reached
two meters above the ground.

Performance standards for the straight-in autorotation maneuver are adapted from
Sunberg et al. [2014, 2015] and are listed in Tab. 6.1. The values of the horizontal speed
and of the rate of descent at touchdown refer to the AH-1G helicopter [Sunberg et al.,
2015], which has a similar skid landing gear as the baseline helicopter (Bo-105) consid-
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Figure 6.1: Suggested course for straight-in autorotation maneuver.

ered in this chapter. Therefore, these were not changed. Although characterized by a
similar landing system, the AH-1G and the Bo-105 are different helicopters, with differ-
ent performance and intended role. Indeed, the AH-1G is a two-blades rotor, single-
engine attack helicopter, whereas the Bo-105 is a light, twin-engine, multi-purpose he-
licopter with a four-blades hingeless rotor. The maximum values of the pitch angle at
touchdown, which are responsible of preventing tail strike, were slightly increased due
to the different helicopter geometry. Indeed, due to its longer and lower tail boom, the
AH-1G helicopter cannot afford to touch down with the same fuselage pitch as the Bo-
105.

Desired performance translates into a successful landing, i.e., the helicopter’s final
state at ground contact is such that the aircraft and crew survivability are not threat-
ened. Adequate performance translates into marginal landing conditions, that would
likely result in damage to the aircraft (e.g., an 18 degrees pitch nose up will inevitably
lead a tail strike), but be survivable to the occupants and the equipment. The values pre-
sented in Tab. 6.1 are defined according to landing survivability metrics that are based
on specifications for military helicopters’ structural design [Department of the Air Force
and Navy Bureau of Aeronautics, 1954; Department of the Army, 1974] and on the acci-
dent analysis conducted by Crist et al. [1981].

The threshold values for desired and adequate performance must not only be adapted
to the helicopter geometry and type of landing gear, but also according to the ground sur-
face (e.g., paved, concrete, grass, etc.) on which the helicopter touches down. The values
listed in Tab. 6.1 can be considered reasonable for landing on a paved or concrete sur-
face. The landing gear on skid-equipped helicopters is designed to spread laterally under
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load, dissipating the residual amount of kinetic energy deriving from a non sufficiently
effective flare and cushion. This is of course possible only on relatively hard surfaces.
Touchdowns to soft surfaces, such as grass, are extremely dangerous, as the skid tubes
dig a small depression in the surface and are therefore prevented from moving sideways.
This means that the landing gear does not operate in its design conditions and some of
the loads that it should withstand are transferred to other parts of the structure. These
may bent and eventually fail.

Another problem of touchdowns to soft surfaces is that the friction on a soft surface
is greater than a paved hard surface. This is due to the larger contact area between the
skids and the surface. The greater friction combined with the high center of gravity of a
helicopter may easily lead to a nose over. In these conditions it is extremely important to
reduce (in absolute value) the minimum pitch attitude to mitigate tip over occurrences.
Furthermore, grass can always hide uneven ground.

The combination of requirements on lateral speed and horizontal speed translates
into a requirement also on the sideslip/track angle, that together with the requirement
on yaw rate should be responsible for preventing roll-over issues due to the difference
between where the airframe nose is pointing and the direction it is travelling. Also in this
case it is extremely important to adapt the desired and adequate performance threshold
values according to the touchdown surface.

Table 6.1: Performance – Straight-in Autorotation Maneuver (adapted from Sunberg et al. [2015]).

Metric
Performance

Desired Adequate

Minimum Maximum Minimum Maximum

Roll angle at touchdown φtd (deg) −5 5 −10 10
Pitch angle at touchdown θtd (deg) −5 12 −5 18
Forward speed at touchdown Vxtd (kn) 0 30 0 40
Lateral speed at touchdown vtd (ft/s) −6 6 −12 12
Rate of descent at touchdown Vztd (ft/min) 0 480 0 900
Roll rate at touchdown ptd (deg/s) −8 8 −15 15
Pitch rate at touchdown qtd (deg/s) −10 10 −20 20
Yaw rate at touchdown rtd (deg/s) −8 8 −15 15

6.2.2. HELICOPTER DYNAMICS
Participants performed the straight-in autorotation task by controlling a seven degrees-
of-freedom (6-DOF rigid-body dynamics plus rotorspeed DOF), non-linear and generic
helicopter model with quasi-steady flapping dynamics [Talbot et al., 1982]. This generic
model can be used in combination with different parameters sets to approximate the
dynamic response of any conventional helicopter configuration.

From the wide range of configurations studied in Section 4.3.2, two were selected for
the study presented in Chapter 5, in which a four degrees-of-freedom (3-DOF longitu-
dinal dynamics plus rotorspeed DOF) helicopter model was used. The “hard” dynamics
are representative of the Bo-105 helicopter and the flight model parameters were taken
from Padfield [2007]. The “easy” dynamics represent a variation of the Bo-105 helicopter
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with reduced weight in order to achieve a higher autorotative flare index (AI) [Fraden-
burgh, 1984]. The same configurations were considered in the current experiment to
corroborate the results from Chapter 5 which were obtained with a 3-DOF helicopter
model. The selection process was conducted only on the 3-DoF model and the same
settings were adopted for the 6-DoF model to make the two studies as comparable as
possible. Although not conclusive, a similar outcome in the two experiments enables
to draw preliminary considerations about the potential benefits of a part-task training
program during initial autorotation training. The differences in terms of visual and mo-
tion stimuli between the current and the previous study (Chapter 5) due to the different
helicopter model are illustrated in Fig. 6.2.

While similar in terms of stability characteristics, these two configurations proved to
be considerably different in terms of handling qualities during a pre-experiment with a
test pilot, both concerning objective metrics of performance at touchdown (Tab. 6.1)
and subjective handling quality ratings provided by the pilot (Section 5.2.2).

6.2.3. EXPERIMENT STRUCTURE
The experiment is structured as indicated in Tab. 6.2 and consists of four phases:

1. Familiarization: this phase was intended to help the participants get acquainted
with the simulation environment (helicopter model, cockpit ergonomy, control
inceptors, etc.). For this reason, the simulator motion system was disabled and
each participant performed the task with either the hard or the easy helicopter
dynamics. These runs were not used in the analysis.

2. Training: each participant performed the task with the same helicopter dynamics
used during the Familiarization phase. Starting from this session, the simulator
motion system was enabled.

3. Transfer: each participant performed the task with the other helicopter configura-
tion.

4. Back-transfer: each participant performed the task with the initial hard/easy heli-
copter configuration.

In total, the complete experiment session for each participant lasted approximately
3 hours.



6

124 6. AUTOROTATION TRANSFER OF TRAINING (6-DOF)

(a) Side view.
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Ideal y-x plane trajectory for the
straight-in autorotation maneuver

Example of a real y-x plane trajectory for the
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performed with a 6-DOF helicopter model

(b) Top view - Current study (6-DOF rigid-body + RPM).
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Real and ideal y-x plane trajectories for the
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(c) Top view - 3-DOF longitudinal + RPM study (Chapter 5).

Figure 6.2: Comparison in terms of helicopter model between the current study and the previous one, pre-
sented in Chapter 5.
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Table 6.2: Experiment phases.

Phase HEH group EHE group Duration Motion
(number of

autorotative landings)

Familiarization Hard helicopter
dynamics

Easy helicopter
dynamics

3 Off

Training Hard helicopter
dynamics

Easy helicopter
dynamics

15 On

Transfer Easy helicopter
dynamics

Hard helicopter
dynamics

15 On

Back-Transfer Hard helicopter
dynamics

Easy helicopter
dynamics

15 On

6.2.4. DEPENDENT MEASURES
To investigate the effect of the helicopter dynamics (independent variable) on autorota-
tion performance and training, the dependent measures related to the MTE definition
presented in Tab. 6.1 were considered. Since those measures assess only the perfor-
mance at touchdown, other metrics were also taken into account to compare the control
strategies adopted by the participants of the two experiment groups, namely:

1. Number of landings at least within adequate performance (Tab. 6.1).

2. Number of landings within desired performance (Tab. 6.1).

3. Reaction time: time required by the pilot to lower the collective after engine failure
(Fig. 6.1).

4. Flare initiation altitude: altitude at which the pilot initiates the flare by pulling
back the cyclic stick (Fig. 6.1).

5. Rotation altitude: altitude at which the pilot levels the skids with the ground by
pushing forward the cyclic stick (Fig. 6.1).

6. Cushion altitude: altitude at which the pilot raise the collective to cushion the
touchdown (Fig. 6.1).

Metrics 3 to 6 were extracted from the experiment time histories using the method-
ology developed in Section 5.2.9, named Control Event Detection (CED).

6.2.5. HYPOTHESES
For this experiment only one main hypothesis was tested. Based on previous experimen-
tal evidence [Nusseck et al., 2008], including the outcome of the experiment presented in
Chapter 5, and on current in-flight training procedures, it is envisioned that pilots who
start the training with the most challenging configuration (hard dynamics), are more
likely to develop robust and flexible autorotation skills that can be easily adapted to dif-
ferent helicopter configurations and dynamics. Therefore, it is expected that flying skills
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are positively transferred from the hard to the easy dynamics, but not conversely. When
positive transfer happens, we expect to see lower rates of descent after transition to a
different dynamics, as a lower descent rate is a key indicator for a controlled and smooth
touchdown [Coyle, 2013]. Among all the dependent measures, the rate of descent is thus
expected to cover a key role to corroborate our hypothesis.

The similarities with the study presented in Chapter 5, conducted with a four degrees-
of-freedom (3-DOF longitudinal dynamics plus rotorspeed DOF) helicopter model, can
be used to formulate a set of secondary hypotheses. Since the final part of the autoro-
tation is mainly a longitudinal maneuver, we expect similar trends in terms of pilots’
control strategy, whereas we envision lower reaction times after failure in the current
experiment, because the most important cue that is used by pilots to recognize an en-
gine failure, i.e., the initial yaw in the direction of the rotor angular speed, could not be
modeled in the previous experiment.

6.2.6. PARTICIPANTS
A total of ten experienced helicopter pilots with different backgrounds (license type) and
a mix of civil and military experience took part in the experiment; all of them were male.
The participants had an average age of 45.5 years (σ = ±11.8 years) and an average he-
licopter experience of 1,335 flight hours (σ=±1,778 flight hours), ranging from a mini-
mum of 100 to a maximum of 5,600 flight hours. Participants were divided in two groups
in such a way that they had, on average, a comparable number of flight hours and a simi-
lar distribution, as shown in Tab. 6.3 and Fig. 6.3. Beside the number of flight hours, also
pilots background was considered during the separation of the pilots in the two groups.

Table 6.3: Participants.

Participant ID HEH group EHE group

Age Flight Hours Age Flight Hours

1 19 100 58 190
2 46 5600 34 400
3 53 140 44 3000
4 55 320 56 1200
5 45 2000 45 400

avg 43.6 1632 47.4 1038
std 14.4 2355 9.8 1163

Participants signed an informed consent prior to the experiment. The experiment
has been approved by the Human Research Ethics Committee of Delft University of Tech-
nology under the approval letter number 1423.
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(c) License type distribution among the two groups.

Figure 6.3: Comparison in terms of age, flight hours and license type between the two groups.

6.2.7. APPARATUS
The experiment was conducted in the SIMONA Research Simulator (SRS) (Fig. 6.4),
which is a moving-base simulator at the Faculty of Aerospace Engineering of TU Delft
[Stroosma et al., 2003]. The SRS is equipped with a 6 degrees-of-freedom hydraulic mo-
tion system, which was used in the experiment to provide motion cues.

In terms of visual equipment, the SRS is fitted with a 180◦ × 40◦ 3-projector Dig-
ital Light Processing (DLP®) collimated display. A representative out-of-the-window
scenery was presented on this display (Fig. 6.5a). Furthermore, an instrument panel
(Fig. 6.5b), consisting of a tachometer, airspeed indicator, artificial horizon, altimeter,
yaw string, compass and vertical speed indicator, and a trim display (Fig. 6.6) were pro-
jected on two monitors inside the cockpit. Pilots use the trim display only before the
start of each run in order to find the trim position of all the flight controls. This enables
them to keep the initial equilibrium condition (straight level flight at 60 kn) and avoid a
transient response to reestablish it.

The right seat of the cockpit was equipped with a realistic helicopter control inceptor
with programmable control loading system, whose parameters were set as reported in
Tab. 6.4 after consultation with test pilots [Miletovic et al., 2018].
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Figure 6.4: The SIMONA Research Simulator at Delft University of Technology.

(a) Out-of-the-window scenery. (b) Instrument panel.

Figure 6.5: Out-of-the-window scenery and instrument panel used for the current experiment.

(a) Out of trim. (b) In trim.

Figure 6.6: Trim display.
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Table 6.4: Control loading settings.

Parameter Longitudinal Cyclic Lateral Cyclic Collective

Periodic

Forward friction level (N) 2.0 2.0 6.0
Positive forward stop (deg) 15.0 15.0 16.0
Negative forward stop (deg) −15.0 −15.0 −16.0

Non periodic

Linkage stiffness (N/deg) 50.0 50.0 50.0
Linkage damping (N s/deg) 0.01 0.01 0.01
Positive aft travel limit (deg) 14.8 14.8 15.8
Negative aft travel limit (deg) −14.8 −14.8 −15.8
Aft friction (N) 2.0 2.0 6.0
Aft inverse damping (deg/N/s) 10.0 10.0 10.0
Second feel spring slope (N/deg) 3.0 3.0 0.0
Breakout level (N) 0.0 0.0 0.0

Rotor sound was played during the simulation to increase immersion. The sound
was modulated based on the value of the rotor RPM1, so that the participant could use
sound cues as a source of information to control the rotor RPM, rather than by looking at
the instrument panel. Moreover, a low-RPM acoustic warning was activated every time
the rotorspeed dropped below 85%. The low-RPM warning was used as a backup cue for
the rotor sound, so that the failure could be recognized without necessarily looking at
the instruments. Engine sound was not included.

6.2.8. MOTION FILTER TUNING

The Classical Washout Algorithm (CWA) is used to map the vehicle motion on the simu-
lator workspace [Reid et al., 1985]. The three high-pass filters related to the longitudinal
dynamics (the pitch, surge and heave axes) were set according to the tuning conducted
in Section 5.2.8 on a four degrees-of-freedom (3-DOF longitudinal dynamics plus rotor-
speed DOF) helicopter model. So these filters were selected to be of second order for the
pitch and surge axes, and of third order for the heave axis. Although surge and heave
axes are both translational degrees of freedom, a different order of the filter was selected
for these two axes. Indeed, a second order high-pass filter along the surge axis allows to
achieve sufficient washout through the use of tilt coordination. This was first observed
by Reid et al. [1986] and reiterated by Grant et al. [1997]. Therefore, the combination of
the tilt coordination and the body to inertial transformation effectively adds one order
of washout.

The high-pass filter parameters related to a rotational DOF in the lateral-directional
dynamics (the roll and yaw axes) were set equal to those along the pitch axis. The high-
pass filter parameters related to the sway axis were set equal to those along the surge
axis. The complete motion filter settings for the 6 degrees-of-freedom are presented in
Tab. 6.5.

1A rotor sound recording is played in loop. Its pitch is controlled by the main rotor speed output of the model,
whereas its volume is kept constant.
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Table 6.5: Motion cueing settings.

DOF K (-) ωn (rad/s) ζ (-) ωb (rad/s) Order (-)

Longitudinal Dynamics

Heave 0.5 3.5 0.7071 0.2 3
Surge 0.5 1.5 0.7071 0.0 2
Pitch 0.5 1.5 0.7071 0.0 2

Lateral-Directional Dynamics

Yaw 0.5 1.5 0.7071 0.0 2
Sway 0.5 1.5 0.7071 0.0 2
Roll 0.5 1.5 0.7071 0.0 2

6.2.9. DATA PROCESSING AND ANALYSIS
Prior to performing the statistical tests, all the dependent measures defined in Section
6.2.4, except the number of landings at least within adequate performance and within
desired performance, were averaged over the last 10 runs of each phase for every partic-
ipant. Mixed repeated measures ANOVA (Analysis of Variance) tests [Field, 2013] were
conducted on all the dependent variables, considering the experiment phases as main
within-subjects factor, characterized by three levels: training, transfer and back-transfer,
and the groups as main between-subjects factor, characterized by two levels: HEH and
EHE. Before conducting the statistical tests, the fulfillment of the ANOVA assumptions,
i.e., normality and sphericity, was verified. Regarding the normality assumption, some
skewness in the data was accepted, as long as it is reasonably small. Indeed, the ANOVA
is a robust technique and should still provide reliable results also in presence of minor
violations. For variables in which sphericity was violated according to Mauchly’s test, we
adopted either the Greenhouse-Geisser correction, when the Greenhouse-Geisser esti-
mate of sphericity ε is below 0.75 (ε < 0.75), or the Huynd-Feldt correction, when the
Greenhouse-Geisser estimate of sphericity ε is above 0.75 (ε> 0.75).

In the event of a statistically significant interaction effect between the two main fac-
tors (within- and between-subjects factors), main effects may provide misleading in-
formation [Field, 2013]. Therefore, the so-called simple main effects are investigated.
Dependent-samples t-tests between the phases of the experiment for each group are
used to investigate the simple within-subjects effect and independent-samples t-tests
between the groups in each phase are adopted to examine the simple between-subjects
effect. If the interaction effect between the two main factors is not statistically signifi-
cant, the two main effects are analyzed and if either of them is statistically significant,
the respective simple main effect is investigated accordingly.

This process is shown in the flowchart of Fig. 6.7.
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Figure 6.7: Flowchart explaining the interpretation of the statistical analysis.
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6.3. RESULTS
Results are presented in the following using box-whiskers plots. On each box, the hor-
izontal line represents the median over different data points. The box is delimited by
the first and third quartiles, therefore it includes data points between the 25th and the
75th percentile. The difference between first and third quartiles defines the interquar-
tile range. The two edges of the whiskers indicate the lowest and the highest data point
within 1.5 of the interquartile range. All the data points not included in the whiskers are
considered as outliers and represented by cross markers.

Statistically significant results of the t-tests are shown as follows. A curly brace with
an asterisk on top is used to indicate a statistically significant difference between the two
groups in a specific phase of the experiment. A curved arrow with an asterisk on the left
indicates a statistically significant transfer-of-training effect for a specific group.

6.3.1. PERFORMANCE SCORES
Tab. 6.6 summarizes the results of the repeated measures ANOVA tests for the differ-
ent dependent measures considered in this study. This test was not performed on the
number of landings within desired performance because this metric does not meet the
assumption of normal distribution of the data required by the ANOVA test.

Table 6.6: Repeated Measures ANOVA results for all the dependent variables.

Dependent
Variable

Between-subjects
Factor

(Group)

Within-subjects

Factor
(Phase)

Interaction
(Phase*Group)

df F Sig. df F Sig. df F Sig.

Nad 1 0.570 0.472 2 2.439 0.119 2 4.195 0.034∗
θtd 1 2.156 0.180 2 0.548 0.589 2 0.862 0.441
V xtd 1 7.750 0.024∗ 2 0.716 0.504 2 2.302 0.132
V ztd 1 1.072 0.331 2 1.490 0.255 2 5.487 0.015∗
q td 1 4.345 0.071 2 0.459 0.640 2 0.804 0.465
φtd 1 2.492 0.153 2 0.367 0.698 2 0.624 0.548
v td 1 0.144 0.714 2 0.597 0.562 2 1.593 0.234
p td 1 0.107 0.752 2 0.820 0.458 2 3.615 0.051
r td 1 2.459 0.155 2 0.398 0.678 2 0.644 0.538
∆t r eac 1 0.032 0.863 1.290hf 2.546 0.137 1.290hf 0.262 0.679
h f l 1 2.136 0.182 2 0.479 0.628 2 2.087 0.157

hr ot 1 0.170 0.691 2 7.179 0.006∗ 2 5.855 0.012∗
hcush 1 1.999 0.195 2 0.077 0.926 2 3.947 0.040∗
Ωtd 1 2.543 0.149 2 0.592 0.565 2 2.354 0.127

∗ Statistically significant (p < 0.05) difference between compared samples.
hf Huynd-Feldt correction applied.

Fig. 6.8 shows the number of landings at least within adequate performance Nad and
those within desired performance Ndes for each group in each phase. Fig. 6.8a illustrates
that participants of both groups were able to attain at least adequate performance, i.e.,
a survivable landing, in most of the experiment runs. However, the HEH group shows
higher within group variability than the EHE group. This is particularly true for the train-
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ing and the back-transfer phases, where the EHE group controls the easy dynamics.
The number of survivable landings for the participants of the HEH group increases

during the transfer phase and slightly decreases during the transition from the transfer to
the back-transfer phase. The opposite is observed for the participants of the EHE group:
the number of survivable landings decreases during the transfer phase and increases
again during the back-transfer phase to values comparable to those of the training phase.
Fig. 6.8a suggests that for the HEH group there is a positive transfer of training from the
hard configuration to the easy configuration and no transfer of training from the easy
configuration to the hard configuration. Although not statistically significant, a similar
trend is observed also for the EHE group.

Participants of both groups struggled to attain desired performance (i.e., a successful
landing), as shown in Fig. 6.8b. Nonetheless, the number of successful landings conveys
the same information as the number of survivable landings, i.e., a positive transfer of
training is observed for both groups from the hard configuration to the easy configura-
tion, but not the opposite.

Tab. 6.6 highlights a statistically significant interaction effect in terms of number
of survivable landings Nad (interaction effect: F (2,16) = 4.195, p = 0.034), which was
further investigated by performing t-tests on individual sets of samples. Tab. 6.7 and 6.8
illustrate the results of these tests. A significant difference in terms of survivable landings
only occurs between the training and the transfer phase for the HEH group (from the
hard to the easy helicopter dynamics: t (4) = −3.157, p = 0.034). This partially confirms
what has already been observed from Fig. 6.8a.
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Figure 6.8: Distribution of the number of landings at least within adequate performance and that within de-
sired performance for each group in each phase.

The effectiveness of the training was further investigated by averaging the perfor-
mance metrics defined in Section 6.2.1 (longitudinal metrics: horizontal speed, rate of
descent, pitch angle, and pitch rate at touchdown; lateral metrics: roll angle, lateral
speed, roll rate, and yaw rate at touchdown) over the last 10 runs completed by each par-
ticipant in each phase. The longitudinal and the lateral-directional metrics are shown in
Fig. 6.9 and 6.10, respectively, as box-whiskers plots to compare the performance of the
two groups in the Training, Transfer and Back-Transfer phases.
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Table 6.7: Dependent-samples t-test between the experiment phases. Bonferroni correction [Field, 2013] was
not applied.

Metric Group From To t-test From To t-test

t df Sig. (2-tailed) t df Sig. (2-tailed)

Nad HEH Training Transfer −3.157 4 0.034∗ Transfer Back-
Transfer

1.907 4 0.129
EHE 0.343 4 0.749 −1.826 4 0.142

V ztd HEH Training Transfer 3.998 4 0.016∗ Transfer Back-
Transfer

−1.666 4 0.171
EHE −1.715 4 0.162 2.063 4 0.108

p td HEH Training Transfer 0.500a Transfer Back-
Transfer

0.445 4 0.679
EHE 0.333 4 0.756 −2.797 4 0.049∗

hr ot HEH Training Transfer 1.299 4 0.264 Transfer Back-
Transfer

−0.715 4 0.514
EHE 0.546 4 0.614 −3.414 4 0.027∗

hcush HEH Training Transfer 1.659 4 0.172 Transfer Back-
Transfer

−1.894 4 0.131
EHE −9.614 4 0.001∗∗ 0.885 4 0.426

∗ Statistically significant (p ≤ 0.05) difference between compared samples.
∗∗ Statistically highly significant (p ≤ 0.001) difference between compared samples.
a At least one sample not normally distributed. Related-samples Wilcoxon signed-rank test was applied instead of paired-

samples t-test.

Table 6.8: Independent-samples t-test between the two groups.

Metric Phase t-test

t df Sig. (2-tailed)

Nad Training −1.150 8 0.283
Transfer 0.405 8 0.696
Back-Transfer −0.934 8 0.378

Vxtd Training 0.056a

Transfer −4.406 8 0.002∗
Back-Transfer −0.946 8 0.372

Vztd Training 1.672 8 0.133
Transfer 0.331 8 0.749
Back-Transfer 1.056 8 0.322

qtd Training −4.420 8 0.002∗
Transfer 0.095a

Back-Transfer −0.554 8 0.595

ptd Training 0.690a

Transfer 0.093 8 0.928
Back-Transfer −1.380 8 0.205

hr ot Training 0.971 8 0.360
Transfer 0.760 8 0.469
Back-Transfer −0.367 8 0.723

hcush Training −0.549 5.147 0.606
Transfer −2.552 8 0.034∗
Back-Transfer −0.943 8 0.373

∗ Statistically significant (p ≤ 0.05) difference between compared samples.
a At least one sample not normally distributed. Independent-samples Mann-Whitney

U test was applied instead of independent-samples t-test.

Fig. 6.9a and 6.9c show the distribution of the average horizontal speed V xtd and of

the average pitch angle θtd at touchdown, respectively. The strong correlation between
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these two metrics is a key indicator of the flare effectiveness adopted by the two groups.
The participants of the HEH group touched down with a higher pitch angle than those
of the EHE group, meaning that they opt for a more effective flare, which translates into
a lower horizontal speed at touchdown. Despite this clear difference between the two
groups for both metrics, the repeated measures ANOVA tests of Tab. 6.6 highlight a statis-
tically significant between-subjects effect only for the average horizontal speed at touch-
down (F (1,8) = 7.750, p = 0.024), that was further investigated by performing t-tests on
individual sets of samples. Tab. 6.8 summarizes the results of these tests, highlighting
the presence of a significant difference for the average horizontal speed at touchdown
V xtd between the two groups only during the transfer phase (t (8) = −4.406, p = 0.002).
Although not significant, the difference between the two groups is consistent also during
the training phase, as can confirmed by a Mann-Whitney U Test (U = 3, p = 0.056)..

A completely different trend can be observed for the average rate of descent at touch-
down V ztd , as shown in Fig. 6.9b. The HEH group exhibits an improvement from the
hard (training phase) to the easy dynamics (transfer phase), whereas performance is un-
affected going from the easy (transfer phase) to the hard dynamics (back-transfer phase).
Although less evident, a similar variation is found for the EHE group, whose performance
degrades from the easy (training phase) to the hard dynamics (transfer phase) and im-
proves from the hard (transfer phase) to the easy dynamics (back-transfer phase). These
results suggest a correlation between the average rate of descent at touchdown and the
number of survivable landings, as they are both characterized by a similar improvement
trend from the hard to the easy configuration, but not the opposite. This improvement
trend is confirmed by the repeated measures ANOVA test performed on the average rate
of descent at touchdown, shown in Tab. 6.6 (statistically significant interaction effect:
F (2,16) = 5.487, p = 0.015) and was further investigated by performing t-tests on indi-
vidual sets of samples. Tab. 6.7 and 6.8 summarize the results of these tests, highlighting
the presence of a significant difference for the average rate of descent V ztd between the
training and the transfer phase for the HEH group (from the hard to the easy helicopter
dynamics: t (4) = 3.998, p = 0.016).

The surprising result concerns the average pitch rate at touchdown q td , which is
strikingly different between the two groups during the training and the transfer phases,
as shown in Fig. 6.9d. Although not significant, the difference between the two groups
is confirmed by a low between-subjects p-value in the repeated measures ANOVA test of
Tab. 6.6 (F (1,8) = 4.345, p = 0.071).

The presence of an overall significant effect in the complete data set of the average
pitch rate was further investigated by performing t-tests on individual sets of samples.
Tab. 6.8 illustrates the results of these tests and highlights a statistically significant differ-
ence between the two groups only during the training phase (t (8) = −4.420, p = 0.002).
Although not significant, the difference between the two groups is strong also during the
transfer phase, as can be claimed from the Mann-Whitney U Test (U = 4, p = 0.095).

It appears that the two groups adopt a completely different control strategy during
the first two phases of the experiment: whereas the HEH group tends to touch down with
a negative pitch rate (nose-down), the EHE group shows a positive q td (nose-up). The
former behavior is usually adopted in reality in order to level the skids with the ground
to avoid tail strike and have a better visibility before cushioning the touchdown [Coyle,
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2013]. The EHE group aligned with the HEH group during the back-transfer phase. In
order to gain more insight into this unexpected result, a detailed analysis of the control
techniques adopted by the pilots of the two groups is conducted in Sec. 6.3.3.
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Figure 6.9: Distribution of the average longitudinal performance metrics at touchdown for each group in each
phase.

Fig. 6.10a to 6.10d show the distribution of the average roll angle φtd , lateral speed
v td , roll p td and yaw r td rates at touchdown, respectively. Although the HEH group has
in general a larger within group variability, the performance in these four metrics is com-
parable for both groups in each experiment phase and shows little variation throughout
the experiment. This is confirmed by the repeated measures ANOVA tests of Tab. 6.6, that
do not show any statistically significant effects. Although not significant, the roll rate is
characterized by an interaction p-value close to significance (F (2,16) = 3.615, p = 0.051).

The presence of an overall significant effect in the complete data set of the average
roll rate was further investigated by performing t-tests on individual sets of samples. Tab.
6.7 and 6.8 illustrate the results of these tests. The only statistically significant difference
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that was identified concerns the transition from the transfer to the back-transfer phase
of the EHE group (t (4) =−2.797, p = 0.049).
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Figure 6.10: Distribution of the average lateral-directional performance metrics at touchdown for each group
in each phase.

6.3.2. TOUCHDOWN PRECISION
The relatively high average lateral speed at touchdown (Fig. 6.10b) is an indicator of
the efforts made by the pilots to align with the center-line of the runway, as they were
briefed to do so. Fig. 6.11 illustrates the touchdown zones for the two groups during
each experiment phase, visualized with 95% confidence ellipse. It can be noticed that
both groups perform well in terms of landing precision, since all the confidence ellipses
almost entirely overlap with the runway.
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Figure 6.11: Touchdown zones for the two groups during each phase visualized with a 95% confidence ellipse.

6.3.3. CONTROL STRATEGY METRICS

As for the performance metrics, the control strategy metrics (reaction time, flare intia-
tion altitude, rotation altitude, cushion altitude, and rotor RPM at touchdown) were also
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averaged over the last 10 runs completed by each participant in each phase. These aver-
aged metrics are shown in Fig. 6.12 as boxwhiskers plots to compare the control strategy
of the two groups in the Training, Transfer and Back-Transfer phases. From Fig. 6.12,
it appears that the spread of results for the EHE is generally larger than the HEH group,
regardless of training, transfer or back transfer phase. The source of the larger spread for
the EHE group compared to the HEH group is likely related to the fact that the EHE group
seem to use more variable strategies for attaining desired performance (e.g., anticipate
the flare, cushion the touchdown before leveling the skids).

Fig. 6.12a illustrates that every participant of both groups is able to keep the average
reaction time below 1 s, which is usually the value considered as the allowable pilot time
delay following power failure during the certification of a civil helicopter [Prouty, 2002].
Although the failure was random and unannounced, participants were expecting it to
happen, keeping a high level of alertness. This might be the reason for such a good result
in terms of reaction time.

Fig. 6.12b shows the distribution of the average flare initiation altitude h f l , which is
comparable for the two groups in each experiment phase and is approximately constant
at around 150 ft throughout the experiment. This is confirmed by the repeated measures
ANOVA test performed on the average flare initiation altitude, which does not show any
statistically significant effects (Tab. 6.6).

Some participants of the HEH group start to level the helicopter with the ground
much earlier than the participants of the EHE group during the training and the transfer
phases (Fig. 6.12c) to gain a better visibility before cushioning the touchdown. The ap-
proach adopted by the participants of the HEH group is successful, because it prevents
them from cushioning too early, which is what happens to the participants of the EHE
group (Fig. 6.12d). A too early cushion will likely result in a balloon landing, i.e., the he-
licopter regains altitude before touchdown. As a consequence, a considerable amount
of rotor energy is dissipated and the loss of collective effectiveness is counteracted by
starting a second flare. This explains why the EHE group exhibits lower RPM values at
touchdown (Fig. 6.12e) with respect to the HEH group and positive pitch rates at touch-
down (Fig. 6.9d).

For the average rotation altitude hr ot (Fig. 6.12c) and the average cushion altitude
hcush (Fig. 6.12d), a statistically significant interaction effect is found (F (2,16) = 5.855,
p = 0.012 and F (2,16) = 3.947, p = 0.040, respectively), as shown in Tab. 6.6.

The presence of an overall significant effect in the complete data set of the average
rotation altitude and of the average cushion altitude was further investigated by per-
forming t-tests on individual sets of samples. Tab. 6.7 and 6.8 illustrate the results of
these tests. The only statistically significant difference that was identified for the aver-
age rotation altitude concerns the transition of the EHE group from the transfer to the
back-transfer phase (t (4) =−3.414, p = 0.027), indicating that the EHE group aligned its
control strategy with that of the HEH group during the last phase of the experiment.

Concerning the average cushion altitude, Tab. 6.7 shows a statistically highly signif-
icant difference during the transition of the EHE group from the training to the transfer
phase (t (4) = −9.614, p = 0.001) and Tab. 6.8 indicates a statistically significant differ-
ence between the two groups in the transfer phase (t (8) =−2.552, p = 0.034).

Although the EHE group exhibits lower RPM values at touchdown with respect to the
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HEH group, the differences between the groups in the average rotor speed at touchdown
Ωtd are not significant and do not change significantly throughout the experiment, as
summarized in Tab. 6.6.
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Figure 6.12: Distribution of the average control strategy adopted by each group in each phase.
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6.4. DISCUSSION
The quasi-Transfer-of-Training experiment presented in this chapter continues the study
introduced in Chapter 5 that was designed to investigate how helicopter dynamics affect
pilots’ acquisition of skills during autorotation training in a flight simulator. The promis-
ing findings from this previous experiment are based on a 3-DOF longitudinal dynamics
+ RPM flight dynamics model and their relevance was deemed as a solid foundation to
further explore this topic with a full 6-DOF rigid-body + RPM flight dynamics model,
which incorporates also the helicopter lateral-directional dynamics.

As in the previous experiment (see Chapter 5), two sets of helicopter dynamics, char-
acterized by a different autorotative index (hard, lower index, and easy, higher index)
[Fradenburgh, 1984], and two groups of participants, both chosen among experienced
helicopter pilots, were considered. In order to assess whether familiarity with one set of
helicopter dynamics affects the learning of new helicopter dynamics, each group started
the training with either the hard or the easy dynamics, was then transferred to the other,
and, finally, transferred back to the initial dynamics.

The outcome of this and the previous (see Chapter 5) experiments confirm previous
experimental evidence which showed positive transfer of skills from agile (hard case,
where high control compensation is required to the pilot) to inert (easy case, where low
intervention is required to the pilot) dynamics, but not the opposite for a different train-
ing task [Nusseck et al., 2008]. Indeed, in both our experiments, both groups of partic-
ipants exhibit a decrease in the rate of descent at touchdown from the hard to the easy
dynamics, but not after a transition from the easy to the hard dynamics (Fig. 6.13). This
result corroborates our main hypothesis, because a lower rate of descent is an indica-
tor of more controlled and smoother touchdowns. The previous statement is also sup-
ported by an increase in the number of landings within adequate performance during
the transfer from the hard to the easy helicopter dynamics of around 23% for the HEH
group (significant effect) and 7% for the EHE group, which however was not statistically
significant.

This is in agreement with current flight education, which usually starts with unaug-
mented helicopters at the beginning. Once proficiency is reached, later training stages
involve augmented helicopters [Coyle, 2008].

The hard helicopter dynamics foster the development of more robust and flexible
flying skills, because pilots are required to react faster to perceptual changes. Indeed,
participants of the HEH group adopted, from the start of the experiment, a control strat-
egy similar to the one adopted in real helicopters, as opposed to the participants of the
EHE group, who tend to underestimate the altitude during the first two phases of the
experiment, thus preempting the cushion (Fig. 6.14).

This sometimes results in a balloon landing (the helicopter gains altitude before touch-
down), causing the rotor speed to drop down and the consequent loss of collective effec-
tiveness is counteracted by starting a second flare. This is the reason why the partici-
pants of the EHE group touch down with a positive pitch rate during the training and
the transfer phases (Fig. 6.15). However, they align their control strategy with that of the
participants of the HEH group during the back-transfer phase (from the hard to the easy
dynamics).

Since the final part of the autorotation is mainly a longitudinal maneuver, the use of
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(a) Current study (6-DOF rigid-body + RPM).
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(b) 3-DOF longitudinal + RPM study (Chapter 5)

Figure 6.13: Comparison of the average rate of descent at touchdown between the current study and the pre-
vious one, presented in Chapter 5.
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Figure 6.14: Comparison of the average cushion altitude between the current study and the previous one,
presented in Chapter 5.

a 3-DOF symmetrical helicopter model adopted in our previous study (see Chapter 5)
allows for accurate prediction in terms of pilots’ performance at touchdown (Fig. 6.13)
and control strategy (Fig. 6.14 and 6.15). This is also confirmed by the fact that the par-
ticipants of both groups succeeded in attaining desired performance at touchdown in
the lateral-directional metrics almost in every run of each phase (Fig. 6.10).

However, the 3-DOF symmetrical helicopter model case fails in providing sufficient
visual and motion cues to recognize the engine failure, due to its inability to model the
initial yaw in the direction of the rotor angular speed which follows a power failure. This
is proven by the fact that the average reaction time of the participants of the previous
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Figure 6.15: Comparison of the average pitch rate at touchdown between the current study and the previous
one, presented in Chapter 5.

study is approximately twice as high as that of the participants of the current study (Fig.
6.16). Results in terms of control strategy and reaction time are in agreement with our
secondary hypotheses.

Although participants managed to keep the reaction time below 1 s in both exper-
iments (which is usually the value considered as pilot time delay following power fail-
ure during the certification of a civil helicopter [Prouty, 2002]) and although the failure
was random and unannounced, the pilots were still expecting it to happen, keeping a
high level of alertness. To circumvent this confounding variable and create more startle
and surprise, the failure should be triggered while pilots are asked to perform secondary
tasks, such as navigation procedures. Of course this is not always feasible, because it will
inevitably increase the time required by every participants to complete the experiment.

The outcomes of this and the previous experiment show that pilots trained in high
resource demanding conditions are more likely to be able to handle emergencies like
engine failures in the real world, where the actual situation may easily divert from the
training scenario, because they develop a more robust control technique. Current simu-
lator training syllabus for autorotation can be updated to include several configurations
with different handling characteristics, which can be obtained for example considering
different models of the same helicopter family, to give to the trainee the opportunity
to familiarize with helicopters with different size and dynamics. This can help inexperi-
enced pilots to better understand that autorotation is not a “by-the-numbers” procedure
and that adaptability and judgement of the pilot should always cover a prominent role.

Results are promising and represent a solid foundation to further extend this study.
A new experiment will be conducted with student pilots to obtain more evidence for the
findings presented in this chapter, which are based on experienced helicopter pilots.
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Figure 6.16: Comparison of the average reaction time between the current study and the previous one, pre-
sented in Chapter 5.

6.5. CONCLUSIONS
A quasi-Transfer-of-Training experiment with ten experienced helicopter pilots was per-
formed in TU Delft’s SIMONA Research Simulator (SRS) to compare the effects of heli-
copter dynamics characterized by a high autototative flare index (hard dynamics) and
low index (easy) on autorotation training in a flight simulator. Participants were divided
in two groups and trained to perform a straight-in autorotation maneuver controlling a
seven degrees of freedom non-linear helicopter model with 6-DOF rigid-body dynamics
plus rotorspeed. Each group tested the two sets of dynamics in a different training or-
der: hard-easy-hard (HEH group) and easy-hard-easy (EHE group). Results show a pos-
itive transfer of skills from the hard helicopter dynamics to the easy dynamics for both
groups, with the average rate of descent at touchdown that decreases from 666 ft/min to
543 ft/min (∆V ztd = 123 ft/min) for the HEH group and from 502 ft/min to 445 ft/min
(∆V ztd = 58 ft/min) for the EHE group. This corroborates earlier findings that the ac-
quisition of robust flying skills is fostered by initiating training in the most challenging
setting.

In addition, participants of the EHE group adopted a sub-optimal control technique
during the final part of the maneuver. This is suggested by the different sign of the pitch
rate at touchdown for the two groups during the first two phases of the experiment: the
HEH group tends to touch down with a negative pitch rate (nose-down), whereas the
EHE group shows a positive one (nose-up). The former behavior is usually adopted in
reality in order to level the skids with the ground to avoid tail strike and have a better vis-
ibility before cushioning the touchdown. Dealing with the difficult dynamics helped the
participants of the EHE group to align their control strategy with that of the participants
of the HEH group.

Although more experiments are needed to confirm our findings, results suggest that
simulator training for autorotation can best start with training in the most resource de-
manding condition. Difficult dynamics require rapid responses to perceptual changes,
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forcing pilots to develop more robust and adaptable flying skills. This can enhance heli-
copter safety as pilots will be better prepared to face unexpected events that may occur
during actual flight.





7
CONCLUSIONS &

RECOMMENDATIONS

The research presented in this thesis was conducted as part of the European Joint Doc-
torate NITROS (Network for Innovative Training on Rotorcraft Safety) project and sets
out to investigate procedures to prevent or alleviate the occurrence of flight simulator
negative transfer-of-training for helicopter pilots. Indeed, the improvement of current
flight simulator training was identified by safety reports as one of the most crucial inter-
ventions to reduce helicopter accident rates [European Helicopter Safety Analysis Team,
2010, 2015; U.S. Joint Helicopter Safety Analysis Team, 2011a,b].

The simulator fidelity model is the most popular transfer-of-training paradigm, be-
cause it is adopted by current regulations on Flight Simulator Training Devices [Euro-
pean Aviation Safety Agency, 2012, 2018; Federal Aviation Administration, 1991, 1992,
1994, 2016]. Such a model is underpinned by the (controversial) assumption that a high-
fidelity simulator will yield effective skill transfer and a low-fidelity simulator will yield
less – or even negative – transfer and leads to highly sophisticated, complex and expen-
sive devices that may not always be fit, or could be “overfit”, for a specific training pur-
pose. Therefore, this thesis had the following goal:

Goal of this thesis

Contribute to an enhanced understanding of the future requirements for heli-
copter pilot training in flight simulators.

Next, the main conclusions and implications of this thesis work are presented, fol-
lowed by recommendations for future research.

7.1. CONCLUSIONS
Two critical training tasks for helicopter pilots, i.e., hover and autorotation, representing
two of the most important helicopter capabilities, were chosen in this thesis to provide

147
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indications and guidelines for improved training in flight simulators.

7.1.1. PART I - TRAINING OF BASIC FLYING SKILLS: HOVER

CHAPTER 3 - HOVER TRANSFER OF TRAINING: EFFECTS OF SIMULATOR FIDELITY

In Chapter 3, a quasi-transfer-of-training experiment with 24 task-naïve learners (i.e.,
participants with no prior flight experience neither in actual helicopters nor in simu-
lators) was conducted to explicitly evaluate the extent to which hover skills developed
on a Computer Based Trainer (CBT) are effectively transferred to a more realistic envi-
ronment. Participants were divided in two groups. The first group (the “experimental”
group) was trained on a CBT (Training phase) and then transferred to the high-fidelity
Max Planck Institute for Biological Cybernetics CyberMotion Simulator (CMS) (Evalu-
ation phase). The second group (the “control” group) received the entire training on
the CMS. Both groups learned to perform the hover maneuver controlling an identi-
fied model of a Robinson R44 civil light helicopter [Geluardi, 2016; Geluardi et al., 2018]
through a previously developed part-task training program [Fabbroni et al., 2017a] that
is structured as a realistic flight lesson and is intended to bring participants to a satis-
factory level of performance. Participants in both groups were able to stabilize the he-
licopter model, on average, in 60% of the trials during the Evaluation phase. Moreover,
no significant difference between CBT and CMS groups was found during the Evaluation
phase.

Main finding of Chapter 3

Computer-based Training Devices represent an effective alternative to high-
fidelity simulators in the hover training of novice helicopter pilots if supported
by a suitable training program, such as a part-task training.

7.1.2. PART II - TRAINING OF ADVANCED FLYING SKILLS: AUTOROTATION

CHAPTER 4 - FLIGHT MECHANICS IN AUTOROTATION (3-DOF & 6-DOF)

Chapter 4 applied linear dynamic system theory to assess helicopter stability character-
istics in autorotation and investigate the effects of the rotorspeed degree-of-freedom in
autorotation on classical rigid-body modes for two helicopter models characterized by
a different level of fidelity (3-degrees-of-freedom (DOF) longitudinal and 6-DOF rigid-
body helicopter models).

The analysis carried out on both models shows that the helicopter dynamics change
considerably in autorotation as the rotorspeed degree of freedom couples with the clas-
sical rigid body modes. Therefore, autorotation requires a different stabilization strategy
by the pilot, as also shown through the “paper pilot” analysis [Anderson, 1970; Dillow,
1971] in Appendix E). Indeed, for both models the results show that there are two main
differences between the modes in straight level flight and those in steady descent in au-
torotation for the baseline helicopter (Bo-105) considered in this study:

• The phugoid in autorotation is unstable only at very low or very high speeds.
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• The heave subsidence mode couples with the rotorspeed degree of freedom, giving
rise to a set of complex conjugate poles.

A good agreement in terms of stability characteristics of the longitudinal modes of
motion is found between the two models. Furthermore, the lateral-directional modes of
the 6-DOF rigid-body + rotorspeed helicopter model overall do not change significantly
in steady-descent in autorotation with respect to straight level flight. As demonstrated
in Appendix E, this implies no different pilot control compensation or gains are needed
for the lateral-directional control loops in the two flight conditions.

Chapter 4 also investigated whether large variations in the autorotative flare index
strongly affect helicopter dynamics in autorotation, because this may impact pilot con-
trol strategy and workload. The autorotative flare index is a design parameter and is
usually used in any helicopter development programs as a metric for satisfactory autoro-
tative characteristics and, within certain constraints, appears to be a reasonably reliable
indicator of the ease of making successful autorotative landings. Four independent de-
sign parameters are involved in the calculation of the simplified version of this index: the
main rotor blade chord, the main rotor radius, the main rotor RPM and the helicopter
weight. Each was varied individually from the baseline value to get eight different val-
ues of the autorotation index, spanning from 5 to 40 ft3/lb. This range was chosen after
comparing the index for various existing helicopters.

For each of the four sub-sets of configurations (one subset for each design param-
eter), the sensitivity of the eigenvalues at 60 kn horizontal speed to changes in the au-
torotation index shows the same results. When the autorotative flare index increases,
the stability of the phugoid mode worsens, because the speed stability derivative Mu

decreases. The same holds for the pitch subsidence (the pitch-damping stability deriva-
tive Mq increases), whereas the opposite happens for the heave/rotorspeed mode (the
rotorspeed stability derivative Mψ̇mr increases). Thus, higher values of the autorotation
index, representative of good autorotative performance in terms of available energy over
required energy, do not necessarily mean better stability characteristics.

Main findings of Chapter 4

1. Pilots will need to adapt their control compensation along the longitudinal
axes in steady-descent in autorotation with respect to straight level flight,
as they will no longer need to keep a constant altitude, but a constant ro-
torspeed.

2. High values of the autorotative flare index, representative of good autoro-
tative performance in terms of available energy over required energy, may
also lead to degraded stability characteristics and hence possibly require
more pilot control compensation in autorotation.

CHAPTER 5 - AUTOROTATION TRANSFER OF TRAINING: EFFECTS OF HELICOPTER DY-
NAMICS (3-DOF)
In Chapter 5, a quasi-Transfer-of-Training experiment with 14 experienced helicopter
pilots was performed in TU Delft’s SIMONA Research Simulator (SRS) to compare the
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effects of helicopter dynamics characterized by a high autototative flare index (hard dy-
namics) and low index (easy dynamics) on autorotation training in a flight simulator.
Participants were divided in two groups and trained to perform a straight-in autorota-
tion maneuver controlling a four degrees of freedom non-linear helicopter model with
3-degrees-of-freedom (DOF) symmetrical dynamics plus rotorspeed, studied in Chapter
4. Each group tested the two sets of dynamics in a different training order: hard-easy-
hard (HEH group) and easy-hard-easy (EHE group). The results show a positive transfer
of skills from the hard helicopter dynamics to the easy dynamics for both groups, with
an average rate of descent at touchdown that decreases from 558 ft/min to 447 ft/min
(∆V ztd = 111 ft/min) for the HEH group and from 559 ft/min to 480 ft/min (∆V ztd = 79
ft/min) for the EHE group.

Main finding of Chapter 5

Participants exhibit positive transfer of skills from the hard (lower autorotation
index) to the easy dynamics (higher autorotation index), but not after a transition
from the easy to the hard dynamics.

CHAPTER 6 - AUTOROTATION TRANSFER OF TRAINING: EFFECTS OF HELICOPTER DY-
NAMICS (6-DOF)

The quasi-Transfer-of-Training experiment presented in Chapter 6 continues the study
described in Chapter 5 that was designed to investigate how helicopter dynamics affect
pilots’ acquisition of skills during autorotation training in a flight simulator. The promis-
ing findings from this previous experiment are further explored with a full 7-degrees-of-
freedom (DOF) flight dynamics model, which incorporates also the helicopter lateral-
directional dynamics.

As in the previous experiment, two sets of helicopter dynamics, characterized by a
different autorotative index (hard, lower index, and easy, higher index) [Fradenburgh,
1984], and two groups of participants, both comprising experienced helicopter pilots,
were considered. In order to assess whether familiarity with one set of helicopter dy-
namics affects the learning of new helicopter dynamics, each group started the train-
ing with either the hard or the easy dynamics, was then transferred to the other, and,
finally, transferred back to the initial dynamics. As in Chapter 5, the results show a pos-
itive transfer of skills from the hard helicopter dynamics to the easy dynamics for both
groups, with the average rate of descent at touchdown that decreases from 666 ft/min to
543 ft/min (∆V ztd = 123 ft/min) for the HEH group and from 502 ft/min to 445 ft/min
(∆V ztd = 58 ft/min) for the EHE group.

The results indicate that simulator training for autorotation can best start with train-
ing in the most resource demanding condition. Difficult dynamics require rapid re-
sponses to perceptual changes, forcing pilots to develop more robust and adaptable fly-
ing skills. This can enhance helicopter safety as pilots will be better prepared to face also
off-nominal conditions that may occur during actual flight.
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Main findings of Chapter 6

1. Consistent with the 3-DOF experiment, participants exhibit positive trans-
fer of skills (in terms of rate of descent at touchdown) from the hard (lower
autorotation index) to the easy dynamics (higher autorotation index), but
not after a transition from the easy to the hard dynamics.

2. The average reaction time of the participants of the experiment with the
3-DOF + rotorspeed DOF helicopter model is approximately twice as high
as that of the participants of the experiment with the 6-DOF + rotorspeed
DOF model. This indicates that the 3-DOF longitudinal helicopter model
case fails in providing sufficient visual and motion cues to recognize the
engine failure, due to its inability to model the initial yaw in the direction
of the rotor angular speed which follows a power failure.

7.1.3. GENERAL CONCLUSION
In conclusion, this thesis provided insight into helicopter pilots training in flight simu-
lators addressing two critical training tasks, hover (Part I of this thesis) and autorotation
(Part II of this thesis), that represent two of a helicopter’s most characteristic and relevant
capabilities.

Current regulations on flight simulator training devices [European Aviation Safety
Agency, 2012, 2018; Federal Aviation Administration, 1991, 1992, 1994, 2016] formulate
simulator design criteria in terms of fidelity, assuming that high fidelity will directly re-
sult in positive transfer of skills [Klauer, 1997]. However, the experiment on initial hover
training presented in Chapter 3 showed that desktop trainers may be a valid alternative
to high-fidelity simulators during initial hover training if supported by a suitable training
program. The results of Chapter 3 corroborate previous evidence [Alessi, 1988; Lintern,
1995; Noble, 2002], according to which adding more fidelity beyond a certain point re-
sults in a diminished degree of transfer of skills. This risk occurs especially for nonexpert
pilots, because high fidelity also means high complexity, which may require more cog-
nitive skills, thus increasing the trainee’s workload: this may, in turn, impede learning
[Wickens et al., 2013]. Therefore, the formulation of simulator design criteria should be
based also on training effectiveness and not solely on simulator fidelity.

Despite the high-order (coupled fuselage/rotor dynamics) and highly coupled na-
ture of helicopter dynamics compared to fixed-wing aircraft, a 3-DOF longitudinal + ro-
torspeed helicopter model may provide already a basic understanding of the helicopter
flight mechanics in autorotation, as shown in Chapter 4. However, the experiments on
autorotation presented in Chapters 5 and 6, which were conducted with a 3-DOF and
with a 6-DOF helicopter model, respectively demonstrate the inability of the 3-DOF
model to provide sufficient visual and motion cues to identify with a realistic latency
the engine failure.

Furthermore, the results of Chapters 5 and 6 showed that positive transfer of skills is
observed from helicopter dynamics requiring significant pilot control compensation to
those requiring low pilot control compensation, but not the opposite. This challenges
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the progressive difficulty approach, according to which emergency situations must be
first practiced with easier aircraft [Coyle, 2008]. Such an approach is essential during
in-flight training, but can of course be set aside during simulator training, due to the in-
herently safe nature of flight simulators. These results corroborate earlier findings that
the acquisition of robust flying skills is fostered by initiating training in the most chal-
lenging setting [Nusseck et al., 2008].

With these new insights, this thesis lays the foundations for an enhanced under-
standing of the future requirements for helicopter pilots training in flight simulators,
which are likely to become even more essential given the current onset of Urban Air Mo-
bility [Antoniou et al., 2020; Mueller et al., 2017; Thipphavong et al., 2018]. Indeed, the
transition from helicopters as a niche sector in the aerospace industry to the widespread
future use of personal aerial vehicles (PAVs) based on rotorcraft concepts needs to be ac-
companied by a disruptive change in aviation regulations, encompassing every aspect of
safety, including training. Even though these future PAVs will likely be characterized by
a high level of automation, human operators will keep playing an important role in the
operation of the flight [Gawron, 2019a; Noy et al., 2018; Shladover, 2016], hence raising
the need to develop training requirements for PAV pilots.

7.2. RECOMMENDATIONS
In the following, the main recommendations are provided to indicate where the results
of this thesis can be applied, or where further research is most needed.

7.2.1. PARADIGM SHIFT IN FSTD REGULATIONS

The literature review conducted in Chapter 2 on aviation training and flight simulation
emphasized the shortcomings of current regulations for Flight Simulator Training De-
vices (FSTDs) [European Aviation Safety Agency, 2012, 2018; Federal Aviation Adminis-
tration, 1991, 1992, 1994, 2016]. According to these regulations, the ability of a flight
simulator to replace or complement in-flight training is attributed to a qualification pro-
cedure, and the training effectiveness of devices deriving from this process should be
accepted as an axiom, as stated by EASA [2018, (p. 44), 2012, (p. 34)]: “Fidelity of mod-
ern FSTDs is sufficient to permit pilot assessment with the assurance that the observed
behaviour will transfer to the aircraft.” However, the results of Chapter 3 suggest that
more emphasis should be given on the training program (e.g., the structure and the fo-
cus should be adapted based on a trainee’s flight experience and on the difficulty of the
task), which can still enable effective training even with a simulator that lacks fidelity,
especially during ab-initio training.

Future Flight Simulator Training Device requirements should focus on training ef-
fectiveness and not only on simulator fidelity. This is not a simple task, because it is
indeed easier to formulate simulator design criteria in terms of physical rather than be-
havioral requirements [National Research Council, 1985]. To achieve this paradigm shift,
there is the need to formulate meaningful training outcome specifications involving be-
havioral and cognitive factors. This requires an in-depth analysis of the psychological
requirements of the task to be performed in the simulation situation as well as in the op-
erational environment that is simulated. Each training task will then be characterized by
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a set of training outcome specifications (e.g., for autorotation: reaction time, proficiency
in maintaining/controlling the airspeed and the rotorspeed, ability to reach the ground
with a survivable flight state at touchdown, etc.). So the training outcome specifications
are task-dependent and the ability of a simulator to fulfill such requirements will define
its validity for the specific training purpose. The degree of validity of a simulator for one
purpose always need to be substantiated in relation to a simulator that has already been
certified for that specific purpose. Characterization of a simulator as having high or low
validity for one purpose or use will not necessarily imply the same degree of validity for
another use [National Research Council, 1985].

7.2.2. UPDATE IN SIMULATOR TRAINING SYLLABUS FOR AUTOROTATION
The two experiments on autorotation described in this thesis showed that pilots trained
in difficult, high resource demanding conditions develop a more robust control tech-
nique that can be easily adjusted to different helicopter handling characteristics. This
also results in a better capability to handle emergencies like engine failures in the real
world, where the actual situation may easily divert from the training scenario, because
they can quickly adapt to unexpected conditions. The current simulator training syl-
labus for autorotation should be updated to include several configurations with different
handling characteristics, which can be obtained for example considering different mod-
els of the same helicopter family, to give to the trainee the opportunity to familiarize
with helicopters with different sizes, dynamics and “feel”. This can help inexperienced
pilots to better understand that autorotation is not a “by-the-numbers” procedure and
that adaptability and judgement of the pilot should always have a prominent role in the
accomplishment of the task.

7.2.3. AUTOROTATION TRANSFER-OF-TRAINING WITH NOVICE PILOTS
Whether due to an actual emergency or during the training for such an event, autoro-
tations often result in an accident in which the pilot fails to perform the maneuver cor-
rectly [European Helicopter Safety Analysis Team, 2010, 2015; U.S. Joint Helicopter Safety
Analysis Team, 2011a,b]. To minimize risks during practice autorotations and to make
training as effective as possible, it is necessary to develop a standardized training pro-
gram for autorotation. Furthermore, to reduce the burden on the instructor, the student
should learn the basics of maintaining/controlling the airspeed and the rotor RPM be-
fore practicing autorotation. Mimicking the hover part-task training program used in
Chapter 3, this can be achieved through a number of exercises that are preparatory for
autorotation [Coyle, 2013], such as:

• Engine deceleration checks: to avoid that a practice engine failure becomes a real
one, it is essential to check that the throttle and fuel control are going to respond
correctly when the engine is put to idle.

• Rotor RPM decay rates: the instructor will show how different power/collective set-
tings affect the rate of decay of rotor RPM once the engine is disengaged.

• Attitude on the ground and in hover: the instructor will show these two different
pitch attitudes by pointing out where the horizon crosses the windshield central
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pillar with respect to a convenient rivet or any other reference point on the deck,
as these two cues will be used at the end of the flare.

• Counting down to touchdown: the student will learn to sense the position of the
skids with respect to the ground.

• Hover engine failures: the student will learn to:

– First stop the lateral drift due to the reduction of the tail rotor effectiveness
to avoid tip over when touching the ground.

– Stop the yaw. There is no need to return to the original heading.

– Cushion the touchdown: try at first from a very low height to help the student
judge collective lever application.

• Running landings with power at slow forward speed: the instructor will teach the
student not to lower the collective until the forward motion has stopped.

• Hover taxi engine failures: this task is similar to hover engine failures.

• Quick stops: they duplicate most of the flare part of the autorotation quite well and
they are an excellent coordination exercise for beginners.

• Steady descent in autorotation: the instructor will teach the student the basics of
maintaining/controlling the airspeed and the rotor RPM by simulating an engine
failure at a higher-than-normal altitude and show the differences in dynamic ba-
havior between helicopter with different handling qualities and sizes.

• Entry to autorotation: the student will learn the symptoms of an engine failure and
the correct reactions to be able to respond instinctively.

• Flare: the student will learn to stop the rate of descent and reduce the airspeed.

• Power recovery or Touchdown: A power recovery autorotation terminates in a hover
as opposed to landing without power. This is always possible in a training situa-
tion, because the engine failure is not real, but simulated by disengaging the rotor
shaft from the power shaft by means of a clutch with the engine in an idle state.

Due to time and resource constraints, the effectiveness of this proposed autorotation
training program could not be assessed in this thesis. A new experiment with a large
group of student pilots should be conducted to obtain more evidence for the findings
presented in Chapter 5 and 6, which are based on experienced helicopter pilots, and to
further develop the proposed training program towards a new standard.

7.2.4. QUANTITATIVE HANDLING QUALITY ASSESSMENT IN AUTOROTATION
The main limitation of the methodology proposed in Chapter 4 for the analysis of the
helicopter dynamics in autorotation consists in the fact that it is applicable only to the
steady-descent part of the autorotation maneuver, which is not the most demanding
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phase for the pilot [Prouty, 2009]. In Chapter 5, this limitation was overcome by per-
forming a pilot-in-the-loop experiment with a test pilot, who awarded handling quality
ratings to the different helicopter configurations studied in Chapter 4. Because it is not
always possible to resort to online simulations with test pilots, an offline procedure for
the quantitative assessment of handling qualities in autorotation needs to be developed,
accounting for all the phases of the maneuver. To this end, a “paper pilot” analysis [An-
derson, 1970; Dillow, 1971] as developed in Appendix E can be used by comparing pilot
performance for different helicopter configurations when the same gains are used or
by comparing pilot gains when the same autorotation performance are achieved flying
different configurations. This can be useful for helicopter design, as well as training pro-
gram development.

7.2.5. TRUE-TRANSFER EXPERIMENTS
The experimental results obtained in this thesis (Chapters 3, 5 and 6) are based on the
quasi-transfer paradigm, which relies on the assumption that the more realistic simula-
tor, i.e., the transfer setting, acts as a valid replacement for the real aircraft. Furthermore,
a relatively low number of participants took part in these experiments (24, 14, and 10),
which affects the statistical reliability of the experimental outcomes.

To confirm the obtained results and overcome these limitations, it is crucial that
more experiments adopting a true-transfer paradigm and with large sample sizes are
conducted. The financial and human (helicopter pilots) resources required to accom-
plish this task make this research more suitable for a joint-venture between universities,
industrial partners and flight schools. To further explore the results of the two experi-
ments on autorotation (Chapters 3, 5 and 6), a true-transfer experiment could be con-
ducted considering different models of the same helicopter family characterized by dif-
ferent size and dynamics (e.g., AW169, AW139, and AW189).

Following up this recommendation would deliver the final proof of the work pre-
sented in this thesis.
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A
FLIGHT MECHANICS MODEL

A.1. EQUATIONS OF MOTION
The aircraft equations of motion are usually derived from Newton-Euler dynamics equa-
tion, which hold true in an inertial reference frame (Appendix F):

~F =
I d~Q

dt

~MP =
I d~H

dt
(A.1)

where ~Q = m~V is the linear momentum and ~H = JP~ω is the angular momentum.
However, it is convenient to write the aircraft equations of motion in a reference frame
that is body-fixed (Appendix F), with the origin moving along with the aircraft.

Let P be the origin of this reference frame and Q be a generic point of the aircraft.
The velocity of the point Q can be expressed as:

~VQ/I = ~VP/I +~VQ/P +~ωB/I × (Q −P ) (A.2)

Under the assumption of rigid-body, the distance between Q and P , both belonging
to the aircraft, remains constant ((Q −P ) = const), thus meaning that ~VQ −~VP = ~VQ/P =~0.
Replacing this condition in Eq. (A.2), we obtain:

~VQ/I = ~VP/I +~ωB/I × (Q −P ) (A.3)

The acceleration of the point Q can be obtained from the derivation of Eq. (A.3) as:

~aQ/I =
I d~VQ/I

dt
=

I d~VP/I

dt
+

I d~ωB/I

dt
× (Q −P )+~ωB/I ×

I d(Q −P )

dt
(A.4)
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Using Poisson’s theorem, also know as Transport Theorem in analytical dynamics,
which provides a formula for the total differentiation of a vector in a rotating reference
frame, Eq. (A.4) becomes:

~aQ/I =
B d~VP/I

dt
+~ωB/I ×~VP/I +

(
B d~ωB/I

dt
+����

��:0 (parallel vectors)
~ωB/I ×~ωB/I

)
× (Q −P )+

+~ωB/I ×


�
��

��*
0 (rigid-body)

B d(Q −P )

dt
+~ωB/I × (Q −P )

=

=
B d~VP/I

dt
+~ωB/I ×~VP/I +

B d~ωB/I

dt
× (Q −P )+~ωB/I × [~ωB/I × (Q −P )] (A.5)

The inertia force acting on the generic point Q of the aircraft is given by:

d~F = dm ~aQ/I (A.6)

To obtain the total force of inertia acting on the aircraft, Eq. (A.6) need to be inte-
grated on the whole body:

~F =
∫

B
d~F =

∫
B

dm ~aQ/I =

=
∫

B
dm

B d~VP/I

dt
+

∫
B

dm ~ωB/I ×~VP/I −
∫

B
dm (Q −P )×

B d~ωB/I

dt
+

+
∫

B
dm [(Q −P )×~ωB/I ]×~ωB/I (A.7)

For the last two terms of Eq. (A.7) the anticommutative property of the cross product
was applied. Defining the mass and the tensor of static moments as:

m =
∫

B
dm

SP =
∫

B
dm (Q −P )× (A.8)

Eq. (A.7) becomes:

~F = m
B d~VP/I

dt
+~ωB/I ×m ~VP/I −SP

B d~ωB/I

dt
+ (SP ~ωB/I )×~ωB/I (A.9)

SP is an skew-symmetric tensor, i.e., SP = −ST
P , so the minus sign of the third term

becomes a plus if SP is transposed:
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~F = m
B d~VP/I

dt
+~ωB/I ×m ~VP/I +ST

P

B d~ωB/I

dt
− (

ST
P ~ωB/I

)×~ωB/I (A.10)

Applying again the anticommutative property of the cross product to the fourth term,
Eq. (A.10).

~F = m
B d~VP/I

dt
+~ωB/I ×m ~VP/I +ST

P

B d~ωB/I

dt
+~ωB/I ×

(
ST

P ~ωB/I
)

(A.11)

The moment with respect to the point P due to the inertia force acting on the generic
point Q of the aircraft is given by:

d~MP = (Q −P )×d~F = dm (Q −P )×~aQ/I (A.12)

To obtain the total moment due to the force of inertia acting on the aircraft with
respect to the point P , Eq. (A.12) need to be integrated on the whole body:

~MP =
∫

B
d~MP =

∫
B

dm (Q −P )×~aQ/I =

=
∫

B
dm (Q −P )×

B d~VP/I

dt
+

∫
B

dm (Q −P )×~ωB/I ×~VP/I+

−
∫

B
dm (Q −P )× (Q −P )×

B d~ωB/I

dt
+

−
∫

B
dm ~ωB/I × (Q −P )× [(Q −P )×~ωB/I ] (A.13)

Applying Jacobi relation, which states that ~a ×
(
~b ×~c

)
+~b × (~c ×~a)+~c ×

(
~a ×~b

)
=~0, to

the second term:

∫
B

dm (Q −P )× (
~ωB/I ×~VP/I

)=−
∫

B
dm ~ωB/I ×

(
~VP/I × (Q −P )

)+
−

∫
B

dm ~VP/I × ((Q −P )×~ωB/I ) =

=
∫

B
dm ~ωB/I ×

(
(Q −P )×~VP/I

)+
−

∫
B

dm ~VP/I × ((Q −P )×~ωB/I ) =

=~ωB/I ×SP ~VP/I −~VP/I ×SP ~ωB/I (A.14)

Defining the tensor of inertia moments as:

JP =−
∫

B
dm (Q −P )× (Q −P )× (A.15)
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applying the definition of SP and replacing Eq. (A.14), Eq. (A.13) becomes:

~MP = SP

B d~VP/I

dt
+~ωB/I ×SP ~VP/I +~VP/I ×ST

P ~ωB/I + JP

B d~ωB/I

dt
+~ωB/I × JP ~ωB/I (A.16)

Rearranging the terms and combining like terms:

~MP = SP

B d~VP/I

dt
+ JP

B d~ωB/I

dt
+~ωB/I ×

(
SP ~VP/I + JP ~ωB/I

)+~VP/I ×ST
P ~ωB/I (A.17)

For notation coherence the null term ~VP/I ×m ~VP/I is added to Eq. (A.17):

~MP = SP

B d~VP/I

dt
+ JP

B d~ωB/I

dt
+~ωB/I ×

(
SP ~VP/I + JP ~ωB/I

)+~VP/I ×
(
ST

P ~ωB/I +m ~VP/I
)

(A.18)

Simplifying the notation, by adopting dot notation for time derivatives in the body
reference frame, Eq. (A.11) and (A.18) become:

m ~̇VP/I +ST
P ~̇ωB/I +~ωB/I ×

(
m ~VP/I +ST

P ~ωB/I
)= ~F

SP ~̇VP/I + JP ~̇ωB/I +~VP/I ×
(
m ~VP/I +ST

P ~ωB/I
)+~ωB/I ×

(
SP ~VP/I + JP ~ωB/I

)= ~MP (A.19)

The origin of the body reference frame P is typically located at the aircraft center of
gravity G , meaning that SP = SG = 0. Eq. (A.19) become:

m ~̇VG/I +~ωB/I ×m ~VG/I = ~F
JG ~̇ωB/I +~ωB/I × JG ~ωB/I = ~MG (A.20)

To express Eq. (A.20) in scalar form, the components of the velocity vector and the
angular velocity vector, and those of the forces and moments in the body reference frame
are introduced:

~VG/I =


u
v
w

 (A.21)

~ωB/I =


p
q
r

 (A.22)
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~F =


Fx

Fy

Fz

 (A.23)

~MG =


L
M
N

 (A.24)

and a further simplification is adopted, i.e., the aircraft is symmetric with respect to
the plane z-x (Ix y = Iy x = 0, Iy z = Iz y = 0, Ixz = Izx ):

JG =
 Ixx −Ix y −Ixz

−Iy x Iy y −Iy z

−Izx −Iz y Izz

=
 Ixx 0 −Ixz

0 Iy y 0
−Ixz 0 Izz

 (A.25)

In scalar form, Eq. (A.20) becomes:

m
(
u̇ +qw − r v

)= Fx

m
(
v̇ + r u −pw

)= Fy

m
(
ẇ +pv −qu

)= Fz

Ixx ṗ − Ixz ṙ +q
(
Izz r − Ixz p

)− r q Iy y = L

Iy y q̇ + r
(
Ixx p − Ixz r

)−p
(
Izz r − Ixz p

)= M

Izz ṙ − Ixz ṗ +q
(−Ixx p + Ixz r

)+pq Iy y = N (A.26)

Separating the gravity components from the external (aerodynamic) force compo-
nents, Eq. (A.26) becomes:

m
(
u̇ +qw − r v

)+mg sinθ = X

m
(
v̇ + r u −pw

)−mg cosθ sinφ= Y

m
(
ẇ +pv −qu

)−mg cosθcosφ= Z

Ixx ṗ − Ixz ṙ +q
(
Izz r − Ixz p

)− r q Iy y = L

Iy y q̇ + r
(
Ixx p − Ixz r

)−p
(
Izz r − Ixz p

)= M

Izz ṙ − Ixz ṗ +q
(−Ixx p + Ixz r

)+pq Iy y = N (A.27)

The system of Eq. (A.27) represents the classical 6-DOF (degrees of freedom) rigid-
body equations. To simulate autorotation, however, it is necessary to increase the order
of the model, to include the main-rotor speed DOF. Assuming that the transmission is
rigid, it is sufficient to add a single equation representing a torque balance and update
the yaw dynamics equation to account for the coupling with the airframe:
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(Izz + IR ) ṙ − IRψ̈mr − Ixz ṗ +q
(−Ix p + Ixz r

)+pq Iy = N (A.28)

IR
(
ψ̈mr − ṙ

)=���*0 in autorotation
Qeng −Qmr − g tr Qtr (A.29)

where IR is the polar inertia of the rotor (it does not keep into account only the in-
ertia of the blades, but also the inertia of the transmission), g tr = Ωtr

Ωmr
. This equation

is derived in Appendix D relaxing the constraint of rigid transmission, thus becoming a
system of equations, known as engine-drivetrain dynamics.

The external forces and moments can be written as the sum of the contributions
from the different aircraft components, i.e., main rotor, tail rotor, fuselage, horizontal
tailplane, and vertical fin. As an example:

X = Xmr +X tr +X f us +X t p +X f n (A.30)

where the subscripts stand for: main rotor, mr ; tail rotor, tr ; fuselage, f us; hori-
zontal tailplane, t p; and vertical fin, f n. Next section summarizes how these different
components are calculated in the model developed in this thesis.

A.2. CONTRIBUTION OF THE DIFFERENT HELICOPTER COM-
PONENTS TO EXTERNAL FORCES AND MOMENTS

A.2.1. ROTORS
The analytical expressions of forces and moments generated by the two rotors are taken
from a report by Chen [1979, 1980], then implemented for piloted simulation by Talbot
et al. [1982], which are derived according to the following simplifications and assump-
tions:

• The rotor blade was assumed to be rigid with linear twist.

• Uniform inflow was considered.

• Both flapping and inflow angles were assumed to be small.

• Simple strip theory was used.

• The reversed-flow region was ignored, and compressibility and stall effects were
not considered.

• The tail rotor was modeled as a teetering rotor without cyclic pitch.

As an additional assumption, steady-state tip-path plane dynamics was considered
for the model developed in this thesis. Furthermore, for the real-time simulation, quasi-
steady dynamic inflow was used [Pavel, 2001].
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TIP-PATH PLANE DYNAMICS

For small flapping angles, the flapping dynamics equation of each rotor blade is a second
order, linear differential equation with non-constant coefficients. To approximate the
flapping motion of the whole rotor, tip-path plane dynamics is often used in helicopter
theory, which consists in the following transformation:

βi = a0 −
k∑

n=1

(
an cos

(
nψi

)+bn sin
(
nψi

))
, with i = 1 : Nb (A.31)

By applying the transformation of Eq. (A.31) with k = 1 to the flapping dynamic equa-
tion of each rotor blade, the following system of equation is obtained:

~̈at pp +D t pp~̇at pp +Kt pp~at pp = ~ft pp +~ft pppr econe (A.32)

where:

~at pp = {
a0 a1 b1

}T
(A.33)

and D t pp , Kt pp and ~ft pp are taken from Chen [1980], whereas ~ft pppr econe is an ad-
ditional term that was derived to keep into account the effects of the precone, mod-
elled as a pretension in the flapping moment due to the spring rotor stiffness (MRi =
−Kβ

(
βi −a0p

)
):

~ft pp =
{

Kβ

Iβ
a0p 0 0

}T
(A.34)

For a two-bladed teetering rotor, configuration typically adopted for tail-rotors, the
tip-path plane representation loses its physical meaning. However, if the approximation
of Eq. (A.31) for the blade flapping is employed, then a0 is to be treated as a preset con-
stant. The coefficients a1 (t ) and b1 (t ) can then be solved by setting ȧ0 = 0 and ä0 = 0.

This means that the model has 12-DOF in total for a non-teetering main-rotor (6-
DOF rigid-body dynamics, 1-DOF main-rotor rpm, 3-DOF main-rotor tip-path plane
dynamics, 2-DOF main-rotor tip-path plane dynamics) and 11-DOF for a teetering main
rotor (6-DOF rigid-body dynamics, 1-DOF main-rotor rpm, 2-DOF main-rotor tip-path
plane dynamics, 2-DOF main-rotor tip-path plane dynamics). However, in the model
used in this thesis, steady-state tip-path plane dynamics was considered:

ȧ0 = 0

ȧ1 = 0 (A.35)

ḃ1 = 0
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ä0 = 0

ä1 = 0 (A.36)

b̈1 = 0

reducing the number of DOF to 7 for a non-teetering main-rotor (6 in case of teeter-
ing main-rotor), because the following linear system can be solved at every time-step:

Kt pp~at pp = ~ft pp (A.37)

~at pp = K −1
t pp

~ft pp (A.38)

A.2.2. FUSELAGE

Fuselage force and moment coefficients (forces and moments divided by dynamic pres-
sure q f us = 1

2ρai r V 2
f us ) are obtained from look-up tables as a function of the fuselage

incidence (from -180 deg to 180 deg) and sideslip (from -90 deg to 90 deg). These tables
derive from wind-tunnel tests of the Bo-105 fuselage and are represented in Fig. A.1.

To obtain the fuselage moments at the helicopter center of gravity, it is necessary to
transport the fuselage forces from the fuselage aerodynamic pressure to the helicopter
center of gravity:

~F f usG = ~F f usAC

~M f usG = ~M f usAC + (
AC f us −G

)×~F f usAC (A.39)

A.2.3. HORIZONTAL TAILPLANE

Horizontal tailplane force and moment coefficients (forces and moments divided by dy-
namic pressure qt p = 1

2ρai r V 2
t p ) are obtained from look-up tables as a function of the

tailplane incidence (from -90 deg to 90 deg) and sideslip (from -90 deg to 90 deg). These
tables derive from wind-tunnel tests of the NACA 0010/0020 profile and are represented
in Fig. A.2.

To obtain the tailplane moments at the helicopter center of gravity, it is necessary to
transport the tailplane forces from the tailplane aerodynamic pressure to the helicopter
center of gravity:

~Ft pG = ~Ft p AC

~Mt pG = ~Mt p AC + (
ACt p −G

)×~Ft p AC (A.40)
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Figure A.1: Fuselage force and moment coefficients.

A.2.4. VERTICAL FIN

Vertical fin force and moment coefficients (forces and moments divided by dynamic
pressure q f n = 1

2ρai r V 2
f n) are obtained from look-up tables as a function of the fin in-

cidence (from -90 deg to 60 deg) and sideslip (from -35 deg to 90 deg). These tables
derive from wind-tunnel tests of the NACA 65(3)-618 profile and are represented in Fig.
A.3.

To obtain the fin moments at the helicopter center of gravity, it is necessary to trans-
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port the fin forces from the fin aerodynamic pressure to the helicopter center of gravity:

~F f nG = ~F f nAC

~M f nG = ~M f nAC + (
AC f n −G

)×~F f nAC (A.41)
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Figure A.2: Horizontal tailplane force and moment coefficients.
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Figure A.3: Vertical fin force and moment coefficients.

A.3. WAKE MODEL
To calculate the downwash at the different helicopter components (i.e., aerodynamic
centers of the fuselage, horizontal tailplane and vertical fin, and tail-rotor hub), a wake
model was implemented. Essentially, two different approaches to model rotor wakes
exist: prescribed and free-wake models. Prescribed wake models are computationally
more efficient than free-wake models, but also less accurate.

The wake model implemented in the flight mechanics model developed in this thesis
is a prescribed wake model, known as Beddoes wake [Beddoes, 1985]. According to this
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wake model, each blade produces a tip vortex. Two different wake geometries can be
adopted in this model: the undistorted, which assumes uniform inflow, and the distorted
wake, which accounts for the departure from uniform inflow induced by the skewness of
the wake. The geometry of the distorted wake considering linear inflow along the disc is
shown in Fig. A.4 for a four-bladed rotor with CT

σ = 0.07 and µ= 0.04.
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(a) Top view.
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(b) Side view.

(c) 3-D view (rear view from above the disc plane).

Figure A.4: Beddoes distorted wake geometry with linear inflow along the disc for a four-bladed rotor with
CT
σ = 0.07 and µ= 0.04.

The velocity induced by each tip vortex element of length d~l in a generic point P
(
x, y, z

)
is calculated using Biot-Savart law:

~V
(
x, y, z

)= Γ

4π

∫ ∞

−∞
d~l ×~r
|~r |3 (A.42)

where~r is the distance between the point P and the tip vortex element and the cir-
culation is calculated as:

Γ= 2CT

σ
cRΩmr (A.43)
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For numerical evaluation of Eq. (A.42), each tip vortex is discretized in Nv elements:

~V (P ) = Γ

4π

Nv∑
i=1

d~li × (P −Vi )

|(P −Vi )|3 (A.44)

The total induced velocity is then obtained by summing the contribution of each
blade’s tip vortex.

The results from the implemented wake model were compared with those available
in the charts of the induced velocity near a lifting rotor produced by Castles et al. [1954]
and Heyson et al. [1957]. These charts show the contour of the induced velocity normal-
ized by the induced velocity at the center of the rotor disk in the longitudinal plane of
symmetry (z-x plane) for several wake skew angles (χ = arctan2

µ
−λ ). The results from

the implemented wake model are in good agreement with those presented by Castles
et al. [1954] and Heyson et al. [1957] for all the wake skew angles. As an example, Fig.
A.5 shows the contours of the induced velocity ratio from the Beddoes wake model and
those from Castles et al. [1954] and Heyson et al. [1957] for a wake skew angle of 63 deg.

As an alternative to wake models, empirical methods can also be used to estimate
the downwash at the points of interest.

A.3.1. GROUND EFFECT
A lifting rotor incurs a favorable interference when operating very close to the ground
[Heyson, 1960]. In this condition, the rotor downwash field is strongly influenced by
the ground surface. To incorporate this effect, known as ground effect, in the model, a
variation of the induced velocity at the center of the rotor was considered as proposed
by Heyson [1960] (Fig. A.6):

wi IGE

wiOGE

= 1+ ∆wi

wiOGE

(A.45)

Fig. A.6 shows that ground effect decreases rapidly with increases in either height
above the ground or forward speed (increasing wake skew angle).
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Figure A.5: Contour of the induced velocity ratio in the longitudinal plane of symmetry.
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TRIM PROCEDURE

B.1. DEFINITION OF THE TRIM PROBLEM
The classical rigid-body equations of motion are:

m
(
u̇ +qw − r v

)+mg sinθ = X
(
u, v, w, p, q,r,θ0, A1,B1,θ0tr

)
m

(
v̇ + r u −pw

)−mg cosθ sinφ= Y
(
u, v, w, p, q,r,θ0, A1,B1,θ0tr

)
m

(
ẇ +pv −qu

)−mg cosθcosφ= Z
(
u, v, w, p, q,r,θ0, A1,B1,θ0tr

)
Ixx ṗ − Ixz ṙ +q

(
Izz r − Ixz p

)− r q Iy y = L
(
u, v, w, p, q,r,θ0, A1,B1,θ0tr

)
Iy y q̇ + r

(
Ixx p − Ixz r

)−p
(
Izz r − Ixz p

)= M
(
u, v, w, p, q,r,θ0, A1,B1,θ0tr

)
Izz ṙ − Ixz ṗ +q

(−Ixx p + Ixz r
)+pq Iy y = N

(
u, v, w, p, q,r,θ0, A1,B1,θ0tr

)
(B.1)

In addition to the dynamics equations of Eq. (B.1), kinematics equations can be de-
rived to express the relationship between:

• the body angular rates and Euler angles and rates:

p = φ̇− ψ̇sin(θ)

q = θ̇cos
(
φ

)+ ψ̇sin
(
φ

)
cos(θ)

r =−θ̇ sin
(
φ

)+ ψ̇cos
(
φ

)
cos(θ) (B.2)

• the flight path angle and the vertical and horizontal speed:

γ= arctan

 Vz√
V 2

x +V 2
y

 (B.3)

191
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• the flight speed and the vertical and horizontal speed:

V f =
√(√

V 2
x +V 2

y

)2
+V 2

z =
√

V 2
x +V 2

y

sinγ
(B.4)

• the speed along y-body axis:

v =V f sin
(
β
)

(B.5)

• the speed along x-body axis:

u =V f cos
(
β
)

cos(α) (B.6)

• the speed along z-body axis:

w =V f cos
(
β
)

sin(α) = u tanα (B.7)

• the flight path angle:

sin
(
γ
)= cos(α)cos

(
β
)

sin(θ)− sin
(
β
)

sin
(
φ

)
cos(θ)− sin(α)cos

(
β
)

cos
(
φ

)
cos(θ)

(B.8)

In an equilibrium condition, the following relations apply for the dynamics (Eq. (B.1)):

u̇ = 0

v̇ = 0

ẇ = 0

ṗ = 0

q̇ = 0

ṙ = 0

(B.9)

and for the kinematics (Eq. (B.2)):

φ̇= 0

θ̇ = 0 (B.10)
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Replacing Eq. (B.9) in Eq. (B.1) and using capital letters with subscript e to indicate
the linear and angular rates and the attitudes, we obtain:

m (QeWe −ReVe ) =−mg sinΘe +Xe
(
Ue ,Ve ,Ww ,Pe ,Qe ,Re ,θ0e , A1e ,B1e ,θ0tre

)
m (ReUe −PeWe ) = mg cosΘe sinΦe +Ye

(
Ue ,Ve ,Ww ,Pe ,Qe ,Re ,θ0e , A1e ,B1e ,θ0tre

)
m (PeVe −QeUe ) = mg cosΘe cosΦe +Ze

(
Ue ,Ve ,Ww ,Pe ,Qe ,Re ,θ0e , A1e ,B1e ,θ0tre

)
Qe (Izz Re − Ixz Pe )−ReQe Iy y = Le

(
Ue ,Ve ,Ww ,Pe ,Qe ,Re ,θ0e , A1e ,B1e ,θ0tre

)
Re (Ixx Pe − Ixz Re )−Pe (Izz Re − Ixz Pe ) = Me

(
Ue ,Ve ,Ww ,Pe ,Qe ,Re ,θ0e , A1e ,B1e ,θ0tre

)
Qe (−Ixx Pe + Ixz Re )+PeQe Iy y = Ne

(
Ue ,Ve ,Ww ,Pe ,Qe ,Re ,θ0e , A1e ,B1e ,θ0tre

)
(B.11)

Similarly, replacing Eq. (B.10) in Eq. (B.2), we obtain:

Pe =−Ψ̇e sin(Θe )

Qe = Ψ̇e sin(Φe )cos(Θe )

Re = Ψ̇e cos(Φe )cos(Θe ) (B.12)

Eq. (B.3) to (B.8) can be rewritten in terms of equilibrium quantities:

• the flight path angle:

γe = arctan

 Vze√
V 2

xe
+V 2

ye

 (B.13)

• the flight speed:

V fe =
√(√

V 2
xe
+V 2

ye

)2
+V 2

ze
=

√
V 2

xe
+V 2

ye

sinγe
(B.14)

• the speed along y-body axis:

Ve =V fe sin
(
βe

)
(B.15)

• the speed along x-body axis:

Ue =V fe cos
(
βe

)
cos(αe ) (B.16)
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• the speed along z-body axis:

We =V fe cos
(
βe

)
sin(αe ) =Ue tanαe (B.17)

• the flight path angle:

sin
(
γe

)= cos(αe )cos
(
βe

)
sin(Θe )− sin

(
βe

)
sin(Φe )cos(Θe )+

− sin(αe )cos
(
βe

)
cos(Φe )cos(Θe ) (B.18)

In total we have 15 equations and 19 unknowns:

{
θ0e A1e B1e θ0tre

Φe Θe Ψ̇e Pe Qe Re Ue Ve We αe βe

γe

√
V 2

xe
+V 2

ye
Vze V fe

}
(B.19)

This means that we need to set 4 quantities:

{
Ψ̇e

√
V 2

xe
+V 2

ye
Vze βe

}
(B.20)

This leads to 15 unknowns in 15 equations:

{
θ0e A1e B1e θ0tre

Φe Θe Pe Qe Re Ue Ve We αe γe V fe

}
(B.21)

However from the set quantities (B.20), we can evaluate in closed form some of the
unknowns, such as Pe , Qe , and Re from Eq. (B.12), γe from Eq. (B.13), V fe from Eq. (B.14),
and Ve from Eq. (B.15), whileαe can be expressed as a function of Ue and We (Eq. (B.17)).
This leads to 8 unknowns in 8 equations (Eq. (B.11), (B.16), (B.18)):

{
θ0e A1e B1e θ0tre

Φe Θe Ue We
}

(B.22)

B.1.1. TRIM IN AUTOROTATION
For helicopters, autorotation represents an emergency maneuver that has to be per-
formed in case of total power loss (Qeng = 0). Therefore, the common assumption of
constant rotor angular velocity is no longer justified in case of autorotative flight. As
soon as the pilot recognizes that an engine failure has occurred, he needs to preserve
as much as possible rotorspeed at the expenses of the helicopter’s potential energy (al-
titude). Ideally, the pilot should enter a steady descent in autorotation, i.e. a condition
in which the helicopter is descending at a constant rate of descent, whose value is such



B.2. FORMULATION OF THE TRIM PROBLEM AS AN OPTIMIZATION PROCEDURE

B

195

that the required torque (main-rotor + tail rotor torques) is zero [Prouty, 2002]. A new
equation need to be added to the system of Eq. (B.1):

IR
(
ψ̈mr − ṙ

)=���*0 in autorotation
Qeng −Qmr

(
u, v, w, p, q,r,ψ̇mr,θ0, A1,B1,θ0tr

)+
− g tr Qtr

(
u, v, w, p, q,r,ψ̇mr,θ0, A1,B1,θ0tr

)
(B.23)

In an equilibrium condition, the following condition needs to be added to the system
of Eq. (B.9):

ψ̈mr = 0 (B.24)

Replacing Eq. (B.24) in Eq. (B.23), we obtain:

Qmr
(
Ue ,Ve ,Ww ,Pe ,Qe ,Re ,Ωmr,θ0e , A1e ,B1e ,θ0tre

)+
+ g tr Qtr

(
Ue ,Ve ,Ww ,Pe ,Qe ,Re ,Ωmr,θ0e , A1e ,B1e ,θ0tre

)= 0 (B.25)

In total we have 16 equations and 19 unknowns (Eq. (B.19)). This means that we need
to set only 3 quantities in autorotation:

{
Ψ̇e

√
V 2

xe
+V 2

ye
βe

}
(B.26)

This leads to 16 unknowns in 16 equations in autorotation:

{
θ0e A1e B1e θ0tre

Φe Θe Pe Qe Re Ue Ve We αe γe Vze V fe

}
(B.27)

However from the set quantities (B.20), we can evaluate in closed form some of the
unknowns, such as Pe , Qe , and Re from Eq. (B.12), whereas we can express γe from Eq.
(B.13), V fe from Eq. (B.14), and Ve from Eq. (B.15) as a function of Vze andαe as a function
of Ue and We (Eq. (B.17)). This leads to 9 unknowns in 9 equations:

{
θ0e A1e B1e θ0tre

Φe Θe Ue We Vze

}
(B.28)

B.2. FORMULATION OF THE TRIM PROBLEM AS AN OPTIMIZA-
TION PROCEDURE

Several methods are available to trim the aircraft model or dynamic subsystems, such
as sequential-correction, fly-to-trim, and NewtonRaphson or Jacobian method [Dreier,
2018].

Another widely accepted numerical method to find a generic steady-state flight con-
dition is based on the minimization of a cost function [De Marco et al., 2007; Houston,
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1994]. The cost function is, by definition, always non-negative and evaluates to zero
when the aircraft is in a steady-state flight. A minimization algorithm finds the values of
control inputs and of some state variables that make the cost function zero.

Typically the cost function is derived from the dynamic equations of motion. A good
choice is the quadratic function:

J = u̇2 + v̇2 + ẇ2 + ṗ2 + q̇2 + ṙ 2 + . . . (B.29)

or more generally:

J = ~̇xT W ~̇x (B.30)

with W a symmetric, positive-definite, square matrix of weights yielding a non-negative
J . The role of W in the sum of Eq. (B.30) is mainly that of making the single addends of
the same order of magnitude, accounting for differences in units of measure and provid-
ing control of the minimization.

In normal operating condition, the derivative of the state vector ~̇x is:

~̇x = [
u̇ v̇ ẇ ṗ q̇ ṙ

]T
(B.31)

An example of weight matrix W is given by:

W = 1

Ω4
mr



1
R2 0 0 0 0 0
0 1

R2 0 0 0 0
0 0 1

R2 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

 (B.32)

Similarly, in autorotation, the derivative of the state vector ~̇x is augmented by the
rotor speed derivative:

~̇x = [
u̇ v̇ ẇ ṗ q̇ ṙ ψ̈mr

]T
(B.33)

An example of weight matrix W is given by:

W = 1

Ω4
mr



1
R2 0 0 0 0 0 0
0 1

R2 0 0 0 0 0
0 0 1

R2 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1


(B.34)
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The minimization of the cost function J is subject to the equality constraints of Eq.
(B.16) and (B.18). The procedure starts by guessing a suitable initial value for the un-
known parameters (Eq. (B.22) in normal operating conditions, and Eq. (B.28) in autoro-
tation). The initial guess for these parameters is obtained by solving a simplified trim
procedure [Bramwell et al., 2001], that allows to evaluate all of them in closed form.

At every iteration, body forces and moments (right-hand member of Eq. (B.1) and
Eq. (B.23)), that are function of the unknown parameters, are evaluated.

The equations of motion (Eq. (B.1)) can finally be used to calculate the time deriva-
tives of the states and supplied to the optimization algorithm in order to evaluate the
cost function (Eq. (B.30)) for the current set of trim parameters.

Among the methods that try to minimize a multi-variate scalar function, a direct
search method was preferred in lieu of a gradient-based one, because the former tech-
nique does not require explicit expressions of the derivatives.

B.3. TRIM RESULTS
In this section, trim results are shown for the helicopter flight mechanics model devel-
oped in Appendix A for two different flight conditions, i.e., straight level flight and steady-
descent in autorotation.

The Bo-105 helicopter configuration data have been considered to verify the devel-
oped model and the trim procedure, because flight test data are available in literature
[Padfield, 2007], at least for straight level flight.

B.3.1. STRAIGHT LEVEL FLIGHT

According to Eq. (B.20), we need to set a value for the turn rate Ψ̇e , horizontal speed√
V 2

xe
+V 2

ye
, vertical speed Vze and fuselage sideslip angle βe . In level flight, the following

conditions apply:

Ψ̇e = 0
√

V 2
xe
+V 2

ye
=Vhor

Vze = 0 βe = 0 (B.35)

with Vhor ranging from hover to maximum speed.
The results of the trim procedure in straight level flight are shown in Fig. B.1 for the

trim parameters belonging to the longitudinal plane and in Fig. B.2 for those belong-
ing to the lateral-directional plane as a function of the horizontal speed. Even with the
use of a 3-DOFs longitudinal model, the results match flight test data quite accurately
and do not differ noticeably from other helicopter models of the same helicopter [Hef-
fley et al., 1979; Padfield, 2007]. The use of a uniform inflow model, however, causes an
underestimation of the lateral flapping angle [Bramwell et al., 2001, p. 113], especially
at low speeds, and a consequent underestimation (in absolute value) of the lateral cyclic
pitch (Fig. B.2b). The use of a simple first harmonic nonuniform inflow model which
generates an induced velocity field that increases linearly from the leading edge to the
trailing edge of the rotor disc, as in the Helisim model [Padfield, 2007], leads to a bet-
ter prediction of flight test data, but does not solve the problem entirely [Chen, 1990, p.
64-6].
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This thesis (3-DOF) This thesis (6-DOF)
Flight Test [Padfield, 2007] Helisim [Padfield, 2007]

Boeing-Vertol [Heffley et al., 1979]

0 20 40 60 80
10

12

14

16

18

20

Horizontal Speed Vhor (m/s)

C
o

lle
ct

iv
e

P
it

ch
θ

0
(d

eg
)

(a) Collective pitch angle.

0 20 40 60 80
−2

0

2

4

6

8

Horizontal Speed Vhor (m/s)

Lo
n

gi
tu

d
in

al
C

yc
li

c
P

it
ch

B
1 s

(d
eg

)
(b) Longitudinal cyclic pitch angle.

0 20 40 60 80
−15

−10

−5

0

5

Horizontal Speed Vhor (m/s)

Fu
se

la
ge

P
it

ch
θ

(d
eg

)

(c) Fuselage pitch angle.

0 20 40 60 80
4

6

8

10

Horizontal Speed Vhor (m/s)

M
ai

n
-R

o
to

r
To

rq
u

e
Q

m
r

(k
N

m
)

(d) Main-rotor torque.

0 20 40 60 80

200

300

400

500

Horizontal Speed Vhor (m/s)

P
ow

er
P

(k
W

)

(e) Power.

Figure B.1: Trim results in straight level flight at sea-level (MTOW, ψ̇mr = 100%) as a function of horizontal
speed for the trim parameters belonging to the longitudinal plane.
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(a) Tail-rotor collective pitch angle.
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Figure B.2: Trim results in straight level flight at sea-level (MTOW, ψ̇mr = 100%) as a function of horizontal
speed for the trim parameters belonging to the lateral-directional plane.
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B.3.2. STEADY-DESCENT IN AUTOROTATION

According to Eq. (B.26), we need to set a value for the turn rate Ψ̇e , horizontal speed√
V 2

xe
+V 2

ye
and fuselage sideslip angle βe . In steady-descent in autorotation, the follow-

ing conditions apply:

Ψ̇e = 0√
V 2

xe
+V 2

ye
=Vhor (B.36)

βe = 0

with Vhor ranging from hover to maximum speed.
The results of the trim procedure in steady descent in autorotation are shown in Fig.

B.3 as a function of horizontal speed for the Bo-105 configuration data. Very steep ap-
proaches at low horizontal speed would be complicated by the possibility of power set-
tling in the vortex ring state. Therefore, very low horizontal speeds have not been taken
into account to avoid the classical boundaries of the vortex ring region (from hover to a
rate of descent equal to twice the hover-induced velocity [Prouty, 2002]).

The speed for minimum rate of descent is at the bottom of the curve of Fig. B.3a,
whereas the speed for minimum angle of descent (or maximum glide distance) is at a
higher speed where a straight line from the origin is tangent to the curve. For the Bo-105
configuration data the speed for minimum rate of descent is equal to 60 kn on a flight
path of −15° and that for minimum descent angle is equal to 89 kn on a flight path of
−12°. The suggested autorotative speed usually falls between these two values. This
is confirmed by the flight manual of the Bo-105 helicopter [Anonymous, 1995], which
states that the recommended airspeed in autorotation is 75 KIAS, the airspeed for mini-
mum rate of descent is 60 KIAS at 100% rpm and that for maximum range is 100 KIAS at
85% rpm.

Due to the lack of available flight test data in steady-descent in autorotation, the trim
of the developed model was compared with that of a high-fidelity model (including elas-
tic modes of the rotor and the fuselage) developed in CAMRAD/JA. The agreement is
good for most of the trim parameters, except the collective, but only at high speeds (Fig.
B.3b), and the longitudinal cyclic (Fig. B.3c).
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Figure B.3: Trim results in steady descent in autorotation at sea-level (MTOW, ψ̇mr = 100%) as a function of
horizontal speed for the trim parameters belonging to the longitudinal plane.
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Figure B.4: Trim results in steady-descent in autorotation at sea-level (MTOW, ψ̇mr = 100%) as a function of
horizontal speed for the trim parameters belonging to the lateral-directional plane.
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EQUATIONS OF MOTION

C.1. LINEARIZATION IN NORMAL OPERATING CONDITIONS (6-
DOF MODEL)

Non-linear equations of motion in vector form (Eq. (A.20)) were derived in Appendix A
and are reported here with a simplified notation:

m ~̇V +~ω×m ~V = ~F
J ~̇ω+~ω× J ~ω= ~M (C.1)

Let ~Ve , ~ωe , ~Fe and ~Me be and equilibrium condition satisfying Eq. (C.1):

m ~̇Ve +~ωe ×m ~Ve = ~Fe

J ~̇ωe +~ωe × J ~ωe = ~Me (C.2)

If a small perturbation from the equilibrium condition is considered (~V = ~Ve +∆~V ,
~ω=~ωe +∆~ω, ~F = ~Fe +∆~F and ~M = ~Me +∆~M), Eq. (C.1) becomes:

�
��*m ~̇Ve +m ∆~̇V +����

�:
~ωe ×m ~Ve +~ωe ×m ∆~V +∆~ω×m ~Ve +∆~ω×m ∆~V =��7~Fe +∆~F

�
��>J ~̇ωe + J ∆~̇ω+�����:~ωe × J ~ωe +~ωe × J ∆~ω+∆~ω× J ~ωe +∆~ω× J ∆~ω=��>~Me +∆~M (C.3)

where the terms satisfying Eq. (C.2) were cancelled, leading to:

m ∆~̇V +~ωe ×m ∆~V +∆~ω×m ~Ve +����
��:≈ 0 second order

∆~ω×m ∆~V =∆~F

J ∆~̇ω+~ωe × J ∆~ω+∆~ω× J ~ωe +����
�:≈ 0 second order

∆~ω× J ∆~ω=∆~M (C.4)

203
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Neglecting second order terms in Eq. (C.4), we obtain the linearized equations of
motion:

∆~̇V +~ωe ×∆~V +∆~ω×~Ve = ∆
~F

m
J ∆~̇ω+~ωe × J ∆~ω+∆~ω× J ~ωe =∆~M (C.5)

Both in straight level flight and in autorotation, the following equilibrium conditions
apply:

~Ve =


Ue

Ve

We

=


Ue

0
We

 (C.6)

~ωe =


Pe

Qe

Re

=


0
0
0

=~0 (C.7)

Replacing Eq. (C.7) in Eq. (C.5), we obtain:

∆~̇V +��>
0

~ωe ×∆~V +∆~ω×~Ve = ∆
~F

m

J ∆~̇ω+��>
0

~ωe × J ∆~ω+∆~ω× J��>
0

~ωe =∆~M (C.8)

∆~̇V +∆~ω×~Ve = ∆
~F

m
∆~̇ω= J−1 ∆~M (C.9)

Remembering the definition of the inertia tensor Eq. (A.25):

J =
 Ixx 0 −Ixz

0 Iy y 0
−Ixz 0 Izz

 (C.10)

Eq. (C.9) can be expressed in scalar form as:
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∆u̇ =−We∆q +Ve∆r + ∆Fx

m

∆v̇ =We∆p −Ue∆r + ∆Fy

m

∆ẇ =−Ve∆p +Ue∆q + ∆Fz

m

∆ṗ = 1

Ixx Izz − I 2
xz

(Izz∆L+ Ixz∆N )

∆q̇ = ∆M

Iy y

∆ṙ = 1

Ixx Izz − I 2
xz

(Ixz∆L+ Ixx∆N ) (C.11)

Separating the gravity components from the external (aerodynamic) force compo-
nents:

~Fg r av = mg


−sinθ

cosθ sinφ
cosθcosφ

 (C.12)

and linearizing them:

∆~Fg r av = mg


−cosΘe∆θ

−sinΘe sinΦe∆θ+cosΘe cosΦe∆φ

−sinΘe cosΦe∆θ−cosΘe sinΦe∆φ

 (C.13)

Eq. (C.11) becomes:

∆u̇ =−We∆q +Ve∆r − g cosΘe∆θ+ ∆X

m

∆v̇ =We∆p −Ue∆r − g sinΘe sinΦe∆θ+ g cosΘe cosΦe∆φ+ ∆Y

m

∆ẇ =−Ve∆p +Ue∆q − g sinΘe cosΦe∆θ− g cosΘe sinΦe∆φ+ ∆Z

m

∆ṗ = 1

Ixx Izz − I 2
xz

(Izz∆L+ Ixz∆N )

∆q̇ = ∆M

Iy y

∆ṙ = 1

Ixx Izz − I 2
xz

(Ixz∆L+ Ixx∆N ) (C.14)

Assuming that the external (aerodynamics) forces and moments are a function of the
linear and the angular rates and of the flight controls:
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X = X
(
u, v, w, p, q,r,θ0, A1,B1,θ0tr

)
(C.15)

we can linearize the external forces and moments, by using Taylor series:

∆X = ∂X

∂u
∆u + ∂X

∂v
∆v + ∂X

∂w
∆w + ∂X

∂p
∆p + ∂X

∂q
∆q + ∂X

∂r
∆r+

+ ∂X

∂θ0
∆θ0 + ∂X

∂A1
∆A1 + ∂X

∂B1
∆B1 + ∂X

∂θ0tr

∆θ0tr (C.16)

Also the kinematics equations need to be linearized:

p = φ̇− ψ̇sin(θ)

q = θ̇cos
(
φ

)+ ψ̇sin
(
φ

)
cos(θ)

r =−θ̇ sin
(
φ

)+ ψ̇cos
(
φ

)
cos(θ) (C.17)

∆p =∆φ̇−∆ψ̇sin(Θe )− Ψ̇e cos(Θe )∆θ

∆q =∆θ̇cos(Φe )− Θ̇e sin(Φe )∆φ+∆ψ̇sin(Φe )cos(Θe )+
+ ψ̇e

[
cos(Φe )cos(Θe )∆φ− sin(Φe )sin(Θe )∆θ

]
∆r =−∆θ̇ sin(Φe )− Θ̇e cos(Φe )∆φ+∆ψ̇cos(Φe )cos(Θe )+

− ψ̇e
[
sin(Φe )cos(Θe )∆φ+cos(Φe )sin(Θe )∆θ

]
(C.18)

In straight level flight and in steady-descent in autorotation Ψ̇e = 0 and Θ̇e = 0, there-
fore Eq. (C.18) becomes:

∆p =∆φ̇−∆ψ̇sin(Θe )

∆q =∆θ̇cos(Φe )+∆ψ̇sin(Φe )cos(Θe )

∆r =−∆θ̇ sin(Φe )+∆ψ̇cos(Φe )cos(Θe ) (C.19)

Eq. (C.19) in vector form becomes:

∆~ω=

∆p
∆q
∆r

=
1 0 −sinΘe

0 cosΦe sinΦe cosΘe

0 −sinΦe cosΦe cosΘe


∆φ̇

∆θ̇

∆ψ̇

= SB
321∆~̇e321 (C.20)

∆~̇e321 = SB−1

321∆~ω=

1 tanΘe sinΦe tanΘe cosΦe

0 cosΦe −sinΦe

0 sinΦe
cosΘe

cosΦe
cosΘe



∆p
∆q
∆r

 (C.21)
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Combining Eq. (C.14), Eq. (C.16) and (C.21), we obtain a state space system:

∆~̇x = A ∆~x +B ∆~u (C.22)

∆~x =



∆u
∆w
∆q
∆θ

∆v
∆p
∆φ

∆r


(C.23)

∆~u =


∆θ0

∆A1

∆B1

∆θ0tr

 (C.24)

Defining:

I 2
c = Ixx Izz − I 2

xz (C.25)
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A =



Xu
m

Xw
m

Xq
m −We −g cosΘe

Xv
m

Xp
m 0 Xr

m
Zu
m

Zw
m

Zq
m +Ue −g cosΦe sinΘe

Zv
m

Zp
m −Ve −g sinΦe cosΘe

Zr
m

Mu
Iy y

Mw
Iy y

Mq
Iy y

0 Mv
Iy y

Mp
Iy y

0 Mr
Iy y

0 0 cosΦe 0 0 0 0 −sinΦe
Yu
m

Yw
m

Yq
m −g sinΦe sinΘe

Yv
m

Yp
m +We g cosΦe cosΘe

Yr
m −Ue

Izz Lu+Ixz Nu
I 2
c

Izz Lw +Ixz Nw
I 2
c

Izz Lq+Ixz Nq

I 2
c

0 Izz Lv +Ixz Nv
I 2
c

Izz Lp+Ixz Np

I 2
c

0 Izz Lr +Ixz Nr
I 2
c

0 0 sinΦe tanΘe 0 0 1 0 cosΦe tanΘe
Ixz Lu+Ixx Nu

I 2
c

Ixz Lw +Ixx Nw
I 2
c

Ixz Lq+Ixx Nq

I 2
c

0 Ixz Lv +Ixx Nv
I 2
c

Ixz Lp+Ixx Np

I 2
c

0 Ixz Lr +Ixx Nr
I 2
c



(C.26)

B =



Xθ0
m

XB1
m

X A1
m

Xθ0tr
m

Zθ0
m

ZB1
m

ZA1
m

Zθ0tr
m

Mθ0
Iy y

MB1
Iy y

MA1
Iy y

Mθ0tr
Iy y

0 0 0 0
Yθ0

m
YB1

m
YA1

m

Yθ0tr
m

Izz Lθ0
+Ixz Nθ0
I 2
c

Izz LB1
+Ixz NB1
I 2
c

Izz L A1
+Ixz NA1
I 2
c

Izz Lθ0tr
+Ixz Nθ0tr
I 2
c

0 0 0 0
Ixz Lθ0

+Ixx Nθ0
I 2
c

Ixz LB1
+Ixx NB1
I 2
c

Ixz L A1
+Ixx NA1
I 2
c

Ixz Lθ0tr
+Ixx Nθ0tr
I 2
c



(C.27)



C.2. LINEARIZATION IN AUTOROTATION (7-DOF MODEL)

C

209

C.1.1. 3-DOF LONGITUDINAL MODEL

Neglecting the DOF and the flight controls related to the lateral-directional dynamics:

v = 0 p = 0 r = 0

φ= 0 A1 = 0 θ0tr = 0 (C.28)

L = 0 N =Qr eq =Qmr

the state matrix and the control matrix become:

A =


Xu
m

Xw
m

Xq

m −We −g cosΘe
Zu
m

Zw
m

Zq

m +Ue −g sinΘe
Mu
Iy y

Mw
Iy y

Mq

Iy y
0

0 0 1 0

 (C.29)

B =


Xθ0
m

XB1
m

Zθ0
m

ZB1
m

Mθ0
Iy y

MB1
Iy y

0 0

 (C.30)

C.2. LINEARIZATION IN AUTOROTATION (7-DOF MODEL)
Eq. (C.9) can also be used to accommodate the torque equation, which is needed to
simulate autorotation, by defining the inertia tensor as:

J =


Ixx 0 −Ixz 0
0 Iy y 0 0

−Ixz 0 Izz + IR −IR

0 0 −IR IR

 (C.31)

In this case, Eq. (C.9) in scalar form becomes:
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∆u̇ =−We∆q +Ve∆r − g cosΘe∆θ+ ∆X

m

∆v̇ =We∆p −Ue∆r − g sinΘe sinΦe∆θ+ g cosΘe cosΦe∆φ+ ∆Y

m

∆ẇ =−Ve∆p +Ue∆q − g sinΘe cosΦe∆θ− g cosΘe sinΦe∆φ+ ∆Z

m

∆ṗ = 1

Ixx Izz − I 2
xz

[
Izz∆L+ Ixz

(
∆N −∆Qmr − g tr∆Qtr

)]
∆q̇ = ∆M

Iy y

∆ṙ = 1

Ixx Izz − I 2
xz

[
Ixz∆L+ Ixx

(
∆N −∆Qmr − g tr∆Qtr

)]
∆ψ̈mr = 1

Ixx Izz − I 2
xz

[
Ixz∆L+ Ixx∆N +

(
Ixx +

Ixx Izz − I 2
xz

IR

)(−∆Qmr − g tr∆Qtr
)]

(C.32)

∆u̇ =−We∆q +Ve∆r − g cosΘe∆θ+ ∆X

m

∆v̇ =We∆p −Ue∆r − g sinΘe sinΦe∆θ+ g cosΘe cosΦe∆φ+ ∆Y

m

∆ẇ =−Ve∆p +Ue∆q − g sinΘe cosΦe∆θ− g cosΘe sinΦe∆φ+ ∆Z

m

∆ṗ = 1

Ixx Izz − I 2
xz

[
Izz∆L+ Ixz

(
∆N −∆Qmr − g tr∆Qtr

)]
∆q̇ = ∆M

Iy y

∆ṙ = 1

Ixx Izz − I 2
xz

[
Ixz∆L+ Ixx

(
∆N −∆Qmr − g tr∆Qtr

)]
∆ψ̈mr =∆ṙ + 1

IR

(−∆Qmr − g tr∆Qtr
)

(C.33)

Assuming that the external (aerodynamics) forces and moments are a function of the
linear and the angular rates and of the flight controls:

X = X
(
u, v, w, p, q,r,ψ̇mr,θ0, A1,B1,θ0tr

)
(C.34)

we can linearize the external forces and moments, by using Taylor series:

∆X = ∂X

∂u
∆u + ∂X

∂v
∆v + ∂X

∂w
∆w + ∂X

∂p
∆p + ∂X

∂q
∆q + ∂X

∂r
∆r + ∂X

∂ψ̇mr
∆ψ̇mr+

+ ∂X

∂θ0
∆θ0 + ∂X

∂A1
∆A1 + ∂X

∂B1
∆B1 + ∂X

∂θ0tr

∆θ0tr (C.35)



C.2. LINEARIZATION IN AUTOROTATION (7-DOF MODEL)

C

211

Combining Eq. (C.32), Eq. (C.35) and (C.21), we obtain a state space system with:

∆~x =



∆u
∆w
∆q
∆θ

∆v
∆p
∆φ

∆r
∆ψ̇mr


(C.36)

Defining:

Qr eq =∆Qmr + g tr∆Qtr (C.37)
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A =



Xu
m

Xw
m

Xq
m −We −g cosΘe

Xv
m

Xp
m 0 Xr

m
Xψ̇mr

m
Zu
m

Zw
m

Zq
m +Ue −g cosΦe sinΘe

Zv
m

Zp
m −Ve −g sinΦe cosΘe

Zr
m

Zψ̇mr
m

Mu
Iy y

Mw
Iy y

Mq
Iy y

0 Mv
Iy y

Mp
Iy y

0 Mr
Iy y

Mψ̇mr
Iy y

0 0 cosΦe 0 0 0 0 −sinΦe 0

Yu
m

Yw
m

Yq
m −g sinΦe sinΘe

Yv
m

Yp
m +We g cosΦe cosΘe

Yr
m −Ue

Yψ̇mr
m

Izz Lu+Ixz
(
Nu−Qr equ

)
I 2
c

Izz Lw +Ixz
(
Nw −Qr eqw

)
I 2
c

Izz Lq+Ixz
(
Nq−Qr eqq

)
I 2
c

0
Izz Lv +Ixz

(
Nv −Qr eqv

)
I 2
c

Izz Lp+Ixz
(
Np−Qr eqp

)
I 2
c

0
Izz Lr +Ixz

(
Nr −Qr eqr

)
I 2
c

Izz Lψ̇mr +Ixz

(
Nψ̇mr −Qr eqψ̇mr

)
I 2
c

0 0 sinΦe tanΘe 0 0 1 0 cosΦe tanΘe 0

Ixz Lu+Ixx
(
Nu−Qr equ

)
I 2
c

Ixz Lw +Ixx
(
Nw −Qr eqw

)
I 2
c

Ixz Lq+Ixx
(
Nq−Qr eqq

)
I 2
c

0
Ixz Lv +Ixx

(
Nv −Qr eqv

)
I 2
c

Ixz Lp+Ixx
(
Np−Qr eqp

)
I 2
c

0
Ixz Lr +Ixx

(
Nr −Qr eqr

)
I 2
c

Ixz Lψ̇mr +Ixx

(
Nψ̇mr −Qr eqψ̇mr

)
I 2
c

Ixz Lu+Ixx
(
Nu−Qr equ

)
I 2
c

− Qr equ
IR

Ixz Lw +Ixx
(
Nw −Qr eqw

)
I 2
c

− Qr eqw
IR

Ixz Lq+Ixx
(
Nq−Qr eqq

)
I 2
c

−
Qr eqq

IR
0

Ixz Lv +Ixx
(
Nv −Qr eqv

)
I 2
c

− Qr eqv
IR

Ixz Lp+Ixx
(
Np−Qr eqp

)
I 2
c

−
Qr eqp

IR
0

Ixz Lr +Ixx
(
Nr −Qr eqr

)
I 2
c

− Qr eqr
IR

Ixz Lψ̇mr +Ixx

(
Nψ̇mr −Qr eqψ̇mr

)
I 2
c

−
Qr eqψ̇mr

IR


(C.38)

B =



Xθ0
m

XB1
m

X A1
m

Xθ0tr
m

Zθ0
m

ZB1
m

ZA1
m

Zθ0tr
m

Mθ0
Iy y

MB1
Iy y

MA1
Iy y

Mθ0tr
Iy y

0 0 0 0
Yθ0

m
YB1

m
YA1

m

Yθ0tr
m

Izz Lθ0
+Ixz

(
Nθ0

−Qr eqθ0

)
I 2
c

Izz LB1
+Ixz

(
NB1

−Qr eqB1

)
I 2
c

Izz L A1
+Ixz

(
NA1

−Qr eqA1

)
I 2
c

Izz Lθ0tr
+Ixz

(
Nθ0tr

−Qr eqθ0tr

)
I 2
c

0 0 0 0

Ixz Lθ0
+Ixx

(
Nθ0

−Qr eqθ0

)
I 2
c

Ixz LB1
+Ixx

(
NB1

−Qr eqB1

)
I 2
c

Ixz L A1
+Ixx

(
NA1

−Qr eqA1

)
I 2
c

Ixz Lθ0tr
+Ixx

(
Nθ0tr

−Qr eqθ0tr

)
I 2
c

Ixz Lθ0
+Ixx

(
Nθ0

−Qr eqθ0

)
I 2
c

−
Qr eqθ0

IR

Ixz LB1
+Ixx

(
NB1

−Qr eqB1

)
I 2
c

−
Qr eqB1

IR

Ixz L A1
+Ixx

(
NA1

−Qr eqA1

)
I 2
c

−
Qr eqA1

IR

Ixz Lθ0tr
+Ixx

(
Nθ0tr

−Qr eqθ0tr

)
I 2
c

−
Qr eqθ0tr

IR



(C.39)
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C.2.1. 3-DOF LONGITUDINAL MODEL + MAIN-ROTOR SPEED DOF
Neglecting the DOF and the flight controls related to the lateral-directional dynamics:

v = 0

p = 0

r = 0

φ= 0

A1 = 0

θ0tr = 0

N =Qr eq =Qmr

L = 0 (C.40)

the state matrix and the control matrix become:

A =



Xu
m

Xw
m

Xq

m −We −g cosΘe
Xψ̇mr

m
Zu
m

Zw
m

Zq

m +Ue −g sinΘe
Zψ̇mr

m
Mu
Iy y

Mw
Iy y

Mq

Iy y
0

Mψ̇mr
m

0 0 1 0 0

−Qmru
IR

−Qmrw
IR

−Qmrq

IR
0 −Qmrψ̇mr

IR


(C.41)

B =



Xθ0
m

XB1
m

Zθ0
m

ZB1
m

Mθ0
Iy y

MB1
Iy y

0 0

−Qmrθ0
IR

−QmrB1
IR

 (C.42)

C.2.2. NATURAL MODES OF MOTION
It is common practice in studying the stability and control of both fixed- and rotary-wing
aircraft to linearize the equations of motion around an equilibrium point and evaluate
the natural modes of motion of the equivalent linear system. Indeed, linearization allows
for interpreting the helicopter motion as a linear combination of natural modes, each
having its own unique frequency, damping and distribution of the response states. Thus,
the stability of the motion caused by small disturbances from a trim condition is strictly
related to the stability of the individual modes.

The result of the linearization procedure is typically a state-space model of the form
of Eq. (C.43).

{
δ~̇x (t ) = A δ~x (t )+B δ~u (t )

δ~x (t0) = δ~x0
(C.43)
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According to Lagrange’s formula for linear time-invariant systems (Eq. (C.44)), the
motion of the state δ~x is made of two different contributions: the natural response δ~xZ I R

(also known as Zero Input Response (ZIR)) and the forced response (also known as Zero
State Response (ZSR)) δ~xZ SR .

δ~x (t ) = δ~xZ I R (t )+δ~xZ SR (t ) = (C.44)

=
Zero-Input Response︷ ︸︸ ︷

exp[A (t − t0)] δ~x0+

+
∫ t

t0

exp[A (t −τ)]B δ~u (τ)︸ ︷︷ ︸
Zero-State Response

The natural response is strictly related to the stability of the system. The eigenvectors
~wi of the matrix A, if arranged into columns to form a square matrix W, satisfy Eq. (C.45).

WDiag(λi ) = A W (C.45)

where Diag(λi ) is a diagonal matrix whose elements are the eigenvalues of A. Thus, A
can be expressed as in Eq. (C.46).

A = WDiag(λi )W−1 (C.46)

where the columns of W are referred to as right eigenvectors (~wi ) and the rows of W−1 as
left eigenvectors (~v H

i ):

W = [
~w1 ~w2 · · · ~wi · · · ~wn

]
(C.47)

W−1 =



~v H
1
~v H

2
...
~v H

i
...
~v H

n


(C.48)

Substituting Eq. (C.46) in Eq. (C.44), the natural response can be obtained from Eq.
(C.49).

δ~xZ I R (t ) = WDiag
[

eλi (t−t0)
]

W−1 δ~x0 (C.49)
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In order to isolate the contribution of each mode to the natural response, index no-
tation is used, leading to Eq. (C.50).

δ~xZ I R (t ) =
n∑

i=1
~vH

i δ~x0eλi (t−t0)~wi (C.50)

where ~vH
i represents the i -th row of W−1 and H indicates the conjugate transpose (also

known as Hermitian transpose). The contribution of each mode to the k-th state can be
written as:

δxZ I Rk (t ) =
n∑

i=1

(
~vH

i δ~x0
)

eλi (t−t0)wi k (C.51)

Assuming that the perturbation of the initial condition is a versor along the k-th state:

δ~x0 = ~̂ek (C.52)

the contribution of each mode to the k-th state (Eq. (C.51)) can be rewritten as:

δxZ I Rk (t ) =
n∑

i=1
vH

i k eλi (t−t0)wi k =
n∑

i=1
vki wki︸ ︷︷ ︸

pki

eλi (t−t0) =
n∑

i=1
pki eλi (t−t0) (C.53)

where pki is known as Mode Participation Factor (MPF) of the i -th mode on the k-th
state. Using Eq. (C.45), the eigenvalue matrix can be written as:

Diag(λi ) = W−1AW (C.54)

Expressing Eq. (C.54) in index notation:

λi i =
n∑

k=1

n∑
j=1
j 6=k

v H
i k ak j w j i +

n∑
k=1

v H
i k akk wki (C.55)

and deriving it with respect to the diagonal elements of the state matrix, the MPF can also
be interpreted as the sensitivity of the i -th eigenvalue to variations of the k-th diagonal
element of the state matrix:

∂λi i

∂akk
= v H

i k wki = vki wki = pki (C.56)

Unlike eigenvectors, Mode Participation Factors are dimensionless. However, if the
state matrix has complex-conjugate sets of eigenvalues, the MPF related to these eigen-
values is complex as well. Several variations of the basic definition of MPF can be found
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in literature [Damodhar et al., 2012; Eyad H. Abed et al., 2009] to avoid this issue. One of
this definitions has already been applied to conduct helicopter stability analysis [Femi
et al., 2018]:

pki = |vki | |wki | (C.57)

which can be normalized by the maximum contribution of the i-th mode, enabling the
possibility to compare also coupled and uncoupled eigenmodes:

pki =
|vki | |wki |

n∑
k=1

|vki | |wki |
(C.58)

According to Eq. (C.50), the natural response of the system is given by the linear com-
bination of the individual contributions of each mode of motion. The distribution of the
response states due to each mode is specified by the corresponding eigenvector, while
the information about the time evolution is contained in the respective eigenvalue. The
linear approximation that allows this interpretation is extremely powerful in enhancing
physical understanding of vehicle’s complex motions.

C.3. RESULTS
The result of the linearization procedure is a state-space model (Eq. (C.22)), whose ma-
trices are expressed in Eq. (C.26) (Eq. (C.29) for the 3-DOF longitudinal dynamics) and
(C.27) (Eq. (C.30) for the 3-DOF longitudinal dynamics) for normal operating conditions,
and in Eq. (C.38) (Eq. (C.41) for the 3-DOF longitudinal dynamics + main-rotor speed
DOF) and (C.39) (Eq. (C.42) for the 3-DOF longitudinal dynamics + main-rotor speed
DOF) for autorotation. The terms in the state matrix A are referred to as stability deriva-
tives, because they are strictly related to the stability of the system, i.e. to its eigenvalues.
Whilst the terms in the control matrix B are referred to as control derivatives.

According to [Padfield, 2007], three different methods can be used for derivative cal-
culation:

• Analytical differentiation of the force and moment expressions.

• Numerical differentiation.

• System identification.

Both numerical and analytical differentiation was adopted in this thesis. Analyti-
cal expressions of the derivatives allow to trace back to physical parameters (e.g., he-
licopter configuration data) that actually affect the dynamic behavior of the helicopter.
This method can be adopted because the rotor model developed in this thesis (Appendix
A) is analytical.

The analytical expression of the derivatives in Eq. (C.26) (Eq. (C.29) for the 3-DOF
longitudinal dynamics) and (C.27) (Eq. (C.30) for the 3-DOF longitudinal dynamics) is
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widely available in literature, e.g. [Bramwell et al., 2001]. However, in autorotation, the
inclusion of the rotor speed degree of freedom in the conventional model structure (Eq.
(A.28) non-linear, Eq. (C.33) linearized) give rise to new derivative terms that are not
available analytically in literature. These extra terms appear in the last column of the
state matrix Eq. (C.38) (Eq. (C.41) for the 3-DOF longitudinal dynamics + main-rotor
speed DOF). The derivative terms in the last row of the state matrix Eq. (C.38) (Eq. (C.41)
for the 3-DOF longitudinal dynamics + main-rotor speed DOF) and of the control matrix
(C.39) (Eq. (C.42) for the 3-DOF longitudinal dynamics + main-rotor speed DOF) are
computed during the calculation of the derivatives of the yaw moment N .

Due to the fact that the complexity of the analytical derivatives quickly increases
when the effect of many design parameters is included and many degrees of freedom
are modelled, we decided to adopt analytical differentiation only for the 3-DOF longi-
tudinal dynamics model + main rotor speed DOF, and to neglect flapping hinge offset
(ε= 0) and pitch-flap coupling (δ3 = 0) from the analytical expression of forces and mo-
ments. A summary of the rotor derivatives is reported in Tab. C.1. The derivatives of
the other helicopter components is not reported here, because it is dependent from the
adopted models.

The Bo-105 configuration data have been considered to verify the developed model
and the linearization procedure. The stability and control derivatives in straight level
flight for the longitudinal dynamics are shown in Fig. C.1 and C.5, respectively, as a func-
tion of the horizontal speed. Also the results of the 3-DOF longitudinal model match
quite accurately the derivative data generated by Boeing-Vertol Y-92 trim and stability
analysis computer program for a 6-DOFs model [Heffley et al., 1979].

Heffley et al. [1979] do not provide any data for the main-rotor torque derivatives.
Therefore, Qu , Qw , Qq , Qθ0 and QB1 have been compared with the corresponding deriva-
tives of the yaw moment N (Fig. C.1g, C.1h, C.1o, C.5g and C.5h, respectively).

There are little substantive data at present about derivatives with respect to the ro-
torspeed, thus no basis for comparison was available for Xψ̇mr , Zψ̇mr , Mψ̇mr and Qψ̇mr

(Fig. C.1j, C.1l, C.1n and C.1p, respectively).
Due to the lack of available data in steady-descent in autorotation, the stability deriva-

tives of the developed model were compared with those of a high-fidelity model (includ-
ing elastic modes of the rotor and the fuselage) developed in CAMRAD/JA.
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Table C.1: Analytical derivatives summary for the 3-DOF longitudinal dynamics model + main-rotor speed DOF.

Name Expression
Derivatives

Stability Control

µ or u w̄ or w q̄ or q ψ̇mr θ0 B1

Horizontal
speed at
the hub

uh=(
u−qhR

)
cos is+(

w+qxR
)

sin is

uhu=cos is'1 uhw =sin is'0 uhq=−hR cos is+
xR sin is'−hR

uhψ̇mr =0 uhθ0
=0 uhB1

=0

Vertical
speed at
the hub

wh=(
w+qxR

)
cos is−(

u−qhR
)

sin is

whu=sin is'0 whw =cos is'1 whq=xR cos is+
hR sin is'xR'0

whψ̇mr =0 whθ0
=0 whB1

=0

Advance
ratio

µ= uh
ψ̇mr R µu= 1

ψ̇mr R µw =0 µq=− hR
ψ̇mr R µψ̇mr =− µ

ψ̇mr
µθ0

=0 µB1
=0

Normalized
vertical
speed

w̄=µz=
wh

ψ̇mr R =
uh

ψ̇mr R tanαh=
µ tanαh

µzµ=tanαh'αh µzw = 1
ψ̇mr R µzq=0 µzψ̇mr =− µz

ψ̇mr
µzθ0

=0 µzB1
=−µ

Inflow
ratio

λi =
wi

ψ̇mr R λi ψ̇mr =
wi ψ̇mr
ψ̇mr R −

λi
ψ̇mr

Inflow
ra-
tio/Induced
velocity -
Glauert

λi =
CT

2
√
µ2+(

µz−λi
)2

wi =
T

2ρA

√
u2

h
+(

wh−wi
)2

λiµ=
λi
CT

CTµ−

4
λ3

i
C 2

T

[
µ+λ

(
αh−λiµ

)]
λi w̄ = λi

CT
CT w̄ −

4
λ3

i
C 2

T
λ
(
1−λi w̄

)
λi q̄=0 wi ψ̇mr =

wi T Tψ̇mr
T 2−4ρ2 A2 w3

i
(
wh−wi

)
λiθ0

= λi
CT

CTθ0
+

4
λ3

i
C 2

T
λλiθ0

λi B1
= λi

CT
CT B1

+

−4
λ3

i
C 2

T
λ
(
−µ−λi B1

)

Inflow
ratio

λ=µz−λi λµ=µzµ−λiµ λw̄ =µzw̄ −λi w̄ λq̄=µzq̄−λi q̄ λψ̇mr =µzψ̇mr −
λi ψ̇mr

λθ0
=µzθ0

−λiθ0
λB1

=µzB1
−λi B1

Main-
rotor
thrust

T=ρA
(
ψ̇mr R

)2CT Tu=
ρA

(
ψ̇mr R

)2µu CTµ

Tw̄ =
ρA

(
ψ̇mr R

)2 w̄w CT w̄

Tq̄=
ρA

(
ψ̇mr R

)2 q̄q CT q̄

Tψ̇mr =
2ρAψ̇mr R2CT +
ρA

(
ψ̇mr R

)2CT ψ̇mr

Tθ0
=ρA

(
ψ̇mr R

)2CTθ0
TB1

=
ρA

(
ψ̇mr R

)2CT B1

Main-
rotor
thrust
coeffi-
cient

CT =
σCLα

2

[
µz
2 − λi

2 +

+ θ0
3

(
1+ 3

2 µ
2
)
+

+ θt w
4

(
1+µ2

)
− µ

2 B1

]

CTµ=
σCLα

2

(
λµ
2 +θ0µ+ θt w

2 µ

− 1
2 B1

)
CT w̄ = σCLα

2
λw̄

2 CT q̄= σCLα
2

λq̄
2 CTψ̇mr

=
σCLα

2

(
λψ̇mr

2 +θ0µµψ̇mr +

+ θt w
2 µµψ̇mr −

µψ̇mr
2 B1

)
CTθ0

=
σCLα

2

[
λθ0

2 + 1
3

(
1+ 3

2 µ
2
)] CTB1

=
σCLα

2

(
λB1

2 − µ
2

)

Normalized
pitch rate

q̄= q
ψ̇mr

q̄µ=0 q̄µz =0 q̄q= 1
ψ̇mr

q̄ψ̇mr =− q̄
ψ̇mr

q̄θ0
=0 q̄B1

=0
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Table C.1: Analytical derivatives summary for the 3-DOF longitudinal dynamics model + main-rotor speed DOF. (Continues.)

Name Expression
Derivatives

Stability Control

µ or u w̄ or w q̄ or q ψ̇mr θ0 B1

Coning
angle

a0= γ
8

(
µ2+1

)
θ0+

γ
2

(
1
5 + 1

6 µ
2
)
θt w +

− γ
6 µB1+ γ

6 λ

a0µ= γ
4 µθ0+ γ

6 µθt w −
γ
6 B1+ γ

6 λµ

a0w̄ = γ
6 λw̄ a0q̄= γ

6 λq̄ a0ψ̇mr = γ
4 µµψ̇mr θ0+

γ
6 µµψ̇mr θt w +
− γ

6 µψ̇mr B1+ γ
6 λψ̇mr

a0θ0
= γ

8

(
µ2+1

)
+ γ

6 λθ0
a0B1

=− γ
6 µ+

γ
6 λB1

Longitudinal
flapping
angle

a1=
8
3 µθ0+2µθt w

1− µ2
2

−
(
1+ 3

2 µ
2
)
B1− 16

γ q̄+2µλ

1− µ2
2

+

a1µ=(
8
3 θ0+2θt w +2λ

)(
1+ µ2

2

)
(
1− µ2

2

)2 +

+
2µλµ

(
1− µ2

2

)
−4µB1− 16

γ µq̄(
1− µ2

2

)2

a1w̄ = 2µλw̄

1− µ2
2

a1q̄=
− 16
γ

1− µ2
2

a1ψ̇mr =
8
3 µψ̇mr θ0+2µψ̇mr θt w −3µµψ̇mr B1

1− µ2
2

+

+
− 16
γ q̄ψ̇mr +2µψ̇mr λ+2µλψ̇mr

1− µ2
2

+

+
(

8
3 µθ0+2µθt w

)
µµψ̇mr(

1− µ2
2

)2 +

+
(
−

(
1+ 3

2 µ
2
)
B1− 16

γ q̄+2µλ
)
µµψ̇mr(

1− µ2
2

)2

a1θ0
=

8
3 µ+2µλθ0

1− µ2
2

a1B1
=
−

(
1+ 3

2 µ
2
)

1− µ2
2

+

+
2µλB1

1− µ2
2

Lateral
flapping
angle

b1=
4
3 µa0−q̄

1+ µ2
2

b1µ=(
4
3 a0+ 4

3 µa0µ

)(
1+ µ2

2

)
(
1+ µ2

2

)2

−
(

4
3 µa0−q̄

)
µ(

1+ µ2
2

)2

b1w̄ =
4
3 µa0w̄

1+ µ2
2

b1q̄=
4
3 µa0q̄−1

1+ µ2
2

b1ψ̇mr =
4
3 µψ̇mr a0+ 4

3 µa0ψ̇mr −q̄ψ̇mr

1+ µ2
2

+

−
4
3 µa0− q

ψ̇mr(
1+ µ2

2

)2 µµψ̇mr

b1θ0
=

4
3 µa0θ0

1+ µ2
2

b1B1
=

4
3 µa0B1

1+ µ2
2

Hub mo-
ment

Mh= 1
2 Nb Kβa1 Mhu= 1

2 Nb Kβµu a1µ Mhw = 1
2 Nb Kβw̄w a1w̄ Mhq= 1

2 Nb Kβ q̄q a1q̄ Mhψ̇mr =
1
2 Nb Kβa1ψ̇mr +
1
2 Nb Kβψ̇mr a1

Mhθ0
= 1

2 Nb Kβa1θ0
MhB1

= 1
2 Nb Kβa1B1

Blade
profile
drag co-
efficient

δ=δ0+δ2C 2
T δµ=δ2 ·2CT CTµ δw̄ =δ2 ·2CT CT w̄ δq̄=δ2 ·2CT CT q̄ δψ̇mr =δ2 ·

2CT CT ψ̇mr

δθ0
=δ2 ·2CT CTθ0

δB1
=δ2 ·2CT CT B1
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Table C.1: Analytical derivatives summary for the 3-DOF longitudinal dynamics model + main-rotor speed DOF. (Continues.)

Name Expression
Derivatives

Stability Control

µ or u w̄ or w q̄ or q ψ̇mr θ0 B1

Main-
rotor
torque

Q=ρA
(
ψ̇mr R

)2RCQ Qu=
ρA

(
ψ̇mr R

)2Rµu CQµ

Qw =
ρA

(
ψ̇mr R

)2Rw̄w CQw̄

Qq=
ρA

(
ψ̇mr R

)2Rq̄q CQq̄

Qψ̇mr =
ρAψ̇mr R3CQ+
ρA

(
ψ̇mr R

)2RCQψ̇mr

Qθ0
=

ρA
(
ψ̇mr R

)2RCQθ0

QB1
=

ρA
(
ψ̇mr R

)2RCQB1

Main-
rotor
torque
coeffi-
cient

CQ=
σCLα

2

{
δ

4CLα

(
1+µ2

)
−θ0

λ
3 +

+B1

[
− 1

8 a1+ µλ
4

+ a1
16 µ

2
]
+

−θt w
λ
4 − 1

2

[
λ2+λµa1+

+µ2
(

1
2 a2

0+
3
8 a2

1

+ 1
8 b2

1

)]
+

+ µ
3 a0b1

−
[
− µ

3 a0+ 1
4 b1

]
q̄+

− 1
8 q̄2− 1

8

(
b2

1+a2
1

)}

2CQµ
σCLα

= δµ
4CLα

(
1+µ2

)
+

δ
2CLα

µ−θ0
λµ
3 +

+B1

[
− 1

8 a1µ+ λ
4 + µλµ

4

+ a1
8 µ+ a1µ

16 µ2
]
+

−θt w
λµ
4

− 1
2

[
2λλµ+λa1+λµµa1

+λµa1µ+
+2µ

(
1
2 a2

0+
3
8 a2

1+
1
8 b2

1

)
+

+µ2
(
a0 a0µ+ 3

4 a1 a1µ

+ 1
4 b1b1µ

)]
+

+ 1
3 a0b1+ µ

3 a0µb1+
µ
3 a0b1µ+
−

[
− 1

3 a0− µ
3 a0µ+ 1

4 b1µ

]
q̄+

− 1
4

(
b1b1µ+a1 a1µ

)

2CQw̄
σCLα

=
δw̄

4CLα

(
1+µ2

)
−θ0

λw̄
3 +

+B1

[
− 1

8 a1w̄ + µλw̄
4

+ a1w̄
16 µ2

]
−θt w

λw̄
4 −

1
2

[
2λλw̄ +λw̄µa1+λµa1w̄ +

+µ2
(
a0 a0w̄ + 3

4 a1 a1w̄

+ 1
4 b1b1w̄

)]
+

+ µ
3 a0w̄ b1+ µ

3 a0b1w̄ +
−

[
− µ

3 a0w̄ + 1
4 b1w̄

]
q̄+

− 1
4

(
b1b1w̄ +a1 a1w̄

)

2CQq̄
σCLα

=
δq̄
4a0

(
1+µ2

)
−θ0

λq̄
3

+B1

[
− 1

8 a1q̄+
µλq̄

4

+
a1q̄
16 µ2

]
+

−θt w
λq̄
4 −

1
2

[
2λλq̄+λq̄µa1+λµa1q̄

+µ2
(
a0 a0q̄+ 3

4 a1 a1q̄

+ 1
4 b1b1q̄

)]
+

+ µ
3 a0q̄ b1+ µ

3 a0b1q̄+
−

[
− µ

3 a0q̄+ 1
4 b1q̄

]
q̄+

+ µ
3 a0− 1

4 b1− 1
4 q̄+

− 1
4

(
b1b1q̄+a1 a1q̄

)

2CQψ̇mr
σCLα

=
δψ̇mr
4CLα

(
1+µ2

)
δ

4CLα
µµψ̇mr +

−θ0
λψ̇mr

3 −

θt w
λψ̇mr

4 +
+B1

[
− 1

8 a1ψ̇mr +µψ̇mr
λ
4

+
µλψ̇mr

4 +
+

a1ψ̇mr
16 µ2+ a1

8 µµψ̇mr

]
+

− 1
2

[
2λλψ̇mr +λψ̇mr µa1+λµψ̇mr a1

+λµa1ψ̇mr +
+2µµψ̇mr

(
1
2 a2

0+
3
8 a2

1+
1
8 b2

1

)
+

+µ2
(
a0 a0ψ̇mr + 3

4 a1 a1ψ̇mr

+ 1
4 b1b1ψ̇mr

)]
+

+ 1
3 µψ̇mr a0b1+

µ
3 a0ψ̇mr b1+
µ
3 a0b1ψ̇mr +
−

[
− 1

3 µψ̇mr a0− µ
3 a0ψ̇mr

+ 1
4 b1ψ̇mr

]
q̄+

−
[
− µ

3 a0+ 1
4 b1

]
q̄ψ̇mr −

1
4 q̄ q̄ψ̇mr +
− 1

4

(
b1b1ψ̇mr +a1 a1ψ̇mr

)

2CQθ0
σCLα

=
δθ0

4CLα

(
1+µ2

)
− λ

3 +

−θ0
λθ0

3 −θt w
λθ0

4 +

+B1

[
− 1

8 a1θ0
+
µλθ0

4

+
a1θ0

16 µ2
]
+

− 1
2

[
2λλθ0

+λθ0
µa1

+λµa1θ0
+

+µ2
(
a0 a0θ0

+ 3
4 a1 a1θ0

+ 1
4 b1b1θ0

)]
+

+ µ
3 a0θ0

b1+
µ
3 a0b1θ0

+
−

[
− µ

3 a0θ0
+ 1

4 b1θ0

]
q̄+

− 1
4

(
b1b1θ0

+a1 a1θ0

)

2CQB1
σCLα

=
δB1

4CLα

(
1+µ2

)
+

−θ0
λB1

3 −θt w
λB1

4 +
+

[
− 1

8 a1+ µλ
4 + a1

16 µ
2
]
+

+B1

[
− 1

8 a1B1
+
µλB1

4

+
a1B1

16 µ2
]
+

− 1
2

[
2λλB1

+λB1
µa1

+λµa1B1
+

+µ2
(
a0 a0B1

+ 3
4 a1 a1B1

+
+ 1

4 b1b1B1

)]
+

+ µ
3 a0B1

b1+
µ
3 a0b1B1

+
−

[
− µ

3 a0B1
+ 1

4 b1B1

]
q̄+

− 1
8

(
2b1b1B1

+2a1 a1B1

)

Main-
rotor
hori-
zontal
force

H=ρA
(
ψ̇mr R

)2CH Hu=
ρA

(
ψ̇mr R

)2µu CHµ

Hw̄ =
ρA

(
ψ̇mr R

)2 w̄w CH w̄

Hq̄=
ρA

(
ψ̇mr R

)2 q̄q CH q̄

Hψ̇mr =
2ρAψ̇mr R2CH +
ρA

(
ψ̇mr R

)2CHψ̇mr

Hθ0
=

ρA
(
ψ̇mr R

)2CHθ0

HB1
=

ρA
(
ψ̇mr R

)2CHB1
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Table C.1: Analytical derivatives summary for the 3-DOF longitudinal dynamics model + main-rotor speed DOF.

Name Expression
Derivatives

Stability Control

µ or u w̄ or w q̄ or q ψ̇mr θ0 B1

Main-
rotor
horizon-
tal force
coeffi-
cient

CH = σCLα
2

{
δµ

2CLα

− 1
4 θ0

(
2λµ− 4

3 a1

)
+

− 1
4 θt w

(
λµ−a1

)+
+ 1

4 B1

(
− 1

4 µa1− 3
4 µa1

+λ)+
+ 1

4

(
3λa1− 2

3 a0b1

− 2
3 a0 q̄

)
+

+ µ
4

(
a2

0+a2
1−

1
4 b1 q̄

)}

2CHµ
σCLα

=
δµµ

2CLα
+ δ

2CLα
+

− 1
4 θ0

(
2λµµ+2λ− 4

3 a1µ

)
+

− 1
4 θt w

(
λµµ+λ−a1µ

)
+

+ 1
4 B1

(
−a1−µa1µ+λµ

)
+

+ 1
4

(
3λµa1+3λa1µ

− 2
3 a0µb1+

− 2
3 a0b1µ− 2

3 a0µ q̄
)
+

+ µ
4

(
2a0 a0µ+2a1 a1µ

− 1
4 b1µ q̄

)

2CH w̄
σCLα

= δw̄µ
2a0

−
1
4 θ0

(
2λw̄µ− 4

3 a1w̄

)
+

− 1
4 θt w

(
λw̄µ−a1w̄

)+
+ 1

4 B1
(−µa1w̄ +λw̄

)+
+ 1

4
(
3λw̄ a1+3λa1w̄

− 2
3 a0w̄ b1+

− 2
3 a0b1w̄ − 2

3 a0w̄ q̄
)
+

+ µ
4

(
2a0 a0w̄ +2a1 a1w̄

− 1
4 b1w̄ q̄

)

2CH q̄
σCLα

=
δq̄µ

2CLα
−

1
4 θ0

(
2λq̄µ− 4

3 a1q̄

)
+

− 1
4 θt w

(
λq̄µ−a1q̄

)
+

+ 1
4 B1

(
−µa1q̄+λq̄

)
+

+ 1
4

(
3λq̄ a1+3λa1q̄

− 2
3 a0q̄ b1 +

− 2
3 a0b1q̄− 2

3 a0q̄ q̄− 2
3 a0

)
+

+ µ
4

(
2a0 a0q̄+2a1 a1q̄

− 1
4 b1q̄ q̄− 1

4 b1

)

2CHψ̇mr
σCLα

=
δψ̇mr µ

2CLα
+

δ
2CLα

µψ̇mr +
− 1

4 θ0

(
2λψ̇mr µ+2λµψ̇mr

− 4
3 a1ψ̇mr

)
+

− 1
4 θt w

(
λψ̇mr µ+λµψ̇mr −a1ψ̇mr

)
+

+ 1
4 B1

(
−µψ̇mr a1−µa1ψ̇mr

+λψ̇mr

)
+

+ 1
4

(
3λψ̇mr a1+3λa1ψ̇mr

− 2
3 a0ψ̇mr b1+

− 2
3 a0b1ψ̇mr − 2

3 a0ψ̇mr q̄

− 2
3 a0 q̄ψ̇mr

)
+

+ µ
4

(
2a0 a0ψ̇mr +2a1 a1ψ̇mr

− 1
4 b1ψ̇mr q̄

− 1
4 b1 q̄ψ̇mr

)
+

+
µψ̇mr

4

(
a2

0+a2
1−

1
4 b1 q̄

)

2CHθ0
σCLα

=
δθ0

µ

2CLα
−

1
4

(
2λµ− 4

3 a1

)
+

− 1
4 θ0

(
2λθ0

µ− 4
3 a1θ0

)
+

− 1
4 θt w

(
λθ0

µ−a1θ0

)
+

+ 1
4 B1

(
−µa1θ0

+λθ0

)
+

+ 1
4

(
3λθ0

a1+3λa1θ0
− 2

3 a0θ0
b1

− 2
3 a0b1θ0

− 2
3 a0θ0

q̄
)
+

+ µ
4

(
2a0 a0θ0

+2a1 a1θ0
− 1

4 b1θ0
q̄
)

2CHB1
σCLα

=
δB1

µ

2CLα
+

− 1
4 θ0

(
2λB1

µ− 4
3 a1B1

)
+

− 1
4 θt w

(
λB1

µ−a1B1

)
+

+ 1
4

(−µa1+λ
)+

+ 1
4 B1

(
−µa1B1

+λB1

)
+

+ 1
4

(
3λB1

a1+3λa1B1
− 2

3 a0B1
b1+

− 2
3 a0b1B1

− 2
3 a0B1

q̄
)
+

+ µ
4

(
2a0 a0B1

+2a1 a1B1
− 1

4 b1B1
q̄
)
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This thesis (3-DOF analytical) This thesis (3-DOF numerical)
This thesis (6-DOF numerical) Boeing-Vertol [Heffley et al., 1979]
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Figure C.1: Stability derivatives in straight level flight at sea-level (MTOW, ψ̇mr = 100%) as a function of hori-
zontal speed for the longitudinal dynamics. (Continues.)
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This thesis (3-DOF analytical) This thesis (3-DOF numerical)
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Figure C.1: Stability derivatives in straight level flight at sea-level (MTOW, ψ̇mr = 100%) as a function of hori-
zontal speed for the longitudinal dynamics. (Concluded.)
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Figure C.2: Stability derivatives in straight level flight at sea-level (MTOW, ψ̇mr = 100%) as a function of hori-
zontal speed for the lateral-directional dynamics. (Continues.)
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Figure C.2: Stability derivatives in straight level flight at sea-level (MTOW, ψ̇mr = 100%) as a function of hori-
zontal speed for the lateral-directional dynamics. (Concluded.)
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Figure C.3: Stability derivatives in straight level flight at sea-level (MTOW, ψ̇mr = 100%) as a function of hori-
zontal speed for the longitudinal to lateral-directional couplings. (Continues.)
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Figure C.3: Stability derivatives in straight level flight at sea-level (MTOW, ψ̇mr = 100%) as a function of hori-
zontal speed for the longitudinal to lateral-directional couplings. (Concluded.)



C

228 C. LINEARIZATION OF THE EQUATIONS OF MOTION

This thesis (6-DOF numerical) Boeing-Vertol [Heffley et al., 1979]

0 20 40 60 80

0

5

10

15
·10−3

Horizontal speed Vhor (m/s)

Y
u

/m
(1

/s
)

(a) Yu vs speed.

0 20 40 60 80

−2

−1

0
·10−2

Horizontal speed Vhor (m/s)

Y
w

/m
(1

/s
)

(b) Yw vs speed.

0 20 40 60 80
−4

−3

−2

−1

0
·10−2

Horizontal speed Vhor (m/s)

L
u

/I
x

x
(r

ad
/s

/m
)

(c) Lu vs speed.

0 20 40 60 80

−10

−5

0
·10−2

Horizontal speed Vhor (m/s)

L
w

/I
x

x
(r

ad
/s

/m
)

(d) Lw vs speed.

0 20 40 60 80
−4

−3

−2

−1

0
·10−2

Horizontal speed Vhor (m/s)

N
u

/I
zz

(r
ad

/s
/m

)

(e) Nu vs speed.

0 20 40 60 80
−0.5

0

0.5

1

·10−1

Horizontal speed Vhor (m/s)

N
w

/I
zz

(r
ad

/s
/m

)

(f) Nw vs speed.

Figure C.4: Stability derivatives in straight level flight at sea-level (MTOW, ψ̇mr = 100%) as a function of hori-
zontal speed for the lateral-directional to longitudinal couplings. (Continues.)
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Figure C.4: Stability derivatives in straight level flight at sea-level (MTOW, ψ̇mr = 100%) as a function of hori-
zontal speed for the lateral-directional to longitudinal couplings. (Concluded.)



C

230 C. LINEARIZATION OF THE EQUATIONS OF MOTION

This thesis (3-DOF analytical) This thesis (3-DOF numerical)
This thesis (6-DOF numerical) Boeing-Vertol [Heffley et al., 1979]

0 20 40 60 80

0

5

Horizontal speed Vhor (m/s)

X
θ

0
/m

(m
/s

2
/r

ad
)

(a) Xθ0
vs speed.

0 20 40 60 80
0

5

10

15

20

Horizontal speed Vhor (m/s)

X
B

1
/m

(m
/s

2
/r

ad
)

(b) XB1 vs speed.

0 20 40 60 80
−200

−100

0

Horizontal speed Vhor (m/s)

Z
θ

0
/m

(m
/s

2
/r

ad
)

(c) Zθ0
vs speed.

0 20 40 60 80
−50

0

50

100

150

Horizontal speed Vhor (m/s)

Z
B

1
/m

(m
/s

2
/r

ad
)

(d) ZB1 vs speed.

0 20 40 60 80

0

20

40

60

Horizontal speed Vhor (m/s)

M
θ

0
/I

y
y

(1
/s

2
)

(e) Mθ0
vs speed.

0 20 40 60 80
−100

−50

0

Horizontal speed Vhor (m/s)

M
B

1
/I

y
y

(1
/s

2
)

(f) MB1 vs speed.

0 20 40 60 80
0

20

40

60

Horizontal speed Vhor (m/s)

Q
θ

0
/I

zz
(1

/s
2

)

(g) Qθ0
vs speed.

0 20 40 60 80
−20

−10

0

Horizontal speed Vhor (m/s)

Q
B

1
/I

zz
(1

/s
2

)

(h) QB1 vs speed.

Figure C.5: Control derivatives in straight level flight at sea-level (MTOW, ψ̇mr = 100%) as a function of hori-
zontal speed for the longitudinal dynamics.
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Figure C.6: Control derivatives in straight level flight at sea-level (MTOW, ψ̇mr = 100%) as a function of hori-
zontal speed for the lateral-directional dynamics.
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Figure C.7: Control derivatives in straight level flight at sea-level (MTOW, ψ̇mr = 100%) as a function of hori-
zontal speed for the longitudinal to lateral-directional controls.
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Figure C.8: Control derivatives in straight level flight at sea-level (MTOW, ψ̇mr = 100%) as a function of hori-
zontal speed for the lateral-directional to longitudinal controls.
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Figure C.9: Stability derivatives in steady-descent in autorotation at sea-level(MTOW, ψ̇mr = 100%) as a func-
tion of horizontal speed for the longitudinal dynamics. (Continues.)
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Figure C.9: Stability derivatives in steady-descent in autorotation at sea-level (MTOW, ψ̇mr = 100%) as a func-
tion of horizontal speed for the longitudinal dynamics. (Concluded.)
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Figure C.10: Stability derivatives in steady-descent in autorotation at sea-level (MTOW, ψ̇mr = 100%) as a func-
tion of horizontal speed for the lateral-directional dynamics. (Continues.)
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Figure C.10: Stability derivatives in steady-descent in autorotation at sea-level (MTOW, ψ̇mr = 100%) as a func-
tion of horizontal speed for the lateral-directional dynamics. (Concluded.)
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Figure C.11: Stability derivatives in steady-descent in autorotation at sea-level (MTOW, ψ̇mr = 100%) as a func-
tion of horizontal speed for the longitudinal to lateral-directional couplings. (Continues.)
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Figure C.11: Stability derivatives in steady-descent in autorotation at sea-level (MTOW, ψ̇mr = 100%) as a func-
tion of horizontal speed for the longitudinal to lateral-directional couplings. (Concluded.)
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Figure C.12: Stability derivatives in steady-descent in autorotation at sea-level (MTOW, ψ̇mr = 100%) as a func-
tion of horizontal speed for the lateral-directional to longitudinal couplings. (Continues.)
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Figure C.12: Stability derivatives in steady-descent in autorotation at sea-level (MTOW, ψ̇mr = 100%) as a func-
tion of horizontal speed for the lateral-directional to longitudinal couplings. (Concluded.)
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ENGINE DRIVETRAIN DYNAMICS

D.1. DRIVETRAIN ARCHITECTURE
This section describes the architecture of the drivetrain of a twin-engine conventional
helicopter, taking as example the Bo-105 helicopter, whose power train is shown in Fig.
D.1. The power train transmits engine power to both rotors and the transmission-mounted
accessories. In general, the drivetrain of a twin-engine conventional helicopter com-
prises two engine drive shafts, a main transmission with accessory drives, tail rotor drive
shafts, an intermediate gearbox, and a tail rotor gearbox.

Figure D.1: Bo-105 helicopter power train [Anonymous, 1995]

243



D

244 D. ENGINE DRIVETRAIN DYNAMICS

Fig. D.2 illustrates a schematic of the drivetrain architecture of a twin-engine con-
ventional helicopter with all the main components involved and their connection. In
the next sections, these components are analyzed in more detail.

Main
Rotor

Main
Gearbox

Intermediate
Gearbox

Tail
Rotor

Gearbox

Tail
Rotor

Right
Engine

Left
Engine

Main Rotor
Shaft

Long Drive
Shaft

Intermediate
Shaft

Tail Rotor
Shaft

Right Engine
Drive Shaft

Left Engine
Drive Shaft

Figure D.2: Schematic of a twin-engine conventional helicopter power train.

D.1.1. MAIN TRANSMISSION
The main transmission combines the two engine drive shaft inputs and provides drive
to the main rotor, tail rotor, accessories, and oil cooler fan. Two freewheeling units at
the main transmission inputs permit either engine to be disengaged from the transmis-
sion during single-engine operation (One Engine Inoperative (OEI) condition) or both
engines during autorotation (All Engines Inoperative (AEI) condition).

Power from the engines is transmitted through various stages of reduction gearing
to obtain the necessary speed for the main rotor (Fig. D.4) and tail rotor (Fig. D.5 and
D.6). Fig.D.4, D.5 and D.6 are extremely simplified schematics of a twin-engine conven-
tional helicopter power train, since only one stage of reduction is represented for every
transmission, whereas in reality the reduction of the engines’ angular speed is achieved
through several stages. For example, the main transmission usually consists of a collec-
tor gear (which is the one ideally represented in Fig. D.4 and D.5 as directly connected
to the main rotor shaft) and one or more epicyclic modules (Fig. D.3). The three basic
components of an epicyclic gear are:

1. The sun gear, which is the central gear.

2. The planet carrier, which holds one or more peripheral planet gears, all of the same
size, meshed with the sun gear.

3. The ring gear or annulus, which is an outer ring with inward-facing teeth that mesh
with the planet gear or gears.

The collector gear is connected to the solar gear of the epicyclic module, which trans-
mits the motion to the main rotor mast through the planet carrier.
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(Fixed) ring gear

Sun gear

Driving shaft

Planet gears

Planet carrier

Figure D.3: Bottom view of an epicyclic module with two planets.

In the Bo-105 helicopter, the main gearbox is mounted forward of the engines above
the cargo compartment (see Fig. D.1). Two hydraulic pumps and a rotor rpm (NR0 ) tach-
generator are driven by the accessory gearbox mounted on the transmission left side.
Mounted on the transmission right side is an oil cooler blower fan and reduction gear-
box assembly.

D.1.2. TAIL ROTOR DRIVE SHAFTS

The tail rotor drive shafts of the Bo-105 helicopter consist of three tubular shaft sections
comprising:

• a connecting shaft with flexible couplings,

• a long shaft supported by sealed bearings and fitted with a flexible coupling at the
intermediate gearbox end,

• an intermediate shaft with flexible couplings installed at the vertical fin between
the intermediate and tail rotor gearboxes.

The connecting shaft is routed through a tunnel in the engine compartment dividing
firewall. The long drive shaft and the intermediate shaft are covered by fairings which
may be opened for maintenance and inspection.
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Ωmr

Ωr e
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Figure D.4: Main gearbox - Transmission from the engine drive shafts to the main rotor shaft.

D.1.3. INTERMEDIATE GEARBOX

The intermediate gearbox of the Bo-105 helicopter is mounted at the base of the verti-
cal fin, increases the main transmission output rpm and changes the angle of drive of
50 degrees. The gearbox housing provides for mounting of a tail rotor yaw control bell
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Figure D.5: Main gearbox and intermediate gearbox - Transmission from the main rotor shaft to the interme-
diate shaft.

crank.

D.1.4. TAIL ROTOR GEARBOX
The tail rotor gearbox of the Bo-105 helicopter is mounted on top of the vertical fin,
reduces the output rpm and changes the angle of drive of 90 degrees. The tail rotor shaft
passes through and is supported by the gearbox output bevel gear. The gearbox housing
provides for mounting of a tail rotor yaw control bell crank.
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Tail Rotor
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Figure D.6: Tail rotor gearbox - Transmission from the intermediate shaft to the tail rotor shaft.

D.2. DRIVETRAIN DYNAMICS
The drivetrain model derived in this section represents the torsional dynamics only.
More realistic drivetrain models would require an extremely detailed level of 3D model-
ing (e.g., contact between neighboring gear wheels), which would make them unsuitable
for real-time flight simulation applications. Furthermore, this level of complexity is not
necessary for certification purposes. Fig. D.7 illustrates a three dimensional representa-
tion of the extremely simplified architectures reported in Fig. D.4, D.5 and D.6. To derive
the drivetrain torsional model, further simplifications are necessary:

1. Lumped inertia: each gear mesh will be modelled as a rigid disk, whose moment
of inertia takes into account the inertia of the gear mesh and a portion of the iner-
tia of the shaft connected to it. This contribution is determined according to the
position of the center of flexibility of the shaft.

2. Lumped torsional stiffness: each shaft will be represented as a torsional spring,
whose stiffness takes into account the torsional flexibility of the shaft (within the
main torsional load path) and that of the gear meshes to which its ends are con-
nected.
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Ωmr

Ωs2

Ωle

Ωr eΩs1

Ωtr

Figure D.7: Simplified three dimensional representation of the drive train of a twin-engine conventional heli-
copter.

D.2.1. LUMPED MODEL
Add how to calculate inertia of shaft and how to split it at its ends and how to calculate
stiffness of shafts and gear meshes

KINEMATICS

According to the assumptions of lumped inertia and torsional stiffness, the drivetrain of
a twin-engine conventional helicopter can be represented as shown in Fig. D.8 and D.9.
To describe the kinematics of the drivetrain, the rotation of each disk can be chosen as
a coordinate. This leads to a total of 12 coordinates (ψmr , ψtr , ψmg b1 , ψmg b2 , ψmg b3 ,
ψmg b4 , ψi g b1 , ψi g b2 , ψt g b1 , ψt g b2 , ψr e , ψle ).

However, these 12 coordinates are not all independent from each other, because
there are 5 constraints of pure rolling at the contact point between neighboring gear
meshes:

ψ̇mg b1
Rmg b1

= ψ̇mg b2
Rmg b2

=⇒ ψ̇mg b2
=

Rmg b1

Rmg b2

ψ̇mg b1
at MGB1−2 (D.1)

ψ̇mg b1
Rmg b1

= ψ̇mg b3
Rmg b3

=⇒ ψ̇mg b3
=

Rmg b1

Rmg b3

ψ̇mg b1
at MGB1−3 (D.2)

ψ̇mg b1
Rmg b1

= ψ̇mg b4
Rmg b4

=⇒ ψ̇mg b4
=

Rmg b1

Rmg b4

ψ̇mg b1
at MGB1−4 (D.3)

ψ̇i g b1
Ri g b1

= ψ̇i g b2
Ri g b2

=⇒ ψ̇i g b2
=

Ri g b1

Ri g b2

ψ̇i g b1
at IGB1−2 (D.4)

ψ̇t g b1
Rt g b1

= ψ̇t g b2
Rt g b2

=⇒ ψ̇t g b2
=

Rt g b1

Rt g b2

ψ̇t g b1
at TGB1−2 (D.5)

The torsional drivetrain dynamics can be therefore described by 7 degrees of freedom
(ψmr , ψtr , ψmg b1 , ψi g b1 , ψt g b1 , ψr e , ψle ).
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Figure D.8: Main gearbox lumped model - Transmission from the engine drive shafts to the main rotor shaft.

Furthermore, the following conditions apply at the steady state condition:

lim
t→∞ψ̇mg b1

=Ωmr =Ωmg b1
= 424 rpm (D.6)

lim
t→∞ψ̇mg b2

=Ωr e = 6000 rpm (D.7)

lim
t→∞ψ̇mg b3

=Ωl e = 6000 rpm (D.8)

lim
t→∞ψ̇mg b4

=Ωs1 = 2452 rpm (D.9)

lim
t→∞ψ̇i g b1

=Ωs1 (D.10)

lim
t→∞ψ̇i g b2

=Ωs2 = 3065 rpm (D.11)

lim
t→∞ψ̇t g b1

=Ωs2 (D.12)

lim
t→∞ψ̇t g b2

=Ωtr = 2219 rpm (D.13)

lim
t→∞ψ̇tr =Ωtr (D.14)

For the sake of a more compact notation, it is convenient to define the reciprocal of
the gear ratios:
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Figure D.9: Main gearbox lumped model - Transmission from the engine drive shafts to the main rotor shaft.

rmg b1−2 =
ψ̇mg b2

ψ̇mg b1

= Rmg b1

Rmg b2

= Ωr e

Ωmr
= 14.15 (D.15)

rmg b1−3 =
ψ̇mg b3

ψ̇mg b1

= Rmg b1

Rmg b3

= Ωle

Ωmr
= 14.15 (D.16)

rmg b1−4 =
ψ̇mg b4

ψ̇mg b1

= Rmg b1

Rmg b4

= Ωs1

Ωmr
= 5.78 (D.17)

ri g b1−2 =
ψ̇i g b2

ψ̇i g b1

= Ri g b1

Ri g b2

= Ωs2

Ωs1

= 1.25 (D.18)

rt g b1−2 =
ψ̇t g b2

ψ̇t g b1

= Rt g b1

Rt g b2

= Ωtr

Ωs2

= 0.72 (D.19)

Replacing equations from (D.15) to (D.19) in equations from (D.1) to (D.5) leads to:
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ψ̇mg b2 = rmg b1−2ψ̇mg b1 (D.20)

ψ̇mg b3 = rmg b1−3ψ̇mg b1 (D.21)

ψ̇mg b4 = rmg b1−4ψ̇mg b1 (D.22)

ψ̇i g b2 = ri g b1−2ψ̇i g b1 (D.23)

ψ̇t g b2 = rt g b1−2ψ̇t g b1 (D.24)

D.2.2. DRIVETRAIN DYNAMICS IN LAGRANGIAN COORDINATES

The torsional drivetrain dynamics will be derived through the application of the Princi-
ple of Virtual Work, which can be formulated as:

δWi ner t i a +δWi nter nal +δWexter nal = 0 (D.25)

δWexter nal = δψmr (−Qmr )+δψtr (−Qtr )+δψr e (Qr e )+δψle (Ql e )

= [
δψmr δψtr δψmg b1 δψi g b1 δψt g b1 δψr e δψle

]︸ ︷︷ ︸
δ~ψT



−Qmr

−Qtr

0
0
0

Qr e

Qle

︸ ︷︷ ︸
~Q

= δ~ψT ~Q (D.26)

δWi ner t i a = δψmr
(−Imr ψ̈mr

)+
+δψtr

(−Itr ψ̈tr
)+

+δψmg b1

(−Img b1ψ̈mg b1

)+δψmg b2

(−Img b2ψ̈mg b2

)+
+δψmg b3

(−Img b3ψ̈mg b3

)+δψmg b4

(−Img b4ψ̈mg b4

)+
+δψi g b1

(−Ii g b1ψ̈i g b1

)+δψi g b2

(−Ii g b2ψ̈i g b2

)+
+δψt g b1

(−It g b1ψ̈t g b1

)+δψt g b2

(−It g b2ψ̈t g b2

)+
+δψr e

(−Ir eψ̈r e
)+δψl e

(−Ileψ̈l e
)

(D.27)

Replacing Eq. from (D.20) to (D.24) in Eq. (D.27):



D.2. DRIVETRAIN DYNAMICS

D

253

δWi ner t i a = δψmr
(−Imr ψ̈mr

)+
+δψtr

(−Itr ψ̈tr
)+

+δψmg b1

(−Img b1ψ̈mg b1

)+δψmg b1 rmg b1−2

(−Img b2 rmg b1−2ψ̈mg b1

)+
+δψmg b1 rmg b1−3

(−Img b3 rmg b1−3ψ̈mg b1

)+
+δψmg b1 rmg b1−4

(−Img b4 rmg b1−4ψ̈mg b1

)+
+δψi g b1

(−Ii g b1ψ̈i g b1

)+δψi g b1 ri g b1−2

(−Ii g b2 rmg b1−2ψ̈i g b1

)+
+δψt g b1

(−It g b1ψ̈t g b1

)+δψt g b1 rt g b1−2

(−It g b2 rt g b1−2ψ̈t g b1

)+
+δψr e

(−Ir eψ̈r e
)+δψl e

(−Ileψ̈le
)

(D.28)

Combining like terms:

δWi ner t i a = δψmr
(−Imr ψ̈mr

)+
+δψtr

(−Itr ψ̈tr
)+

+δψmg b1

(
−Img b1 − Img b2 r 2

mg b1−2
− Img b3 r 2

mg b1−3
− Img b4 r 2

mg b1−4

)
ψ̈mg b1+

+δψi g b1

(
−Ii g b1 − Ii g b2 r 2

i g b1−2

)
ψ̈i g b1+

+δψt g b1

(
−It g b1 − It g b2 r 2

t g b1−2

)
ψ̈t g b1+

+δψr e
(−Ir eψ̈r e

)+δψl e
(−Ileψ̈le

)
(D.29)
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=−δ~ψT M~̈ψ (D.30)

~ψ=



ψmr
ψtr

ψmg b1
ψi g b1
ψt g b1
ψr e
ψle


(D.31)

M =



Imr
Itr

Img b1
+

nmg b∑
i=2

r 2
mg b1−i

Img bi

Ii g b1
+

ni g b∑
i=2

r 2
i g b1−i

Ii g bi

It g b1
+

nt g b∑
i=2

r 2
t g b1−i

It g bi

Ir e
Il e



(D.32)
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δWi nter nal =−δ(
ψmg b1 −ψmr

)
Kmr

(
ψmg b1 −ψmr

)+
−δ(

ψt g b2 −ψtr
)

Ktr
(
ψt g b2 −ψtr

)+
−δ(

ψmg b4 −ψi g b1

)
Ks1

(
ψmg b4 −ψi g b1

)+
−δ(

ψi g b2 −ψt g b1

)
Ks2

(
ψi g b2 −ψt g b1

)+
−δ(

ψmg b2 −ψr e
)

Kr e
(
ψmg b2 −ψr e

)+
−δ(

ψmg b3 −ψle
)

Kle
(
ψmg b3 −ψle

)+
=−δψmg b1 Kmr

(
ψmg b1 −ψmr

)+δψmr Kmr
(
ψmg b1 −ψmr

)+
−δψt g b2 Ktr

(
ψt g b2 −ψtr

)+δψtr Ktr
(
ψt g b2 −ψtr

)+
−δψmg b4 Ks1

(
ψmg b4 −ψi g b1

)+δψi g b1 Ks1

(
ψmg b4 −ψi g b1

)+
−δψi g b2 Ks2

(
ψi g b2 −ψt g b1

)+δψt g b1 Ks2

(
ψi g b2 −ψt g b1

)+
−δψmg b2 Kr e

(
ψmg b2 −ψr e

)+δψr e Kr e
(
ψmg b2 −ψr e

)+
−δψmg b3 Kle

(
ψmg b3 −ψle

)+δψle Kle
(
ψmg b3 −ψle

)
(D.33)

Replacing Eq. from (D.20) to (D.24) in Eq. (D.33):

δWi nter nal = δψmr Kmr
(
ψmg b1 −ψmr

)+
+δψtr Ktr

(
rt g b1−2ψt g b1 −ψtr

)+
−δψmg b1 Kmr

(
ψmg b1 −ψmr

)+
−δψmg b1 rmg b1−4 Ks1

(
rmg b1−4ψmg b1 −ψi g b1

)+
−δψmg b1 rmg b1−2 Kr e

(
rmg b1−2ψmg b1 −ψr e

)+
−δψmg b1 rmg b1−3 Kle

(
rmg b1−3ψmg b1 −ψl e

)+
+δψi g b1 Ks1

(
rmg b1−4ψmg b1 −ψi g b1

)+
−δψi g b1 ri g b1−2 Ks2

(
ri g b1−2ψi g b1 −ψt g b1

)+
+δψt g b1 Ks2

(
ri g b1−2ψi g b1 −ψt g b1

)+
−δψt g b1 rt g b1−2 Ktr

(
rt g b1−2ψt g b1 −ψtr

)+
+δψr e Kr e

(
rmg b1−2ψmg b1 −ψr e

)+
+δψle Kl e

(
rmg b1−3ψmg b1 −ψl e

)
(D.34)

Combining like terms:
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δWi nter nal = δψmr Kmr
(
ψmg b1 −ψmr

)+
+δψtr Ktr

(
rt g b1−2ψt g b1 −ψtr

)+
−δψmg b1

[
Kmr

(
ψmg b1 −ψmr

)+
+ rmg b1−4 Ks1

(
rmg b1−4ψmg b1 −ψi g b1

)+
+ rmg b1−2 Kr e

(
rmg b1−2ψmg b1 −ψr e

)+
+ rmg b1−3 Kl e

(
rmg b1−3ψmg b1 −ψl e

)]+
+δψi g b1

[
Ks1

(
rmg b1−4ψmg b1 −ψi g b1

)+
−ri g b1−2 Ks2

(
ri g b1−2ψi g b1 −ψt g b1

)]+
+δψt g b1

[
Ks2

(
ri g b1−2ψi g b1 −ψt g b1

) +
−rt g b1−2 Ktr

(
rt g b1−2ψt g b1 −ψtr

)]+
+δψr e Kr e

(
rmg b1−2ψmg b1 −ψr e

)+
+δψle Kl e

(
rmg b1−3ψmg b1 −ψl e

)=
=−δψmr

(
Kmrψmr −Kmrψmg b1

)+
−δψtr

(
Ktrψtr − rt g b1−2 Ktrψt g b1

)+
−δψmg b1

[(
Kmr + r 2

mg b1−2
Kr e + r 2

mg b1−3
Kle + r 2

mg b1−4
Ks1

)
ψmg b1+

−Kmrψmr+
− rmg b1−4 Ks1ψi g b1+
− rmg b1−2 Kr eψr e+
− rmg b1−3 Kleψle

]+
−δψi g b1

[(
Ks1 + r 2

i g b1−2
Ks2

)
ψi g b1 − rmg b1−4 Ks1ψmg b1+

−ri g b1−2 Ks2ψt g b1

]+
−δψt g b1

[(
Ks2 + r 2

t g b1−2
Ktr

)
ψt g b1 − ri g b1−2 Ks2ψi g b1 +

−rt g b1−2 Ktrψtr
]+

+δψr e Kr e
(
rmg b1−2ψmg b1 −ψr e

)+
+δψl e Kle

(
rmg b1−3ψmg b1 −ψle

)
(D.35)
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δWi nter nal =−



δψmr
δψtr

δψmg b1
δψi g b1
δψt g b1
δψr e
δψle



T

︸ ︷︷ ︸
δ~ψT



Kmr 0 −Kmr 0 0 0 0
0 Ktr 0 0 −rt g b1−2

Ktr 0 0

−Kmr 0 Kmr + r 2
mg b1−2

Kr e + r 2
mg b1−3

Kl e + r 2
mg b1−4

Ks1 −rmg b1−4
Ks1 0 −rmg b1−2

Kr e −rmg b1−3
Kle

0 0 −rmg b1−4
Ks1 Ks1 + r 2

i g b1−2
Ks2 −ri g b1−2

Ks2 0 0

0 −rt g b1−2
Ktr 0 −ri g b1−2

Ks2 Ks2 + r 2
t g b1−2

Ktr 0 0

0 0 −rmg b1−2
Kr e 0 0 Kr e 0

0 0 −rmg b1−3
Kle 0 0 0 Kle


︸ ︷︷ ︸

K



ψmr
ψtr

ψmg b1
ψi g b1
ψt g b1
ψr e
ψle

︸ ︷︷ ︸
~ψ

=−δ~ψT K~ψ (D.36)

K =



Kmr 0 −Kmr 0 0 0 0
0 Ktr 0 0 −rt g b1−2

Ktr 0 0

−Kmr 0 Kmr + r 2
mg b1−2

Kr e + r 2
mg b1−3

Kle + r 2
mg b1−4

Ks1 −rmg b1−4
Ks1 0 −rmg b1−2

Kr e −rmg b1−3
Kl e

0 0 −rmg b1−4
Ks1 Ks1 + r 2

i g b1−2
Ks2 −ri g b1−2

Ks2 0 0

0 −rt g b1−2
Ktr 0 −ri g b1−2

Ks2 Ks2 + r 2
t g b1−2

Ktr 0 0

0 0 −rmg b1−2
Kr e 0 0 Kr e 0

0 0 −rmg b1−3
Kl e 0 0 0 Kl e


(D.37)



D

258 D. ENGINE DRIVETRAIN DYNAMICS

Replacing Eq. (D.26), (D.30), and (D.36) in Eq. (D.25):

δ~ψT M~̈ψ+δ~ψT K~ψ−δ~ψT ~Q = 0 (D.38)

δ~ψT
(
M~̈ψ+K~ψ− ~Q

)
= 0 (D.39)

This means that for a non-zero virtual displacement, the following equation holds:

M~̈ψ+K~ψ= ~Q (D.40)

Including structural damping, Eq. (D.40) becomes:

M~̈ψ+Cs~̇ψ+K~ψ= ~Q (D.41)

Explain how to include structural damping.

FREE-TURBINE TURBOSHAFT

For free-turbine engines, in which the power turbine is not mechanically linked to the
gas turbine (also known as gas generator), there is the need to increase the order of the
model of Eq. (D.41) by 2, because also the gas generator speed (ψ̇g g ) of each engine
becomes a degree of freedom.

~Q =



−Qmr

−Qtr

0
0
0

Qr e

Qle

Qg gr e

Qg gle


(D.42)

~ψ=



ψmr

ψtr

ψmg b1

ψi g b1

ψt g b1

ψr e

ψl e

ψg gr e

ψg gle


(D.43)
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M =



Imr
Itr

Img b1
+

nmg b∑
i=2

r 2
mg b1−i

Img bi

Ii g b1
+

ni g b∑
i=2

r 2
i g b1−i

Ii g bi

It g b1
+

nt g b∑
i=2

r 2
t g b1−i

It g bi

Ir e
Il e

Ig gr e
Ig gle



(D.44)

K =



Kmr 0 −Kmr 0 0 0 0 0 0
0 Ktr 0 0 −rt g b1−2

Ktr 0 0 0 0

−Kmr 0 Kmr + r 2
mg b1−2

Kr e + r 2
mg b1−3

Kl e + r 2
mg b1−4

Ks1 −rmg b1−4
Ks1 0 −rmg b1−2

Kr e −rmg b1−3
Kle 0 0

0 0 −rmg b1−4
Ks1 Ks1 + r 2

i g b1−2
Ks2 −ri g b1−2

Ks2 0 0 0 0

0 −rt g b1−2
Ktr 0 −ri g b1−2

Ks2 Ks2 + r 2
t g b1−2

Ktr 0 0 0 0

0 0 −rmg b1−2
Kr e 0 0 Kr e 0 0 0

0 0 −rmg b1−3
Kle 0 0 0 Kle 0 0

0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0


(D.45)
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RIGID TRANSMISSION

If the hypothesis of rigid transmission is adopted, we can neglect the stiffness matrix in
Eq. (D.39):

δ~ψT
(
M~̈ψ− ~Q

)
= 0 (D.46)

and only one coordinate is independent. Choosing ψmr as free coordinate, we can
express ~ψ as:

~ψ=



ψmr

ψtr

ψmg b1

ψi g b1

ψt g b1

ψr e

ψl e


=



1
rt g b1−2 ri g b1−2 rmg b1−4

1
rmg b1−4

ri g b1−2 rmg b1−4

rmg b1−2

rmg b1−3


ψmr =



1
Ωtr
Ωmr

1
Ωs1
Ωmr
Ωs2
Ωmr
Ωr e
Ωmr
Ωl e
Ωmr


ψmr =



1
g tr

1
gs1

gs2

gr e

gle


ψmr =~gψmr

(D.47)

M =



Imr
Itr

Img b1
+ g 2

r e Img b2
+ g 2

l e
Img b3

+ g 2
s1

Img b4
Ii g b1

+ r 2
i g b1−2

Ii g b2
It g b1

+ r 2
t g b1−2

It g b2
Ir e

Ile


(D.48)

Replacing Eq. (D.47) in Eq. (D.46), we obtain:

δψmr~g
T (

M~g ψ̈mr − ~Q
)= 0 (D.49)

δψmr
(
~g T M~g ψ̈mr −~g T ~Q

)= 0 (D.50)

δψmr


IR︷ ︸︸ ︷[

Imr + Img b1
+ g 2

tr

(
Itr + It g b2

)
+ g 2

r e
(
Ir e + Img b2

)
+ g 2

le

(
Ile + Img b3

)
+ g 2

s1

(
Img b4

+ Ii g b1

)
+ g 2

s2

(
Ii g b2

+ It g b1

)]
ψ̈mr +

−

gr e Qr e + gle Qle︸ ︷︷ ︸
Qeng

−Qmr − gtr Qtr


= 0 (D.51)

This means that for a non-zero virtual displacement, the following equation holds:

IR
(
ψ̈mr − ṙ

)=���*0 in autorotation
Qeng −Qmr − g tr Qtr (D.52)
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D.2.3. FROM LAGRANGIAN TO REDUCED COORDINATES
It is often convenient to reformulate the engine-drivetrain model using reduced coordi-
nates, because they enable to further simplify the architecture of the drivetrain, as they
intrinsically account for all the kinematic relations (Eq. from (D.20) to (D.24)). Reduced
coordinates are defined as:

ψi = Ωi

Ωr e f
ψ̂i (D.53)

Main rotor speed is usually used as reference angular speed: Ωr e f =Ωmr . Therefore,
Eq. (D.53) can be expressed in matrix form as:

~ψ= T~̂ψ (D.54)

where:

T = 1

Ωmr



Ωmr

Ωtr

Ωmg b1

Ωi g b1

Ωt g b1

Ωr e

Ωle



= 1

Ωmr



Ωmr

Ωtr

Ωmr

Ωs1

Ωs2

Ωr e

Ωle


(D.55)

Applying the transformation (Eq. (D.54)) to Eq. (D.39):

TT MT︸ ︷︷ ︸
M̂

~̂̈
ψ+TT CT︸ ︷︷ ︸

Ĉs

~̂̇
ψ+TT KT︸ ︷︷ ︸

K̂

~̂ψ= TT ~Q︸︷︷︸
~̂Q

(D.56)

M̂~̂̈ψ+ Ĉs
~̂̇
ψ+ K̂~̂ψ= ~̂Q (D.57)

M̂ =



Îmr

Îtr

Îmg b

Îi g b

Ît g b

Îr e

Îl e


(D.58)
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K̂ =



K̂mr 0 −K̂mr 0 0 0 0
0 K̂tr 0 0 −K̂tr 0 0

−K̂mr 0 K̂mr + K̂r e + K̂le + K̂s1 −K̂s1 0 −K̂r e −K̂le

0 0 −K̂s1 K̂s1 + K̂s2 −K̂s2 0 0
0 −K̂tr 0 −K̂s2 K̂s2 + K̂tr 0 0
0 0 −K̂r e 0 0 K̂r e 0
0 0 −K̂l e 0 0 0 K̂l e


(D.59)

The reduced inertia of the main rotor shaft is equal to its standard inertia:

Îmr = Imr

(
Ωmr

Ωmr

)2

= Imr (D.60)

The reduced inertia of the tail rotor shaft is defined as:

Îtr = Itr

(
Ωtr

Ωmr

)2

(D.61)

The reduced inertia of the engines is defined as:

Îr e = Île = Îe = Ie

(
Ωe

Ωmr

)2

= Ie r 2
mg b1−2 = Ie r 2

mg b1−3 (D.62)

The reduced inertia of a generic gearbox with ng b gear wheels is defined as:

Îg b =
ng b∑
i=1

Ig bi

(
Ωi

Ωmr

)2

(D.63)

The reduced stiffness of a generic shaft is defined as:

K̂s = Ks

(
Ωs

Ωmr

)2

(D.64)

The reduced torque applied to the main rotor shaft shaft is defined as:

Q̂mr =Qmr

(
Ωmr

Ωmr

)
=Qmr (D.65)

The reduced torque applied to the tail rotor shaft shaft is defined as:

Q̂tr =Qtr

(
Ωtr

Ωmr

)
(D.66)

The reduced torque of the engines is defined as:

Q̂r e =Qr e

(
Ωe

Ωmr

)
=Qr e rmg b1−2 =Qr e rmg b1−3 (D.67)

Q̂le =Qle

(
Ωe

Ωmr

)
=Qle rmg b1−2 =Ql e rmg b1−3 (D.68)

At this point a first check is required, consisting of two steps:
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• The stiffness matrix must be singular (det
(
K̂

)= 0), i.e., there is a rigid mode.

• The drive train natural frequencies must be different than the kNbΩmr , where k =
1,2, . . . and Nb is the number of blades of the main rotor.

D.2.4. CRITICAL SPEED
The drivetrain model derived in this section represents the torsional dynamics only.
However, even though drivetrain bending dynamics can be neglected for preliminary
certification purposes, there are some design aspects concerning bending that should
be considered. Indeed, bending produces an offset of the center of gravity of a shaft with
respect to its rotation axis, thus acting as a periodic forcing function on the shaft with a
frequency equal to the angular speed of the shaft, as shown in Fig. D.10. Therefore, it is
paramount to check that the angular speed of a shaft differs from its bending frequen-
cies.

CGs

Ωs

Kys

Kxs

Fys e iΩs t

Fxs e iΩs t

Figure D.10: Representation of the effects of the center of gravity offset due to bending on a rotating shaft.

D.2.5. ENGINE DYNAMICS
The engine torque can be expressed as the sum of two contributions:

Qe =−Qe/ψ̇e ψ̇e +Qe/δtδt (D.69)

where Qe/ψ̇e is called engine damping and is part of the stability derivatives and δt is
the throttle, meaning that Qe/δt is part of the control derivatives and is provided by the
manufacturer.

According to Johnson [1975], the engine damping can be approximated as:

Qe/ψ̇e =
∂Qe

∂ψ̇e
≈ Q tr i m

e

Ωe
(D.70)
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In a trim condition, the engine power needs to balance the required power:

P tr i m
e = P tr i m

r eq (D.71)

P tr i m
e =Q tr i m

e Ωe (D.72)

P tr i m
r eq =Q tr i m

mr Ωmr +Q tr i m
tr Ωtr (D.73)

Therefore, Eq. (D.70) becomes:

Qe/ψ̇e ≈
P tr i m

e

Ω2
e

(D.74)

Eq. (D.74) considers ideal engines, therefore it is more appropriate to reformulate it
considering the engine efficiency η< 1:

Qe/ψ̇e ≈
(
1−η) P tr i m

e

Ω2
e

(D.75)

Replacing Eq. (D.69) in the torque vector from Eq. (D.26), the torque can be expressed
as the sum of three components, i.e., the rotors torque, the engine damping torque and
the control torque:

~Q =
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0
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=
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−
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+



0
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Qe/δt

Qe/δt
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δt =

=



−Qmr

−Qtr

0
0
0
0
0

︸ ︷︷ ︸
~Qr

−
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0 0 0 0 0 0 0
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0 0 0 0 0 Qe/ψ̇e 0
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︸ ︷︷ ︸
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ψ̇mr

ψ̇tr

ψ̇mg b1

ψ̇i g b1

ψ̇t g b1

ψ̇r e

ψ̇le

︸ ︷︷ ︸
~̇ψ

+



0
0
0
0
0

Qe/δt

Qe/δt

︸ ︷︷ ︸
~Qe/δt

δt =

= ~Qr −Ce~̇ψ+ ~Qe/δtδt (D.76)
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Replacing Eq. (D.76) in Eq. (D.41):

M~̈ψ+ (Cs +Ce) ~̇ψ+K~ψ= ~Qr + ~Qe/δtδt (D.77)

which in reduced coordinates becomes:

M̂~̂̈ψ+ (
Ĉs + Ĉe

) ~̂̇
ψ+ K̂~̂ψ= ~̂Qr + ~̂Qe/δtδt (D.78)

FREE-TURBINE TURBOSHAFT

The engine torque can be expressed as the sum of three contributions:

Qe =−Qe/ψ̇e ψ̇e −Qe/ψ̇g g ψ̇g g +Qe/δtδt (D.79)

The gas generator torque can be expressed as the sum of two contributions:

Qg g =−Qg g /ψ̇g g ψ̇g g +Qg g /δtδt (D.80)

Replacing Eq. (D.79) and (D.80) in the torque vector from Eq. (D.42), the torque can
be expressed as the sum of three components, i.e., the rotors torque, the engine damping
torque and the control torque:
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~Q =


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= ~Qr −Ce~̇ψ+ ~Qe/δtδt (D.81)

D.3. COUPLED ENGINE-DRIVETRAIN AND LEAD-LAG DYNAM-
ICS

Augmenting Eq. (D.78) with Eq. (G.22) (refer to Appendix G for its derivation):
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

Nb Iξ −Nb
(
Iξ+Sξeξ

)
0 0 0 0 0 0

−Nb
(
Iξ+Sξeξ

)
0
0
0
0
0
0

M̂


︸ ︷︷ ︸
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
+

+
[

NbCξ ~0T

~0 Ĉs + Ĉe

]
︸ ︷︷ ︸

Ĉll

{
ξ̇0
~̂̇
ψ

}[
NbKξ ~0T

~0 K̂

]
︸ ︷︷ ︸

K̂ll

{
ξ0
~̂ψ

}
︸ ︷︷ ︸
~̂ψl l

=
{

NbQaer o
ξ
~̂Qr

}
︸ ︷︷ ︸

~̂Qrl l

+
{

0
~̂Qe/δt

}
︸ ︷︷ ︸
~̂Qel l /δt

δt (D.82)

M̂ll
~̂̈
ψl l + Ĉll

~̂̇
ψl l + K̂ll

~̂ψl l = ~̂Qrl l + ~̂Qel l /δtδt (D.83)

The coupled engine-drive train and lead-lag natural frequencies must be different
than the kNbΩmr , where k = 1,2, . . . .

D.4. GOVERNOR DESIGN
The governor’s function consists in keeping a constant rotorspeed (rotor rpm) during
flight. The governor measures and regulates the speed of the engine (engine rpm) using
a feedback controller on the error in rpm (difference between the measured rpm and the
reference value, which is 100%), as shown in Fig. D.11.

The feedback on the error in rpm is slow (frequency of the order of 1 Hz) and hence
cannot anticipate power demands in a timely manner. To overcome this issue, a syner-
gistic approach between feedback on the error in rpm and feedforward on the collective
input variation with respect to the trim value is usually adopted, as shown in Fig. D.12.

−+
Ωmr Governor

R (s)
e

Engine-Drivetrain +
Lead-lag

Dynamics
G (s)

δt ψ̇mr

Figure D.11: Block diagram for the controller of the governor only with feedback.
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−+
Ωmr Governor

R (s)
e ++

δF B
t

Engine-Drivetrain +
Lead-lag

Dynamics
G (s)

δt ψ̇mr

K
(scheduled)

δF F
t

θ0 −θT RI M
0

Figure D.12: Block diagram for the controller of the governor with feedback and feedforward.

Eq. (D.83) can be formulated as a single-input single-output state space system:

[
I 0
0 M̂ll

]
︸ ︷︷ ︸

M̂ss

{
~̂̇
ψl l
~̂̈
ψl l

}
+

[
0 −I

K̂ll Ĉll

]
︸ ︷︷ ︸

K̂ss

{
~̂ψl l
~̂̇
ψl l

}
︸ ︷︷ ︸

~x

=
{
~0
~̂Qrl l

}
︸ ︷︷ ︸
~̂Qrss

+
{

0
~̂Qel l /δt

}
︸ ︷︷ ︸
~̂Qess /δt

δt (D.84)

M̂ss~̇x + K̂ss~x = ~̂Qrss + ~̂Qess /δtδt (D.85)

~̇x =−M̂−1
ss K̂ss︸ ︷︷ ︸
A

~x +M̂−1
ss
~̂Qrss +M̂−1

ss
~̂Qess /δt︸ ︷︷ ︸
B

δt︸︷︷︸
u

(D.86)

~̇x = A~x +Bu (D.87)

y = C~x = [
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0

]
~x = ψ̇mr (D.88)

The transfer function of the engine-drivetrain plus lead-lag dynamics can be ex-
pressed as:

s~x = A~x +Bu (D.89)

y = C~x (D.90)

(sI−A)~x = Bu (D.91)

y = C~x (D.92)
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~x = (sI−A)−1 Bu (D.93)

y = C (sI−A)−1 B︸ ︷︷ ︸
G(s)

u =G (s)u (D.94)

The rotor speed governor typically consists of a proportional-plus-integral controller:

R (s) = kp + kI

s
(D.95)

The open loop transfer function is given by:

L (s) = R (s)G (s) (D.96)

The closed loop transfer function is given by:

H (s) = L (s)

1+L (s)
(D.97)

The first requirement on the closed loop transfer function is the asymptotic stabil-
ity. To achieve this goal, the Bode criterion can be applied if L (s) meets the following
assumptions:

1. All the poles of L (s) have negative real part.

2. The Bode plot of the magnitude of L (s) intersects the axis of 0 dB only once (see
Fig. D.13).

Under these assumptions, the closed loop transfer function is asymptotically stable
if and only if the loop gain µL and the phase margin φm are both positive.

To calculate the phase margin φm , the following step need to be followed:

1. Calculate the critical frequencyωc , i.e., the frequency at which the Bode plot of the
magnitude of L (s) intersects the axis of 0 dB (

∣∣L (
jωc

)∣∣= 1).

2. Calculate the critical phase φc , i.e., the phase at critical frequency (φc =∠L
(

jωc
)
).

3. Calculate the phase margin φm as φm = 180◦− ∣∣φc
∣∣.

Typical design goal for a robust controller require a gain margin of 6 dB at the tor-
sional frequency and a phase margin of 45 deg [Kuczynski et al., 1980] or more (e.g., 60
deg). In general, when these margins are achieved by analysis, the actual flight charac-
teristics of the helicopter are also satisfactory.

The governor usually has a bandwidth which is much lower than 1 Hz (ωc ≈ 0.3÷0.4
Hz), as shown in Fig. D.13.
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The coupled engine/drive train/helicopter rotor has a lightly damped torsional mode,
the natural frequency of which is typically much less than the rotational frequency of the
main rotor. This mode is commonly called the first torsional mode. Because of its rela-
tively low frequency, it can interact with the fuel control system and at, a high loop gain,
can cause system instability or limit cycles (see Fig. D.14). A notch filter is usually used in
the fuel control system to attenuate this and higher frequencies torsional modes [Chen,
1992; Wong, 1995], whose transfer function of Eq. (D.98) is represented using Bode dia-
grams in Fig. D.15.

The torsional frequencies peaks at high frequencies shown in Fig. D.14 are related to
the modes of deformation of the shafts. These peaks would not be visible with a rigid
transmission model.

N F (s) =
s2 +ω2

n f

s2 +ωbw s +ω2
n f

(D.98)
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Figure D.13: Bode plot of the open loop transfer function.
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Figure D.14: Bode plot of the open loop transfer function with torsional frequencies peaks.
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Figure D.15: Bode plot of the notch filter transfer function.

D.5. COUPLING WITH THE AIRFRAME YAW DYNAMICS

Yaw and heave degrees of freedom are the rigid-body dynamics that are affected the
most by the engine-drivetrain plus lead-lag dynamics [Hui, 1999]. In this section, the
engine-drivetrain plus lead-lag dynamics will be coupled with the aircraft yaw dynam-
ics. However, this analytical approach does not follow the correct load path. Indeed, the
engine-drivetrain torques are not applied to the hub, but to the gear boxes, which are
directly connected to the airframe [Muscarello et al., 2017].

The moment with respect to the hub of the inertia forces can be calculated as:

d~MOh
Iner t i abl

=− (P −Oh)×~aP dm

=−


eξ sinξ
rP +eξ cosξ

0


l

×


aPx

aPy

aPz


l

dm

=−


(
rP +eξ cosξ

)
al

Pz

−eξ sinξal
Pz

eξ sinξal
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Replacing the expression for al
Px

from Eq. (H.26) (refer to Appendix H for its deriva-
tion) in Eq. (D.100):
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Integrating Eq. (D.101):
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)− (
Iξ+eξSξ

)
ξ̈=

= Ibl
(
ψ̈mr − ṙh
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Summing over the number of blades:
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The moment with respect to the hub of the aerodynamic forces can be calculated as:
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Qmr = MOh
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=
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bl=1
MOh

Aer ozbl
(D.107)

The total moment of the main rotor with respect to the hub is given by the sum of Eq.
(D.107) and (D.103):

Nh =Qmr + Imr
(
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)−Nbl
(
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)
ξ̈ (D.108)

The equation of motion for the yaw dynamics can be written as:

Izz ṙ − (
Ixx − Iy y

)
pq − Ixz

(
ṗ − r q

)= N (D.109)

The yaw moment N is given by the contribution of the different helicopter compo-
nents (e.g., main rotor, horizontal tail plane, vertical stabilizer, fuselage, tail rotor):

N = Nh +N f us +Nt p +Nv s +Ntr (D.110)

Replacing Eq. (D.110) in Eq. (D.109), we obtain:
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Replacing Eq. (D.108) in Eq. (D.111), we obtain:
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Augmenting Eq. (D.83) with Eq. (D.112):
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E
PILOT MODEL

The development of fully autonomous vehicles is still far from becoming reality, because
safe and reliable automation cannot be guaranteed under all operational circumstances.
Even though the level of automation is increasing, the human operator keeps playing an
important role in the execution of the required task. Based on the situation, the human
operator exerts different levels of control authority on the controlled system, ranging
from supervisory to manual control. Therefore, understanding how humans interact
with machines is still crucial in the design of manual control systems of considerable
complexity and for providing deeper understanding of human performance and learn-
ing behavior in such systems.

Different studies have been carried out in order to develop mathematical models of
human control behavior. All of them share the idea of treating the human operator as
an intelligent, adaptive and versatile control system. Indeed, humans are characterized
by the two essential elements that can be found in a control system: sensors (sensory
nervous system) to “measure” the current state of the controlled system, and actuators
(musculoskeletal system) to correct the current state in order to match the target.

The application of classical control theory to model human control behavior dates
back to 1960s and is referred to as Cybernetics. With their Crossover Model, McRuer et al.
[1967] have been two of the pioneers of this branch of science. This model is based on
two parameters (the phase margin and the crossover frequency) and, according to it,
humans unconsciously adapt their control strategy to the dynamics of the system they
are controlling, such that the open-loop transfer function of the combination of pilot and
controlled system can be described by a single integrator. The crossover model is very
simple and accurate, showing a good correlation with the results of human-in-the-loop
experiments, but it is only valid around the crossover frequency and for compensatory
tracking tasks.

Kleinman and Baron [Baron et al., 1970; Kleinman et al., 1970] developed a quan-
titative model for the response characteristics of the human operator, assuming that a
well-trained and well-motivated human operator behaves in an “optimal” manner, sub-
ject to their inherent psycho-physical limitations and to the requirements of the control
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task. This model is known as Optimal Control Model (OCM). Unlike the crossover model,
the OCM can be used for a wide range of frequencies and can be applied to study com-
plex tasks. However, the physical interpretation of the OCM parameters is non-trivial.
For this reason, they cannot be estimated directly from experimental data.

Hess [1980] attempted to provide a more realistic representation of the human’s sig-
nal processing structure than that which is exhibited by the crossover model and by
the OCM. His Structural Pilot Model (SPM) implements two novel features that distin-
guish it from the two models previously described. First, the proprioceptive information
from the control stick or manipulator constitutes one of the major feedback paths in the
model, extending its validity beyond the region of crossover. Second, the error rate in-
formation is continuously derived and independently but intermittently controlled to
keep into account the effect of inaccuracies such as time variations in the pilot’s inter-
nal model of the controlled-element dynamics. Such model is envisioned to be able to
provide a more unified theoretical framework within which to interpret a variety of em-
pirical pilot/vehicle response phenomena, like the ability of the pilot to adapt to different
vehicle dynamics and to displays of varying quality. However, the SPM is only valid for
compensatory tracking tasks, like the crossover model.

The use of models of human control behavior should not be restricted only to ana-
lytical/quantitative handling qualities assessment (ADS-33E [US Army AMCOM, 2000])
of newly developed vehicles Damveld [2009]; Yilmaz [2018], but has strong implications
also on pilot training, especially with regards to the formulation of design criteria for
flight simulator training devices, which are usually based merely on technology-push
considerations, rather than task behavioral requirements. For future work in this direc-
tion, a “paper pilot” [Anderson, 1970; Dillow, 1971] based on PID (Proportional-Integral-
Derivative) controllers has been developed to perform the straght-in autorotation ma-
neuver with the helicopter model developed in this thesis (Appendix A).

E.1. PAPER PILOT BASED ON PID CONTROLLERS
To design the paper pilot, it is first necessary to understand which loops need to be
closed by the pilot in the different phases of the maneuver. To this end, the tasks per-
formed by the pilot in each phase of the maneuver have been analyzed and summarized
in Tab. E.1.

The same design can be adopted for the longitudinal cyclic pitch, lateral cyclic pitch,
and tail-rotor collective controllers both for straight level flight and steady-descent in
autorotation (Fig. E.1, E.2, and E.3). The collective controller instead is an altitude-hold
in straight level flight (Fig. E.4) a rotor RPM-hold in steady-descent in autorotation (Fig.
E.5).

E.1.1. FINAL PHASES OF THE STRAIGHT-IN AUTOROTATION MANEUVER:
CYCLIC FLARE TO TOUCHDOWN

The final phases of the straight-in autorotation maneuver, i.e., cyclic flare, rotation, and
collective flare, are unsteady conditions. This means that the target followed by the con-
troller must not be steady, because there is no continuous source of energy to reach that
target and maintain it. The only way to design a working controller is by prescribing a
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Table E.1: Autorotation phases.

Phase Pilot task Target values

Level flight Hold:
• altitude
• horizontal speed
• lateral speed
• heading

Level flight trim parameters at
initial speed

Failure, recognition, entry in autorotation

Steady descent Hold:
• rotor RPM
• horizontal speed
• lateral speed
• heading

Steady descent trim parame-
ters at suggested autorotative
speed

Cyclic flare Reduce:
• descent rate
• horizontal speed

Hold:
• lateral speed
• heading

Increase:
• rotor RPM

• Trim parameters at hover
• Collective as in steady de-

scent

Rotation and collective
flare

• Level the helicopter with the
ground

• Reduce descent rate

Hold:
• lateral speed
• heading

Trim parameters at hover

Touchdown
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Figure E.1: Block diagram for the PID controller of the longitudinal cyclic pitch during straight level flight and
steady-descent in autorotation.
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Figure E.2: Block diagram for the PID controller of the lateral cyclic pitch during straight level flight and steady-
descent in autorotation.
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Figure E.3: Block diagram for the PID controller of the tail-rotor collective pitch during straight level flight and
steady-descent in autorotation (heading-hold).
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Figure E.4: Block diagram for the PID controller of the collective pitch during straight level flight (altitude-
hold).
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Figure E.5: Block diagram for the PID controller of the collective pitch during steady-descent in autorotation
(rpm-hold).
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reference trajectory to be followed.
There are several methods that can be used to estimate the flare trajectory:

• Use piloted simulation data (e.g., best pilot’s autorotative landing, or even an ide-
alized version automatically estimated from the pilot’s many suboptimal autoro-
tative landings [Abbeel et al., 2009]).

• Use estimated time to ground impact (tau) theory [Sunberg et al., 2014, 2015].

• Prescribe what looks like a feasible trajectory. For example, the exponential flare
path is one of the flare techniques usually adopted in fixed-wing aircraft [Jump
et al., 2007, 2006]. An exponential flare trajectory, although non-optimal, can also
be tested for helicopter autorotation. A possible analytical formulation was pro-
posed by Malaek et al. [2004]:

hr e f (x) = h f l

ḣ f l − ḣtd

[
ḣ f l e−

(
x−x f l

)
τ − ḣtd

]
(E.1)

where the parameter τ can be estimated by imposing that:

hr e f (xtd ) = htd (E.2)

• Reverse engineering process: known the initial condition and the desired condi-
tion at touch down, estimate a feasible and safe trajectory by setting-up an opti-
mization procedure [Grande et al., 2016].

The reference flare trajectory supplied to the controller was estimated according to
the method proposed by Grande et al. [2016], who adopt a helicopter point-mass model
[Aponso et al., 2007]. The equations of motion, expressed as a function of the time, are
reformulated as a function of the altitude and then discretized, because we do not know
a priori how long the flare is going to last, but we do know the final altitude. Known
the desired final condition (touch-down with a helicopter final state that is safe) and
the initial condition (helicopter’s state in steady-descent in autorotation), we only need
the input sequence, i.e., the inputs at each altitude step, to integrate the equations of
motion. The inputs at each altitude step need to provide a feasible and safe trajectory.
Feasible means that the constraints on the helicopter state during the flare (e.g., the ro-
tor speed must remain between 85% and 110% for the Bo-105 helicopter) are satisfied,
whereas safe means that the helicopter final state at touchdown is, at least, survivable.
To determine an input sequence leading to a feasible and safe trajectory, Grande et al.
[2016] set up an optimization procedure. The inputs at each altitude step are the design
variables, whose optimal sequence minimizes a cost function subject to several equality
and inequality constraints.

The constraints on the final state at touchdown were set according to the desired
performance listed in Tab. 5.1. Other constraints were set, for example, on the pitch
attitude (during the flare it should not exceed 25 degrees for the Bo-105 helicopter) and
the rotor speed (during the flare it must remain between 85% and 110% for the Bo-105
helicopter).
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Estimated with the method proposed by Grande et al. [2016]
Proposed by Malaek et al. [2004]
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Figure E.6: Comparison between the flare trajectory estimated with the method proposed by Grande et al.
[2016] and that proposed by Malaek et al. [2004], typical of fixed-wing aircraft.

E.1.2. RESULTS
Fig. E.7 and E.8 shows the results of the straight-in autorotation maneuver performed by
the pilot model with the helicopter non-linear model developed in this thesis (Appendix
A). The engine failure is triggered at 10 seconds. To incorporate a reasonable interven-
tion time of a human pilot, the switch from the straight level flight controller (Fig. E.4)
to the steady-descent in autorotation controller (Fig. E.5) happens 0.5 second after the
failure. The switch from the steady-descent in autorotation controller (Fig. E.5) to the
flare/rotation/cushion controller happens when the helicopter reaches 100 ft above the
ground level as suggested in the Bo-105 helicopter flight manual. The rate of descent at
touchdown (Fig. E.8c) is 259 ft/min well below the threshold for desired performance
(480 ft/min from Tab. 5.1). The horizontal speed at touchdown (Fig. E.7b) is around
30 knots, matching the threshold for desired performance (Tab. 5.1). The pitch attitude
at touchdown (Fig. E.7c) is approximately 14 degrees, slightly above the threshold for
desired performance (12 degrees from Tab. 5.1).
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(c) Pitch attitude.

Figure E.7: Simulation results for the longitudinal cyclcic controller of the pilot model performing the straight-
in autorotation maneuver.
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Figure E.8: Simulation results for the collective controller of the pilot model performing the straight-in autoro-
tation maneuver.
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REFERENCE FRAMES

This chapter presents a general description of the reference frames used in this thesis.

1. Local Tangent Plane Coordinates (LTP) or Local Vertical, Local Horizontal Coor-
dinates (LVLH) are a geographical coordinate system based on the local vertical
direction and the Earth’s axis of rotation. It consists of three coordinates: one rep-
resents the position along the northern axis, one along the local eastern axis, and
one represents the vertical position. Two right-handed variants exist: east, north,
up (ENU) coordinates and north, east, down (NED) coordinates.

2. Body frame

3. Hub-body frame

F.1. INERTIAL REFERENCE FRAME
It can be demonstrated that the NED reference frame can be approximated to an inertial
reference frame for atmospheric flight mechanics purposes. The origin of this reference
frame is defined at the aircraft center of gravity, as shown in Fig. F.1. The z-axis (identi-
fied by the versor ~g3) points towards the center of the Earth (local vertical) and the (x-y)
plane is tangent to the Earth’s surface (local horizontal), with the x-axis (identified by the
versor ~g1) pointing towards north. The y-axis (identified by the versor ~g2) is defined by
the right-hand rule as ~g2 =~i3 ×~i1, thus pointing towards east.

F.2. BODY REFERENCE FRAME
The body reference frame is integral with the aircraft and its origin is defined at the air-
craft center of gravity, as shown in Fig. F.2. The (x-z) plane is parallel to (usually coinci-
dent with) the aircraft symmetry plane, with the x-axis (identified by the versor~b1) par-
allel to the fuselage reference line and pointing towards the aircraft nose and the z-axis
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CG

~g1 ≡ North
~g2 ≡ East

~g3 ≡ Down

Figure F.1: Inertial reference frame.

CG

~g1 ≡ North
~g2 ≡ East

~g3 ≡ Down

~b1 ≡ Nose

~b2 ≡ Right Wing

~b3 ≡ From head to feet

Figure F.2: Body reference frame.

(identified by the versor ~b3) pointing from pilot’s head to pilot’s feet. The y-axis (iden-
tified by the versor ~b2) is defined by the right-hand rule as ~b2 =~b3 ×~b1, thus pointing
towards the aircraft right wing.

Euler angles are a non-vectorial parametrization to represent rotations: three angles
that describe a sequence of three planar rotations. The only requirement is that two
consecutive rotations must not be accomplished around the same axis. Therefore, there
are 12 possible sequences that can be adopted. The sequence 321 is the most commonly
used in flight mechanics and enables to switch from the inertial to the body reference
frame:

• a rotation of an angle ψ around the z-axis of the inertial reference frame (identi-

fied by the versor ~g3) leads to a first intermediate reference frame CG
(
~j1,~j2,~j3

)
, as

shown in Fig. F.3a. ψ is known as azimuth, yaw or heading angle.

• a rotation of an angle θ around the y-axis of the first intermediate reference frame

(identified by the versor~j2) leads to a second intermediate reference frame CG
(
~k1,~k2,~k3

)
,

as shown in Fig. F.3b. θ is known as elevation or pitch angle.
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• a rotation of an angle φ around the x-axis of the intermediate reference frame

(identified by the versor ~k1) leads to the body reference frame CG
(
~b1,~b2,~b3

)
, as

shown in Fig. F.3c. φ is known as proper rotation, roll or bank angle.

These three angles are usually called Cardan or Tait-Bryan angles, a sub-category
of Euler angles. There are situations in which two of the three axes around which two
consecutive rotations are accomplished are orthogonal (e.g., ifψ= 0 and θ = 90 deg, yaw
and pitch axes are orthogonal and roll rotations are also yaw rotations. This means that
roll and yaw axes are parallel). Euler angles parametrization fails to catch this condition.
Such phenomenon is called “gimbal lock”. For this reason, a different parametrization
that prevents this phenomenon is usually adopted in modern flight dynamics code: the
so-called quaternions.

CG
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~g2

~g3

ψ ψ

~j1

~j2
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ψ

(a) First intermediate reference frame.
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(b) Second intermediate reference frame.
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(c) Body reference frame.

Figure F.3: Cardan or Tait-Bryan angles.
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F.3. HUB-BODY REFERENCE FRAME
Fig.F.4 illustrates the orientation of the body reference frame with respect to the fuselage,
whereas Fig. F.5 shows the orientation of the hub reference frame with respect to the
body axes. The hub is usually tilted forward of a few degrees (around −~b2) to obtain
a slightly negative fuselage pitch angle in hover, thus guaranteeing a better visibility to
pilots in this condition.

~b3

~b1

~b2

CG

Figure F.4: Helicopter body reference frame.

~b3

~b1

CG

~h3

~h1

Oh

is

Figure F.5: Helicopter hub-body reference frame.



G
LEAD-LAG DYNAMICS

In this chapter, the lead-lag dynamics is derived using Newton’s second law of motion.
The notation used in this chapter is defined according to Fig. G.1.

xh

yh

Oh ≡Obl

xbl

ybl

xl

ylOl
ψmr

ξ

eξ

R −eξ

P

dm

rP

Figure G.1: Lead-lag dynamics.

The following assumptions are made:

• Body angular rates are negligible compared to the rotor angular speed: p
Ω , q

Ω , and
r
Ω << 1

• Body angular accelerations

• Body linear accelerations

The lead-lag dynamics is usually derived assuming constant rotor angular speed (ψ̈mr =
0). However, this constraint needs to be relaxed in order to couple the engine-drivetrain
dynamics with the lead-lag dynamics.

The following reference frames (Appendix F) will be used:

• Oh
(
xh , yh , zh

)
: Hub reference frame
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• Obl
(
xbl , ybl , zbl

)
: Rotor reference frame (rotating around the shaft axis)

• Ol
(
xl , yl , zl

)
: Lead-lag reference frame

The position of a generic point P along the blade can be expressed as:

(P −Oh)h = (Ol −Oh)h + (P −Ol )h (G.1)

(Ol −Oh)h = eξ
[−cosψmr sinψmr 0

]T
(G.2)

(P −Ol )h = rP
[−cos

(
ξ−ψmr

) −sin
(
ξ−ψmr

)
0
]T

(G.3)

The velocity of the point Ol can be expressed using the rigid-body relation:

~vh
Ol

=~vh
Oh

+~Ωh
bl /h × (Ol −Oh)h (G.4)

where~vh
Oh

= 0,~Ωh
bl /h = [

0 0 −ψ̇mr
]T

, and (Ol −Oh)h is taken from Eq. (G.2), lead-
ing to:

~vh
Ol

= eξψ̇mr
[
sinψmr cosψmr 0

]T
(G.5)

The acceleration of the point Ol can be obtained deriving Eq. (G.5):

~ah
Ol

= eξ

ψ̈mr


sinψmr

cosψmr

0

+ ψ̇2
mr


cosψmr

−sinψmr

0


 (G.6)

The velocity of the point P can be expressed using the rigid-body relation:

~vh
P =~vh

Ol
+~Ωh

l/h × (P −Ol )h (G.7)

where ~vh
Ol

is taken from Eq. (G.5), ~Ωl/h = [
0 0 ξ̇− ψ̇mr

]T
, and (P −Ol )h is taken

from Eq. (G.3), leading to:

~vh
P =~vh

Ol
+ rP

(
ξ̇− ψ̇mr

)[
sin

(
ξ−ψmr

) −cos
(
ξ−ψmr

)
0
]T

(G.8)

The acceleration of the point P can be obtained deriving Eq. (G.8):
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~ah
P =~ah

Ol
+ rP

(
ξ̈− ψ̈mr

)
sin

(
ξ−ψmr

)
−cos

(
ξ−ψmr

)
0

+ (
ξ̇− ψ̇mr

)2


cos

(
ξ−ψmr

)
sin

(
ξ−ψmr

)
0


 (G.9)

Eq. (G.3) and (G.9) can be used to calculate the moment due to element of inertia
force with respect to the lead-lag hinge:

d~MOl
i ner t i a =− (P −Ol )h ×~ah

P dm =− (P −Ol )h ×~ah
Ol

dm − r 2
P

(
ξ̈− ψ̈mr

)
0
0
1

 dm (G.10)

The minus is used to take into account the fact that inertia forces are opposite to
accelerations.

where (P −Ol )h ×~ah
Ol

dm can be obtained from Eq. (G.3) and (G.6):

(P −Ol )h ×~ah
Ol

dm = eξrP
(−ψ̈mr cosξ+ ψ̇2

mr sinξ
)

0
0
1

 dm (G.11)

Replacing Eq. (G.11) in Eq. (G.10) and integrating on the volume of the blade (or
along the radius, if we assume uniform density on the blade section: dm = ρb (r )dr ,
where ρb (r ) is the blade linear mass-density):

~MOl
i ner t i a =−eξ

(−ψ̈mr cosξ+ ψ̇2
mr sinξ

)
0
0
1


∫ R−eξ

0
rP dm︸ ︷︷ ︸

Sξ

+

− (
ξ̈− ψ̈mr

)
0
0
1


∫ R−eξ

0
r 2

P dm︸ ︷︷ ︸
Iξ

(G.12)

Considering only the component along z:

MOl
zi ner t i a

=−eξ
(−ψ̈mr cosξ+ ψ̇2

mr sinξ
)

Sξ−
(
ξ̈− ψ̈mr

)
Iξ

= (
Iξ+Sξeξ cosξ

)
ψ̈mr − Iξξ̈−Sξeξψ̇

2
mr sinξ (G.13)

The contribution of the inertia forces to the lead-lag dynamics is non-linear. Under
the assumption of small lead-lag angles (ξ << 1 deg: cosξ ≈ 1 and sinξ ≈ ξ), Eq. (G.13)
becomes:

MOl
zi ner t i a

= (
Iξ+Sξeξ

)
ψ̈mr − Iξξ̈−Sξeξψ̇

2
mr ξ (G.14)
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Linearizing Eq. G.14 and imposing that ψ̇mr |tr i m =Ωmr and ξ|tr i m ≈ 0:

MOl
zi ner t i a

= (
Iξ+Sξeξ

)
ψ̈mr − Iξξ̈−2Sξeξψ̇mr |tr i mξ|tr i m

(
ψ̇mr − ψ̇mr |tr i m

)+
−Sξeξψ̇mr |2tr i m (ξ−ξ|tr i m)

= (
Iξ+Sξeξ

)
ψ̈mr − Iξξ̈−SξeξΩ

2
mr ξ (G.15)

Another contribution to the lead-lag dynamics is provided by the spring-damper in-
stalled on the lead-lag hing to prevent ground resonance:

MOl
zspr i ng−d amper

=−Kξξ−Cξξ̇ (G.16)

MOl
zaer o

=Qaer o
ξ (G.17)

Summing Eq. (G.15), (G.16), and (G.17) and imposing that the sum is equal to zero:

−(
Iξ+Sξeξ

)
ψ̈mr + Iξξ̈+Cξξ̇+

(
SξeξΩ

2
mr +Kξ

)
ξ=Qaer o

ξ (G.18)

The lead-lag frequency is defined as:

ω2
ξ =

SξeξΩ
2
mr +Kξ

Iξ
(G.19)

and the non-dimensional one as:

ν2
ξ =

ω2
ξ

Ω2
mr

= Sξeξ
Iξ

+ Kξ

IξΩ2
mr

(G.20)

Replacing Eq. (G.20) in Eq. (G.18):

−(
Iξ+Sξeξ

)
ψ̈mr + Iξξ̈+Cξξ̇+ Iξν

2
ξΩ

2
mr ξ=Qaer o

ξ (G.21)

G.1. MULTI-BLADE COORDINATES
The collective lead-lag dynamics can be therefore written as:

−Nb
(
Iξ+Sξeξ

)
ψ̈mr +Nb Iξξ̈0 +NbCξξ̇0 +Nb Iξν

2
ξΩ

2
mr ξ0 = NbQaer o

ξ (G.22)



H
KINEMATICS OF A BLADE ELEMENT

In this chapter, the kinematics of a blade element is derived. The notation used in this
chapter is defined according to Fig. G.1.

The following assumptions are made:

• The flapping motion of the blade is neglected.

The following reference frames will be used (Appendix F):

• Og
(
xg , yg , zg

)
: Inertial reference frame (e.g., NED)

• Ob
(
xb , yb , zb

)
: Body reference frame

• Oh
(
xh , yh , zh

)
: Hub reference frame

• Obl
(
xbl , ybl , zbl

)
: Rotor reference frame (rotating around the shaft axis)

• Ol
(
xl , yl , zl

)
: Lead-lag reference frame

The position of a generic point P along the blade can be expressed as:

(
P −Og

)g = (
Ob −Og

)g + (Oh −Ob)b + (Obl −Oh)h + (Ol −Obl )bl + (P −Ol )l (H.1)
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~V g
P −
�
��

0
~V g

Og
= ~V g

Ob
−
�
��

0
~V g

Og
+

+
�
��

0
~V b

Oh
−
�
��

0
~V b

Ob
+~Ωb

b/g × (Oh −Ob)b +

+��
�>

0
~V h

Obl
−
�
��

0
~V h

Oh
+~Ωh

h/g ×����
��:0

(Obl −Oh)h+

+
�
��

0
~V bl

Ol
−��
�>

0
~V bl

Obl
+~Ωbl

bl /g × (Ol −Obl )bl +

+��7
0

~V l
P −���

0
~V l

Ol
+~Ωl

l/g × (P −Ol )l (H.2)

~V g
P = ~V g

Ob
+~Ωb

b/g × (Oh −Ob)b +~Ωbl
bl /g × (Ol −Obl )bl +~Ωl

l/g × (P −Ol )l (H.3)

where ~Ωb
b/g = [

p q r
]T

, and (Oh −Ob)b = [
xcg ycg −hR

]T
.

~V g
Ob

=


ẋ
ẏ
ż


g

= ~V b
Ob

+~Ωb
b/g ×����

�:0(
Ob −Og

)= ~V b
Ob

=


u
v
w


b

(H.4)

~V b
Ob

+~Ωb
b/g × (Oh −Ob)b =


u −qhR − r ycg

v +phR + r xcg

w +pycg −qxcg

 (H.5)

~Ωbl
bl/g =~Ωbl

bl/h +��
�>

0
~Ωbl

h/b +~Ωbl
b/g (H.6)

~Ωbl
bl/h = [

0 0 −ψ̇mr
]T

(H.7)

~Ωbl
b/g = Rb2bl~Ω

b
b/g = Rh2bl Rb2h~Ω

b
b/g =

=
 sinψmr cosψmr 0
−cosψmr sinψmr 0

0 0 1

 cosγs 0 sinγs

0 1 0
−sinγs 0 cosγs


p
q
r

=

=
 sinψmr cosψmr 0
−cosψmr sinψmr 0

0 0 1


ph

qh

rh

=


sinψmr ph +cosψmr qh

−(
cosψmr ph − sinψmr qh

)
rh

=

ωy

−ωx

rh


(H.8)
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(Ol −Obl )bl = eξ
[
0 1 0

]T
(H.9)

~Ωbl
bl /g × (Ol −Obl )bl = eξ

[
ψ̇mr − rh 0 ωy

]T
(H.10)

~Ωl
l/g =~Ωl

l/bl +~Ωl
bl /h +��

�>
0

~Ωl
h/b +~Ωl

b/g (H.11)

~Ωl
l /bl =

[
0 0 ξ̇

]T
(H.12)

~Ωl
bl/h = Rbl 2l~Ω

bl
bl /h =

 cosξ sinξ 0
−sinξ cosξ 0

0 0 1


0
0

−ψ̇mr

=


0
0

−ψ̇mr

 (H.13)

~Ωl
b/g = Rbl 2l~Ω

bl
b/g =

 cosξ sinξ 0
−sinξ cosξ 0

0 0 1


ωy

−ωx

rh

=

ωy cosξ−ωx sinξ
−ωy sinξ−ωx cosξ

rh

=

Ωy

−Ωx

rh


(H.14)

(P −Ol )l = rP
[
0 1 0

]T
(H.15)

~Ωl
l/g × (P −Ol )l = rP


ψ̇mr − ξ̇− rh

0
Ωy

 (H.16)

Replacing Eq. (H.5), (H.10) and (H.16), Eq. (H.3) becomes:

~V g
P =


u −qhR − r ycg

v +phR + r xcg

w +pycg −qxcg


b

+eξ


ψ̇mr − rh

0
ωy


bl

+ rP


ψ̇mr − ξ̇− rh

0
Ωy


l

=

= Rbl2l Rh2bl Rb2h


u −qhR − r ycg

v +phR + r xcg

w +pycg −qxcg


b

+eξRbl2l


ψ̇mr − rh

0
ωy


bl

+

+ rP


ψ̇mr − ξ̇− rh

0
Ωy


l

=

= Rbl2l Rh2bl


uh

vh

wh


h

+eξ


(
ψ̇mr − rh

)
cosξ

−(
ψ̇mr − rh

)
sinξ

ωy


l

+ rP


ψ̇mr − ξ̇− rh

0
Ωy


l

(H.17)
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~V g
P = Rbl2l


uh sinψmr + vh cosψmr

−uh cosψmr + vh sinψmr

wh


bl

+eξ


(
ψ̇mr − rh

)
cosξ

−(
ψ̇mr − rh

)
sinξ

ωy


l

+

+ rP


ψ̇mr − ξ̇− rh

0
Ωy


l

=

=


(
uh sinψmr + vh cosψmr

)
cosξ+ (−uh cosψmr + vh sinψmr

)
sinξ

−(
uh sinψmr + vh cosψmr

)
sinξ+ (−uh cosψmr + vh sinψmr

)
cosξ

wh


l

+

+eξ


(
ψ̇mr − rh

)
cosξ

−(
ψ̇mr − rh

)
sinξ

ωy


l

+ rP


ψ̇mr − ξ̇− rh

0
Ωy


l

(H.18)

Deriving Eq. (H.3), we obtain the acceleration:

~ag
P =~ag

Ob
+ ~̇Ωb

b/g × (Oh −Ob)b +

+~Ωb
b/g ×�

��
0

~V b
Oh

+~Ωb
b/g ×~Ωb

b/g × (Oh −Ob)b +

+ ~̇Ωbl
bl /g × (Ol −Obl )bl +~Ωbl

bl/g ×���
0

V bl
Ol

+~Ωbl
bl/g ×~Ωbl

bl /g × (Ol −Obl )bl +

+ ~̇Ωl
l/g × (P −Ol )l +~Ωl

l/g ×��7
0

V l
P +~Ωl

l/g ×~Ωl
l/g × (P −Ol )l (H.19)

~ag
P =~ab

Ob
+~Ωb

b/g ×~V b
Ob

+ ~̇Ωb
b/g × (Oh −Ob)b +~Ωb

b/g ×~Ωb
b/g × (Oh −Ob)b +

+ ~̇Ωbl
bl/g × (Ol −Obl )bl +~Ωbl

bl/g ×~Ωbl
bl /g × (Ol −Obl )bl +

+ ~̇Ωl
l/g × (P −Ol )l +~Ωl

l/g ×~Ωl
l/g × (P −Ol )l (H.20)

~ab
Ob

+~Ωb
b/g ×~V b

Ob
+ ~̇Ωb

b/g × (Oh −Ob)b +~Ωb
b/g ×~Ωb

b/g × (Oh −Ob)b =

=


u̇
v̇
ẇ

+


qw − r v
−pw + r u

pv −qu

+

−q̇hR − ṙ ycg

ṗhR + ṙ xcg

ṗ ycg − q̇xcg

+


q
(
pycg −qxcg

)− r
(
phR + r xcg

)
−p

(
pycg −qxcg

)+ r
(−qhR − r ycg

)
p

(
phR + r xcg

)−q
(−qhR − r ycg

)
=

=


u̇ +qw − r v − q̇hR − ṙ ycg +q
(
pycg −qxcg

)− r
(
phR + r xcg

)
v̇ −pw + r u + ṗhR + ṙ xcg −p

(
pycg −qxcg

)+ r
(−qhR − r ycg

)
ẇ +pv −qu + ṗ ycg − q̇xcg +p

(
phR + r xcg

)−q
(−qhR − r ycg

)


(H.21)
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~̇Ωbl
bl/g × (Ol −Obl )bl +~Ωbl

bl/g ×~Ωbl
bl /g × (Ol −Obl )bl =

= eξ


ψ̈mr − ṙh

0
ω̇y

+eξ


−ωxωy

−ω2
y −

(
ψ̇mr − rh

)2

ωx
(
ψ̇mr − rh

)
=

= eξ


ψ̈mr − ṙh −ωxωy

−ω2
y −

(
ψ̇mr − rh

)2

ω̇y +ωx
(
ψ̇mr − rh

)
=

= eξ


ψ̈mr − ṙh −ωxωy

−ω2
y −

(
ψ̇mr − rh

)2

ωxψ̇mr + ṗh sinψmr + q̇h cosψmr +ωx
(
ψ̇mr − rh

)
=

= eξ


ψ̈mr − ṙh −ωxωy

−ω2
y −

(
ψ̇mr − rh

)2

ṗh sinψmr + q̇h cosψmr +ωx
(
2ψ̇mr − rh

)
 (H.22)

~̇Ωl
l/g × (

P −Ol
)l +~Ωl

l /g ×~Ωl
l/g × (

P −Ol
)l =

= rP

ψ̈mr − ξ̈− ṙh
0
Ω̇y

+ rP


−ΩxΩy

−Ω2
y − (

ψ̇mr − ξ̇− rh
)2

Ωx
(
ψ̇mr − ξ̇− rh

)
=

= rP


ψ̈mr − ξ̈− ṙh −ΩxΩy

−Ω2
y − (

ψ̇mr − ξ̇− rh
)2

Ω̇y +Ωx
(
ψ̇mr − ξ̇− rh

)
=

= rP


ψ̈mr − ξ̈− ṙh −ΩxΩy

−Ω2
y − (

ψ̇mr − ξ̇− rh
)2

−ξ̇Ωx + ψ̇mrΩx +cosξ
(
ṗh sinψmr + q̇h cosψmr

)− sinξ
(
ṗh cosψmr − q̇h sinψmr

)+Ωx
(
ψ̇mr − ξ̇− rh

)
=

= rP


ψ̈mr − ξ̈− ṙh −ΩxΩy

−Ω2
y − (

ψ̇mr − ξ̇− rh
)2

cosξ
(
ṗh sinψmr + q̇h cosψmr

)− sinξ
(
ṗh cosψmr − q̇h sinψmr

)+Ωx
(
2ψ̇mr −2ξ̇− rh

)
 (H.23)

Replacing Eq. (H.21), (H.22) and (H.23), Eq. (H.20) becomes:

~a
g
P =


u̇ +qw − r v − q̇hR − ṙ ycg +q

(
pycg −qxcg

)− r
(
phR + r xcg

)
v̇ −pw + r u + ṗhR + ṙ xcg −p

(
pycg −qxcg

)+ r
(−qhR − r ycg

)
ẇ +pv −qu + ṗ ycg − q̇xcg +p

(
phR + r xcg

)−q
(−qhR − r ycg

)


b

+

+eξ


ψ̈mr − ṙh −ωxωy
−ω2

y − (
ψ̇mr − rh

)2

ṗh sinψmr + q̇h cosψmr +ωx
(
2ψ̇mr − rh

)


bl

+

+ rP


ψ̈mr − ξ̈− ṙh −ΩxΩy

−Ω2
y − (
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ṗh sinψmr + q̇h cosψmr

)− sinξ
(
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(H.24)
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(
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

l
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(
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)


l

(H.25)

If we neglect the linear accelerations of the hub, as well as the non-linear terms, Eq.
(H.25) becomes:

~ag
P = eξ


ψ̈mr − ṙh

−(
ψ̇mr − rh

)2

ṗh sinψmr + q̇h cosψmr +ωx
(
2ψ̇mr − rh

)


l

+

+ rP


ψ̈mr − ξ̈− ṙh

−(
ψ̇mr − ξ̇− rh

)2

ṗh sinψmr + q̇h cosψmr +Ωx
(
2ψ̇mr −2ξ̇− rh

)


l

(H.26)
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