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Summary

With the steadily increasing number of artificial objects in Earth orbit, the Low Earth Orbit (LEO) and

geostationary orbit (GEO) protected regions have become hostile environments to modern satellites.

These numerous objects also increase the likelihood of the onset of a self-sustaining collisional cascading

process once the number of objects reaches a critical threshold, called the Kessler syndrome. Such

process would result in the denial of access to key orbital regions. To delay the onset of the Kessler

syndrome, Active Debris Removal (ADR) missions have been proposed to remove large defunct satellites

from orbit. One promising ADR method makes use of solar-sails, which leverage the momentum of

photons to generate a thrust force. This property makes them particularly attractive for long-term missions,

especially if they make use of propellantless Attitude Control Systems (ACS). A particularly attractive ACS

makes use of four actuated tip-vanes with two degrees of freedom each to orient the sail using the Solar

Radiation Pressure (SRP) force. However, solar-sails have a large surface area, making them particularly

vulnerable to HyperVelocity impacts (HVI) with space debris, which can result in a significant momentum

transfer upon collision with a supporting boom. This momentum transfer could then result in a loss of

attitude control, which is directly linked to the sail orbital dynamics.

This thesis therefore investigates the effect of tumbling dynamics on the sail coupled attitude-orbit

dynamics, and assesses the capabilities of a state-of-the-art vane-based attitude controller to recover the

attitude control of the sail. Particular focus is placed on studying the sensitivity of the results with respect

to the sailcraft reflective properties, orbital regime, and the number of degrees-of-freedom of each vane.

The reference sail model and orbit used throughout the work are inspired from the Advanced Composite

Solar-Sail System (ACS3) mission.

The sail dynamics are modelled through the coupled attitude-orbit equations of motions, in a central

gravity field including the SRP perturbing acceleration and torque. However, the gravity gradient torque is

neglected. The sail is assumed to be in its fully deployed state and is assumed to be a constant mass

rigid body with flat reflective surfaces. Therefore, the sail structural dynamics are neglected. The main

sail reflective surfaces have fixed positions in the body-fixed frame, but the vanes can rotate along two

degrees-of-freedom (DoF). Additionally, a vane system controller aiming to time-optimally stabilise the

attitude motion of the sailcraft is designed with a particular focus on the computational efficiency. This

thesis extended the capabilities of such controller from previous literature to include non-ideal reflectance

models of the vanes, a self-shadowing constraint, and variations in the number of degrees-of-freedom of

each vane. The TU Delft Astrodynamics Toolbox is used to develop this numerical simulation.

The analysis of the long-term tumbling dynamics of the sail was performed by considering rotational

velocities in the sail plane up to 15 deg/s in magnitude and assessing the deviations from the nominal

orbit after 30 days. The tumbling dynamics resulted in an eccentricity growth which is slower than the

growth which would be experienced by a continuously Sun-pointing spacecraft. Therefore, the overall

effect of the tumbling motion is to reduce the effect of the SRP perturbing acceleration on the sailcraft orbit,

compared to a continuously Sun-pointing sailcraft. This reduction is independent of the rotational velocity

magnitude (under the assumption that the attitude motion is significantly faster than the orbital motion), but

long-term effects depend on the tumbling axis direction in the sail body-fixed frame. Over long periods

of time, this eccentricity growth could result in a re-entry of the sailcraft if it is in a low orbit. Sensitivity

studies revealed that larger deviations from the initial orbit are experienced at higher orbital altitudes and

in orbits with a smaller eclipse fraction. Additionally, sails with more efficient reflective properties result in

larger deviations. On the short-term, the overall effect of the tumbling dynamics can be modelled as a

Sun-pointing sailcraft with a sail area reduced by 57.56% (≈ 1− 4
3π ) and the same spacecraft mass. On

the long-term, the movement of the Earth around the Sun causes a rotation of the local sunlight direction,

which changes the direction of the tumbling axis with respect to the local sunlight, resulting in deviations

from this simplified model.

The analysis of the detumbling performance of the sail considered combinations of one-, two-, and

three-axis tumbling scenarios (in the body-fixed frame) up to 15 deg/s. Additionally, three-axis tumbling

xiii
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scenarios up to 100 deg/s were considered over their first six orbits to determine the maximum rotational

velocity which can be handled by the vane controller. A vane system composed of four actuated tip-vanes

with two rotational DoF demonstrated that it can detumble the sailcraft from initial rotational velocities up to

26 deg/s using ideally reflective vanes, and 20 deg/s for vanes with the reflective properties of the ACS3

sail material. For rotational velocity magnitudes below 8 deg/s, the vane system is capable of stabilising

the sailcraft at a rate of 2 deg/s per day with ideally reflective vanes and 1.3 deg/s with vanes made of the

ACS3 sail material. For higher rotational velocities, the detumbling time grows non-linearly. Furthermore,

tumbling scenarios with a rotational velocity vector in the sail plane were found to be the most challenging

to stabilise due to the coupling between the XB and YB rotational velocity components in the body-fixed

frame. This coupling results in a quickly changing direction of the optimal detumbling torque, which is

difficult to follow for the ACS. At last, the system is found to be robust to the failure of a single vane and

to environmental effects, with the eclipse time being the only environmental aspect affecting the system

performance, resulting in a down-time.

The results from the analysis of the detumbling performance were linked to the momentum transfer which

could result from a hypervelocity impact. The vane system can stabilise a sailcraft after a hypervelocity

impact with a projectile linear momentum up to 0.13 kgm/s. Particularly, head-on collisions result in the

largest attitude disturbance and yield rotational velocities in the sail plane, which are the most difficult to

detumble. In general, collisions with aluminium debris with a diameter larger than 5 mm would result in a

tumbling motion which cannot be handled by the vane system. However, only 0.001% of the impactors in

the orbital region of the ACS3 mission target orbit are expected to be larger than 1 mm.



1
Introduction

Since the early days of the space age, human reliance on space activities has tremendously increased,

ranging from climate change monitoring to television. However, these technological advancements have

come at the cost of the increasing number of objects in Earth orbit, contributing to a congested environment

prone to the onset of a self-sustaining collisional cascading process called the Kessler syndrome [1]. This

syndrome poses a major threat to the access to protected orbital regimes such as the Low Earth Orbit and

the Geostationary orbit.

It has now become clear that space debris removal missions are necessary to prevent the onset of

the Kessler syndrome. Solar sailing is a promising propellant-free propulsion method which generates a

thrust force by interacting with the photons reaching the sail, thereby providing a continuous acceleration

which is not bound to any on-board reaction mass. This latter characteristic makes solar sails particularly

attractive for long-term missions, such as the removal of multiple defunct satellites with a single sailcraft.

However, using solar sails for a space debris removal mission would involve a long-term presence in a

debris rich environments which are particularly dangerous to solar sails due to their large surface area,

making them prone to high-energy impacts with micrometeoroids and space debris.

As the survivability of a sailcraft in such environments has not been considered in details by the literature,

this thesis will consider the global topic of solar sails in a debris rich environment. A specific research

objective and the associated research questions will be formulated based on a review of the literature. The

structure of this thesis is as follows. First, Chapter 2 presents an extensive literature review considering the

fields of space debris, solar sails, and hypervelocity impacts, and concludes with the research questions

addressed in this thesis. Then, Chapter 3 gives an overview of the methods used throughout this work.

Second, a research paper describing the specific methodology developed for, and the results produced by

this work, is given in Part II. At last, Chapter 4 provides some final conclusions and recommendations, as

well as answers to the research questions.
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Background Information
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2
Literature Review

This chapter presents a brief review of literature to determine the research questions and objectives of this

work. First, a global overview of the current space debris problematic is given in Section 2.1, diving into the

current challenges and proposed methods to tackle the crisis. Second, the state of solar-sail technology is

presented in Section 2.2 with a focus on Solar Radiation Pressure models, attitude control, and sailcraft

trajectories. Third, Section 2.3 describes aspects of on-orbit hypervelocity impact literature. At last, the

research questions and objectives of the thesis are given in Section 2.4.

2.1. Space Debris Problematic
Since the launch of Sputnik 1 in 1957 [2], mankind’s dependence on space activities has steadily grown.

Ranging from global communication to Global Navigation Satellite Systems (GNSS), disaster early warning

systems, and climate-change monitoring, space technologies have shaped humankind significantly [3].

However, while Sputnik 1 remained in orbit for three months, Vanguard 1, launched by the United States

of America (USA) in 1958, will remain in Medium-Earth Orbit (MEO) for the next 200 years despite having

been inactive since 1964 [4]. Since Vanguard 1, thousands of inactive satellites and rocket upper stages

have been added to the list of orbital debris.

However, uncontrollable objects remaining in Earth orbit only form part of the problem. In 1978, Kessler

and Cour-Palais [1] theorised the onset of on-orbit collisions between uncontrollable objects in Earth orbit.

Satellite collisions produce numerous smaller debris which can in turn collide with other large satellites,

thereby creating more debris, and so on [1]. When the number of objects in the considered orbital region

is sufficiently high, a self-sustaining collisional cascading process could take place [5]. This phenomenon,

called the Kessler syndrome, poses a significant threat to space activities in Earth orbit through the creation

of a fatal debris cloud for all upcoming missions. This problem is intensified by the recent trends of the

NewSpace, with thousands of satellites launched to form mega-constellations in Low Earth Orbit (LEO)

[6]. Additionally, thousands of debris are also created from other space events such as explosions or

anti-satellite weapon tests [7, 8]. Kessler and Cour-Palais [1] predicted that satellite collisions would

become a new source of space debris by the year 2000, however, this process started as early as 1991

with a collision between a Cosmos satellite and a mission-related debris [9]. Since then, numerous other

collisions occurred, including the Cosmos-Iridium collision in 2009, which is the first collision between two

intact spacecraft [8].

To delay the onset of the Kessler syndrome, the European Space Agency (ESA) has implemented

guidelines applicable to future Earth-orbit missions to mitigate the production of space debris. At the

end of 2023, ESA published the Zero Debris Approach and related charter [10], adding and revising key

requirements to the Space Debris Mitigation Requirements list. The most important of these are listed as1:

1. The duration of the disposal phase in low-Earth orbit has been reduced from 25-year to a maximum

of five years, with an additional consideration for the mission’s total collision risk with space debris

during this disposal phase, and more stringent requirements for satellite constellations.

2. The probability of successful disposal must be larger than 90%, with more stringent requirements for

large constellations.

1URL: https://esoc.esa.int/new-space-debris-mitigation-policy-and-requirements-effect. Accessed online on

17/02/2024.
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Figure 2.1: Evolution of the number of objects catalogued in all orbits by orbital regime. Please consult

the list of abbreviations for the abbreviations definitions [11].

3. Space objects operating in protected orbital regions, which are not considered to be “low risk”, must

be equipped with interfaces to facilitate servicing by an active debris removal mission in case they

fail in orbit.

4. Introduction of a new set of requirements related to collision avoidance and space traffic coordination

based on current best practices, such as response time in case of a collision warning;

5. Introduction of preliminary requirements on the emerging issues of avoiding the generation of space

debris in lunar orbits and limiting interferences with radio and optical astronomy.

However, these debris mitigation guidelines only partially contribute to a solution for the space debris

crisis. Even if all launches were to be stopped as of 2024, the Kessler syndrome would continue to develop

and the cascading effect would end up denying access to some orbital regions [11]. This justifies the need

for debris removal missions seeking to de-orbit (or place in dedicated graveyard orbits) satellites which did

not have a sustainable End of Life (EoL) strategy.

In the following, an overview of the space debris literature is given. First, the current state of the debris

environment and its projections are described in Section 2.1.1. This is followed by a discussion of the

state of the art of space debris environment modelling in Section 2.1.2 including topics on orbital decay,

breakup modelling, debris spread, and how these aspects are blended together to present assessments of

the current environment and generate reliable projections on its trend. At last, Section 2.1.3 will describe

methods and guidelines aiming to remediate the space debris crisis in the future.

2.1.1. Background and Trends
Each year, the European Space Agency publishes the Space Environment Report, which gives an up-

to-date description of the space debris environment and recent trends [11]. The information given in this

subsection is derived from the September 2023 version of this report (issue 7, revision 1), unless stated

otherwise.

Figure 2.1 shows an overview of the number of catalogued objects, differentiated by their orbital regime,

over time. From this figure, it appears that the number of catalogued objects is steadily increasing over

time for all orbital regions, with the majority of the objects present in LEO. However, the object counts

recorded are likely underestimated due to the limited capabilities of the space surveillance system to detect

and track objects, despite the continuous improvements in sensor performances. Following, Figure 2.2

shows the evolution of the launch traffic in LEO and the Geostationary Orbit (GEO) for different funding

types. From that figure, it appears that the launch activity in LEO has boomed in the late 2010s due to

the commercial sector (Figure 2.2a), while the number of launches to GEO has levelled-off around 25-30

objects per year (Figure 2.2b). By comparing Figures 2.1 and 2.2, it can be concluded that the recent rapid

growth in the number of catalogued objects is likely a result of the launch activity in LEO. The latter has
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(a) Evolution of the launch traffic in Low Earth Orbit per

funding type.

(b) Evolution of the launch traffic in geostationary orbit per

funding type.

Figure 2.2: Evolution of launches in Low Earth Orbit and geostationary orbit [11].

greatly increased as a result of the deployment of mega-constellations such as Starlink and OneWeb from

2019 onwards [12], which is also seen in Figure 2.1 from the rapid evolution after 2019.

The steep increase in (uncontrollable) man-made objects in LEO strongly increases the risk of collisions

where spacecraft are broken up in several smaller pieces, contributing to the cascading effect described

by Kessler and Cour-Palais [1]. Combining the effects of accidental collisions to the fragmentation events

arising from explosions and intended collisions, the protected LEO region has become dangerous to

operational satellites, and collision avoidance manoeuvres have become common practice. As an example,

the International Space Station (ISS) had to perform 37 manoeuvres to avoid catalogued debris since

1999, with seven in 2022 and 2023 alone [13]. Despite, the natural cleaning mechanism resulting from

the atmospheric drag slowing down spacecraft below 600 km altitude within 25-year, debris mitigation

guidelines are necessary to limit the number of objects in LEO [11]. Figures 2.3a and 2.3b show the

share of payload and rocket body clearance compliance to the previous 25-year guideline as a function

of the EoL year. Particularly considering the successful attempts to comply to the guideline, it appears

that an increasingly greater share of missions take actions to limit debris generation. Furthermore, the

aforementioned natural cleaning process is not present at GEO altitudes, meaning that the launch traffic

shown in Figure 2.2b adds up over time. The Geostationary Orbit has therefore been recognised as a

limited natural resource, and a dedicated graveyard orbit where satellites reaching their EoL shall be

moved to was defined [14]. Figure 2.3c shows the share of payload clearance compliance as a function of

the EoL year, illustrating that while a greater share of missions successfully attempt disposal actions in

GEO, early missions did not follow these disposal guidelines and remain in the crowded space to this date.

This observation is further supported by Figure 2.3d, which shows the share of rocket-body clearance

from GEO and LEO for launches to GEO as a function of the launch year. In this figure, it appears that

an increasingly larger share of rocket bodies are cleared from the protected regions, and the share of

GEO crossing objects has steadily declined. Overall, Figure 2.3 indicates that the threat of the Kessler

syndrome and the associated debris mitigation guidelines have had a clear effect on the space market.

The predicted evolution of the number of objects larger than 1 cm in LEO and of the number of

catastrophic collisions in Earth orbit, are given in Figures 2.4a and 2.4b respectively. Both figures display

a case without further launches in grey and an extrapolation of the current launch traffic trends in red,

showing that both the number of objects and the number of catastrophic collisions will increase over the

next 200 years for both scenarios. From these figures, it can then be concluded that even if all launches had

ceased as of 2023 onwards, the cascading catastrophic collisions in LEO would continue and the number

of objects larger than 1 cm would grow steadily, meaning that the Kessler syndrome has already started.

However, this growth of the debris population in LEO would be much worse if the current trends were to

continue as is. These conclusions are further supported by Figure 2.5, which shows the absolute and

relative number of fragmentation events per event cause through the years. From Figure 2.5b particularly,

it appears that the collisions are becoming a significant cause of fragmentation events, as predicted by
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(a) Payload clearance in LEO. (b) Rocket body clearance in LEO.

(c) Payload clearance in GEO. (d) Rocket body clearance in GEO.

Figure 2.3: Compliance of payloads and rocket bodies in protected regions (Low Earth Orbit and

geostationary ring) according to the previous 25-year guideline [11].

Kessler and Cour-Palais [1], although significantly accelerated in comparison to the original prediction due

to the recent boom in launch traffic. These collisions can be classified into three types [5]:

1. Negligible non-catastrophic: collisions which only produce few debris, such as with a thin surface

(such as a solar-sail membrane). The mass of debris generated is then limited by the mass of the

colliding fragment.

2. Non-catastrophic: collisions contributing to the short-term evolution of the environment only, gener-

ally between a fragment and an intact object. The generated debris are too small to be catalogued

and to contribute to the long-term collisional cascading as they are unlikely to cause a catastrophic

breakup upon collision with another target mass of a similar size, but pose a significant threat to

operational satellites on the short-term.

3. Catastrophic: collisions contributing to both the short-term and long-term evolution of the environment

by producing populations of smaller and larger debris. About 40 Joules per gram of target mass are

necessary for such a fragmentation event to occur [15], which is equivalent to a 1.6 g debris colliding

with a 1U CubeSat at 10 km/s. However, note that this number was derived from experiments, rather

than physics contrary to what is implied in most literature [16]. Additionally, catastrophic collisions

produce 90 to 100 fragments, which are able to catastrophically break up a target mass of the same

size.

However, the number of objects reported in Figure 2.1 is also a reflection of the limited debris detection

and tracking capabilities, meaning that a great number of small debris is not catalogued and models are

necessary to estimate the debris flux for a given orbit. This was achieved with ESA’s Meteoroid And Space

debris Terrestrial Environment Reference (MASTER-8) software [17], and reported in [11]. Figure 2.6a

shows some results from the MASTER-8 debris environment model, with Figure 2.6a giving the estimated

number of space debris objects in Earth orbit as a function of their size, and Figure 2.6b giving the spatial
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(a) Evolution of the number of objects larger than 1 cm in

Low Earth Orbit.

(b) Cumulative number of catastrophic collisions.

Figure 2.4: Evolution of the debris environment by extrapolation of current trends and in case launches

had ceased completely as of the first of January 2023 [11].

(a) Absolute number of fragmentation events per event

cause.

(b) Relative number of fragmentation events per event

cause.

Figure 2.5: Historical trend of fragmentation event per cause [11]. Note that the 2020-2025 bin is not

complete.

density of 1 cm and 10 cm debris as a function of the orbital altitude in LEO. From these figures, it can be

observed that smaller debris dominate the space environment. Furthermore, 1-10 cm debris are the most

harmful to operational spacecraft due to their low detectability but very high kinetic energy [18]. While,

shielding, although expensive, can be sufficient to protect spacecraft from debris below 1 cm [19], it is

insufficient for larger debris. Further considering the spatial density of objects in LEO through Figure 2.6b,

it appears that the debris flux is much smaller at low altitudes, due to the thicker atmosphere as a result of

the aforementioned cleaning mechanism. This results in the majority of the debris being present between

500 and 1000 km altitude.

Overall, it is obvious that the Kessler syndrome is still a large threat to space activities, and that the slow

cascading process might have already started. The majority of payloads and rocket bodies in LEO and

GEO at least attempt to comply with the debris mitigation guidelines, with a significant success rate (with

respect to the recently updated 25-year standard). However, even with 100% compliance to the new five

years guideline for all future launches, the onset of the Kessler syndrome will continue (see Figure 2.4b).

Furthermore, based on Figure 2.4, ESA2 states that limiting the number of launches is neither feasible

(due to the mandating difficulty) nor helpful (as the number of debris will still steadily increase). Kessler

et al. [5] therefore emphasised the need for Active Debris Removal (ADR) missions which target selected

defunct satellites based on their collision likelihood.

2URL: https://www.esa.int/Space_Safety/Space_Debris/Active_debris_removal. Accessed online on 20/02/2024.

https://www.esa.int/Space_Safety/Space_Debris/Active_debris_removal
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(a) Estimated number of space debris objects as function

of the object size in Earth orbit.

(b) Density profiles in LEO for different space debris size

ranges.

Figure 2.6: Non-catalogued and modelled objects following the MASTER space debris environment

model from ESA [17, 11].

Furthermore, the Kessler syndrome is a major threat to the world economy, with a 1.95% projected

negative damage to the global Gross Domestic Product (GDP) [20]. As ADR is the only feasible approach

to prevent it on long-term, space debris monitoring and removal has been classified as an emerging space

market [21]. Despite the lack of clear economic incentives, a number of companies and space agencies

have launched ADR development programs focusing primarily on large defunct satellites. However, while

some demonstrator missions have been successful [22, 23, 24], no large scale mission has yet been

launched and Research & Development (R&D) programs continue to this day with missions such as Clear

Space 1 [25, 25].

2.1.2. Debris Field Models
Accurate modelling of the space debris environment is fundamental to better assess appropriate adaption

and mitigation approaches. To this end, a number of aspects are reviewed in the following. First, general

indications on the rate of orbital decay are given in Section 2.1.2.1. Section 2.1.2.2 then describes key

elements of breakup models for both high- and low-velocity impacts. Subsequently, the debris spread as a

result of an on-orbit catastrophic event is described in Section 2.1.2.3. At last, models of the current debris

population and methods to estimate the current and future risks of collision are presented in Section 2.1.2.4.

2.1.2.1. Orbital Decay

Orbital decay is a direct result of the interaction of the spacecraft with the Earth’s atmosphere. For an

eccentric orbit, the main effect of atmospheric drag is to gradually drive the orbital eccentricity to zero by

decreasing the apogee significantly and only slightly altering the perigee. As a result, the orbit circularises

before decaying until a critical orbital altitude, at which the spacecraft burns up [26]. Accurate estimations

of orbital lifetime are complex to obtain due to the complicated dynamical environment and the uncertainties

in the atmospheric models, however, rough estimates can be obtained from fundamental principles by only

accounting for the atmospheric drag, as described by Vukovich and Kim [26]. These estimates are only

valid for circular orbits close to the critical altitude (pericentre radius rp ≤ 150 km). For elliptic orbits, the
decay of rp can only be estimated under assumptions of linear decrease of the eccentricity, until the orbit
becomes circular [26]. To predict the long-term behaviour of the space debris population and assess the

capabilities of end of life strategies, significantly more accurate methods are required.

A high-fidelity orbital simulation was used by Alessi et al. [27] to estimate the lifetime of various area-to-

mass ratio (A/m, with A the cross-sectional area of the spacecraft in the direction of flight, andm its mass)

satellites starting from different LEO circular orbits, and is shown in Figure 2.7. This plot was obtained

by considering the NRLMSISE-00 atmospheric model, which is the industry standard for orbital lifetime

estimates [28]. This result demonstrates the importance of the area-to-mass ratio under the influence of

atmospheric drag, as a factor of 10 difference in the lifetime is found at an altitude of 750 km between

A/m = 0.1 m2/kg and A/m = 0.012 m2/kg. The high-fidelity results from Figure 2.7 can be compared

to the debris population generated from a typical fragmentation event through Figure 2.8, which gives
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Figure 2.7: Estimated lifetime of satellites in

circular orbits at different LEO altitudes and for

area-to-mass ratios of 0.1, 0.05, and 0.012 m2/kg,

adapted from [27].

Figure 2.8: Bi-modal area-to-mass distributions

A/m for a Pegasus breakup event, with means and

±2σ dispersions as a function of the characteristic

length, based on the NASA breakup model [18].

the bi-modal A/m of debris resulting from a Pegasus breakup event based on the NASA breakup model

discussed in Section 2.1.2.2. This figure shows that most debris have an area-to-mass ratio between 0.1
and 4 m2/kg, meaning that they will re-enter the atmosphere more quickly than predicted by Figure 2.7.

While the decay of circular orbits has been studied in detail [26], only few studies considered the complex

dynamical interplay at play. Liu and Wang [29] found that high-altitude satellites at large inclinations are

also significantly affected by third-body perturbations from the Moon and the Sun. These accelerations

cause a growth of the eccentricity while keeping the semi-major axis mostly constant, meaning that the

pericentre plunges towards the primary body and atmospheric entry results. Additionally, Liu and Wang [29]

showed that the gravitational bulges resulting from the oblateness of the primary body have a stabilising

effect preventing this eccentricity growth and natural decay. These results were further confirmed and

generalised to a wider class of dynamical perturbing accelerations by Alessi et al. [27], who analysed

the dynamical environment in LEO and identified critical inclinations at which perturbations different from

atmospheric drag contribute significantly to the spacecraft re-entry. Some key results are showcased

in Figure 2.9, where Figure 2.9a shows the effect of different combinations of initial eccentricity and

semi-major axis on the orbital lifetime, and Figure 2.9b shows the effect of lunisolar gravitational resonance.

The latter particularly highlights that the lunisolar gravitational resonance has a non-negligible impact on

the orbital lifetime. These results demonstrate that perturbations other than atmospheric drag can largely

decrease the orbital lifetime of a satellite.

High-fidelity pieces of software permitting to simulate the orbital decay and atmospheric entry of orbiting

objects exist, such as the Object Reentry Survival Analysis Tool (ORSAT) [30] and Spacecraft Atmospheric

Reentry and Aerothermal Breakup (SCARAB) [31], developed by the National Aeronautics and Space

Administration (NASA) and ESA respectively. Both these models have been validated on simple shapes

and are the industry standard [32, 33]. Some models are open source, such as the Debris Risk Assessment

and Mitigation Analysis (DRAMA) from ESA and Debris Assessment Software (DAS) from NASA [33],

however, these make use of simplifying assumptions and models limiting their capabilities [34]. Other

numerical codes exist [35, 36], but most of the aforementioned make use of a low-fidelity aerodynamics

approach. This limitation was tackled by Kumar et al. [33] who considered the variation in drag coefficient

due to the Angle of Attack (AoA), vehicle shape, and motion.

However, these studies are only as accurate as the models of the upper atmosphere and solar activity

(which is an input to atmosphere models) [37]. Particularly, the effect of the solar activity on LEO satellites

was analysed by Khodairy et al. [38], showing that it had a non-negligible effect on the thermosphere and

therefore the drag force acting on LEO satellites. Determining the accuracy of these recent models is

complex due to their dependence on time and space, but maximum deviations of the order of 10% for

state-of-the-art atmospheric models in the high atmosphere (up to 1200 km) are expected [39].
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(a) Comparison of the lifetime computed in correspondence of the i = 56◦ critical inclination (dashed curve) or
non-critical inclination (solid curves). Left: a ∈ [7078.14 : 7378.14] km. Right: a ∈ [7678.14 : 7978.14] km. Initial epoch

2020, CR(A/m) = 0.024 m2/kg, Ω = 0◦ , ω = 90◦.

(b) Comparison of the lifetime computed when the effect of drag is combined with a lunisolar gravitational resonance

(purple), and when lunisolar perturbations do not act (blue). Left: eccentricity behaviour over time. Middle: detailed

behaviour at the time when the relative eccentricity increase takes place. Right: pericentre altitude behaviour in time.

Initial condition: a = 7300.14 km, e = 0.06, i = 56◦, Ω = 0◦, ω = 90◦, epoch 2020, CR(A/m) = 0.012 m2/kg.

Figure 2.9: Key results from the dynamical study of Alessi et al. [27].

2.1.2.2. Breakup Modelling

As defined by Kessler et al. [5], on-orbit catastrophic events contribute to both the short-term and long-term

evolution of the environment by producing populations of smaller and larger debris. These fragmentation

events can be the result of a collision or an explosion. Breakup events are also predicted to be the largest

source of new debris in the future [1, 40], therefore requiring reliable models to be implemented in space

debris environment software.

These events can be modelled in various different ways, ranging from physics-based hydrocodes using

detailed knowledge of collision geometries and colliding bodies [16] to simple semi-empirical models [41].

On the one hand, while the former can be used to assess the collision characteristics of a specific event

known with great details, it is too computationally intensive to be used in debris environment simulations.

On the other hand, semi-empirical methods permit to obtain an estimate of the most important metrics of

fragmentation events at a low computational cost and without the need for detailed information about the

event [41]. For these reasons, semi-empirical models have been used widely in literature for space debris

environment modelling and predictions.

The NASA Satellite Standard Breakup Model (SSBM) developed by Johnson et al. [42] for the EVOLVE

4.0 software, a long-term debris environment analysis code, has become the baseline of all subsequent

debris environment models (see Section 2.1.2.4) [16]. This model was introduced as an update to the

model in [43], which underestimated the generation of fragments smaller than 10 cm and treated all

debris as spheres with a density as a function of the fragment diameter [42]. Furthermore, the SSBM is a

semi-empirical model fitted to data from ground tests and observations of on-orbit events [16], meaning

that the update from [42] was the result of an updated database of such events. Using the average of the

three principal geometric axes of a fragment lc = (lx + ly + lz)/3 as independent variable, the model uses



2.1. Space Debris Problematic 11

Figure 2.10: Conceptual outline of the size-based derivation of cross-section A, mass m,and imparted

velocity ∆V in the NASA breakup model [18].

the total colliding mass and collision velocity to determine the number of fragments generated per size

(N>lc) well as their area-to-mass ratio and velocity distributions. The basic principle behind the model

is outlined in Figure 2.10 and described in detail in [18, p. 67-76], with d = lc. Additionally, the model
distinguishes between explosions and collisions, as well as catastrophic and non-catastrophic collisions

based on the 40 J/g criterion from McKnight, Maher, and Nagl [15].

As a semi-empirical model, the improvement of the SSBM is an ongoing process, with new fragmentation

events data providing a strong basis to enhancements of the model [44, 45]. However, more fundamental

issues present in the original version have been corrected over time, such as the fundamental laws of mass,

momentum, and energy conservation [46, 47]. Future improvements could tackle the issues described

below.

Considering collisions, the SSBM was designed based on hypervelocity collisions (like in LEO), but

collisions are also possible at much smaller relative velocities (a few hundreds of meters per second)

within the GEO region [48]. However, Hanada [48] showed that while the size distribution and size-to-area

conversion model of the SSBM match low-velocity collision experimental results quite well (accounting

for some corrections), the fragment velocity increment ∆V and A/m models do not match these results

sufficiently well. As the focus of collisions has been primarily in LEO, no updates to the model have been

presented in literature to account for those deviations.

Furthermore, the SSBM was developed at a time when LEO satellites were significantly heavier (600-

1000 kg) and larger than in current days [49]. As a result, recent trends of the NewSpace era deviate

significantly from many state-of-the-art debris models such as the SSBM. Diserens, Lewis, and Fliege [49]

showed that the model significantly deviates from observations of more recent explosions and collisions

in terms of number of fragments, by over-predicting the number of larger debris fragments and under-

predicting the number of small debris fragments. Such deviations from reality can lead to a significant

impact on the debris environment predictions [50], as will be seen in Section 2.1.2.4. To tackle this problem,

new collision scenarios and geometries could be generated using high-fidelity numerical simulations as

presented by Schimmerohn et al. [16]. This would permit to tune the SSBM to new parameters involving

the collision geometry and different mass ratios between the colliding bodies, by considering a larger

database of fragmentation events. Particularly, Schimmerohn et al. [16] found that the collision geometry

and secondary fragment impacts, both unaccounted for by the SSBM, have a large influence on the

resulting fragment cloud characteristics.

2.1.2.3. Debris Spread

The dispersion of the debris from the Cosmos-Iridium collision was studied by Wang [51], resulting in

Figure 2.11 which shows the orbit of these debris seven days, three months, one year, and three years

after the collision. In this figure, most of the fragments created by the collision have orbital speeds that

are close to the speed of their parent satellite, and therefore follow orbits that are close to the orbit of the

parent satellite. However, small differences in the distribution of fragment speeds cause the fragment

orbits to precess at different rates. Considering Figure 2.11d, three years after the collision, the Cosmos

fragments are spread into a shell around the Earth which is concentrated at the altitude of the original

Cosmos satellite [51]. The spread of a debris cloud after a fragmentation event follows four general stages

[52, 53] as described below.

1. The velocity of the majority of the debris is dominated by the original velocity of the spacecraft at the
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(a) 7 days after the

collision.

(b) 3 months after the

collision.

(c) 1 year after the

collision.

(d) 3 years after the

collision.

Figure 2.11: Spread over time of debris orbits from the Cosmos-Iridium collision in 2009 [51].

time of the fragmentation. As a result, these debris form an ellipsoid flying in formation in similar but

different orbits.

2. The differences in semi-major axis imparted by the event results in a spread in the orbital period,

meaning that the ellipsoid stretches until the entire initial orbital plane of the satellite is covered.

Within a few hours, the ellipsoid elongates in a toroid as seen in Figure 2.11a, having a pinch point

where the event took place. The density of the debris cloud is greatest at the pinch point.

3. As a result of the Earth oblateness perturbing acceleration, the toroid starts to expand, as the Right

Ascension of the Ascending Node (RAAN), Ω and argument of pericentre (AoP), ω, precess. The
precessions of the RAAN and AoP are mostly dominated by the J2 effect and are given by [18],

Ω̇ = −3nR2
EJ2

2p2
cos(i) (2.1a) ω̇ =

3nR2
EJ2

4p2

(
4− 5sin2(i)

)
(2.1b)

where n is the mean motion, RE is the Earth radius, i is the inclination, and p = a(1 − e2) is the
semi-latus rectum, a is the semi-major axis, and e is the eccentricity. As a result, the pinch point also
rotates North- or Southwards. This is shown in Figures 2.11b and 2.11c at two different evolution

levels of this stage. The spread in orbital planes yields a decrease in debris density at the pinch

point. However, the fanning out of the orbital planes results in the creation of Northern and Southern

nodes at the extreme declinations (latitudes). The precession of the pinch point continues until it

reaches these Northern and Southern nodes, at which point the debris density will increase again.

4. After several years, the debris are distributed around the Earth, with maximum declinations reaching

the value of the inclination of the original spacecraft.

These four stages are easily modelled through integration of the Gauss perturbation equations [54]

accounting for major perturbations3 for the debris field predicted by one of the breakup models presented

in Section 2.1.2.2. Furthermore, the stages described above are valid for the debris remaining in orbit.

However, in LEO, a significant portion of the generated objects will directly fall in the atmosphere. For the

Cosmos-Iridium collision which happened at an altitude of 770 km, approximately one third of the debris

directly de-orbited [53].

2.1.2.4. Debris Environment Modelling

Two main methods exist to model the space debris environment: simple source-sink models and full

three-dimensional analyses [55].

Source-sink models offer a straightforward model of the amount of debris in orbit, by considering

fragmentation events and new launches as sources, and the atmospheric decay as a sink [56]. This is

illustrated in Figure 2.12, which shows a graphical representation of the source-sink model for the number

of orbital objects in Earth orbit. The model resembles a physical bath system where the water level is

dependent on the water inflow and outflow. However, a key difference between the orbital debris system

and such a bath system is that the growth in debris from fragmentation events depends on the number of

debris in the system [56]: there is a reinforcing feedback and a balancing feedback, both based on the

number of debris in the considered region. Such a simple system follows a differential equation of the form,

dNd

dt
= A−BNd + CN2

d (2.2)

3such as Earth oblateness, atmospheric drag, and Solar Radiation Pressure
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Figure 2.12: Representation of the orbital debris system in the source-sink model [56].

where Nd is the number of debris in the system and A, B, and C are constants. Eq. (2.2) permits to make

general predictions on the future evolution of the system. Source-sink models are aimed at understanding

general trends of the environment and performing sensitivity studies on predictions, rather than seeking to

model the environment as accurately as possible [55]. For example, Lewis [56] used such a system to

demonstrate that the linear growth often found in predictions on 200 years periods, like the ones given by

Figure 2.4, are only the beginning of an exponential growth noticeable in 1000-year projections.

Sophisticated three-dimensional models have been developed to make high-fidelity assessments and

predictions on the space debris environment [55]. These models then permit to infer predictions on a wider

range of parameters than solely the number of objects in the studied orbital regions. ESA’s MASTER-8

model [57] and NASA’s Orbital Debris Engineering Model (ORDEM) 3.1 [58] form the state of the art in

terms of orbital debris engineering models [59]. However, the modelling approaches of each software are

very different.

The modelling philosophy behind the MASTER population can be described as simulating all known

debris generating events in history and their sink mechanisms, to obtain an artificial population [40]. This

population can then be used to make future predictions according to specified scenarios and derive flux

information on spacecraft of known geometries and mission planning. Additionally, the three-dimensional

nature (on grid cells) of the software permits to determine the collision geometry information such as

the direction and impact velocity [59]. This modelling approach requires a number of source models for

the release mechanism of the different debris ranging from fragmentation events to sodium-potassium

droplets [59], each having individual orbital, material composition, size and mass distributions. Overall,

the generation of the historic population follows an iterative procedure [59]: (1) object generation through

the various source models; (2) correlation of the simulated debris population with the catalogued data

(diameters larger than 10 cm); (3) validation of the model through available measurements of the space

environment including dedicated missions such as the Tracking and Imaging Radar (TIRA), the European

Incoherent Scatter Radar (EISCAT) and ESA’s Space Debris Telescope (SDT). The latest release of the

MASTER population provides a description of the debris environment until the 1st of November 2016

reference epoch and permits predictions until 2046, taking into account objects larger than 1 µm. On the

Inter-Agency Space Debris Coordination Committee (IADC) level, the MASTER population and underlying

models have been utilized to estimate the efficacy of space debris mitigation efforts and underline the

need for corrective action [40]. Typical results of the MASTER-8 release were shown in Figure 2.6.

The ORDEM software is data-driven, meaning that measurement data is used to scale initial reference

models of the debris environment [59], based on the NASA LEO-to-GEO Environment Debris (LEGEND)

[60] model which gives the baseline for most sub-populations. The LEGEND model is a full-scale three-

dimensional debris evolutionary model that replaced the EVOLVE software (for which the SSBM was

originally developed) in 2003 [60], and is capable of providing debris characteristics as functions of time,

altitude, longitude and latitude. ORDEM is then capable of providing fluxes of debris for a given year, but

no information on the collision geometry or source of the debris can be derived [59].

Horstmann et al. [59] recently compared the MASTER and ORDEM models, permitting to make an

objective assessment on regions where the space debris environment is well-modelled, as well as regions

where additional information may be needed. Examples of comparison of both models are shown in Figures

2.13 and 2.14, which show comparisons of the cumulative total flux for a Sun-Synchronous Orbit (SSO) and
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(a) Cumulative total flux for a sun-synchronous orbit

at 800 km altitude.

(b) Cumulative total flux for a typical GTO with an

apogee altitude of 35 149 km and a perigee altitude

of 109 km.

Figure 2.13: Cumulative total flux comparisons between MASTER-8 and ORDEM 3.1 for a

Sun-synchronous Orbit (SSO) and a Geosynchronous Transfer Orbit (GTO) [59].

(a) Spatial density in LEO for

objects with a diameter larger than

1 mm.

(b) Spatial density in LEO for

objects with a diameter larger than

3.16 mm.

(c) Spatial density in LEO for

objects with a diameter larger than

1 cm.

Figure 2.14: Spatial density comparisons between MASTER-8 and ORDEM 3.1 [59].

a GTO, and of the spatial density in LEO for different object size ranges, respectively. From these figures,

it appears that the models agree best in orbital regions and debris sizes where good data is available,

and much more poorly where measurements are lacking (such as in the critical millimetre size range

and Sun-Synchronous Orbit altitudes) [59]. Particularly, modelling the sub-millimeter diameter regime is

complex due to the lack of data on which the models can be calibrated. This is seen in Figure 2.14, where

deviations between the two models are much larger in Figure 2.14a than in Figure 2.14c.

2.1.3. Space Debris Remediation
Aside from regulations indicating themaximum duration of a complete passivisation of an inactive spacecraft,

a number of remediation strategies have been considered in the literature. The detection, tracking and

imaging of space debris is a first step towards mitigating the problematic. Having a good knowledge of

the debris population in key orbital regions and of the position of major debris serves multiple purposes;

particularly, validation of the space debris environment models presented in Section 2.1.2.4 and prediction

of the trajectory of catalogued objects to determine the need for future collision avoidance manoeuvres of

active satellite [61]. The LEO region is generally monitored using RAdio Detection And Ranging (RADAR)

technology, while optical telescopes are used for GEO objects [61]. Other methods exist, but are less

common. RADAR technology relies on the concept of echo, where continuous or pulsed radio waves are

sent from the antenna and reflections are detected to gain information on the body [62]. Continuous waves

permit to evaluate the frequency shift between the incident and reflected signals (yielding information on

the object’s velocity) and pulsed signals permit to determine the distance to the target. More information

on the different types of RADAR systems can be found in the review from Muntoni et al. [62]. The global

spaced debris monitoring system is capable of detecting objects larger than 5–10 cm in LEO and 0.3-1.0
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(a) Drag sail from [66]. (b) Inflatable drag enhancement device from [71].

Figure 2.15: Example of drag enhancement devices.

m at higher altitude [62].

Another remediation strategy is the use of Active Debris Removal missions to de-orbit or move a

defunct satellite to a graveyard orbit. Numerous concepts have been suggested in literature, ranging from

expanding foam systems and robotic extensible arms to laser-based methods [63], but most missions

capable of removing large bodies from orbit require the removal spacecraft to be in close vicinity to the

target object. As a result, the vast majority of missions being developed aim to target a single spacecraft.

At last, A key aspect of space debris mitigation is the need for clear EoL strategies which comply with

the requirements specified by [10]. These permit spacecraft to more quickly re-enter the atmosphere

or to be transferred to a graveyard orbit, thereby freeing up space for future missions. In the following,

methods applicable to the two most important protected regions are considered in some detail: LEO and

GEO. Additionally, MEO and Highly Eccentric Orbit (HEO) cases are briefly discussed due to their possible

interference with the aforementioned protected regions. However, please note that the very recent change

from 25 to five years EoL guideline means that the majority of available literature still considers the former to

evaluate system performances. The shorter guideline means that more efficient designs, or combinations

of various methods may be necessary to comply.

Low Earth Orbit EoL: In LEO, spacecraft disposal can occur either by boosting to an orbit above 2000 km

altitude (graveyard orbit), or by de-orbiting it [64]. These two approaches were compared by Alsup et al.

[65], showing that the former option is only preferred for satellites above 1300 km altitude (in terms of ∆V
expenditure). While entering a graveyard orbit is only possible with some sort of propulsion, three main

methods can be used to de-orbit a spacecraft in LEO: thrusters, tethers, and drag enhancement [66].

With the presence of a residual atmosphere in Low Earth Orbit, atmospheric disposal is considered

to be the most effective method to comply with the debris mitigation guidelines [64]. At altitudes where

the atmosphere is too thin for the natural decay rate to comply with space debris mitigation guidelines,

drag enhancement devices can be used. Three types of such systems exist: drag sails, solar-sails (taking

advantage of both the Solar Radiation Pressure and atmospheric drag), and inflatables [64]. The drag

sail and inflatable concepts are shown in Figure 2.15, but all aim to increase the area-to-mass ratio

of the spacecraft. Based on studies from [67, 68, 69], Roberts and Harkness [66] concludes that the

original 25-year guideline can be fulfilled single-handedly by such a device up to altitudes of 700-1000

km. Furthermore, aero-stable drag enhancement devices can be deployed easily even if the spacecraft is

tumbling, and can be designed to collapse at specific altitudes to ensure a maximum aerodynamic heating

on the spacecraft bus during the reentry [66]. The overall concept has been studied thoroughly, and some

on-orbit demonstrations have been made [70, 71, 23]. Furthermore, Alessi et al. [27] presented natural

highways using the dynamical resonances associated to the high-degree geopotential harmonics, lunisolar

perturbations, and Solar Radiation Pressure, permitting to explore new optimal de-orbiting strategies.
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The presence of the Earth magnetic field can also be leveraged to produce Lorentz forces using an

electrodynamic tether [72]. The interaction between the device and the electromagnetic field converts

kinetic energy into electric energy, thereby producing an artificial drag force [73]. Such a system can

be carried by the spacecraft and only deployed at EoL after a signal from the ground station is received.

However, an electrodynamic tether consists of a very long (500 m - 5 km) flexible conductor attached to the

body of the satellite [73, 72], making its deployment rather complex for tumbling satellites [74]. Additionally,

ensuring the dynamical stability of such system requires dissipation strategies to reduce the amplitude of

the tether oscillation [75] and collision of a space debris with a long tether could render the EoL strategy

ineffective.

The more traditional approach consists of using the available propulsion system on-board to initiate

reentry. If the spacecraft is expected to not completely burn-up in the atmosphere, this permits to perform

a controlled reentry targeting unpopulated areas [64]. However, this approach implies that the spacecraft

is still active.

Geostationary Orbit EoL: Spacecraft in GEO can smoothly and reliably reach a graveyard orbit above

the GEO belt. This approach has therefore been the standard for a sustainable disposal of these satellites

[76]. However, even this graveyard orbit is becoming crowded, and missions aiming to clean up this

region have been considered as any collision in the graveyard orbit would create GEO-crossing debris

[77]. Furthermore, while the disposal of GEO satellites is done with relative ease, Morand et al. [76] found

that the disposal of satellites in geosynchronous orbits4 are much more tedious to perform with long-term

sustainability. Cabot Costa [78] investigated a number of disposal strategies for these satellites.

MEO and HEO EoL: The MEO region is primarily occupied by telecommunication satellites and is

significantly less populated than the LEO and GEO regions [79]. It is therefore less of a concern with

respect to the onset of the Kessler syndrome. However, Rossi et al. [80] pointed out that the use of

unstable graveyard orbits can result in dangerous crossings with the LEO region on the long-term, yielding

an increased collision risk. Furthermore, the high orbital altitudes render the de-orbiting of the spacecraft

through atmospheric drag unfeasible, leaving two approaches: disposal to long-term stable graveyard or

to eccentricity build-up orbits [81]. While the former is similar to the GEO case, the latter aims to select a

disposal orbit that maximises eccentricity growth (from perturbations described by Rossi et al. [80]) and

results in an atmospheric entry within 200 years. The disadvantage of this approach is that it will enter the

LEO and GEO protected regions at some point during its evolution. However, these passes are predicted

to be very short and have a negligible effect on the spatial density of each region [81].

Highly eccentric orbits are characterised by a perigee close to LEO and an apogee above 40,000

km (often above 60,000 km) [11]. Having the perigee in LEO, the common approach is to provoke an

atmospheric entry. However, the high velocity of these satellites around the perigee can pose ground

hazards. Therefore, the disposal of objects in HEO through atmospheric entry should be planned carefully

[82]. Alternatively, a graveyard orbit is available, although Colombo et al. [83] mentions that re-entry is

definitely the more sustainable solution. Furthermore, similar to MEO satellites, the main points of concern

are the passes through the LEO and GEO protected regions, requiring careful planning [82].

2.2. Solar-Sail Technology
Practical spacecraft propulsion is bound to the third law of Newton, stating that for every action (force) in

nature, there is an equal and opposite reaction [84]. In other words, spacecraft propulsion is a momentum

exchange process. Conventional systems have relied on chemical propulsion, which provides high thrust

at low specific impulse. The low efficiency of these systems has prompted a lot of research on plasma

propulsion (electric or ionic) which were proposed in the early 1900s [85, 86] but has only been actively

developed since 1957 [87]. However, while plasma propulsion allows for significant mass savings for both

long-term interplanetary cruise and planetocentric orbital operations [88, 89], it is still constrained by the

amount of propellant taken on-board. This limits both the total ∆V which can be gained by the spacecraft,

and the mission lifetime [90].

solar-sailing technology provides an elegant solution to the reliance on the presence of reaction mass on-

board [91], by interacting with the space environment [92], and thereby greatly resolving the aforementioned

limitations of spacecraft propulsion. While some spacecraft interact with the gravitational attraction of a

4Orbits at geostationary altitude but non-zero inclinations.
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body [93], an atmosphere [94, 95] or the solar wind to exchange momentum [96, 97], sailcraft leverage the

Solar Radiation Pressure (SRP) [92]. Similarly to a ship sailing the sea by manoeuvring a sail to orient the

wind force in a desired direction, solar-sails use a reflective surface to gain momentum from the photons

reaching it and orient the resulting force to follow a desired trajectory [92]. However, the momentum carried

by an individual photon is very small, meaning that a very large number of photons need to be intercepted

to result in a significant force, and a great reflective sail area is necessary [91]: only about 9 N/km2 can be

generated at 1 AU by a perfect reflector [91, 92]. Therefore, the spacecraft mass to sail area ratio should

be small to generate a significant acceleration on the spacecraft.

As solar-sails are not constrained by a finite source of reaction mass, they are only limited by the lifetime

of their film membrane in the space environment [91], which can last decades. This makes the concept

particularly relevant to the de-orbiting of multiple satellites to mitigate or delay the aforementioned Kessler

syndrome. In the following sections, a review of the state-of-the-art of solar-sail technology is presented.

2.2.1. Historical Background
The first notion of Solar Radiation Pressure dates back to 1610, when Johannes Kepler observed that

the Sun may cause the tails of comets to point outward from it [98]. This was noted in a correspondence

with Galileo, yielding the first recorded observations that light may exert a force [99, 92]. However, the

mechanism behind this force was not understood until 1873 when Maxwell [100] predicted the existence

of radiation pressure as a consequence of the unified theory of electromagnetic radiation, showing that

electromagnetic fields carry both energy and momentum. This quantitative prediction was experimentally

verified in the 1900s by Lebedew [101] and Nichols and Hull [102], while a number of science fiction

authors wrote about spaceships propelled by mirrors around the same period [91]. It is only in the 1920s,

however, that practical solar-sailing concepts were proposed by Tsiolkovsky [103] and Tsander [104] (the

latter quoting a report from the author from 1924). Despite these early publications, the field remained

dormant until the 1950s, when Wiley [105] and Garwin [106] rediscovered the concept independently,

describing it as a unique and elegant method yielding a continuous and propellantless thrust. In 1961, a

probe balloon named “Echo-1” was launched by NASA to measure Solar Radiation Pressure in space for

the first time [107]. Shortly after, in 1963 Arthur C. Clarke published his well-known short story The Wind

from the Sun, popularising the concept of solar-sailing to many engineers reading science fiction [91].

The unique capabilities of solar-sails have raised great interest from the scientific community to apply

the concept to a wide array of missions ranging from interstellar exploration to geoengineering [108, 109]. A

number of these mission applications have been reviewed by Macdonald and McInnes [110]. Of particular

interest to this work are the applications of solar-sails in Earth orbit, including active debris removal missions

[111]. solar-sails have been considered to lower the perigee of high-altitude orbits until atmospheric drag

takes over, and the spacecraft re-enters the atmosphere [112, 113]. According to Borja and Tun [112], the

de-orbiting of a geosynchronous satellite could be achieved in less than 5.8 years.

As the field gained in popularity, solar-sailing was considered in the context of many missions. Zhao, Wu,

and Li [114] provide an overview of the research schemes and hotspots in the solar-sailing field, including

key missions having contributed to the state-of-the-art of the field. Of particular interest is the first serious

design study of a solar-sail for a rendezvous mission with the Halley comet at its perihelion in the mid-1980s

[115]. Although the use of solar-sailing was dropped in favour of electric propulsion due to the complexity

of deployment (and the mission ended up never flying) [91], the lessons learned from this mission laid solid

foundations for solar-sailing technology [99]. Much later, in 2010, the Interplanetary Kite-craft Accelerated

by Radiation Of the Sun (IKAROS) sailcraft from the Japan Aerospace Exploration Agency (JAXA) was

launched and successfully demonstrated a number of key technologies [116, 99]. IKAROS, shown in-flight

in Figure 2.16a, is widely regarded as a major milestone in solar-sailing technology. More recently, the

Lightsail-2 spacecraft launched in 2019 demonstrated that solar-sails are a viable propulsion method for

CubeSats [117, 114]. Furthermore, the 12U CubeSat Advanced Composite Solar-Sail System (ACS3) from

NASA was launched on the 23rd of April 2024, with two main technology demonstration objectives given by

Wilkie [118]: (1) to deploy and characterise the ACS3 deployable composite boom technology solar-sail; (2)

to characterise the Solar Radiation Pressure thrust of the deployed solar-sail via controlled orbit raising and

lowering, and to attempt to identify the fundamental flexible body structural dynamic vibration modes of the

deployed solar-sail (extended mission objective). Figure 2.16b shows the full system ground deployment

test of the ACS3 Sail-Boom Subsystem (SBS) prototype unit. In this figure, the development sails shown

are slightly smaller than the flight ACS3 sail membranes. However, composite booms, sail folding, sail and
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(a) Solar-sailing IKAROS in the interplanetary field,

captured by the Deployable Camera (DCAM) on the 14th

of June 2010 [116].

(b) ACS3 prototype unit during the full system ground

deployment test of the SBS [118].

Figure 2.16: The IKAROS and ACS3 solar-sails.

Table 2.1: Environmental forces on the Galileo spacecraft in Newtons [119, 99]. The position in the solar

system is given as (spacecraft-Sun distance; distance to central body in terms of its equatorial radius R, if
any).

Source Near Venus

(0.7 AU; 10RV )

Near Earth

(1 AU; 10RE)

Interplanetary

(3 AU; N/A)

Near Jupiter

(5 AU; 10RJ )

Solar Radiation 1.7E-4 9E-5 1.1E-5 3.3E-6

Solar Wind 5.9E-8 3.1E-8 3.6E-9 1.1E-9

Meteoroids 1.6E-10 1.1E-10 9.4E-9 4.2E-9

Newtonian Drag 3.4E-9 7.9E-11 5.3E-11 5.7E-11

Magnetic Field 5.4E-14 1.9E-13 2.1E-11 1.6E-9

boom stowage, sail-to-boom tip attachment, and sail root spring tensioning are representative of the flight

SBS design.

2.2.2. Solar Radiation Pressure
A spacecraft navigating throughout the solar systemwill experience a number of forces alongside gravity, the

source of these forces ranges from SRP to meteoroids impacts and magnetic field interactions. Following

the estimations of the magnitude of these perturbing forces on the Galileo spacecraft at different positions in

the solar system shown in Table 2.1 [119], it is clear that the SRP provides the largest momentum exchange

capabilities (largest force) and is the most consistent throughout the solar system. In the interplanetary

environment, SRP forces are also more steady and predictable than other environmental forces [99]: at 1

AU, various measurements over the years provided ranges of solar fluxes5 spanning only from 1360 to

1370 W/m2 (based on solar cycles) [120]. The relatively large thrust potential and reliability offered by the

Solar Radiation Pressure provided great attention to the use of solar-sails for interplanetary missions.

In LEO, accelerations due to the oblateness of the Earth, atmospheric drag, and the Moon gravity can

be orders of magnitude larger than the SRP acceleration of a conventional spacecraft [120]. According

5which is directly related to the SRP, as demonstrated below.



2.2. Solar-Sail Technology 19

to Macdonald [121], solar-sails are inappropriate for Earth orbits below 750 km due to the atmospheric

drag. However, more recent studies found that orbit raising from a minimum altitude ranging from 400

to 600 km (depending on the solar activity) is feasible [122]. Moreover, Carzana, Visser, and Heiligers

[123] demonstrated the feasibility of using a solar-sail in Earth orbit by developing an efficient and accu-

rate technique to optimise these solar-sail trajectories in the presence of gravitational and atmospheric

perturbations. Nevertheless, solar-sails remain attractive for Earth-bound missions despite the complexity

of dynamical environment thanks to their propellantless nature and usability for long-term missions.

2.2.2.1. Existence and Estimation of SRP

The SRP magnitude can be derived from either quantum mechanics or the theory of electromagnetism, as

described by McInnes [91]. In this work, a simple derivation based on the quantum mechanics description

of light is presented following Fu, Sperber, and Eke [99], to demonstrate the existence of SRP and its

value. Starting with the mass-energy equivalence equation from Einstein [124],

E = mrc
2, (2.3)

where E is the total or relativistic energy, mr is the relativistic mass, and c is the speed of light. With the

definition of the relativistic mass given by [125],

mr =
m0√

1− v2/c2
,

where m0 is the rest mass of the particle and v is the moving speed of the particle. Note however that this
work does not consider solar-sails travelling at relativistic speeds and m ≈ m0 ≈ mr. Nevertheless, Eq.

(2.3) can be written as,

E2 = (mrc
2)2 =

m2
0

1− (v/c)2
c4.

This expression can be further developed using,

1

1− (v/c)2
= 1 +

(v/c)2

1− (v/c)2
,

and the definition of linear momentum of a particle p = mrv,

E2 = m2
0c

4

(
1 +

(v/c)2

1− (v/c)2

)
= (m0c

2)2 +
m2

0c
2v2

1− (v/c)2
= (m0c

2)2 +m2
rv

2c2 = (m0c
2)2 + (pc)2. (2.4)

From the second term on the right-hand-side of Eq. 2.4, it is clear that massless photons can carry

momentum that can then be leveraged by solar-sails. Based on this equation, a formulation for the SRP

on a given surface area ASRP can be derived. Assuming a uniform beam of photons hitting a flat surface

of area ASRP orthogonally, and assuming that all the momentum from the photons transfers to the surface,

the time derivative of Eq. (2.4) is obtained as [99],

2
dE

dt
= 2

d(pc)

dt
= 2c

dp

dt
,

where the time derivative of the total energy can be expressed as dE
dt = WASRP , with W the radiative flux.

The time rate of change of linear momentum is the magnitude of the force resulting from the momentum

exchange ( dp
dt = fSRP ) [84]. This results in,

2WA = 2cfSRP ⇔ P =
fSRP

ASRP
=

W

c
, (2.5)



2.2. Solar-Sail Technology 20

(a) Absorption and emission cases. (b) Specular reflection case. (c) Diffuse reflection case.

Figure 2.17: Forces acting on a surface dS under the influence of Solar Radiation Pressure [99].

where P is the Solar Radiation Pressure on the ASRP surface area. This shows that the solar pressure

at a given point in space depends on the radiative flux coming from the Sun, which follows the inverse

squared rule [99, 91],

W (rs) =
Ls
4πr2s

, (2.6)

where rs is the distance from the Sun’s centre of mass at which W is evaluated, and Ls = 3.84E26 W is

the luminosity of the Sun [99]. Note that Eq. (2.6) assumes a point-like Sun [126]. The incident radiative

flux on a surface inclined by an angle θs with respect to the sunlight is then given by,

Wincident(rs, θs) = W (rs) cos (θs). (2.7)

Finally, the SRP experienced by an object at rs is maximum when all photons are reflected back to the

Sun (meaning that photons are reflected with an equal but opposite velocity and θs = 0). The maximum
SRP is then given by,

Pmax(rs) = 2
W (rs)

c
. (2.8)

Therefore, the effectivity of a solar-sail depends on the distance from the radiating body, the orientation

of the sail, and its efficiency in reflecting the photons. The latter aspect will be considered in detail below.

Based on this model for Solar Radiation Pressure, the forces exerted on the sail material element can be

derived.

2.2.2.2. Photon-Sail Interaction

In the following, the physics of photon-sail interaction is described, based on the assumption of a point-like

Sun. The equations are derived for an infinitesimal surface dS and can later be integrated for any shape

(flat plate, sphere, and so on) either analytically [127, 126] or numerically. When a photon encounters a
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solar-sail, it is either absorbed, transmitted, or reflected. Additionally, the spacecraft being a grey body,

photons are also emitted from both sides of dS. Considering the probability of absorption α, transmission
ζ and reflection ρ, the following holds [99],

α+ ζ + ρ = 1. (2.9)

These probabilities can also be considered as optical parameters of the sail membrane. The total force

on the infinitesimal element dS then becomes,

dF = αdFα + ζdFζ + ρdFρ, (2.10)

where dF is an infinitesimal force vector and dFα,ζ,ρ are the infinitesimal force vectors generated due to

the absorption, transmission, and reflection of photons respectively. As transmitted photons go through the

sail without change of momentum (although they may be refracted), they do not result in a net propulsive

force on the spacecraft and dFζ = 0 [127]. Figure 2.17 provides an overview of the sail-photon interaction

cases related to absorption in Figure 2.17a, and related to reflection in Figures 2.17b and 2.17c. In these

figures, n is the surface normal vector of dS and ns is the sunlight vector. As absorbed and emitted

radiation are inherently linked, they are generally considered together, as shown in Figure 2.17a, where fα

and fe are the force vectors resulting from the absorption and emission of photons respectively, and Fα is

the resultant of these forces. The emitted radiation is directly linked to the equilibrium temperature, Teq, of

the body which can be estimated through the classical Stefan-Boltzmann law by equating the emitted and

absorbed power (Pε and Pα) [128],

Pα = Pε ⇔ αW cos (θs)dS = dST 4
eqσ(εf + εb) ⇔ Teq = 4

√
αW cos θs

σSB(εf + εb)
, (2.11)

where εb and εf are the emissivities of the front and back of the sail respectively, σSB = 5.670374419E−8
W/(m2K4) is the Stefan-Boltzmann constant. Based on this result, dFα can be expressed as [99],

dFα =
W cos (θs)

c
dS

 ns︸︷︷︸
absorption

+
εbBb − εfBf

εf + εb︸ ︷︷ ︸
emission

n

 (2.12)

where Bb and Bf are the Lambertian coefficients of the front and back surfaces of the sail, and were

included because the behaviour of the re-emitted energy flux follows Lambert’s diffuse dissipation for a flat

surface [126]. Note that this equation assumes no temperature difference between the front and back side

of the sail, which is validated by Forward [127] who showed that the difference is below 0.1 K. It is clear

from Eq. (2.12) that the thermal emission component is zero if both sides of the sail have the same optical

properties. Additionally, note that the absorbed force component is in the same direction as the incoming

light rays, while the force associated to thermal emission is normal to the sail element considered.

Continuing, two types of reflection can take place: specular or diffusive reflection of the incident

photons. The former is illustrated in Figure 2.17b and refers to the case in which all the photons are

reflected according to the cosine law [126]. In this figure, fr and fi refer to the force vectors of generated

by the incident and (specularly) reflected photon beams respectively, and Fs is the resultant of these forces.

The photons are reflected along nI lying in the plane defined by n×ns with n ·nI = n ·ns. The resultant

force then acts along n and is given by [99],

dFs = −2W

c
cos2 (θs)dSn, (2.13)

where dFs is the infinitesimal force generated by the specular reflection process. Diffusive reflection is

scattered in all directions, with the most common model being Lambert diffusion, meaning that it appears

equally bright at all viewing angles [126, 99]. Figure 2.17c describes the forces at play in such diffusive
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process, where Fd is the force resulting from fi and fr (in this case diffusely reflected), and fr is itself the

resultant of all fdΩ from the diffusive reflection process. Fu, Sperber, and Eke [99] derived that the force

generated by a photon reflected diffusively is given by,

dFd =
W cos θs

c
(ns −Bfn)dS (2.14)

where dFd is the infinitesimal force generated by the diffusive reflection process and Bf takes the value

of 2/3 for a Lambert surface. Finally, combining Equations (2.10), (2.12), (2.13), and (2.14) results in the
total force on element dS [99],

dF =
W

c

(
α cos (θs)

(
ns +

εbBb − εfBf

εf + εb
n

)
− 2ρs cos

2 (θs)n+ ρd cos (θs) (ns −Bfn)

)
dS (2.15)

where ρ = ρs + ρd, the probabilities of specular and diffuse reflections, respectively. While these

formulations assume a point-like luminous body, meaning that it is distant enough, McInnes [91] and Koblik,

Polyakhova, and Sokolov [126] discussed the effects of considering an extended (non-point-like finite

body) body to compute the radiation pressure force. However, the present work considers a solar-sail in

orbit around the Earth, where Sun rays can be considered as parallel due to the large Sun-Earth distance

[129]. Additionally, more details on the comparison between point-like and spherical-like models of the

Sun are also given by Markhoos [130].

2.2.2.3. Overview of SRP Force Models

A great number of models describing the forces on a complete solar-sail have been proposed in literature

based on the formulations of infinitesimal forces on an element dS presented in the previous section. Note

that the models presented below are also more generally applicable to arbitrary spacecraft, rather than

solar-sails only, and that they all assume parallel sun-rays [99].

The simplest SRP force model available is the cannonball model, which approximates the spacecraft’s

shape as a sphere [131], resulting in a constant force (at a given point in space) both in magnitude and

direction (collinear with the Sun-spacecraft vector). The model also simplifies the photon-sail interaction

through the use of a reflection coefficient, Cr, taking values between 1 (absorbed) and 2 (fully specularly

reflected). This results in,

F cannonball
SRP = WASRP,effCrrs (2.16)

where rs is the position vector of the spacecraft with respect to the Sun, ASRP,eff is an effective surface

area6 on which the SRP is acting, and F cannonball
SRP is the force vector resulting from the SRP based on the

cannonball model. According to McMahon and Scheeres [132], the model was democratised by the very

precise orbit determination results for the Laser Geodynamics Satellites (LAGEOS) using the cannonball

model [133]. However, LAGEOS were spheres, making the model particularly applicable for this specific

case and its accuracy non-generalisable. In practice, the model fails to capture the true dynamics and is

too simple for solar-sail mission studies.

A similarly simplistic model which is more suited to solar-sailing technology is the Ideal SRP force

model (I-SRP), relying on the assumption of a flat sail and perfectly specularly reflected sunlight [99]. This

results in,

F I−SRP
SRP = η

−2W

c
cos2 (θs)ASRPn (2.17)

where an efficiency factor 0 < η < 1 was added to characterise the loss of thrust due to other effects. This
model is widely used in literature [134, 135, 136, 137], and is particularly suited for feasibility studies or

preliminary mission analysis. Particularly, the SRP force is always aligned with the sail surface normal,

6Selected to be representative of the average area exposed to the photons over time.
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which permits to obtain noise-free insights of the dynamics in preliminary studies. However, in practice,

the reflection of photons deviates from this model due to manufacturing limitations in making a perfectly

specularly reflecting surface.

A more complex and realistic solar-sail model is the Optical SRP force model (O-SRP), which uses the

complete model given by Eq. (2.10) on a flat surface and assuming all parameters to be known constants,

this results in [91, 99],

FO−SRP
SRP =

WA

c

(
α cos (θs)

(
ns +

εbBb − εfBf

εf + εb
n

)
− 2ρs cos

2 (θs)n+ ρd cos (θs) (ns −Bfn)

)
. (2.18)

The O-SRP is widely used in literature [138, 139, 140, 141, 142] because it permits to capture the

tangential force component generated by the sail-photon interaction, contrary to the I-SRP model. Typical

values of the optical coefficients in Eq. (2.18) are given by the front surface of the ACS3 with α = 0.1,
ρs = 0.74, ρd = 0.16, εf = 0.03, and εb = 0.6 [143]. These coefficients illustrate that state-of-the-art sail
surfaces are quite far from perfectly specularly reflecting properties (ρs = 1).

Note that for each of these models macroscopic holes in the sail should be accounted for by considering

an effective surface area, and microscopic holes can be considered through the transmittance of the

membrane [127]. Furthermore, all models described until now have relied on the flat surface assumption,

however, the forces obtained from different surfaces can be summed up together by considering different

parts of the spacecraft as separate flat panels. This results in the so-called N-plates model [131]. Note

that this model is generally considered for conventional spacecraft, rather than solar-sails.

A number of more refined models have been derived based on the O-SRP formulation. These models

are generally considered too refined for preliminary analysis of solar-sails dynamics [99], but could prove

useful to verify the development results on a more realistic sail model. Furthermore, they remain useful for

validation studies. Therefore, key ones are briefly described in the following.

The Generalised Sail Model (GSM) for solar-sails of arbitrary shapes was derived by Rios-Reyes and

Scheeres [144] and further demonstrated in [145]. The papers derived compact expressions for the total

sail force and moment in terms of tensors and dyads, permitting to characterise the entire sail shape

using 19 parameters, assuming that the sail shape is fixed and no self-shadowing occurs. This permits

to compute the forces and moments analytically, by describing the deviations from the O-SRP model for

flat sails in tensors obtained by integrating the differential forces generated by differential areas [146]. A

number of studies have used this model [147, 148, 149, 150, 151], as it is considered to be one of the

most comprehensive models proposed in literature.

However, the GSM fails to capture the dependence of optical properties on the sail attitude, the distance

to the luminous body, and the sail roughness (microirregularities). This was taken into account by Mengali

et al. [152] to develop a model (labelled N-SRP hereafter) based on the experimental data of the Aurora

project presented by Vulpetti and Scaglione [153], showing that the light incidence angle has the largest

effect of the three considered independent variables. Mengali et al. [152] found differences of 5-10% in

optimal interplanetary transfer times between the O- and N-SRP models7, which may be neglected for

preliminary studies.

Another aspect that has not been taken into account in the previous models is the degradation of the

optical properties as a function of time. This was developed by Dachwald et al. [154] (this model is labelled

OD-SRP hereafter), and used by McInnes [155] to determine a closed-form solution for solar-sail spiral

trajectories including membrane degradation. Dachwald et al. [154] found that the O-SRP model was most

sensitive to the values of εf , ρs and ρd, while the rest could safely be assumed constant for first order
analysis. The model simulations degradation as an exponential decay of key optical parameters to a final

value in relation to the radiation dose it was subject to [99]. Furthermore, Dachwald et al. [156] showed

that the impact of the solar-sail degradation has a potentially very significant effect on optimal transfer

times and time histories for a number of trajectories in the solar system and to Lagrange points. As the

present work will focus on the relation between the solar-sail and a debris field at a given time or on short

periods of time, this model was discarded.

7But the time histories become significantly different for large surface roughness.



2.2. Solar-Sail Technology 24

(a) Square sail configuration from [163]. (b) Quad sail configuration [99].

Figure 2.18: Rigid solar-sail configurations.

The dependence between the sail shape and the SRP itself can also have an effect on the resultant

SRP force, such as wrinkling and billowing [157, 158, 159]. Additionally, relativistic effects need to be

considered for very fast sails [160, 99], but this is not applicable to the present work studying a solar-sail in

Earth orbit.

It is clear that the models briefly presented above only incorporate specific aspects of modelling a

realistic sail. Further work should focus on combining these aspects into a single cohesive solar-sail model

which would bring the state-of-the-art closer to realistic sails. However, while such model is the logical

path forward in literature, such a high accuracy is rarely required and may result in an added programming

and computational effort. Simpler models such as the O-SRP can be sufficient to assess key features of

solar-sail technology.

2.2.3. Types of solar-sails and Sail Performance Metrics
solar-sails are generally classified as either rigid or non-rigid sails, where the former makes use of a

supporting structure to retain its shape while the latter uses the centripetal acceleration arising from its

rotational motion [99]. Note that different methods of attitude control will be required for each type. Both

types of solar-sails will be shortly discussed below along examples of configurations available to both.

Then, key sail performance metrics will be described.

2.2.3.1. Rigid Sails

According to Wie [161] and Fu, Sperber, and Eke [99], the rigid sail type is the most likely to be adopted

for near-term missions. A number of rigid solar-sail configurations exist, all based on the presence of a

supporting structure aiding the sail deployment and retaining the sail shape [91]. For each alternative,

spars connect a central hub with the edge of the sail membrane, but the exact number of spars depends on

the configuration chosen [99]. The minimum-weight configuration is a standard square sail with four spars

joining the corners of the square, as shown in Figure 2.18. However, this configuration does not allow

independent movement of the different quadrants, which may be desirable for attitude control purposes

[99]. This is allowed by the quad configuration illustrated in Figure 2.18b, at the cost of a higher structural

mass fraction (2 spars per quadrant). Similarly, a number of other variants exist [162]. The LightSail-2,

which demonstrated solar-sailing capabilities in 2019, was a square rigid sail [117].

2.2.3.2. Non-Rigid Sails

Only two configurations fall in the non-rigid category: the heliogyro and the disc solar-sails.
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(a) Heliogyro configuration from [99]. (b) Disc sail configuration [99].

Figure 2.19: Non-rigid solar-sail configurations.

The heliogyro concept presented in Figure 2.19a divides the sail area into blades spread around a

centre hub containing the spacecraft bus [164]. The blades are long, slender, and maintained in tension

through the spin-induced centripetal force. The blades are weighted at their tips and attached to tendons

to aid the force distribution throughout the blade [99]. The main advantage of this configuration is its ability

to quickly and periodically change the pitch of each blade independently, permitting to directly generate

a body torque used for attitude control (complete 3-axis control is possible [165]), as well as its ease of

packing and deployment which do not require a stiffening structure of mechanisms [164]. According to

Wilkie et al. [165] the most in-depth study of the design concept dates back to the work performed at the Jet

Propulsion Laboratory (JPL) in 1977 for the Comet Halley rendezvous mission [166, 167], but the concept

found a renewed interest over the past decade [168, 169, 170]: “Our initial efforts have been encouraging

and lead us to conclude that a credible, near-term heliogyro technology demonstration mission is possible

at an affordable cost” [165, p.18].

The disc solar-sail shown in Figure 2.19b consists of a continuous film held flat through spin-induced

tension. This offers the same potential advantages as the heliogyro concept, but avoids the extremely

long and slender blades [91]. One key difference with the heliogyro, however, is that no inclination of parts

of the sail is possible, meaning that Centre of Mass (CoM) based attitude control methods are required.

Additionally, some structural elements may be used to provide stiffness to the sail [91]. Note, however, that

disc sails are not necessarily circular [99]: The IKAROS sail from JAXA, which was square but non-rigid,

launched in 2010 belongs to this category [171].

2.2.3.3. Sail Performance Metrics

With such a variety of basic configurations available, general Figures of Merit (FoM) are required to allow

for performance comparisons. Three key metrics have been commonly used in literature to evaluate and

compare the performance of solar-sails. The most common metric is the characteristic acceleration a0 [91],

a0 =
2ηPmax(rs = 1 AU)

σsail
=

2ηPmax(rs = 1 AU)ASRP

m
, (2.19)

where σsail = m/ASRP is the sail loading. The characteristic acceleration characterises the maximum

acceleration generated by the solar-sail in a Sun-facing attitude at 1 AU [91, 99]. Furthermore, note that

the sail loading number is also a common figure of merit in itself. A third performance metric is given by

the sail lightness number,

β =
2Pmax(rs)ASRP

µsm/r2s
, (2.20)
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Table 2.2: Characteristic acceleration, lightness number, and sail loading of the ACS3, IKAROS,

NanoSail-D2, and LightSail-2 missions.

Mission Launch year a0 [mm/s/s] β [-] σsail [kg/m
2]

ACS3 [143] 2024 0.0454 0.0077 0.2

LightSail-2 [173] 2019 0.0590 0.0099 0.154

NanoSail-D2 [173] 2010 0.0227 0.0038 0.4

IKAROS [173] 2010 0.0062 0.0010 1.55

where µs is the gravitational parameter of the Sun. This number describes the ratio between the maximum

solar radiation acceleration (the sail is facing the Sun) and the solar gravitational acceleration. β remains

constant independently of where it is measured, as both the SRP and gravitational attraction follow the

inverse square law. This is shown by rewriting Eq. (2.20) using Eq. (2.6) and Eq. (2.8),

β =
4W (rs)ASRP

cµsm/r2s
=

4LsASRP

c4πr2sµsm/r2s
=

Ls
cπµs

ASRP

m
, (2.21)

where clearly, the right-hand-side is independent of the position of the sail with respect to the Sun.

Furthermore, both the sail characteristic acceleration and lightness numbers can be written in terms of the

sail loading as [172, 92],

a0 =
9.08 · 10—6

σsail
(2.22a) β =

1.53 · 10—3

σsail
. (2.22b)

Table 2.2 provides an overview of the performance metrics of key solar-sailing missions.

2.2.4. Attitude Control
The direction of the thrust generated by a solar-sail is dictated by its attitude, meaning that the sailcraft

requires an accurate and robust Attitude Control System (ACS) to follow a desired trajectory. However,

conventional systems (such as reaction/momentum wheels and control moment gyros) are ineffective for

spacecraft with a large Mass Moment of Inertia (MMI), like sailcraft in full deployed state [161]. Additionally,

the propellantless nature of solar-sails motivates the use of a propellantless ACS to not diminish the

primary attractive feature of solar-sails [92]. Therefore, SRP-based control methods making use of the

shift between the Centre of Pressure (CoP) and CoM of the spacecraft have been studied in great detail

for solar-sails [99]. In practice, sailcraft are designed to have their CoP and CoM coincide in default state,

and the ACS shifts one of them to generate a moment on the structure. While this type of ACS was

never implemented as the primary system on flown solar-sails, the use of SRP to control the attitude of a

spacecraft was validated in-flight for both Earth-orbiting and interplanetary spacecraft through the use of

flaps or asymmetrical twisting of solar panels to generate windmill torques [161]. In the following, the most

common attitude control methods used for solar-sails are shortly presented.

While the methods presented below are classified based on whether they shift the CoP or CoM, some

methods are only available to rigid sails. The lack of structural rigidity of non-rigid sailcrafts prevents the

use of ACS relying on mechanisms or moving masses, and moving the CoM off the spin axis would be

unwise. Additionally, the attitude control concept of non-rigid sails needs to be compatible with the spinning

motion (periodic ACS). However, concepts available to non-rigid sails are generally also available to rigid

spacecraft. [99]

2.2.4.1. Centre of Mass Offset Methods

Figure 2.20 presents the two most promising mass-based ACS for solar sails. In these figures, T gives the

resultant torque of the ACS, and the centres of mass and pressure are indicated by cm and cp respectively.

Figure 2.20a presents the gimbaled mass method (where the mass and length of the rod are exagger-

ated). The concept relies on the shift of the CoM through the two rotational degrees of freedom of the rod

(θg, φg) [99]. However, as the gimbal mass mg is generally much smaller than the sail mass, the centre of

mass will only have a very small out-of-plane component. Therefore, it is often assumed to remain in the
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(a) solar-sail gimbaled mass method for attitude

control. (b) solar-sail sliding mass method for attitude control.

Figure 2.20: Centre of mass based attitude control methods [99].

sail plane, meaning that spin torques are not achievable [99]. The spacecraft bus can also be used as

gimbal mass for mass efficiency [92]. Sperber, Fu, and Eke [174] presented the nonlinear equations of

motion of a three-dimensional gimbaled solar-sail along algorithms for attitude control.

The second method aiming to change the position of the CoM for attitude control is presented in

Figure 2.20b, and consists of trimming the centre of mass by moving ballasts (ms1,2) in the sail booms

[175, 99]. Each mass has a single degree of freedom, and could consist of payload elements. Romagnoli

and Oehlschlägel [176] presented a high-performance controller for this concept, extending the work of

Wie and Murphy [177] and Bolle and Circi [178]. According to Fu, Sperber, and Eke [99], this approach

particularly has great potential for future missions.

As these methods cannot provide three-axis attitude control, they need to be supplemented by an

additional method [92]. This also permits to add redundancy to the system. For example, Wie [179] studied

a system using a gimbaled mass with control vanes (see Figure 2.21a below) and Murphy, Murphey, and

Gierow [180] derived three-axis stabilisation by gimbaling a mass on an extended boom.

2.2.4.2. Centre of Pressure Offset Methods

Figure 2.21 shows a number of ACS relying on shifting the CoP of the sail with respect to the total spacecraft

centre of mass with little to no impact on the CoM position.

Figure 2.21a shows the control vane method applied to a square sail, however, the method can be

applied to any rigid solar-sail [99]. The concept resembles aircraft control surfaces which create a torque by

asymmetrically deflecting the airflow on small portions of the wing, except that, in this case, light is reflected

instead [175]. The vanes are positioned at the end of the supporting booms to allow for a large moment

arm, and possess two rotational Degrees of Freedom (DoFs) to allow for three-axis stabilisation. However,

the system becomes over-constrained when more than three total DoFs are present (two DoFs per vane)

[175], rendering the control system design laborious: determining the control torque from a known state

is straightforward, but determining the right vane angles to obtain a specified torque through the eight

control inputs is challenging [99]. A simplified control problem, limiting the movement of each vane to

the plane defined by the sail normal and the boom direction, was studied by Wie [179]. Subsequently,

the under-constrained control allocation problem was studied by Choi and Damaren [181] who found that

any desired rotation can be achieved in approximately two hours at 1 AU. Additionally, issues relative to

self-shadowing and deployment sensitivity have been tackled by Kun [182] and Quadrelli and West [183],

respectively [99].

Figure 2.21b presents a reflectivity-based attitude control method, aiming to change the reflectivity of

portions of the sail-film to shift the CoP of the sail [99]. The reflectivity of the sail membrane is changed

through Reflectivity Control Devices (RCDs) which switch between specular (ON) and diffuse reflection

(OFF) by becoming more or less transparent [184]. As described in Section 2.2.2.2, diffuse and specular
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(a) Solar-sail vane method for attitude control. (b) Solar-sail reflectivity method for attitude control.

(c) Solar-sail shifted wings method for attitude

control.

(d) Solar-sail twisted wings method for attitude

control.

(e) Solar-sail billowed wings method for attitude

control (f) Heliogyro solar-sail attitude control concept.

Figure 2.21: Centre of pressure based attitude control methods [99].

reflections generate different forces on the sail material, meaning that a torque can be generated. The

devices are positioned directly on top of the sail material, providing minute and continuous control inputs.

This concept was successfully demonstrated by JAXA with the IKAROS spacecraft [184], providing a stable

and oscillation-free (in the sail material) ACS for non-rigid solar-sails. Note, however, that no windmill

torque can be applied in the flat sail case [99]. Furthermore, a more advanced version of the method was

studied by Borggräfe et al. [185] by considering electro-chromic coating across the complete sail in both

continuous and discrete fashion.

Figures 2.21c and 2.21d illustrate two concepts relying on controlled deformations of the sail through

actuation of the boom tips. The former is the shifted wings concept, which decreases the area of a portion

of the sail (here a quadrant) by shifting its boom-attachment point while maintaining tension in the surface8

[99]. The latter is the twisted wing concept, which consists of rotating a boom around its length to incline a

specific quadrant of the sail [99]. The combination of both methods was introduced by Wie [179], giving

full three-axis attitude control (the former cannot introduce a spin torque).

8Note that a significant portion of the spacecraft mass should be in the centre of the sail to avoid major shifts in the sail CoM.
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The billowed wing concept, also called “tip displacement method” is presented in Figure 2.21e. The

billowing phenomenon refers to the “inflation” of the sail material due to the solar pressure (similarly to

the effect of wind on a ship’s sail), and is present on all solar-sails [186]. While this effect is generally

considered as a disturbance of force models, it can also be controlled to perform three-axis attitude control

[99]. The system was thoroughly analysed in [187, 188, 189], providing a thorough mathematical treatment

of the ACS and the deformation of the sail film under SRP. The method is particularly suited to large sails,

for which the influence of wrinkling is negligible, and only requires simple mechanisms in comparison to

other concepts such as the twisted/shifted wings or control vanes [99].

The heliogyro configuration was described in Section 2.2.3, having a very distinctive layout resembling a

windmill or helicopter. This geometry permits the design of an ACS using blade pitching to shift the CoP of

the sail with respect to the spacecraft centre O (where the CoM will usually be located) [99]. Due to the spin

necessary to maintain tension in the blades, the blade pitching occurs periodically, permitting to achieve

three-axis attitude control. The simplest heliogyro model relies on the assumption of rigid blades, however,

very high length-to-width ratios are common and the lack of a supporting structure renders blade structural

dynamics non-negligible [190]. Blomquist [190] reviewed several blade models and studied heliogyros

with length-to-width ratios in the 1000s. Wilkie et al. [191] found no intractable stability and control issues

for the heliogyro solar-sail concept. Pimienta-Penalver [192] further improved the discrete-mass heliogyro

blade model. Additionally, several pitching methods and ways to combine them to generate a specified

torque were presented by Guerrant and Lawrence [193].

2.2.4.3. Passive Methods

Passive attitude control methods aim to maintain a particular attitude with respect to an external body, such

as the Sun. This is achieved through specific geometries which converge towards a Sun-pointing attitude

under the influence of SRP. A variety of configurations have been considered, ranging from spherical

balloons and two-folding sails made of unequal reflective rectangular plates to conical sails [92]. Providing

a theoretical basis to passive stability design, Hu, Gong, and Li [194] performed a linear stability analysis to

determine the general passive stability criteria for three-axis stabilisation of axisymmetric curved solar-sails.

However, a detailed review of these configurations is outside the scope of this work.

Passive attitude control can also be achieved through spin-stabilisation, which permits to average thrust

vector misalignments [161]. These thrust vector misalignments can arise from sail shape uncertainties

or manufacturing defects producing an undesired CoM to CoP offset and introducing a constant torque,

destabilising the sail [99]. Furthermore, spin-stabilisation can be leveraged to passively station-keep

the sail by cancelling aerodynamic, gravitational, and solar radiation disturbance torques, as studied by

Lawrence and Whorton [195] and Gong, Li, and Zhu [196]. When spin-stabilisation is employed, active

attitude control comes back to controlling the precession and nutation of the spin-axis.

2.2.4.4. Other Attitude Control Systems

Other concepts have been proposed through literature, such as the use of Pulse Plasma Thrusters (PPTs)

[175]. While the concept defeats the propellantless purpose of solar-sails, Wie et al. [197] explains that

the large moment arm would permit to significantly reduce the reaction mass requirement: Gong and Li

[198] found that only 0.1 kg of propellant would be necessary for a Venus transfer of a 20 m-side square

sail with PPTs having an a specific impulse, Isp, of 700s and a thrust level of 150 mN. Additionally, this
removes the direct Sun-dependence of the ACS, meaning that attitude control is feasible during eclipse

time if enough energy is stored in a battery system. However, PPTs require significant power consumption

and could introduce translational dynamics if not properly accounted for [175]. The system is considered

to be a suitable back-up system or as a primary system for short missions [199].

Another system is shown in Figure 2.22, combining both CoP and CoM shifts and is applicable to any

solar-sail type [200]. It consists of a series of moving-mass booms attached to the spacecraft bus and

extended by reflective surfaces with a single DoF (along the axis they are positioned on), resulting in full

three-axis control capabilities of the sail. According to Adeli, Theodorou, and Lappas [200], one of the

main advantages of such system is that the ACS is completely decoupled from the sail, meaning that it

can be scaled and integrated with any sail deployment mechanism. The trim-control mass part of this ACS

was also demonstrated through ground testing [200].
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Figure 2.22: Scalable bus-based attitude control system concept [200].

2.2.5. solar-sail Trajectories
In their most basic dynamical framework, solar-sail trajectories can be considered in a system with the

gravitational attraction of the centre body and the SRP force arising from the Sun. In the Sun-centred case,

the dynamic equations of a solar-sail then become [92],

{
ṙIs = vIs
v̇Is = − µs

||rIs ||3 rIs + β µs
||rIs ||4 (rIs · nIs)

2nIs
(2.23)

where rIs , vIs , and nIs are the sailcraft position, velocity and surface normal vectors expressed in an

inertial reference frame Is (XIs , YIs , ZIs ) with origin at the centre of mass of the Sun. In this reference

frame, XIs points in the direction of the vernal equinox at the J2000 epoch, ZIs is perpendicular to the

ecliptic plane, and YIs completes the right-handed reference frame. In this set of equations, the I-SRP

model was used to express the SRP force on the sail. The primary performance metric is often the transfer

time, due to the propellantless nature of the solar-sail [92]. Earth-centred trajectories, on the other hand,

have been considered to be much more complex due to the wider range of perturbations from the Earth

higher-order gravitational terms, atmospheric drag, and magnetosphere [99]. These perturbations have

rendered the development of Earth-centred control laws more complex than for heliocentric trajectories,

resulting in some authors advocating against the use of solar-sails in Earth orbit [99]. As a result, only

few studies have considered Earth-centred dynamics and control. Furthermore, the complex dynamical

environment renders the methods and results from literature only valid under simplifying assumptions

on the orbit shape and orientation with respect to the Sun, and for limited orbital transfer cases [123].

However, the use of solar-sails in Earth orbit has recently gained more interest and was shown to be

feasible despite the complexity of the dynamical environment (orbit raising is possible from altitudes as low

as 400 to 600 km depending on the solar activity) [123].

Several early studies on the topic of solar-sailing dynamics and control in Earth orbit have been

performed based on the very simplistic models described by McInnes [91] of an ideal solar-sail (I-SRP

model) in an unperturbed environment around the Earth. These studies include analytical control laws

where different independent laws are blended together [201] and specific mission applications such as the

GeoSail mission [202]. The latter particularly demonstrated the existence of a non-Keplerian orbit permitting

to artificially precess the orbit apse line, meaning that the orbit is not fixed in inertial space anymore (like

Keplerian orbits). This is shown in Figure 2.23, which displays the GeoSail mission orbital evolution over

30 days. Other works based on the same simplified model considered Earth escape trajectories [203,

204]. However, perturbations such as the aerodynamic drag and planetary radiation pressure can result
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Figure 2.23: GeoSail mission orbit evolution

over 30 days [202].

Figure 2.24: Displaced orbit with thrust-induced

acceleration [207].

in accelerations of the same order of magnitude or greater than the SRP, meaning that these studies

have little applicability to high-fidelity mission design for Earth orbiting solar-sails [123]. Furthermore,

prior studies to these that did consider perturbations neglected basic constraints such as non-negative

altitudes [205], with Macdonald and McInnes [204] being the first study to implement such a constraint

while retaining the optimality (in two-body dynamics).

Another type of trajectories which was studied around the same time period are Highly Non-Keplerian

Orbits (HNKOs). These orbits have been defined by McKay et al. [206] as dynamical cases where the

time-averaged acceleration exerted by the spacecraft over a full orbit (||ā||, eg., through a sail thrust

or electric propulsion) is at larger or equal to the combined gravitational and centripetal acceleration

experienced by the object (||∇v||, as viewed in a reference frame rotating at a given angular velocity

relative to an inertial frame). This can be formulated as, ||ā||/||∇v|| ≥ 1, although no definition is widely
agreed upon. Displaced Earth-centred orbits, shown illustrated in Figure 2.24, are examples of these

cases and have been shown to be generally controllable by McInnes [207]. The basic principle relies on

the use of a low (but continuous) thrust to displace the orbital plane such that it does not pass through

the centre of mass of the centre body anymore [206]. These non-Keplerian orbits can then be patched

between each other and to Keplerian orbits (by zeroing the thrust), resulting in increasingly more complex

trajectories [208, 209]. It must be noted, however, that since solar-sails require a direct exposition to the

sunlight to generate their thrust, displaced orbits which include eclipse periods are infeasible. Furthermore,

these orbits have been shown to be controllable under two-body dynamics with the addition of SRP, which

means that the displaced orbit must be far enough from the centre body for key perturbations (such as

atmospheric drag, oblateness of the centre body, and so on) to be negligible.

Among the limited studies of solar-sails in a perturbed planet-centred environment, some considered the

coupling of the SRP force with Planetary Radiation Pressure (PRP) [210, 211]. Particularly, in eclipse, PRP

is the only source of thrust which can be leveraged to continue an orbital transfer despite the lack of direct

sunlight. Neglecting PRP in the dynamical model was also shown to lead to significant errors (up to 55%

relative error in altitude in LEO) [122]. Other studies considered SRP and aerodynamics-based optimal

control laws [212, 213] and drag-induced active debris removal and de-orbiting capabilities, as discussed in

Section 2.1.3. More recently, Carzana, Visser, and Heiligers [123] developed a novel approach to optimise

Earth-bound solar-sail trajectories from any steering law and in any orbital regime, thereby opening the door

to more general solar-sailing around the Earth than the previous limited studies. Furthermore, Leemans,

Carzana, and Heiligers [214] used Differential Dynamic Programming (DDP) to find optimal Earth-centred

solar-sail trajectories, which further permits to optimise constrained trajectories in the perturbed Earth

environment.
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This subsection has been focused on planet-centred trajectories, however, a much wider variety of solar-

sail trajectories have been studied in literature for cases which are not specifically planet-centred. These

generally make use of the free low-thrust propulsion bound to solar-sailing to generate non-Keplerian orbits

[206]. An extended version of the three-body problem then arises with the photogravitational three-body

problem [91], yielding displaced Lagrangian points (or surfaces depending on the thrust level achievable)

and displaced halo orbits, which are only subsets of Artificial Equilibrium Points (AEP) and periodic orbits

about AEPs respectively [206]. Similarly to planet-centred displaced orbits, displaced orbits about the Sun

are also achievable [91]. Low-cost transfers can also be designed with specific invariant manifolds [215,

92], and interplanetary transfers can benefit from very unconventional concepts such as the H-reversal

[216] or solar-photonic assists [217] to gain great amounts of momentum quickly. Note that all the examples

mentioned above, except the H-reversal and solar photonic assist, are more generally applicable to low-

thrust propulsion systems. However, many of these were first studied through solar-sails as they become

most attractive for propellantless systems [206].

2.3. On-Orbit Collision Research
While the use of a solar-sail in Earth orbit for ADR has various advantages, the large spacecraft cross-

sectional area increases significantly the risk of collision with Meteoroids and Orbital Debris (MODs).

Although collisions with a large debris remain unlikely, collisions with thousands of smaller MODs can be

expected [218]. Despite collision velocities up to 10 km/s for space debris and 70 km/s for meteoroids,

these Hypervelocity Impacts (HVI) generally remain non-catastrophic for conventional spacecraft [219], in

contrast to the collisions modelled by the SSBM described in Section 2.1.2.2. As a result, the spacecraft

remains generally intact but some small (mostly non-trackable) debris are produced [5]. Although definitions

vary in literature, HVIs refer to the scenario in which the impact velocity becomes so large that the strength

of the materials is sufficiently small in comparison to inertial forces and the solid target material then

behaves like a fluid [220].

In this section, a brief introduction to the field is given. First, Section 2.3.1 provides a general description

of the physics related to hypervelocity impacts. Second, Section 2.3.2 describes the state-of-the-art in

terms of the understanding of the momentum transfer arising from HVIs. At last, Section 2.3.3 provides a

brief description of the key features of hole growth and hole diameter estimations, as the primary solar-sail

degradation effect of HVIs.

2.3.1. Hypervelocity Impact Physics
The physics of hypervelocity impact are essentially the same for both orbital debris and meteoroids,

meaning that the processes described below are similar in both cases [221]. To gain an understanding

of the physical process of HVIs, both hydrocodes and hypervelocity experiments have been used [222,

223, 224, 18, 225], permitting to determine the influence of different parameters under well-controlled

conditions.

In the simplest case, when a spherical projectile hits a ductile target at low-velocities, plastic deformation

of the target prevails. As the impact velocity is increased, the projectile tends to breakup and melt, leaving

a characteristic crater and starting the particle ejection process described below. Increasing the impact

velocity further, elastic and plastic stress–strain behaviour prevails, density and compressibility effects

set in, and finally thermal properties become important. After impact with the target, compression waves

travelling in the material steepen until a shockwave carrying jumps in density, pressure, grid-point velocity,

and internal energy is formed. For targets of finite thickness, free boundaries (for example, the other end

of a thin plate) reflect the compression waves forming the shock as tensile waves, and superposition of

both types can yield plastic deformations on the other side of the plate with respect to the impact. Different

impact damages are shown in Figure 2.25, demonstrating damages ranging from complete fracture when

exceeding cohesive material strength (left most) to plastic deformation (right most). In this figure, dp
is the projectile diameter, tt is the target object thickness, and VI is the impact velocity vector. These

impacts put the target materials under extreme conditions, reaching around 10,000 K and 100 GPa in

temperature and pressure, respectively, for high velocities and slender bodies, and happen within time

scales of microseconds only. [18]

The effects of HVIs on the spacecraft depend strongly on the size and relative velocity of the impactor

[229]. However, aspects such as the impact geometry, impactor shape and density, target thickness, and
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Figure 2.25: Single-wall impact damage characteristics on aluminium 1100 targets, as a function of the

relative target thickness tt/dp = 1.0, 2.4, 2.8, 3.4, 3.9, 10.0 (left to right), for an impact by a glass projectile
of diameter dp = 3.2 mm at a velocity of ||VI || = 6 km/s (note: display of right most target is truncated in

thickness) [226, 18].

so on can also play a significant role on the overall effect of the impact [221]. Drolshagen [228] described

the main effects of hypervelocity impacts on a spacecraft, and grouped them as follows9:

1. Cratering and ejecta

• Surface erosion and degradation leading to a change in thermal, optical or electrical properties.

• Degradation of sensors and mirrors, including impacts on internal instruments by secondary

ejecta.

• Degradation of windows (even relatively small craters require the exchange of Space Shuttle

windows).

• Sealing problems if for example exposed hatches have to be closed.

2. Plasma effects

• Electrical interference.

• Current flow.

• Triggering of electrostatic discharges.

• Light flashes.

3. Structural damage

• Penetration of spacecraft walls, leading to structural damage of subsystems.

• Penetration of pressurised vessels (tanks, manned mod- ules, coolant loops).

• Cutting of cables or tethers.

• Short circuits.

• Damage to exposed focal plane arrays like CCDs.

• Complete destruction of impacted spacecraft or spacecraft subsystem by larger object.

4. Momentum transfer

• Change of attitude.

• Loss of target lock.

• Loss of formation flying.

Of particular importance to gossamer structures, despite having received very little attention from

literature [221], is the momentum transfer resulting from such a collision with a debris having a significant

kinetic energy. This effect is generally small for conventional spacecraft, but can become significant for

high area-to-mass ratio satellites due to the large moment arm of collisions occurring at the extremes of

the structure [218]. The impulse endured from such a collision could possibly result in disruptions in the

attitude of the sail [230], which, for a solar-sail, is inherently linked to the orbital motion. Furthermore, this

risk is intensified by the low-thrust nature of a solar-sail, which may result in difficulties to perform collision

avoidance manoeuvres with respect to larger trackable debris under short warning times. The literature

surrounding HVI momentum transfers will be reviewed in Section 2.3.2.

Furthermore, during an impact, ejecta particles resulting from the HVI further contribute to themomentum

transfer. In particular, they result in momentum enhancement, meaning that more momentum is transferred

9Taken directly from [228, p. 2]
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(a) Sketch of main impact crater features resulting from a normal impact [227].

(b) Sketch of main impact crater features resulting from an oblique impact [228].

Figure 2.26: Main impact crater features resulting from a normal (a) and oblique (b) impact.

to the target than the original particle contained [219]. They come as either back-scattered (particles

ejected on the side of the impact) or downrange scattered (particles ejected on the other side) ejecta [227].

The latter can form up to 75% of the secondary particles for HVI with thin targets. Rival and Mandeville [227]

categorised the ejecta from hypervelocity collisions in three different kinds, as illustrated in Figure 2.26 for

both normal and oblique collisions:

1. Jetting fragments are small, high velocity particles ejected at grazing angles during the early stages

of the impact. Jetting happens before the impactor has completely penetrated the target and is

completely independent from the melt and vapour production during the formation of the crater [231].

2. Cone fragments are small, high velocity particles ejected at constant elevation angle, creating a

cone shape around the crater.

3. Spall fragments are large ejecta expelled at low velocities and normal to the impact surface, due to

the tensile rupture of the material near to the cone site [221].

2.3.2. Momentum Transfer in Hypervelocity Impacts
Momentum is expressed as the product of the mass of an object and its velocity vector, and is always

conserved in an isolated system. Therefore, in the case of a hypervelocity impact, when a projectile

strikes the target object with an impact velocity VI , momentum is transferred between the projectile, the

target, and any ejecta mass arising from the collision [221]. As the ejecta fragments can be expelled

backwards (relative to the velocity of the incoming projectile), more momentum than originally contained

by the projectile can be transferred to the target body [232]. This phenomenon is generally considered

through a momentum enhancement factor βE [233], which characterises the additional momentum gained

by the target relative to the momentum of the projectile.
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During a hypervelocity impact, the momentum of the projectile is conserved in various forms [234]:

1. The internal momentum of the target object.

2. The ejecta from the impact zone of the particulate on the target body.

3. The material spalled from the non-impact surface of the target body (downrange ejecta).

4. The momentum in the same direction as the incoming particulate of all downrange ejecta when

penetration of the target occurs. This also includes the original projectile momentum if full-penetration

occurs.

For the same impact velocity, very small particles will only trigger process (a). As the particle size (and

mass) increases, processes (b)-(c)-(d) start to occur [234]. In this work, relatively large projectiles will be

considered, meaning that all these sources will become relevant. However, only the added momentum

to the target object is of interest, and other processes only need to be accounted to allow an accurate

estimation of the former. The momentum gained by the target can be expressed as follows [235],

mt∆vt = mpvp −
∑

meve = βEmpvp, (2.24)

where mt and ∆vt are the target object mass and velocity increment after the collision processes have

completely occurred, mp and Vp are the mass and velocity of the projectile prior to the impact, and me and

Ve are the mass and velocity of the ejecta fragments. In other words, βE = 1− sign(pe · pp)||pe||/||pp||
where p is the linear momentum vector of the ejecta (e) or particle (p). The ejecta momentum can be

expressed as pe = pback + pdown (linear momentum of the back- and downrange scattered fragments

respectively), where (pback · pp) < 0 and (pdown · pp) > 0. Meaning that in case no downrange ejecta are
generated, and no perforation occurs (pdown = 0), (pe · pp) < 0 and momentum enhancement occurs

(βE > 1) [221]. McDonnell [219] showed that the theoretical limit for the momentum enhancement process

can be derived from conservation of energy as,

βE <

√
mt

mp
. (2.25)

Thick targets have gained more attention recently due to the applicability of HVIs to the deflection

of potentially dangerous asteroids. Particularly, Walker and Chocron [233] found that in this case, βE

is maximised when the impactor density is close to that of the target, and the projectile shape is close

to a sphere. Across the different configurations tested in their numerical computations, the momentum

enhancement remained between a factor of 1 to 3 for aluminium projectiles with impact velocities ranging

from 1 to 10 km/s [233]. Furthermore, the momentum enhancement factor was found to be most sensitive

to the tensile strength of the target material: for a lower tensile strength of a ductile material, the material

fractures more and ejects more material upon impact. Therefore, for the same projectile kinetic energy, as

the ejected mass increases, its velocity decreases (from the conservation of energy) and the momentum

enhancement increases [233]. While the work performed by Walker and Chocron [233] remained primarily

computational, Hayashi et al. [236] studied thick targets of ductile material (aluminium) through experiments,

showing that momentum enhancement increases if the impact velocity is increased and the target thickness

is decreased. Additionally, they found that the ejecta scattering angle varies according to the thickness of

the target [236]. At last, McDonnell [219] refined the formula proposed by Nysmith and Denardo [237] the

highest velocity data reported at the time, yielding,

βE = 1 + 0.144
(||VI || − 0.55)2

||VI ||
. (2.26)

The ACS3 foil has a thickness of 2.115 µm [118], meaning that standard solar-sail foils will be considered

as thin or very thin (tt/dp < 0.1 [238]) in the HVI sense for a significant portion of the impacts it is subjected
to. In practice, any collision with objects larger than ≈ 20 µm will may be considered under the thin target

limit, which is still a significant portion of objects in Earth orbit according to Figure 2.6. The ACS3 booms,

however, are hollow and up to 0.26 mm thick [118], making them significantly thicker than the sail foil.

Additionally, their hollow structure means that two impacts occur (one with each side) during an HVI which

is expected to increase the momentum transfer, although this configuration has not been studied in detail

before. Therefore, solar-sail booms cannot be considered in the thin target limit, contrary to solar-sail foil.
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Little experimental work was performed on momentum transfer overall, and none considered very

thin targets to the best of the author’s knowledge (most of the work on very thin targets considered hole

growth). Nevertheless, the early work performed by Nysmith and Denardo [237] presented some qualitative

assessments of the momentum transfer for different impact regimes as a function of the impact velocity,

as described in Figure 2.27. While this qualitative plot refers to a single tt/dp ratio at different velocities,
the graph is expected to shrink or expand horizontally for different ratios. That is, for a higher (lower) tt/dp,
a greater (smaller) velocity is necessary to enter phase II, meaning that the graph is expanded (shrank)

horizontally. The four phases of momentum transfer shown in Figure 2.27 are as follows [237]:

1. Phase I: the target has not been perforated nor spalled and the ejecta momentum is relatively small.

More momentum is gained by the target as the impact velocity increases. Impacts with semi-infinitely

thick targets lie in this category. During this phase, all the momentum of the projectile is absorbed by

the target.

2. Phase II: at the threshold spallation velocity, vs, material starts spalling at the rear of the target and
the spray momentum (momentum from spalled material at the rear of the target) increases from zero.

This reduces the gained target momentum as, which might even become negative for some t/dp
ratios. Throughout phase II, all components from the momentum balance vary smoothly.

3. Phase III: at the transition velocity, vz, material is also spalled from the front surface, which causes

an increase in target and ejecta momentum (the grey zone in Figure 2.27 shows that the process is

a somewhat random and poorly understood). This spallation phenomenon from the front surface

means that the target essentially becomes thin: the front and back surfaces become similar.

4. Phase IV: the momentum gained by the target is zero, which happens to very thin targets at velocities

up to ≈ 8 km/s and to thick targets at much higher velocities. All the momentum is transferred to

ejecta and spray (and remaining projectile fragment if not perforation occurred).

In addition, for very thin targets, McDonnell [219] suggested a scaling of Eq. (2.26) based on the Giotto

data [234], yielding,

βE =

(
1 + 0.144

(VI − 0.55)2

VI

)(
tt

tmax

)
, (2.27)

where tmax is the maximum penetrated thickness of the material, which is a function of the area-time product.

The maximum penetrated thickness of a given material provides the maximum expected penetration of the

material as a result of the trajectory of area-time product [239]. Equation (2.27) shows that the gained

target momentum indeed goes to zero for very thin targets.

One shortcoming of experimental works on hypervelocity impacts is the limited achievable impact

velocity. This was tackled by the Giotto mission from ESA, which rendezvoused with comet Halley in 1986,

and carried a dust impact detection system able to cover a mass range from 10-17 to 10-3 grams [240].

This system permitted to characterise the momentum transfer resulting from hypervelocity impacts from

small particles on the dust shield, with relative velocities of the order of 68 km/s, many times higher than

the 10 km/s achievable in conventional experimental setups [234]. In particular, this permitted highlighting

the relationship between βE and the impact velocity, as 10 ≤ βE ≤ 68 were found [234]. These values are
significantly higher than anything measured prior to the Giotto mission [219].

Furthermore, the cumulative effects of this momentum transfer from meteoroids and space debris on

the attitude and the trajectory of conventional and high area-to-mass ratio spacecraft have been considered

by [218, 230] through the use of the MASTER MODs population. While the effect was found to be very

small for both the trajectory and attitude propagations, it was more pronounced for spacecraft having a

large area. The ejecta model present in MASTER-2009 from Rival and Mandeville [227] (qualitatively

described in the previous subsection) was used by Sagnières and Sharf [230] to determine the momentum

enhancement for the different configurations.

While this subsection provided a general understanding of momentum enhancement and which aspects

are most relevant to solar-sails, defining an appropriate model for each impact scenario is a complex

task. In particular, two cases of impact can be distinguished: impact with a supporting structural element

and impact with the solar-sail foil. While the thin target models could be applicable to solar-sail foils,

literature up to this point primarily focused on flat plate target objects of monolithic material. Only few

studies considered composite structures and hollow booms such as the ones considered for rigid sails

[241, 242, 221].
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Figure 2.27: Representation of the division of the projectile momentum for a typical tt/dp ratio [237].

2.3.3. Solar-sail Degradation From Hypervelocity Impacts
Aside from the aforementioned momentum transfer, hypervelocity impacts also cause structural damages to

the sail, the most important of which are holes in the foil that reduce the effective area of the sail. Additionally,

these holes may result in a residual disturbance torque due to their asymmetric distribution. Fortunately,

Edwards et al. [224] found through experiments that typical solar-sail foil materials (Aluminium coated

MylarTM, TeonexTM, and Colorless Polyimide) do not have a tendency to rip apart under hypervelocity

impacts, even after continued exposure to radiation doses representative of long-term missions.

As seen earlier, HVIs result in a crater on the target body, however, if the projectile has enough kinetic

energy, full penetration of a thin sheet is also possible. Key features of the hole growth phenomenon are

summarised by Hosseini and Abbas [243] as follows:

1. Both clear lips or fine lips revealing a clean hole are possible depending on the impact velocity and

characteristics of the target and projectile. These characteristic lips are clearly seen on either sides

of the penetration hole in Figure 2.25

2. For perforated targets, the hole diameter is usually greater than the projectile diameter. In certain

cases, however, the hole diameter can be smaller due to: (1) elastic recovery of the lips; (2) the

projectile got burnt or vaporised upon impact; (3) the projectile got damaged because it is weaker

than the target material.

3. Greater collision velocities result in increased hole diameter because of the greater inertia of the lips.

4. Thicker targets result in larger hole diameters due to an increased inertia of the lips.

5. For spherical targets, oblique impacts result in elliptical craters while normal impacts result in circular
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Table 2.3: Model constants for hole diameter predictions of hypervelocity impact on thin plates.

Model C1 p1 p2 p3 p4 f(θI) C2

General [243] 2.800 -0.035 0.335 0.113 0.516 cos−0.026(θI) 0.6

Normal shock [248] 3.32 0 0.38 0 0.17 1 0

Minor axis oblique shock [248] 4 0 1.60 0 0.41 cos0.38(θI) 1.22

Major axis oblique shock [248] 1.68 0 0.24 0 0.0014 e0.83θI 0

craters.

For solar-sail materials particularly, Edwards et al. [224] found that the damage area (area of the

circumscribing circle containing all damages from the impact) is never more than twice as large as the

hole area for normal strikes. A number of studies have attempted to develop empirical formulas capable

of predicting the final hole diameter (assuming penetration) in thin targets, due to the applicability of the

results to the design of bumper plates to shield spacecraft components from MODs [244, 245, 243, 246].

In this purpose, De Chant [247] derived a general formula for the diameter of the perforated hole in a thin

plate based on fluid dynamics as follows,

dh
dp

= C1

(
ρp
ρt

)p1
(
VI

ct

)p2
(
VI

cp

)p3
(
tt
dp

)p4

f(θI) + C2, (2.28)

where C1,2 and p1−4 are constants of the model, ρp and ρt are the densities of the projectile and target
material respectively, cp and ct are the speeds of sound in the projectile and target materials respectively,
dh is the hole diameter, tt is the target thickness, and f(θI) is a function of θI , which is the impact obliquity.
This model resembles many of the other empirical models in literature and takes into account the most

important geometrical and material properties necessary to describe the behaviour of shock waves in solid

materials [243]. Table 2.3 shows different values and formulations of the constants in Eq. (2.28), resulting

from various analyses. Based on a total of 1314 data points, Hosseini and Abbas [243] fitted the constants

of the equation by considering dh as the mean diameter (average of major and minor axes for elliptical
holes formed by oblique shocks), as shown in the first row of Table 2.3. This model results in a mean error

of 7.21%. Furthermore, for cases where only a single material is used for both the projectile and target, this

model was found to perform only slightly worse than independent models developed specifically for these

cases specifically. Dhote and Verma [248] further considered the one-material case through simulations in

ANSYS Autodyn-3D non-linear hydrocode and generated a wide array of data to fit Eq. (2.28), determining

three models: one for normal collisions, and two for oblique ones (one determines the major axis and the

other the minor axis of the resulting ellipsoid). The constants of these models are shown in the second,

third and fourth rows of Table 2.3 and their associated absolute percentage error is given in Figure 2.28.

Although HVIs on the sail foil are not expected to result in a momentum transfer, the holes resulting

from these impacts will result in a residual body-fixed torque. Based on the models described by Eq. (2.28)

and Table 2.3, the hole diameter (and area) generated by an HVI can be obtained for different collision

geometries, and the residual torque can be obtained from,

τres = −rI,B ×
(

Ah

ASRP

)
FSRP , (2.29)

whereAh = π
4 d

2
h is the hole area and rI,B is the body-fixed position of the impact on the sail. The body-fixed

frame has its origin at the CoM of the sail, its XB-axis along one of the booms, ZB-axis in the direction

of the sail surface normal, and its YB-axis completes the right-handed coordinate system. The residual

torque given by Eq. (2.29) then needs to be counter-balanced by the ACS.

2.4. Research Questions and Objectives
In the previous sections, the developments and state-of-the-art of three different fields have been presented.
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(a) Normal impact hole diameter. (b) Oblique impact minor hole

diameter.

(c) Oblique impact major hole

diameter.

Figure 2.28: Histogram of absolute percentage error for the different models derived by [248].

First, it was made clear that the space debris problematic has reached a critical point where active

measures need to be taken to guarantee the access to LEO and GEO protected regions on the long-term

[11]. The number of objects in Earth orbit is steadily increasing, and the number of collisions between

these objects is projected to further grow in the future even if no more launches were to take place [56].

Mitigating the space debris crisis and delaying the onset of the Kessler syndrome takes place through

three main points of focus: (1) assessment of the debris environment through debris detection and tracking,

permitting to perform collision avoidance manoeuvres and validate high-fidelity debris environment models

[61]; (2) implementation of effective end-of-life strategies for the most important orbital regimes [10]; and

(3) active debris removal of defunct satellites having a large risk of collision with other debris [11].

Solar-sails have been considered in the past as a system permitting to de-orbit high-altitude satellites

using the SRP force to decelerate the spacecraft and later act as a drag sail to facilitate atmospheric entry.

Additionally, their propellant-free nature also provides a great opportunity for long-term missions aiming to

travel to multiple different defunct satellites to initiate their re-entry or to move them into a higher graveyard

orbit. However, the momentum carried by a single photon is extremely small, and large sails are necessary

to generate a significant acceleration [91]. The long predicted mission duration and increased surface area

with respect to conventional spacecraft results in a significantly increased risk of collision with orbital debris

or meteoroids. For solar-sails, a relatively large debris impacting the sail on its sail foil or a supporting

boom would likely not result in a complete catastrophic breakup of the sail, but could result in a significant

momentum transfer and disturbance of its attitude.

Collisions with an orbital debris or a meteoroid are generally referred to as hypervelocity impacts,

as they occur at impact velocities of the order of kilometres per second. The momentum carried by the

colliding debris in these HVIs is distributed among the target body, ejecta from the collision crater, spalled

material from the non-impacted surfaces, and downrange ejecta [234]. While for very thin target materials

(with respect to the colliding projectile) such as solar-sail foils, the momentum transfer to the spacecraft

approaches zero [237], large amounts of momentum can be transferred through collisions with thicker

or hollow targets such as the supporting booms of a rigid sail [236]. Furthermore, while the effect of the

momentum transfer on the attitude and orbital dynamics of conventional spacecraft was found to be rather

small [230, 218], the large area of a solar-sail will result in a much greater number of collisions than on

conventional spacecraft. Additionally, in case a debris transferred a lot of momentum through a collision

on one of the tips of the sail, the large moment arm could result in greater attitude dynamics perturbations

than predicted by Sagnières and Sharf [230] and result in a tumbling motion.

As the attitude of a solar-sail directly dictates its thrust direction, an uncontrolled tumbling motion would

have direct implications on the spacecraft orbital dynamics [91]. However, whether the retrieval of attitude

control is feasible using the propellant-free attitude control methods presented in Section 2.2.4 in the

complex dynamical environment of Earth-bound satellites is unclear. While [199] claims that these attitude

control systems cannot recover by themselves from tumbling and that independent thrusters would be

necessary, no simulation backed-up this statement for the propellantless ACS described in this work.
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While the use of solar-sails in Earth orbit is certainly attractive, the current state and trends of the

space debris environment raises a number of questions on how safe it is to navigate a solar-sail in debris

rich regions. This work aims to answer one of these questions by considering the effect of a high-energy

on-orbit collision on the sail attitude and trajectory dynamics, and assessing the capability of state-of-the-art

propellantless attitude control system to bring back the sail attitude to a pre-determined state. The research

objective of this thesis can then be formally stated as follows:

To characterise the effect of a high-energy on-orbit debris/solar-sail collision with an orbital

debris on the sailcraft attitude and trajectory dynamics and assess the capability of an actuated

tip-vane system to retrieve attitude control from a tumbling state.

Research Objective

The study of the structural dynamics involved in hypervelocity impact is considered outside the scope

of this work. Therefore, expected values of momentum transfer based on previous experimental work

or models will be used as inputs for orbital and attitude dynamics simulations. Furthermore, while the

orbital dynamics resulting from the tumbling motion will be considered, only the retrieval of a stable attitude

control will be investigated. That is, optimal transfers between the resulting orbit (after attitude stabilisation

is reached) and the nominal orbit (prior to the collision) will not be considered. To pursue this research

objective, the following research questions will be answered:

What is the effect of the tumbling motion on the sail trajectory?

Research Question 1

Under which tumbling conditions is the attitude control recovery achievable using a vane-based

attitude control system?

(a) Is a robust back-up attitude control system necessary to recover attitude control after such

collision?

(b) How long does it take to retrieve attitude control from an initially tumbling state ?

(c) What parameters influence the recovery time the most?

Research Question 2

What collision geometries are the most difficult to recover from?

Research Question 3

In order to answer these questions, the case study of the ACS3 spacecraft will first be used as a

baseline to develop all the tools and methods necessary. A detailed work breakdown structure and gantt

chart of the work performed throughout this thesis are given in Appendix B.



3
Materials and Methods

This chapter presents the general methods employed throughout the thesis to design the six-degrees-

of-freedom simulator which was used to perform all numerical simulations in this work. Methodologies

specific to the research objectives of this work can be found in the accompanying paper after this chapter.

The methods presented below are broadly divided into the dynamical environment presented in Section 3.1

and the numerical environment presented in Section 3.2. The software was developed using the TU Delft

Astrodynamics Toolbox [249]. A complete verification of the software developed is given in Appendix A.

3.1. Dynamical Environment
This section presents the dynamical environment used to develop the numerical simulation. The sail

dynamics have been modelled through the coupled attitude-orbit equations of motion, neglecting the sail

structural dynamics. First, Section 3.1.1 starts by giving the reference frames used to define the sail

dynamics. Then the coupled attitude-orbit equations are given through Section 3.1.2 and Section 3.1.3,

which gives the equations of motion of the sail orbital dynamics and attitude dynamics respectively, and

Section 3.1.4 summarises the resulting state model representation. This is followed by Section 3.1.5,

which presents the selection of the relevant perturbing accelerations and torques of the sailcraft dynamics.

At last, Section 3.1.6 briefly discusses the ephemeris and shape models of the planetary bodies used in

the simulation.

3.1.1. Reference Frames
In this subsection, the most relevant reference frames are briefly presented1:

• The Earth-Centred Inertial (ECI) reference frame, denoted by IL, is used to formulate the orbital
and attitude equations of motion. The frame origin OIL is at the centre of mass of the Earth, the

ZIL-axis points North along the rotational axis of the Earth, the XIL-axis points in the direction of

the vernal equinox2, and YIL completes the right-handed coordinate system [250]. Additionally, the

frame orientation is defined by the direction of these axes at the J2000 time (January 1st 2000, at

12:00), after which they are fixed in place (ZIL does not follow the axis of rotation of the Earth). It is

noted that the ECI is a pseudo-reference frame due to the acceleration of the Sun on Earth’s centre

of mass, but this simplification is acceptable for Earth-orbiting satellites [250]. This reference frame

is given in Figure 3.1.

• The Earth-Centred Earth-Fixed Reference Frame (ECEF) reference frame, denoted by R, is used

by dynamical models which require the orientation of the Earth, such as the spherical harmonics

expansion of the gravitational field of the centre body. The frame coincides with the ECI reference

frame at the J2000 epoch, but then rotates with the Earth. Therefore, its origin OR is at the Earth

centre of mass, the ZR-axis points towards the North, the XR-axis intersects the equator at zero

longitude, and YR completes the right-handed coordinate system [251]. This reference frame is given

in Figure 3.1.

1Note that all reference frames considered are right-handed
2This is the intersection of the Earth’s equatorial plane with the ecliptic plane (the plane of the Earth’s orbit around the Sun) at the

J2000 epoch.

41
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Figure 3.1: The ECI, RTN, and body-fixed

reference frames.
Figure 3.2: Vane reference frame of a given

vane (numbered 1).

• The Radial, Transverse, and Normal (RTN) frame, denoted by S, is a spacecraft-centered frame
with its origin OS at the sailcraft centre of mass, XS parallel to the radial position vector, ZS in

the direction of the orbital angular momentum vector (perpendicular to the orbital plane), and YS
completes the right-handed coordinate system [252]. This reference frame is used to define the

perturbation accelerations for the translational dynamical system.

X̂S =
rIL

||rIL ||
(3.1a)

ẐS =
rIL × vIL

||rIL × vIL ||
(3.1b) ŶS =

ẐS × X̂S

||ẐS × X̂S ||
(3.1c)

• The body-fixed reference frame, denoted by B, is used to define the attitude dynamics (relative to
the inertial frame) of the body, as well as define the dynamics of the vane ACS. Its origin OB is at the

spacecraft centroid with the ZB-axis pointing in the direction of the sail normal vector, the XB points

along a reference boom of the sail, and YB completes the right-handed coordinate system. For the

most common case of a square sail with perpendicular booms, YB then also points in the direction of

a boom. An example of this reference frame for a square sail is given in Figure 3.1.

• The vane-fixed reference frame of the ith vane, denoted by Vi, is used to define the movements

of the vanes as part of the sail attitude system. The reference frame origin OVi
is located at the

vane attachment point (where actuators can act on the vane orientation), XVi
is aligned with the

associated boom direction and points outwards, ZVi is in the direction of the body-fixed ZB-axis,

and YVi completes the right-handed frame, as illustrated in Figure 3.2. In this figure, θz,B is the

rotation angle along the ZB axis and rOVi=1
is the position vector of the attachment point of the vane

considered. Furthermore, note that the frame does not move with the vane during its movement.

To change from one frame to another, rotation matrices along each unit axis of a given right-handed

reference frame. The X, Y, and Z-axis rotation matrices are given by Rx(·), Ry(·), and Rz(·) where (·) is a
given rotation angle around the considered axis [251],

Rx(·) =

1 0 0

0 cos (·) sin (·)
0 − sin (·) cos (·)

 (3.2a) Ry(·) =

cos (·) 0 − sin (·)
0 1 0

sin (·) 0 cos (·)

 (3.2b)

Rz(·) =

 cos (·) sin (·) 0

− sin (·) cos (·) 0

0 0 1

 (3.2c)

3.1.2. Orbital Dynamics
The movement of a body in orbit can be described using Newton’s second law of motion, stating that the

time rate of change of linear momentum is equal to the magnitude of the force inducing the momentum

exchange ( dp
dt = F ) in an inertial reference frame [84]. For cases where the mass of the body is constant,

this permits to write F = ma, where a is the acceleration vector of the body and F is an external force
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Figure 3.3: Kepler orbit definition using Kepler elements.

acting on the body. Therefore, the general form of the translational equations of motion can be expressed

in Cartesian coordinates as,

drIL
dt

= ṙIL (3.3a)
dṙIL
dt

= r̈IL =
FIL
m

(3.3b)

where r is the Cartesian position vector in the inertial reference frame. In this work, the equations of

motions are all expressed in the ECI reference frame, as all the cases considered involve a solar-sail in

Earth orbit. The general form given by Eq. (3.3), also called the Cowell formulation, is only one way among

numerous alternatives to formulate the equations of motion. The Cowell formulation is particularly robust

and suitable for propagation of orbital dynamics in highly perturbed environments [253], however, the large

oscillations in all components of the state vector (position and velocity Cartesian components) also make

it less computationally efficient. For lightly perturbed cases, such as a solar-sail in Earth orbit subject to

SRP from the Sun, a formulation based on a single fast element and five slow elements is more efficient,

such as the Gauss perturbation equations which have been used extensively in the literature [54].

The Gauss perturbation equations can be expressed in Keplerian or Modified Equinoctial Elements

(MEE) form. The former provides a more intuitive representation of the orbit and its dynamics, using

the semi-major axis a, eccentricity e, inclination i, Right Ascension of the Ascending Node (RAAN) Ω,
the argument of pericenter ω, and the true anomaly θ (and mean anomaly M ), as shown in Figure 3.3.

However, the equations of motion employing the Keplerian form have singularities at e = 0, i = 0◦, e = +∞,

and i = 180◦ [254]. As near-circular orbits will be considered in this work, the MEE form propagated in time,

which only have a singularity at i = 0◦ or at i = 180◦ depending on the formulation, was used throughout
this research. The MEE can be directly linked to Keplerian elements through [249],

p =

{
a(1− e2) e 6= 1

2a e = 1
(3.4a) f = e cos (ω + IΩ) (3.4b)

g = e sin (ω + IΩ) (3.4c)

h = tanI
(
i

2

)
sinΩ (3.4d) k = tanI

(
i

2

)
cosΩ (3.4e) L = ω + IΩ+ θ (3.4f)

where I = ±1 in depending on the initial orbit at the start of the simulation: I = 1 gives a singularity in
i = 180◦ and I = −1 gives a singularity in i = 0◦. The time formulation of the MEE’s equations of motion is
given by Betts [255],

dp

dt
=

2p

w

√
p

µL
∆t, (3.5a)
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df

dt
=

√
p

µL

[
∆r sinL+ ((w + 1) cosL+ f)

∆t

w
− (h sinL− k cosL)

g∆n

w

]
, (3.5b)

dg

dt
=

√
p

µL

[
−∆r cosL+ ((w + 1) sinL+ g)

∆t

w
+ (h sinL− k cosL)

f∆n

w

]
, (3.5c)

dh

dt
=

√
p

µL

s2∆n

2w
cosL, (3.5d)

dk

dt
=

√
p

µL

s2∆n

2w
sinL, (3.5e)

dL

dt
=

√
µLp

(
w

p

)2

+
1

w

√
p

µL
(h sinL− k cosL)∆n, (3.5f)

with,

s2 = 1 + h2 + k2, (3.6a) w = 1 + f cosL+ g sinL, (3.6b)

where ∆r, ∆t, and ∆n are the components of the disturbing acceleration in the RTN frame.

3.1.3. Attitude Dynamics
The forces acting on the body can also induce a perturbation of the attitude dynamics of a body, if applied

asymmetrically, resulting in a perturbing torque. Such torque could be the result of the Solar Radiation

Pressure or the gravity gradient. The full rotational state is defined by bILB, which describes the body’s

orientation with respect to the inertial frame (in the form of a rotation matrix from the body-fixed frame to

the inertial frame), and ωILB,B, the body’s angular velocity vector with respect to the inertial frame and

expressed in the body fixed frame. The latter is referred to as ωB hereafter for brevity. In this work, the

propagated body is assumed to be a rigid body of a constant mass, meaning that the body’s inertia tensor

IB is constant. This permits to write [251],

ω̇ILB,B = (IB)
−1 (

TB − ωILB,B ×
(
IBωILB,B

))
, (3.7)

where TB is an external torque acting on the spacecraft, expressed in the body-fixed frame. Equation (3.7)

gives Euler’s attitude equation of motion for a rigid body, which may also be valid for very small variations

of İB if IB is updated often enough [256]. Particularly, the movement of the vanes in the body-fixed

frame is assumed to have a negligible effect on the sail inertia tensor. Equation (3.7) can be expressed in

various forms, such as Euler angles, unified state model, Rodrigues parameters and quaternions [257], but

the quaternions form is used throughout this work. The quaternion formulation is singularity-free, which

is important when considering a tumbling satellite, and is the only propagator available in the TU Delft

Astrodynamics Toolbox used in this work. The quaternion representation of the vehicle orientation is

associated to the rotation matrix from the body-fixed frame to the inertial frame as follows [258],

q1 =
1

4q4

(
bILB(2, 3)− bILB(3, 2)

)
, (3.8a)

q2 =
1

4q4

(
bILB(3, 1)− bILB(1, 3)

)
, (3.8b)

q3 =
1

4q4

(
bILB(1, 2)− bILB(2, 1)

)
, (3.8c)

q4 =
1

2

√
1 + bILB(1, 1) + bILB(2, 2) + bILB(3, 3), (3.8d)

these equations are subject to the constraint
∑4

i=1 q
2
i = 1, which is enforced at each time step of the

numerical simulation through a normalisation of the quaternion vector. While quaternions are used to

propagate the rotational state in the numerical simulation, the initial state is provided in terms of Euler

angles used to define the rotation matrix bILB using Eq. (3.2). Converting from one representation to

another comes back to solving,
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bILB =

1− 2(q22 + q23) 2(q1q2 + q3q4) 2(q1q3 − q2q4)

2(q2q1 − q3q4) 1− 2(q21 + q23) 2(q2q3 + q1q4)

2(q3q1 + q2q4) 2(q3q2 − q1q4) 1− 2(q21 + q22)

 . (3.9)

Equation (3.7) is then completed by,


q̇1

q̇2

q̇3

q̇4

 =
1

2


q4 −q3 q2

q3 q4 −q1

−q2 q1 q4

−q1 −q2 −q3

ωB, (3.10)

which describes the evolution of the quaternion elements based on the rotational velocity with respect to

the inertial frame [251].

3.1.4. Resulting State Model Representation
The last two subsections have presented the orbital and attitude dynamics separately. However, the

full dynamics is implicitly coupled, and the full state vector needs to be propagated at once. The orbital

dynamics is impacted by the orientation of the vehicle due to the Solar Radiation Pressure force (as will be

seen in the next subsection) and the attitude dynamics is impacted by the position of the spacecraft in

inertial space through the magnitude of this SRP force and the presence of eclipses. Therefore, the fully

coupled six-DoFs state vector is given by,

X =
[
p f g h k L qT

ILB ωT
B ,
]

(3.11)

which gives the five slow orbital elements describing the orbit shape, the true longitude L variable charac-

terising the fast orbital element, the four quaternion elements qT
ILB describing the rotation matrix from the

body-fixed to the inertial reference frames, and the rotational velocity vector of the body-fixed frame with

respect to the inertial frame ωT
B , expressed in the body-fixed frame. Additionally, the inertial Cartesian

position and velocity of the propagated body can be obtained from the first six (orbital) elements, yielding

the following processed state vector,

X̃ =
[
rTIL vT

IL qT
ILB ωT

B

]
(3.12)

3.1.5. External Forces
A number of forces act on a satellite in Earth orbit. From spherical harmonics of the Earth gravity field,

third-body effects from other Solar System bodies to Solar Radiation Pressure and aerodynamics forces,

Earth-orbiting satellites are subject to a very complex dynamical environment [123]. However, the primary

objective of this work is not to produce a high fidelity simulation of a solar-sail in Earth orbit, but rather to

investigate the general capability of the vane attitude control system to detumble a spacecraft. Therefore,

a simplified dynamical model is employed to reduce the computational time of a single propagation while

preserving the most important dynamical aspects. In the following subsubsections, the most important

forces acting on Earth-orbiting satellites are reviewed and the final dynamical model is selected.

3.1.5.1. Earth Gravitational Field

As a solar-sail in Earth orbit is considered in this work, the gravitational field of the Earth is the primary

force acting on the spacecraft throughout its orbit. The most simple gravitational field model is the central

gravitational field acceleration, taking the form [250],

r̈IL = −µL
rIL

||rIL ||3
, (3.13)

where µL is the gravitational parameter of the Earth and rIL is the position vector of the spacecraft in the

ECI reference frame. This simple central gravity field also results in a gravity gradient torque expressed in

the ECI reference frame as [259],



3.1. Dynamical Environment 46

Tg =
3µL

||rIL ||5
rIL × (IB · rIL). (3.14)

The effect of this gravity gradient torque is to align the principal axis of (the mass distribution of)

the spacecraft with the position vector, which is the direction of the gravity gradient. The effect of this

disturbance on the attitude dynamics is therefore stabilising, or providing stiffness, meaning that it makes

the detumbling of a spacecraft easier. However, since the Earth is not a perfect sphere, its gravitational

field is more accurately described using a spherical harmonics expansion using [260],

r̈IL = ∇UL, (3.15a)

UL =
µL

||rIL ||

∞∑
n=0

n∑
m=0

Rn
L

||rIL ||n
Pn,m(sinφ)(Cnm cos (mλ) + Snm sin (mλ)), (3.15b)

where UL is the gravitational potential of the Earth at the considered position, RL is the mean equatorial

radius of the Earth, λ and φ are the longitude and the latitude of the spacecraft in an Earth fixed coordinate

system, Pnm are Legendre Functions of degree n and order m, and Cnm and Snm are the associated

spherical harmonics coefficients of the same degree and order. The infinite sum described in Eq. (3.15b)

is usually truncated at a different degree and order depending on the application. Following from the

spherical harmonics expansion of such a gravity field, the higher order gravity gradient torques have been

derived by Roithmayr [261], however, these have a much smaller effect than the gravity gradient torque

from Eq. (3.14).

In this work, as the first order dynamics are being considered, only the central gravity field described

by Eq. (3.13) will be considered. The gravity gradient torque will also be neglected as its effect is largely

stabilising and a worst case scenario is desired to assess the capabilities of the vane attitude control

system to detumble a solar-sail spacecraft.

3.1.5.2. Solar Radiation Pressure Model

The Solar Radiation Pressure force is a key effect to be accounted for in the dynamics of solar-sails,

but as described in Section 2.2.2.3, numerous models of varying fidelity exist. In this work, considered

solar-sails are assumed to consist of multiple flat and rigid surfaces, meaning that the total SRP force

can be decomposed in the contribution from each panel individually similarly to an N-plates model [131].

Furthermore, the non-constant nature of the sail optical coefficients due to their degradation is neglected as

this effect only becomes significant on long-term missions (decades) while the detumbling cases considered

in this work will be relatively short-span in comparison (hours to months at most) [154]. For each solar-sail

panel, the SRP force is computed according to the O-SRP model from Eq. (2.18) by differentiating between

the panel front and the back sides. This yields the following for the SRP force acting on a single panel,

where the IL subscript was dropped for brevity,

FSRP = WA| cos (θ)|
c


(
αf

(
ns +

εbBb−εfBf

εf+εb
n
)
− 2ρs,f cos (θ)n+ ρd,f (ns −Bfn)

)
n · (−ns) > 0(

αb

(
ns +

εbBb−εfBf

εf+εb
n
)
− 2ρs,b cos (θ)n+ ρd,b (ns +Bbn)

)
n · (−ns) < 0

(3.16)

where ns was defined in Figure 2.17, subscript f refers to an optical parameter from the front surface,

subscript b to an optical parameter from the back surface, and n only refers to the surface normal of the

front surface. The change in sign of the Bf−bn term in the diffusive reflection part of the reflection law

results from nb = −nf = −n. Furthermore, no similar sign changes appear in the other terms as they
would cancel out. Additionally, to analyse the sensitivity of the results obtained in this work with respect to

the optical model used, Eq. (3.16) was simplified to a double-sided ideal model (ρs,f = ρs,b = 1 and all
other coefficients are equal to zero) and to a single-sided ideal model (ρs,f = 1 and all other coefficients
are equal to zero) for some test case. Based on Eq. (3.16), the torque induced by a single solar-sail panel

is given by,

TSRP,B = (rpanel,B − rCG,B)× FSRP,B, (3.17)
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where rpanel,B is the position vector of the panel centroid and rCG is the position vector of the spacecraft

centre of gravity. Following, for the SRP force to be active, the spacecraft needs to be in direct line of sight

with the Sun. To account for this effect, the penumbra-umbra eclipse model described by Montenbruck,

Gill, and Lutze [260] is used, neglecting the small effect of the atmosphere on the absorption and refraction

of light [28].

Additionally, Planetary Radiation Pressure (PRP), being the sum of both the effects of the reflection of

SRP on the planet -known as Albedo Radiation Pressure (ARP)- and the thermal radiation emitted by the

planet -known as Black-Body Radiation Pressure (BBRP)-, could also be taken into account [211]. While

ARP and BBRP have been found to form up to 20% and 10% of the solar-sail acceleration in LEO [123],

it was neglected in this work to reduce the computational load of a single propagation and is therefore

a clear limitation of this work. On the one hand, as no detumbling manoeuvres can then be performed

during eclipses, neglecting PRP will result in longer detumbling times than actually feasible (conservative

estimate). On the other hand, this means that the present work is expected to underestimate the effect of

long-term effects of tumbling on the orbital dynamics.

3.1.5.3. Third-Body Effects

Other bodies in the solar system exert a gravitational force on spacecrafts in Earth orbit, although the

magnitude of the resulting acceleration is much smaller than the Earth’s gravitational pull. Similarly to

Earth, these bodies are not perfect spheres and their gravitational field is best described by a spherical

harmonics expansion. However, the very large distance between the spacecraft and these celestial bodies

permits to simplify the gravity field to a point mass modelled through the third-body acceleration formula

from Wakker [250],

atb,i = µi

(
rL−i − rIL

||rL−i − rIL ||3
−

rL−i

||rL−i||3

)
, (3.18)

where µi is the gravitational parameter of the ith celestial body and rL−i is the position vector of the

third-body in the same reference frame. In case the extended body effects should still be taken into account

(eg the Moon), the general form of this expression is given by,

atb,i = ∇UL(rIL)−∇UL(ri), (3.19)

where UL is the gravitational potential of the centre body (the Earth in this case). In practice, the Sun

and Moon third-body accelerations are the most significant, while the rest of the celestial bodies result in

accelerations four orders of magnitudes smaller [262]. As is clear from Eq. (3.18), third-body accelerations

have very little to no effect on the spacecraft attitude dynamics, and a minimal effect on its orbital dynamics.

Therefore, these effects are neglected in subsequent sections.

3.1.5.4. Aerodynamics Effects

Although the aerodynamics perturbations can be significant for large surface-to-area ratio spacecrafts in

Earth-orbit, all cases considered in this work will have an initial altitude of 1000 km or above altitude, which

is a realistic altitude regime for potential solar-sails use-cases in Earth orbit [121, 122]. At these altitudes,

the atmospheric density is of the order of 10−15 to 10−18 kg/m3 depending on the solar activity and time

of the day [263], meaning that atmospheric forces and torques are negligible in comparison to the Solar

Radiation Pressure, and will be neglected in this work.

3.1.5.5. Final Dynamical Model

In the following sections, if not mentioned otherwise, the dynamical model used in all simulations consists

of a central gravity field of the Earth and the SRP force from the Sun. Throughout this work, three

reflection models —realistic, single ideal, and double ideal— are used, and the specific model used for

each simulation will be clearly indicated. Furthermore, the central gravity field is assumed to only have

an effect on the translational dynamics, while the gravity gradient torque is neglected. This reduced

dynamical model encapsulates the first order dynamics of an Earth-orbiting solar-sail, permitting to make a

primary assessment of the capabilities of the vane attitude control system to detumble such a spacecraft.

Additionally, other relatively significant aspects, such as the gravity gradient and aerodynamics torques,

would only help the spacecraft detumbling (as explained above). Meaning that the considered dynamical

model is a worst-case scenario in terms of spacecraft detumbling.
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3.1.6. Ephemeris and Shape Models
As a large amount of propagations will need to be run to generate the results, it is desired to reduce the

complexity of the environment and shape models to a maximum to limit the computational time of a single

propagation. Therefore, the following models were selected:

• Constant rotation models are used for both the Sun and the Earth as no perturbing acceleration

depends on their orientation with respect to the propagated body (such as spherical harmonics).

• The relative position of the Sun with respect to the Earth is retrieved from the SPICE interface3

throughout the numerical propagation as the numerical overhead associated with the operation was

found to be negligible.

• As no atmosphere model is considered in the orbital perturbations, all non-propagated bodies present

in the simulation are assumed spherical with the average radius extracted from the SPICE interface.

These assumptions are deemed acceptable given the proof-of-concept nature of the work, which

prioritises proving the feasibility over achieving the highest possible accuracy in orbital propagation.

3.2. Numerical Environment
This section briefly presents the numerical environment used in the numerical simulation. Section 3.2.1

gives the numerical integrator selection, and Section 3.2.2 gives the line search method which is used in

several algorithms part of the accompanying paper.

3.2.1. Numerical Integrators
Having completely setup the coupled orbit-altitude dynamical model, an appropriate integrator needs to

be selected to propagate the equations of motion in time. With numerous methods present in literature

[260], the selection of a particular integration scheme requires a trade-off between numerical accuracy and

computational time. Three general families of integrators exist and are available in TUDAT:

• Multi-stage Runge-Kutta(-Fehlber) methods aim to solve the Ordinary Differential Equation (ODE) by

approximating the solution through a weighted average of the function evaluation at intermediate

points within each step. These methods are widely used in initial value numerical simulation due to

their simplicity and their robustness [264, 265], but have a generally lower accuracy than the two

other families considered here [265]. The general formulation of multi-stage methods is given by

Eq. (3.20). These methods can easily be adapted to include a variable step algorithm by comparing

schemes of different orders [266], making them particularly suited to the present work.

yn+1 = yn + hrk

s∑
i=1

biki (3.20)

k1 = f(tn, yn),

k2 = f(tn + c2hrk, yn + (a21k1)hrk),

k3 = f(tn + c3hrk, yn + (a31k1 + a32k2)hrk),
...

ks = f(tn + cshrk, yn + (as1k1 + as2k2 + · · ·+ as.s−1ks−1)hrk).

• Multi-step methods, such as the explicit Adams-Bashford method shown in Eq. (3.21), aim to derive

an interpolated polynomial from previous data points, to extend this polynomial to tn+1, and compute

the analytical integral of the interpolation function [265]. The reuse of previous function evaluations

permits a more efficient use of computational resources but also requires more memory to store

the previous time steps (compared to multi-stage methods). Additionally, the overall concept of the

method implies that it is unsuited to dynamical systems comprising discontinuities (such as eclipses).

Nevertheless, combined with its variable order and variable step variants (Adams-Bashford-Moulton),

it is considered as one of the best trade-offs for integration accuracy and computational time for

ODE’s with very smooth right-hand sides (if a very dense output is necessary) [265].

3URL [accessed on 01/07/2024]: https://naif.jpl.nasa.gov/naif/

https://naif.jpl.nasa.gov/naif/
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ȳ(tn+1) = ȳ(tn) + ∆t

s∑
j=0

bjf(tn−j , ȳn−j) tn−j = tn − j∆t (3.21)

• Extrapolation methods, such as Bulirsch-Stoer schemes, consist of evaluating the same integration

step with 2, 4, 8, and so on, integration substeps and to extrapolate the difference in the results

between subsequent substeps to infinitely short time steps [265]. While these methods can integrate

ODE’s with very high accuracy and are considered as the best trade-off between numerical accuracy

and computational time when sparse outputs are acceptable [265], they also result in a very sparse

output. They are therefore generally used for long-term propagations.

In this work, a variable step size Runge-Kutta method is used. Fixed step methods are inappropriate

due to the changing dynamics throughout the numerical simulation: as the sail is detumbled, the rotational

velocity becomes smaller and larger time steps can be used. As the attitude dynamics are much faster

than the orbital dynamics for large initial rotational velocities, the reduced computational time resulting

from the use of a variable step size method (compared to a fixed step method), is significant. Furthermore,

multi-step methods are not suited to this work due to the discontinuities in the dynamics arising from

eclipses, and extrapolation methods would result in too sparse outputs (as they are better suited for

long-duration propagations) [260]. In order to select the most appropriate Runge-Kutta method available

in TUDAT, a reference scenario has been setup with pre-determined vane movements to reduce the

computational time associated to calls to the vane controller and ensure that the same dynamics are

followed by the sailcraft.

On this reference case, integrator errors lower than 1 m, 10−3 m/s, and 0.05 deg/s in terms of position,
velocity and rotational velocity respectively, are desired. The former two are generally considered large for

integration errors but are justified by the low-fidelity dynamical model used in this work: as the dynamical

model does is quite far from reality in terms of orbital position and velocity, a very high accuracy integrator

would be a waste of computational resources in comparison to running different cases, although the

integrator should be able to follow the overall dynamics. However, the rotational velocity error, for which the

dynamical model can be considered as medium-to-high fidelity (the most significant aspect for a solar-sail

is being considered), is required to be lower as it is the focus of this work. The 0.05 deg/s is selected
as 10% of the maximum angular turning rate (0.5 deg/s) of the Advanced Composite solar-sail System
(ACS3), which represents the state of the art in terms of Earth-bound solar-sailing [143].

From this reference case, a benchmark was generated based on a fixed step size Runge–Kutta–Fehlberg

(RKF) method of order 7 and the robust Cowell propagator, using Figure 3.4 where the maximum propaga-

tion error in terms of inertial position and rotational velocity is evaluated for step sizes of 2i for i=7, 6,...

,-3, -4. The error of a propagation with fixed step size ∆t is estimated using the subsequent ∆t/2 one,
through Eq. (3.22). In the Local Truncation Error (LTE) regime, dividing the time step size by 2 should

reduce the error by a factor 128 with a 7th order integrator.

ε(t;∆t) ≈ ȳ1(t;∆t)− ȳ2

(
t;
∆t

2

)
(3.22)

Considering Figure 3.4, a benchmark with a fixed time step size of ∆t = 2−3 s is used to assess the

error of the different integrators considered. This results in position, velocity, and rotational velocity errors

of the order of 0.1 m, 10−4 m/s, and 0.005 deg/s respectively - all of which being about 10% lower than

the required integrator accuracy. Following, all variable step size multi-stage methods present in TUDAT

were considered to propagate the reference case with different relative and absolute tolerances4, yielding

Figure 3.5 showing the maximum integration error and the number of function evaluations (used as a

proxy for the computational time) of each option with respect to the benchmark. Based on this figure, the

RKF5(6) scheme with absolute and relative tolerances of 10−12 was selected as the best trade-off between

numerical accuracy and computational time while meeting all accuracy requirements. Note that the error

was evaluated by interpolating the benchmark time steps to the integrator steps with an 8th order Lagrange

interpolator [267], and discarding the integrator points falling before or after the six first or last benchmark

4For each case, the absolute and relative tolerances have been set equal to each other to reduce the amount of cases to be

considered.
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(a) Cartesian position. (b) Rotational velocity.

Figure 3.4: Benchmark time step size selection based on the maximum error, for the RKF7 integrator.

(a) Integrators position error. (b) Rotational velocity error.

Figure 3.5: Comparison of multi-stage integrators based on their maximum error and associated number

of right-hand side evaluation. The benchmark and required accuracies are indicated with dashed lines.

data points. The latter is necessary to avoid Runge’s phenomenon [268], a divergence problem occurring

close to the boundaries of the interpolation region, from occurring.

3.2.2. Line Search Methods
A univariate optimisation method was necessary for two aspects of the vane control algorithm presented in

the associated paper. From the options available in the SciPy [269] library, the golden section algorithm

was selected as it does not require any derivative information and provides a convergence efficiency close

to the Fibonacci search with a minimum computational cost [265]. For problems having a discontinuity

second (or lower) order derivative, this numerical scheme is the preferred alternative according to Press

et al. [265]. When an initial bracket [xa, xb] known, as is the case in the present work, the method consists
of a sectioning iterative procedure aiming to reduce the interval xa and xb by computing xc and xd, and

redefining the bounds of the interval based on the objective value at points c and d. For f(xc) < f(xd):
xb = xd and xd = xc, the interval is then reduced and point c is recomputed using Eq. (3.23). Similarly,

for f(xc) > f(xd): xa = xc and xc = xd, the interval is then reduced and point d is recomputed. This is

iterated upon, until the interval length is smaller than a user-specified tolerance.

h = xb − xa (3.23a) xc = xa +
h

Φ2
(3.23b) xd = xa +

h

Φ
(3.23c)



where Φ = 1+
√
5

2 is the golden ratio. No interpolation is performed as the tolerance on the interval length

can be imposed to be arbitrarily small, rendering the interpolation unnecessary if the residuals are imposed

to be lower than the model accuracy. The output value is taken as the final interval bound with the minimum

objective function. Furthermore, this algorithm can also be used to find a discontinuity in the bracket.
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Solar-Sail Tumbling and Stabilization using Actuated Tip-Vanes
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Solar-sailing is a promising propellant-free propulsion method leveraging the momentum

of photons to generate a thrust force, making them attractive for long-term missions both in

Earth-bound and interplanetary space. In Earth orbit, solar-sails have been envisioned for space

debris removal missions aiming to de-orbit multiple defunct satellites. However, their large sail

area make them vulnerable to hypervelocity impacts with debris, potentially causing loss of

attitude control. Therefore, this paper presents a study of the long-term effects of tumbling on a

sail’s orbit and of the capability of a modern vane attitude control system to time-optimally

stabilise the attitude motion. The tumbling dynamics result in an orbital eccentricity growth

which is independent of the tumbling rate, potentially leading to a re-entry of the sail. The vane

system is capable of detumbling rotational velocities up to 26 deg/s. For rotational velocities

up to 8 deg/s, this system is capable of detumbling the sailcraft at a linear rate of 2 deg/s

per day. For larger rotational velocities, the duration of the detumbling manoeuvre grows

non-linearly. These results are considered for the specific case study of hypervelocity impacts

and the sensitivity of the results to the sail reflectance model, the orbital regime, and the number

of degrees of freedom of the vanes is assessed.

I. Introduction

Since the launch of Sputnik 1 in 1957 [1], mankind’s dependence on space activities has steadily grown. Ranging

from global communication to Global Navigation Satellite Systems (GNSS), disaster early warning systems, and

climate change monitoring, space technologies have significantly shaped humankind [2]. However, while Sputnik

1 remained in orbit for three months only, Vanguard 1, launched by the United States of America (USA) in 1958,

will remain in Medium-Earth Orbit (MEO) for the next 200 years despite having been inactive since 1964 [3]. Since

Vanguard 1, the population of artificial objects in Earth orbit has grown steadily, driven by increased launch activities and

orbital fragmentation events [4]. Consequently, the Low Earth Orbit (LEO) and Geostationary Orbit (GEO) protected

regions have become hostile environments to modern satellites, where collision avoidance manoeuvres are common

practice [5].

The large number of uncontrollable objects in Earth orbit also increases the likelihood of the onset of a self-sustaining
∗Graduate student, Department of Astrodynamics and Space Missions, Faculty of Aerospace Engineering. lveithen@tudelft.net



collisional cascading process when the number of objects in an orbital region reaches a critical threshold [6]. This

phenomenon, theorised by [7] in 1978, is known as the Kessler syndrome and would result in the denial of some orbital

regions due to the space-debris build-up on the long-term. This problem is intensified by the recent trends of the

NewSpace, with thousands of satellites launched to form mega-constellations in Low Earth Orbit (LEO) [8], and is

already observed in debris environment studies [4, 9]. Active Debris Removal (ADR) is therefore considered necessary

to delay the onset of the Kessler syndrome and preserve humankind’s access to space [10].

One promising ADR method makes use of solar-sails, which generate a thrust force from the Solar Radiation

Pressure (SRP) by reflecting photons, to de-orbit high-altitude satellites at their End-of-Life (EoL) [11, 12]. Additionally,

their propellant-free nature provides an opportunity for long-term missions aiming to travel to multiple defunct satellites

to remove them from orbit, as the sail material degradation is the only constraint on the mission duration [13]. This

characteristic also motivates the use of an Attitude Control System (ACS) which relies on SRP, by controlling the position

of the sail’s centre of pressure (𝑐𝑝) relative to the centre of mass (𝑐𝑚) to generate control torques, instead of using a

reaction mass [12, 14–16]. An especially attractive type of SRP-based ACS is the two rotational degrees-of-freedom

(DoF) tip-vanes system, which controls the sail attitude through reflective vanes placed at the booms’ tips [16, 17]. The

concept resembles aircraft control surfaces which create a torque by asymmetrically deflecting the airflow on small

portions of the wing, except that, in this case, light is reflected instead [18]. Although 2-DoF actuated tip-vanes allow

for three-axis stabilization regardless of the sail’s initial orientation [17], the system becomes over-constrained when

more than three total DoFs are present (two DoFs per vane) [18]. This renders the control system design laborious,

therefore, the majority of literature focused on the control of single-DoF vane systems [15, 19]. However, [17] presented

a novel control allocation strategy which greatly reduces the control complexity of 2-DoF vanes.

One of the main disadvantages of solar-sails comes from their large sail area, which increases the risk of collisions

with orbital debris and results in a high Mass Moment of Inertia (MMI), thereby their manoeuvrability and making

them vulnerable to on-orbit collisions. While a large debris impact on a supporting boom may not cause a catastrophic

breakup, it can induce significant momentum transfer, perturbing the coupled attitude-orbit dynamics [20]. These

collisions are referred to as HyperVelocity Impacts (HVI), where the momentum carried by the colliding debris is

distributed across the 1) target body, 2) ejecta from the collision crater, 3) spalled material from the non-impacted

surfaces, and 4) downrange ejecta [21]. While for very thin target materials such as solar-sail foils, the momentum

transfer to the spacecraft approaches zero [22], large amounts of momentum can be transferred through collisions with

thicker targets such as supporting booms [23]. Although [20, 24] found that the effect of this momentum transfer on the

attitude and orbital dynamics of conventional satellites is rather small, high area-to-mass ratio bodies are more affected

due to the large moment arm of the impulse, possibly resulting in a tumbling motion. As the attitude of a solar-sail

directly dictates its thrust direction, an uncontrolled tumbling motion would have direct implications on the spacecraft

orbital dynamics [13].

2



The implications of the tumbling motion on the sail orbital dynamics, and whether the retrieval of attitude control

after a hypervelocity impact is feasible using the propellant-free attitude control methods in the Earth-bound environment,

are unclear. While the use of solar-sails in Earth orbit is attractive, the current state and trends of the space debris

environment raise concerns about the safety of navigating a sailcraft in debris-rich regions. This paper therefore presents

a study of the long-term effects of the sail’s tumbling dynamics and the capability of a modern vane attitude control

system to time-optimally stabilise the attitude motion, using a six-degree-of-freedom attitude-orbit simulator. The results

from this study are then linked to the potential perturbation of the sail attitude dynamics from a high-energy collision

on a square sail in Earth orbit. These aspects are first studied for the case study of an Advanced Composite solar-sail

System (ACS3)-like sail, which is the state-of-the-art in terms of solar-sailing [25]. Subsequently, the sensitivity of the

results to different sail reflectance models, orbital regimes and ACS characteristics, are considered.

This paper is structured as follows. First, section II presents the overall dynamical model used throughout the study,

including the solar-sail and hypervelocity impact models. Then section III gives a detailed description of the vane

system controller used to stabilise a solar-sail in Earth orbit. section IV provides an analysis of the effects of tumbling on

the sail dynamics, and section V analyses the detumbling capabilities of the vane system under various scenarios. Then,

section VI studies the specific case of hypervelocity impacts causing the tumbling dynamics. At last, the conclusions

drawn from the results are summarised in section VII.

II. Dynamical Model
This paper considers a square sail augmented by four 2-DoF tip-vanes, subject to SRP in a central gravity field.

All other orbital perturbations are neglected to isolate the effect of SRP, thereby providing better insights into its

effect on the tumbling dynamics and attitude recovery. Additionally, the sailcraft is considered in a fully deployed

state, and is assumed to be a constant mass and rigid body with flat reflective surfaces where the vanes are allowed

to rotate around their attachment point, but the contribution of this movement to the inertia tensor is neglected.

Therefore, the vane orientation only affects the SRP force and torques acting on the spacecraft. The solar-sail

dynamics are then modelled using a six-DoF attitude-orbit simulator, neglecting the sail structural dynamics. The

model was developed using the propagation tools of the TU Delft Astrodynamics Toolbox (TUDAT) [26], which

provides numerous libraries supporting astrodynamics and space research, and is available under an open-source license

at https://github.com/LorenzVeithen/SolarSailOrbitAttitudeCoupling. This section first presents the

reference frames and the complete set of Equations of Motion (EoM) for the coupled dynamical system, followed by a

detailed description of the solar-sail model considered.
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(a) The ECI (IL), body-fixed (B), and RTN (S) reference
frames. (b) The vane-centered reference frame of vane 1.

Fig. 1 Reference frames.

A. Reference Frames

Figure 1 shows the four reference frames are used to define the dynamics of the sail system in the following sections.

These frames are briefly described below:

1) The Earth-Centered Inertial (ECI) reference frame, denoted by IL, has its origin 𝑂IL at the Center of Mass

(CoM) of the Earth, and its orientation is defined based on the J2000 epoch. At J2000, the frame 𝑍IL-axis

points North along the rotational axis of the Earth, the 𝑋IL-axis points in the direction of the vernal equinox,

and 𝑌IL completes the right-handed coordinate system [27]. The ECI frame is shown in Figure 1a as the only

Earth-centered reference frame.

2) The Radial, Transverse, and Normal (RTN) frame, denoted by S, is a spacecraft-centered with its origin 𝑂S at

the sailcraft CoM, 𝑋S parallel to the radial position vector, 𝑍S in the direction of the orbital angular momentum

vector, and 𝑌S completes the right-handed coordinate system [28]. The unit vectors of the reference frame are

given by,

�̂�𝑅𝑇𝑁 =
𝒓IL

| |𝒓IL | |
(1a) �̂�𝑅𝑇𝑁 =

𝒓IL × 𝒗IL
| |𝒓IL × 𝒗IL | |

(1b)

�̂�𝑅𝑇𝑁 =
�̂�𝑅𝑇𝑁 × �̂�𝑅𝑇𝑁

| |�̂�𝑅𝑇𝑁 × �̂�𝑅𝑇𝑁 | |
(1c)

where 𝒓IL and 𝒗IL are the inertial position and velocity the vectors respectively, and �̂�, �̂�, and �̂� are the unit

vectors of the RTN reference frame axes expressed in the ECI frame. The rotation matrix from the ECI to the

RTN frames is then given by,

𝑹SIL =

[
�̂�𝑅𝑇𝑁 �̂�𝑅𝑇𝑁 �̂�𝑅𝑇𝑁

]
. (2)

The RTN frame is shown in Figure 1a as the dashed sailcraft-centered reference frame.

3) The body-fixed reference frame, denoted by B, has its origin 𝑂B at the spacecraft CoM, the 𝑍B-axis pointing in
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the direction of the sail normal vector, the 𝑋B points along a reference boom of the sail, and 𝑌B completes the

right-handed coordinate system. The initial rotation matrix from the ECI to the body-fixed frame is known for a

given case study, and propagated using the equations of rotational motion in subsection II.B. The body-fixed

frame is shown in Figure 1a as the solid lines sailcraft-centered reference frame.

4) The vane-centered reference frame of the ith vane, denoted by V𝑖 , has its origin 𝑂V𝑖
located at the vane

attachment point∗, 𝑋V𝑖
is aligned with the associated boom direction and points outside of the sail, 𝑍V𝑖

is in the

direction of the body-fixed 𝑍B-axis, and 𝑌V𝑖
completes the right-handed frame. The frame does not move with

the vane during its movement, and the transformation from the ith vane reference frame to the body-fixed frame

is given by,

𝒓B = 𝒓𝑂V𝑖
,B + 𝑹BV𝑖

𝒓V𝑖
(3)

where 𝑹BV𝑖
is the rotation matrix from the vane to the body-fixed reference frame for the ith vane, 𝒓𝑂V𝑖

,B

is the position of the ith vane reference frame origin expressed in the body-fixed frame, and 𝒓 is an arbitrary

position vector. The 𝑖 indices of each vane are described below, but this reference frame is given for vane 𝑖 = 1 in

Figure 1b. In this figure, 𝜃𝑧,B is the angle of rotation around the 𝑋B-axis (drawn positively). The ith vane is

associated with the 𝜃𝑖
𝑧,B angle of rotation.

B. Equations of Motion

The sail attitude and orbital dynamics are coupled, as both the sail attitude and position in inertial space have an

influence on the SRP force and torque acting on the spacecraft. This coupling is described in the set of EoMs given

hereafter, and integrated with a variable step size multi-stage Runge-Kutta-Fehlberg 5(6) (RKF5(6)) integrator with

absolute and relative tolerances of 10−12.

1. Translational Equations

The orbital motion is propagated based on the Modified Equinoctial Elements (MEE) formulation of the Gauss

perturbation equations with elements 𝑝, 𝑓 , 𝑔, ℎ, 𝑘, 𝐿 [29], which describes the motion of the spacecraft’s centre of mass

(CoM) based on the components of the perturbing acceleration in the RTN frame. Note that this formulation has a

singularity at an inclination of 𝑖 = 180°. In this paper, only the SRP force perturbs the orbital motion. With𝑚 the spacecraft

mass and the SRP acceleration components in the RTN frame given by [𝒂𝑆𝑅𝑃,𝑟 𝒂𝑆𝑅𝑃,𝑛 𝒂𝑆𝑅𝑃,𝑡 ]𝑇 = 𝑭𝑆𝑅𝑃,S/𝑚,

this permits to write [30],
d𝑝
d𝑡

=
2𝑝
𝑤

√︂
𝑝

𝜇L
𝒂𝑆𝑅𝑃,𝑡 , (4a)

d 𝑓
d𝑡

=

√︂
𝑝

𝜇L

[
𝒂𝑆𝑅𝑃,𝑟 sin 𝐿 + ((𝑤 + 1) cos 𝐿 + 𝑓 )

𝒂𝑆𝑅𝑃,𝑡

𝑤
− (ℎ sin 𝐿 − 𝑘 cos 𝐿)

𝑔𝒂𝑆𝑅𝑃,𝑛

𝑤

]
, (4b)

∗Which is always located at the boom tips in this paper.
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d𝑔
d𝑡

=

√︂
𝑝

𝜇L

[
−𝒂𝑆𝑅𝑃,𝑟 cos 𝐿 + ((𝑤 + 1) sin 𝐿 + 𝑔)

𝒂𝑆𝑅𝑃,𝑡

𝑤
+ (ℎ sin 𝐿 − 𝑘 cos 𝐿)

𝑓 𝒂𝑆𝑅𝑃,𝑛

𝑤

]
, (4c)

dℎ
d𝑡

=

√︂
𝑝

𝜇L

𝑠2𝒂𝑆𝑅𝑃,𝑛

2𝑤
cos 𝐿, (4d)

d𝑘
d𝑡

=

√︂
𝑝

𝜇L

𝑠2𝒂𝑆𝑅𝑃,𝑛

2𝑤
sin 𝐿, (4e)

d𝐿
d𝑡

=
√
𝜇L𝑝

(
𝑤

𝑝

)2
+ 1
𝑤

√︂
𝑝

𝜇L
(ℎ sin 𝐿 − 𝑘 cos 𝐿)𝒂𝑆𝑅𝑃,𝑛, (4f)

with,

𝑠2 = 1 + ℎ2 + 𝑘2, (5a) 𝑤 = 1 + 𝑓 cos 𝐿 + 𝑔 sin 𝐿, (5b)

where 𝑡 is the time variable, 𝑚 is the sailcraft mass, and 𝜇L is the gravitational parameter of the Earth. The penumbra-

umbra eclipse model described in Reference [31] is used, neglecting the small effect of the atmosphere on the absorption

and refraction of light [32]. This means that no SRP force is generated when the spacecraft is not in direct line of sight

with the Sun.

2. Rotational Equations

The spacecraft attitude dynamics are modelled according to Euler’s attitude equation of motion for a rigid body [33],

¤𝝎ILB,B = (𝑰B)−1 (
𝑻𝑆𝑅𝑃,B − 𝝎ILB,B ×

(
𝑰B𝝎ILB,B

) )
, (6)

where 𝝎ILB,B is the rotational velocity vector of the body frame with respect to the ECI and is abbreviated to 𝝎B for

brevity, 𝑻𝑆𝑅𝑃,B is the SRP torque vector acting on the spacecraft, and 𝑰B is the sailcraft inertia tensor, all expressed in

the body-fixed frame. Additionally, ¤𝑰B ≈ 0 is assumed. Assuming that the inertia tensor is a diagonal matrix and that

𝐼𝑥𝑥,B = 𝐼𝑦𝑦,B but 𝐼𝑧𝑧,B ≠ 𝐼𝑥𝑥,B , as is the case for a sailcraft, the last term in Eq. (6) can be expanded to reveal the

influence of the gyroscopic torque on the rotational velocity vector,

𝝎ILB,B ×
(
𝑰B𝝎ILB,B

)
=



(
−𝐼𝑦𝑦,B𝜔𝑦,B𝜔𝑧,B + 𝐼𝑧𝑧,B𝜔𝑧,B𝜔𝑦,B

)
≠ 0(

𝐼𝑥𝑥,B𝜔𝑥,B𝜔𝑧,B − 𝐼𝑧𝑧,B𝜔𝑥,B𝜔𝑧,B
)
≠ 0(

−𝐼𝑥𝑥,B𝜔𝑥,B𝜔𝑦,B + 𝐼𝑦𝑦,B𝜔𝑦,B𝜔𝑥,B
)
= 0

︸                                                     ︷︷                                                     ︸
𝑻Gyro,B

, (7)

which is the gyroscopic torque, 𝑻Gyro,B . Therefore, ¤𝜔𝑥,B and ¤𝜔𝑦,B are non-zero when 𝜔𝑧,B ≠ 0, yielding variations in

the direction of �̂�B while | |𝝎B | | remains constant. The gyroscopic torque is a direct result of Euler’s attitude equation

of motion for a sailcraft, and represents its internal dynamics. Furthermore, the sail orientation is propagated using
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quaternion elements, as they allow a singularity-free representation. The link between the rotation matrix describing the

body-fixed reference frame orientation with respect to the inertial frame, and the four quaternion elements is given in

Reference [34],

𝑞1 =

(
𝒃ILB (2, 3) − 𝒃ILB (3, 2)

)
4𝑞4

, (8a)

𝑞2 =

(
𝒃ILB (3, 1) − 𝒃ILB (1, 3)

)
4𝑞4

, (8b)

𝑞3 =

(
𝒃ILB (1, 2) − 𝒃ILB (2, 1)

)
4𝑞4

, (8c)

𝑞4 =
1
2

√︃
1 + 𝒃ILB (1, 1) + 𝒃ILB (2, 2) + 𝒃ILB (3, 3), (8d)

4∑︁
𝑖=1

𝑞𝑖 = 1, (8e)

where 𝒃ILB is the rotation matrix from the body-fixed frame to the inertial frame at a given time, 𝒃ILB (𝑖, 𝑗) is the

element of 𝒃ILB on the ith row and jth column, and 𝑞1,2,3,4 are the four quaternion elements. As numerical noise can

arise in the propagation, the quaternion state vector is normalised at each time step to avoid deviations from Eq. (8e).

With 𝝎ILB,B , the sail orientation is propagated using [33],



¤𝑞1

¤𝑞2

¤𝑞3

¤𝑞4


=

1
2



𝑞4 −𝑞3 𝑞2

𝑞3 𝑞4 −𝑞1

−𝑞2 𝑞1 𝑞4

−𝑞1 −𝑞2 −𝑞3


𝝎B . (9)

C. Solar-Sail Model

Having presented the overall dynamical model considered, this section presents the solar-sail model used to determine

𝑭𝑆𝑅𝑃 and 𝑻𝑆𝑅𝑃 . Figure 2 shows the fully-deployed rigid square sail model. In this figure, the indices of the wing

quadrants and the vanes are indicated with the 𝑖 superscript, (𝑋B , 𝑌B , 𝑍B) give the body-fixed frame described above,

and 𝒏𝑖
𝑤,B and 𝒏𝑖

𝑣,B are the unit surface normal vectors, expressed in the body-fixed frame denoted by B, of the ith

wing quadrant and vane respectively. Each wing quadrant of the main sail (labelled 𝑤) and tip-vane (labelled 𝑣) of the

sailcraft is modelled independently by their centroid position† (𝒓𝑖
𝑤,B and 𝒓𝑖

𝑣,B , omitted in the figure), surface normal

(𝒏𝑖
𝑤,B and 𝒏𝑖

𝑣,B), and surface area, each expressed in the body-fixed frame. In this sail model, the contribution of the

spacecraft bus to the SRP force is neglected, although its mass and contribution to the inertia tensor are taken into

account, and the spacecraft CoM and centre of gravity are assumed to coincide at the origin of the body-fixed frame.
†In Figure 2, the centroid position of each reflective surface is the point of application of the surface normal vectors.
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Fig. 2 Square rigid sail with a vane-based attitude
control system.

Fig. 3 Vane rotational degrees of freedom in the
vane reference frame.

Table 1 Sail model characteristics inspired from [25].

Parameter Value
Sailcraft mass, 𝑚 16 kg
Booms length 7 m
Sail side length 9.9 m
Sail inner square side length 0.9 m
Sailcraft MMI, (𝐼𝑥𝑥,B , 𝐼𝑦𝑦,B , 𝐼𝑧𝑧,B) (10.5, 10.5, 21) kg m2

Table 2 Vane model characteristics.

Parameter Value
Side length, 𝑙𝑣 0.5 m
Inner angle, 𝜆𝑣 120°

The ACS3 technology demonstrator mission launched in April 2024 is used as a baseline to formulate the sailcraft

model. The main characteristics of the sail are given in Table 1. In this table, the total spacecraft mass does not include

the vanes (as their mass is neglected, see below), and the inner square is the gap leaving space for the 12U CubeSat bus

in the middle of the sail in Figure 2. Additionally, the gaps between the sail material and each boom are neglected,

which results in a sail surface area of 97.18 m2 rather than 80 m2 given in Reference [25], resulting in a larger sail

lightness number of 𝛽 = 0.00935 compared to the ACS3 lightness number of 𝛽 = 0.0077.

Additionally, Figure 3 gives the geometry of the vanes considered. In this figure, (𝑋V𝑖
, 𝑌V𝑖

, 𝑍V𝑖
) represent the vane

reference frame described above, 𝑙𝑣 m and 𝜆𝑣 are the side length and the inner angle of the vanes respectively, 𝜃𝑖𝑣 is

the rotation angle around the 𝑋V𝑖
-axis (first DoF), and 𝜙𝑖𝑣 is the rotation angle around the 𝑌V𝑖

-axis (second DoF). The

contribution of vane material and actuators to the spacecraft mass and inertia tensor is neglected. Therefore, the total

spacecraft mass for such a system is slightly underestimated. The values of the vane geometry parameters are given in

Table 2. Note that the moment arm of each vane is given by the boom length of 7 m.
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Table 3 ACS3 optical coefficients [25].

Sail-side 𝛼 𝜌𝑠 𝜌𝑑 𝜖 𝐵

front, 𝑓 0.1 0.74 0.16 0.03 2/3
back, 𝑏 0.57 0.23 0.2 0.6 2/3

1. Sail-Photon Interaction Model

Three sail-photon interaction models are considered: a single-sided ideal model (SI-SRP), a double-sided ideal

model (DI-SRP), and an optical model (O-SRP) based on the ACS3 [25]. As the former two assume purely specularly

reflected photons, they permit to draw noise-free trends in the results. However, the optical model is more realistic by

accounting for absorption, specular reflection, and diffuse reflection of photons [13]. All three models can be represented

by the reflectance model from [16]. The SRP force acting on the ith wing, with all vectors expressed in the ECI‡,

𝒇 𝑖
𝑆𝑅𝑃𝑤

=
𝑊𝑆𝑖

𝑤 | cos (𝜃 𝑖𝑠𝑤 ) |
𝑐


(
𝛼 𝑓

(
𝒏𝑠 +

𝜖𝑏𝐵𝑏−𝜖 𝑓 𝐵 𝑓

𝜖 𝑓 +𝜖𝑏 𝒏𝑖𝑤

)
− 2𝜌𝑠 𝑓 cos (𝜃𝑖𝑠𝑤 )𝒏

𝑖
𝑤 + 𝜌𝑑 𝑓

(
𝒏𝑠 − 𝐵 𝑓 𝒏

𝑖
𝑤

) )
𝒏𝑖𝑤 · (−𝒏𝒔) > 0(

𝛼𝑏

(
𝒏𝑠 +

𝜖𝑏𝐵𝑏−𝜖 𝑓 𝐵 𝑓

𝜖 𝑓 +𝜖𝑏 𝒏𝑖𝑤

)
− 2𝜌𝑠𝑏 cos (𝜃𝑖𝑠𝑤 )𝒏

𝑖
𝑤 + 𝜌𝑑𝑏

(
𝒏𝑠 + 𝐵𝑏𝒏

𝑖
𝑤

) )
𝒏𝑖𝑤 · (−𝒏𝒔) < 0

. (10)

In Eq. (10), 𝒏𝑠 is the sunlight vector, 𝜃𝑖𝑠𝑤 is the angle between the wing surface normal and the sunlight direction such

that cos
(
𝜃𝑖𝑠𝑤

)
= 𝒏𝑖𝑤 · (−𝒏𝒔), 𝑊 is the solar irradiance, 𝑐 is the speed of light, 𝑆𝑖𝑤 is the area of the considered wing, and

𝛼, 𝜌𝑠, 𝜌𝑑 𝜖 , and 𝐵 are the absorptivity, specular reflectivity, diffuse reflectivity, emissivity, and Lambertian diffusion

optical coefficients of the sail material respectively. The front and back sides of the foil are referred to with the 𝑓 and 𝑏

subscripts, respectively. From Eq. (10), the SI-SRP model is obtained by substituting 𝜌𝑠 𝑓 = 1 and zeroing all other

coefficients, and the DI-SRP model is obtained by substituting 𝜌𝑠 𝑓 = 𝜌𝑠𝑏 = 1 and 𝛼 = 𝜌𝑑 = 0 for both the front and back

sides of the sail. Additionally, the optical characteristics of the ACS3 are used for the O-SRP model, given in Table 3.

Eq. (10) can be similarly formulated for a vane reflective surface by substituting all the 𝑤 subscripts by 𝑣. Moreover, it

is assumed that the sailcraft wings and tip-vanes can follow different reflectance laws (e.g., the wings follow the O-SRP

model while the vanes have the SI-SRP model). In three-dimensional space, the sunlight vector can be expressed in the

body-fixed frame using the cone- and clock angles 𝛼𝑠,B and 𝛽𝑠 ,

𝒏𝑠,B =

[
sin

(
𝛼𝑠,B

)
cos

(
𝛽𝑠,B

)
sin

(
𝛼𝑠,B

)
sin

(
𝛽𝑠,B

)
− cos

(
𝛼𝑠,B

) ]𝑇
, (11)

where −𝜋 ≤ 𝛼𝑠,B ≤ 𝜋 and −𝜋 ≤ 𝛽𝑠,B ≤ 𝜋. The sun angles are shown in Figure 4, which gives the three-dimensional

representation of the SRP force in the body-fixed frame [17]. In this figure, 𝑭𝑆𝑅𝑃𝑋𝑌 ,B is the component of the SRP

force in the 𝑋B𝑌B plane, which is the sail plane. Additionally, while the surface normal directions of the wings always

points in the 𝑍B direction in the body-fixed frame, the vanes’ surface normal directions depends on their orientation, as
‡omitting the IL subscripts for brevity.
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Fig. 4 Three-dimensional representation of the solar radiation pressure force in the body-fixed frame, adapted
from [17].

considered in the next section. The body-fixed torque induced by the SRP force acting on the ith wing, 𝒇 𝑖
𝑆𝑅𝑃𝑤

, can then

be obtained from the wing centroid using,

𝝉𝑖𝑆𝑅𝑃𝑤 ,B = 𝒓𝑖𝑤,B × 𝒇 𝑖𝑆𝑅𝑃𝑤 ,B . (12)

Again, a similar expression can be obtained for a vane reflective surface by substituting all the 𝑤 subscripts by 𝑣.

Additionally, in Eq. (12), it is used that the spacecraft centre of gravity coincides with 𝑂B . The total SRP force and

torque acting on the sail in a given inertial orientation and position can then be obtained by summing up the contributions

of each individual wing and vane,

𝑭𝑆𝑅𝑃,B =
∑︁
𝑖

𝒇 𝑖𝑆𝑅𝑃𝑤 ,B +
∑︁
𝑖

𝒇 𝑖𝑆𝑅𝑃𝑣 ,B , (13a)

𝑻𝑆𝑅𝑃,B =
∑︁
𝑖

𝝉𝑖𝑆𝑅𝑃𝑤 ,B +
∑︁
𝑖

𝝉𝑖𝑆𝑅𝑃𝑣 ,B . (13b)

2. Vane Dynamical Model

Having obtained formulations for 𝑭𝑆𝑅𝑃 and 𝑻𝑆𝑅𝑃 , it remains to characterise the dynamical model of the vanes

to obtain 𝒏𝑖𝑣 and 𝒓𝑖𝑣 as functions of the vane orientation. As mentioned above, each vane in Figure 2 has up to two

rotational DoF around the 𝑋V𝑖
and 𝑌V𝑖

axes of the vane reference frame shown in Figure 3, given by 𝜃𝑖𝑣 and 𝜙𝑖𝑣 . It is

assumed that both rotational DoF of each vane have a full range of motion, such that −𝜋 ≤ 𝜃𝑖𝑣 ≤ 𝜋 and −𝜋 ≤ 𝜙𝑖𝑣 ≤ 𝜋.

Based on these angles, the surface normal direction of the considered vane is obtained from,
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Fig. 5 Vane self-shadowing region.

𝒏𝑖𝑣,V𝑖
=

[
sin

(
𝜙𝑖𝑣

)
cos

(
𝜃𝑖𝑣

)
− sin

(
𝜃𝑖𝑣

)
cos

(
𝜙𝑖𝑣

)
cos

(
𝜃𝑖𝑣

) ]𝑇
, (14)

in the vane reference frame. Additionally, the position of the centroid of the ith vane can be obtained from,

𝒓𝑖𝑣1 ,V𝑖
= 𝑹𝑦 (𝜙𝑖𝑣)𝑹𝑥 (𝜃𝑖𝑣)𝒓𝑖𝑣0 ,V𝑖

, (15)

where 𝑹𝑥 and 𝑹𝑦 are Euler’s rotation matrices around 𝑋V𝑖
and 𝑌V𝑖

respectively, 𝒓𝑖
𝑣0 ,V𝑖

is the default vane centroid

position vector in the ith vane reference frame, and 𝒓𝑖
𝑣1 ,V𝑖

is the rotated position vector of the vane centroid. Equations

(14) and (15) give the vane centroid (𝒓𝑖
𝑣,V𝑖

∼ 𝒓𝑖
𝑣1 ,V𝑖

) and surface normal vectors in the ith vane-centered frame, for a

given vane orientation. Converting these vectors to the body-fixed reference frame using Eq. (3) permits to compute the

vane’s contribution to the body-fixed SRP force and torque using Eqs. (10) and (12).

3. Sail Self-Shadowing Model

Some combinations of the vanes’ orientation and the sail attitude may result in one casting shadow over the other.

Such self-shadowing occurs if a vane enters the infinite parallelepiped obtained by extruding the sail wings along the

sunlight direction. This is shown in Figure 5, where no vane at the boom tips is inside the self-shadowing region.

Although the effects of self-shadowing on the SRP force and torque generated by the sail are complex, they are neglected

to reduce the computational load. However, they would result in an efficiency loss for both the sail main body and the

ACS, making self-shadowing undesirable.

Therefore, vane orientations resulting in self-shadowing are identified to constraint the vane system controller

described in section III, thereby avoiding these configurations. This is done by meshing ten equidistant points on each

side of the vane model shown in Figure 3, and assessing if any mesh point is inside the infinite parallelepiped shown

in Figure 5. If at least one mesh node of the vane is inside the parallelepiped, self-shadowing occurs and the vane

orientation is not permitted. Figure 6 gives the permissible domain of 𝜃𝑖=1
𝑣 -𝜙𝑖𝑣 combinations for vane 1 and for sun
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Fig. 6 Domain of the vane angle allocation algorithm under the self-shadowing constraint.

clock angles of 𝛼𝑠,B = 0, 30, 60, 120, 150° and a constant sun cone angle 𝛽𝑠,B = 0°. In this figure, all combinations

of 𝜃𝑖=1
𝑣 and 𝜙𝑖𝑣 between the lower (dashed lines) and upper bounds (solid lines) of the same colour do not result in

self-shadowing. Therefore, it can be concluded that while the self-shadowing constraint is more representative for

real sailcraft mission operations, it significantly reduces the permissible vane angles. The effects of constraining the

permissible vanes’ orientation are studied in section V.

D. Tumbling and Hypervelocity Impact Modelling

This paper investigates both the general case of tumbling with an initial rotational velocity and the specific case of

attitude disturbances caused by HyperVelocity Impact (HVI). In the former case, initial tumbling rotational velocities

between 0.5 deg/s and 15 deg/s are considered, as this range is generally considered as a high tumbling velocity for

CubeSats [35]). In the latter case, assuming that the sailcraft is inertially non-rotating prior to the impact, the rotational

velocity resulting from an HVI can be formulated as [24],

𝝎0,B = 𝑰−1
B

(
𝒓𝑝,B × 𝚫 𝒑B

)
, (16)

where 𝒓𝑝,B is the impact position on the sail surface in the body-fixed frame and 𝚫 𝒑B is the directional linear momentum

transferred from the projectile to the sailcraft in the body-fixed frame. Upon impact, the momentum carried by the

projectile is transferred to the internal momentum of the spacecraft and the ejecta (back- and downrange) generated by

the collision [21]. As the momentum of the ejecta can be in both the projectile direction and opposite to it, momentum

enhancement may occur. As a result, more momentum is transferred to the target than was carried by the projectile, as

expressed by,

𝚫 𝒑B = 𝑚𝑝𝒗𝑝,B −
∑︁

𝑚𝑒𝒗𝑒,B = 𝛽𝐸𝑚𝑝𝒗𝑝,B , (17)
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Table 4 Orbital reference cases.

Case 𝑎 [km] 𝑒 [-] 𝑖 [deg] 𝜔 [deg] Ω [deg] 𝜃0 [deg]
O-1 7371 0.004033 98.0 120 27 275
O-2 7371 0.004033 0.0 120 27 275
O-3 16371 0.004033 0.0 120 27 275
O-4 42371 0.004033 0.0 120 27 275

where 0 < 𝛽𝐸 < 5 is the momentum enhancement factor, 𝑚𝑝 and 𝒗𝑝 are the mass and velocity of the projectile in

the body-fixed frame respectively, and 𝑚𝑒 and 𝒗𝑒 are the mass and velocity of the ejecta generated by the collision.

Furthermore, the direction of the projectile velocity vector in the body-fixed frame can be expressed similarly to the

sunlight vector,

�̂�𝑝,B =

[
sin

(
𝜃𝑝,B

)
cos

(
𝜙𝑝,B

)
sin

(
𝜃𝑝,B

)
sin

(
𝜙𝑝,B

)
− cos

(
𝜃𝑝,B

) ]𝑇
. (18)

where 𝜃𝑝,B and 𝜙𝑝,B are the zenith and azimuth angles of the projectile velocity direction in the body-fixed frame.

However, estimating the momentum transfer, and therefore the momentum enhancement factor, resulting from a given

HVI is complex and strongly depends on the mass and velocity of the projectile, but also on the shape of the target

and the different materials involved [36]. In the very thin target limit where the projectile diameter is ten times larger

than the target thickness [37], the momentum transferred to the target tends towards zero as the complete projectile

momentum is transferred to the ejecta arising from the collision [22, 38]. As state-of-the-art sailcraft foil thicknesses

are of the order of 2.115 µm [39], it can be assumed that collisions with a debris occurring on the sail have a negligible

influence on the sailcraft attitude dynamics. In contrast, an impact with one of the sail’s supporting booms is much

more prone to causing large attitude disruptions. However, as these structures have complex shapes and are made of

composite material [39], the effects of HVI on these structures have not yet been considered by literature. Therefore,

momentum enhancement factors between 1 and 5 are considered.

E. Orbital and Attitude Reference Cases

A number of initial orbits and attitude relative to the incoming sunlight are used to analyse their effect on the

tumbling dynamics and the capabilities of the vane controller to detumble a sailcraft in Earth orbit. The start epoch of

all propagations is on the 1st of June 2024 at 00:00, and the end epoch is on the 30th of June 2024 at 00:00 at the latest.

Table 4 gives the reference initial orbit cases used, where 𝑎 is the orbit semi-major axis, 𝑒 is the orbital eccentricity, 𝜔 is

the Argument of Pericenter (AoP), and Ω is the Right Ascension of the Ascending Node (RAAN). Case O-1 describes a

polar orbit inspired from the ACS3 mission target orbit [25], and comparing cases O-2, O-3, and O-4 gives insights on

the orbital altitude. Additionally, two initial sailcraft attitudes are used:

• Case A-1: the body-fixed reference frame has the same orientation as the ECI at the start epoch, that is, 𝑹ILB = 𝑰,

where 𝑰 is the identity matrix. This orientation is arbitrary and is used to demonstrate some properties of the vane
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controller in section III.

• Case A-2: the body-fixed reference frame axes are defined in the ECI as,

�̂�B,IL =
𝒓s,IL

| |𝒓s,IL | |
, (19a) �̂�B,IL =

�̂�IL × �̂�B,IL

| |�̂�IL × �̂�B,IL | |
, (19b)

�̂�B,IL =
�̂�B,IL × �̂�B,IL

| |�̂�B,IL × �̂�B,IL | |
, (19c)

where �̂�B,IL , �̂�B,IL , and �̂�B,IL are the unit vectors of the body-fixed frame axes expressed in the ECI reference

frame, 𝒓s,IL is the position vector of the Sun CoM in the ECI frame, and �̂�IL = [0 1 0]𝑇 is the unit vector of

the 𝒀IL axis. All results presented in sections IV and V use this initial orientation.

III. Vane System Controller
A vane system controller aiming to time-optimally detumble the sailcraft is presented below, starting with the

optimal torque direction. Then, the approach described in Reference [17] is used to determine the required orientation

of each vane to generate the desired control torque from the SRP. The approach consists of first solving the body-fixed

torques to be generated by each vane, and then individually determining the vane angles producing the assigned torque

for each vane. This approach is much simpler than the common approach of solving the optimal control problem for the

eight vane angles (two per vane) at a given time, and is less likely to reach a suboptimal solution [17, 40]. At last, the

behavior of the vane angles between the controller updates is described. The convergence criterion of the controller is

formulated as,

𝜔𝑥,B ≤ 0.01 deg/s ∧ 𝜔𝑦,B ≤ 0.01 deg/s ∧ 𝜔𝑧,B ≤ 0.01 deg/s. (20)

Meaning that the controller is turned off as soon as all the inertial rotational velocity components, expressed in the

body-fixed frame, are smaller or equal to 0.01 deg/s.

A. Sail Detumbling Strategy

The time-optimal control strategy presented in Reference [41] is used to determine the optimal torque direction to

detumble the spacecraft,

𝑻∗
B =

−𝑰B𝝎B
| |𝑰B𝝎B | |

, (21)

where 𝑻∗
B is the instantaneous optimal torque direction in the body-fixed frame. As the objective is to detumble the

sailcraft in the least amount of time possible, the torque magnitude is maximised within the vane system capabilities

described hereafter. As expected, Eq. (21) describes a torque along the angular momentum vector, but in the opposite

direction.

14



B. Attainable Moment Set Computation

To be able to assign the components of the detumbling torque in Eq. (21) to the system vanes, the Attainable

Moment Set (AMS) of each vane needs to be determined based on their position on the sail, optical properties, solar

irradiance, and orientation with respect to the sunlight. The AMS of the ith vane defines the envelope of torques which

are achievable for a given sunlight vector in the ith vane-centered reference frame. It can be computed for three cases:

vanes with two rotational DoF (both 𝜃𝑖𝑣 and 𝜙𝑖𝑣 are free), vanes with a single rotational DoF (either 𝜃𝑖𝑣 = 0 or 𝜙𝑖𝑣 = 0),

and vanes without rotational DoF (𝜃𝑖𝑣 = 0 and 𝜙𝑖𝑣 = 0). Previous literature focused on vane systems consisting of 1-DoF

vanes to reduce the control complexity compared to the under-constrained control problem of four 2-DoF vanes [15].

However, their steering logic still presents some singularities [15], and the control approach presented in Reference [17]

greatly reduced the computational burden of the control problem of 2-DoF vanes.

All AMS are determined from the non-dimensional torque components of the ith vane in the body fixed frame,

�̃�𝑖
B = [𝑇 𝑖

𝑥,B 𝑇 𝑖
𝑦,B 𝑇 𝑖

𝑧,B],

�̃�𝑖
B (𝜃

𝑖
𝑣 , 𝜙

𝑖
𝑣) = 𝝉𝑖𝑆𝑅𝑃𝑣 ,B (𝜃

𝑖
𝑣 , 𝜙

𝑖
𝑣)

𝑐

𝑆𝑖𝑣𝑊 | |𝒓𝑂V𝑖
,B | |

, (22)

this permits to determine a single-time the AMS (as a function of the sunlight angles) of a vane non-dimensionally,

and scale it for vanes with different moment arms and area (having the same shape), and to different solar irradiances.

Additionally, as will be seen below, in the 2-DoF case, the symmetry in the solar-sail configuration in Figure 2 allow to

determine the AMS for a single vane and later adapt it to others. Therefore, the non-dimensional AMS only needs to

be computed once for a single vane of given optical properties (but different AMS need to be derived for the SI-SRP,

DI-SRP, and O-SRP models).

1. 2-Degrees of Freedom Vane Attainable Moment Set

The aim of this section is to derive an efficient, low-computational method to describe the 2-DoF AMS of a given

vane in terms of the sun cone- and clock-angles in the vane-centered frame (𝛼𝑠,V𝑖
and 𝛽𝑠,V𝑖

). As the AMS obtained for

a single vane can be transformed to others, vane 1 from Figure 2 is considered in the derivation. Its vane-centered frame

and the body-fixed frame have the same orientation, meaning that �̂�𝑖=1
𝑣,V1

= �̂�𝑖=1
𝑣,B and �̂�𝑠,V1 = �̂�𝑠,B , however, the same

overall approach may be applied to all vanes. An efficient description of the AMS of vane 1 is derived in four steps, as

presented in Reference [17]:

1) Iterate through −𝜋 ≤ 𝜃𝑖=1
𝑣 ≤ 𝜋 and −𝜋 ≤ 𝜙𝑖=1

𝑣 ≤ 𝜋§ and determine the associated vane torque from Eq. (22)

with Eqs. (11), (14), (10), and (12), to generate 10,000 points belonging to the AMS. This is repeated for all

combinations of 𝛼𝑠,V1 = −180°,−178°, ..., 178°, 180° and 𝛽𝑠,V1 = −180°,−178°, ..., 178°, 180°.

2) Determine the convex hull of the generated points for each (𝛼𝑠,V1 , 𝛽𝑠,V1) combination. The convex hull is the
§100 equidistant points along both 𝜃 𝑖=1

𝑣 and 𝜙𝑖=1
𝑣 .

15



(a) Without shadow constraint. (b) With shadow constraint.

Fig. 7 Non-dimensional Attainable moment set of vane 1 with the O-SRP model with and without self-shadowing
constraint for 𝜶𝒔,V1 = −126° and 𝜷𝒔,V1 = −54°.

smallest convex that encloses the set of points generated in step 1 [42].

3) Fit an ellipsoid of the form,

�̃�𝑦,1
(
𝑇𝑦,B

)2 + �̃�𝑦,1𝑇𝑦,B𝑇𝑧,B + �̃�𝑦,1
(
𝑇𝑧,B

)2 + �̃�𝑦,1𝑇𝑦,B + �̃�𝑦,1𝑇𝑧,B + �̃�𝑦,1 = 0, (23)

to the convex hull points¶ such that the ellipse is fully contained in the convex hull. In Eq. (23), �̃�𝑦,1 − �̃�𝑦,1

are the non-dimensional ellipse coefficients of vane 1 in the 𝑇𝑦,B − 𝑇𝑧,B plane, and �̃�B is a non-dimensional

body-fixed torque. All the torque vectors �̃�𝑖=1
B achievable by vane 1 are inside the ellipse described by �̃�𝑦,1 − �̃�𝑦,1.

Note that for vane 1, 𝑇 𝑖=1
𝑥,B ≈ 0, meaning that its AMS is only on the 𝑇𝑦,B − 𝑇𝑧,B plane. If a vane is capable

of producing both a 𝑇𝑥,B and 𝑇𝑦,B torque, a second AMS in the 𝑇𝑥,B − 𝑇𝑧,B would be considered in the same

manner. However, a generalization of the vane 1 AMS to these cases is presented at the end of the section.

4) Derive analytical formulas for the �̃�𝑦,1 − �̃�𝑦,1 coefficients as functions of 𝛼𝑠,V1 and 𝛽𝑠,V1 based on the ellipsoids

obtained for each sunlight angle combination.

The result of these steps are seen in Figure 7 which shows the AMS of vane 1 in the non-dimensional 𝑇𝑦,B − 𝑇𝑧,B

plane for the O-SRP model with and without self-shadowing constraint, for 𝛼𝑠,V1 = −126° and 𝛽𝑠,V1 = −54°. This

figure shows the results of all the steps of the derivation of the AMS formula and will be referred to throughout this

section to illustrate the derivation. At last, a method to transform the �̃�𝑦,1 − �̃�𝑦,1 coefficients into two sets of 𝐴𝑥,𝑖 − 𝐹𝑥,𝑖

and 𝐴𝑦,𝑖 − 𝐹𝑦,𝑖 coefficients for any vane of the system is presented, such that the dimensional ellipsoid coefficients of

the ith vane for torques in all three dimensions can be obtained.

The gray points in Figure 7 give the result of the first step of the approach, where the 10,000 combinations of 𝜃𝑖=1
𝑣

¶One set of ellipse coefficients per sunlight angles combination.
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and 𝜙𝑖=1
𝑣 are shown as a scatter plot for 𝛼𝑠,V1 = −126° and 𝛽𝑠,V1 = −54°. These points result in a set with an outer

boundary resembling an ellipse, within which all non-dimensional body-fixed torques are achievable by the considered

vane [17]. Comparing Figure 7a and Figure 7b, which give the AMS without and with the self-shadowing constraint

respectively, it appears that the only difference between the two cases is the density of points considered within the set.

This is expected as more vane orientations are allowed when no self-shadowing constraint is imposed. Therefore, it can

be concluded that the AMS is very similar with and without the self-shadowing constraint. Additionally, studying the

sets with the self-shadowing constraint for numerous (𝛼𝑠,V1 , 𝛽𝑠,V1) combinations confirmed that all points within the

set outer boundary are always achievable by the vane.

The black dashed line and the orange dots in Figure 7 give the result of the second step of the approach. These

points are labelled �̃�𝑖=1
𝑐ℎ,B . While such a convex hull describes the attainable moment set of a given vane, it requires

storing numerous points for each vane for a wide range of 𝛼𝑠,V1 and 𝛽𝑠,V1 combinations, which is computationally

inefficient. The third step of the approach then permits to represent the vane AMS with six coefficients for a given

(𝛼𝑠,V1 , 𝛽𝑠,V1 ) combination.

The blue ellipse in Figure 7 gives the result of the third step of the approach. To obtain this ellipse, the convex hull

points are first fitted with the direct linear least-square method presented in Reference [43, 44]. This yields the green dotted

ellipse in Figure 7, described by �̃�𝑦,1 𝑓

(
𝑇𝑦,B

)2 + �̃�𝑦,1 𝑓𝑇𝑦,B𝑇𝑧,B + �̃�𝑦,1 𝑓

(
𝑇𝑧,B

)2 + �̃�𝑦,1 𝑓𝑇𝑦,B + �̃�𝑦,1 𝑓𝑇𝑧,B + �̃�𝑦,1 𝑓 = 0.

However, this ellipse violates the boundaries of the convex hull obtained in the second step, meaning that some regions

(𝑇𝑦,B-𝑇𝑧,B combinations) within the fitted ellipse are not achievable by the considered vane [17]. Therefore, the

�̃�𝑦,1 𝑓 − �̃�𝑦,1 𝑓 coefficients are modified to correct for this discrepancy through a constrained optimization defined as,

minimise︸     ︷︷     ︸
𝐴,𝐵,𝐶,𝐷,𝐸,𝐹

−𝑆ellipse = −𝜋𝑎𝑝𝑏𝑝

initial guess: (𝐴, 𝐵, 𝐶, 𝐷, 𝐸, 𝐹) = ( �̃�𝑦,1 𝑓 , �̃�𝑦,1 𝑓 , �̃�𝑦,1 𝑓 , �̃�𝑦,1 𝑓 , �̃�𝑦,1 𝑓 , �̃�𝑦,1 𝑓 )

subject to 𝐴 + 𝐶 = 1

𝑎𝑝 =

√√√
2
(
𝐴( 𝐸

2 )2+𝐶 ( 𝐷
2 )2+𝐹( 𝐵

2 )2− 𝐵𝐷𝐸
4 −𝐴𝐶𝐹

)
(
( 𝐵

2 )2−𝐴𝐶

) (√︃
(𝐴−𝐶 )2+4( 𝐵

2 )2−𝐴−𝐶
)

𝑏𝑝 =

√√√
2
(
𝐴( 𝐸

2 )2+𝐶 ( 𝐷
2 )2+𝐹( 𝐵

2 )2− 𝐵𝐷𝐸
4 −𝐴𝐶𝐹

)
(
( 𝐵

2 )2−𝐴𝐶

) (
−
√︃
(𝐴−𝐶 )2+4( 𝐵

2 )2−𝐴−𝐶
)

𝐴𝑇2
𝑦,B + 𝐵𝑇𝑦,B𝑇𝑧,B + 𝐶𝑇2

𝑧,B + 𝐷𝑇𝑦,B + 𝐸𝑇𝑧,B + 𝐹 > 0 for all (𝑇𝑦,B , 𝑇𝑧,B) in the convex hull

𝐵2 − 4𝐴𝐶 < 0

where 𝑆ellipse is the area of the ellipse, 𝑎𝑝 is the ellipse semi-major axis, and 𝑏𝑝 is the ellipse semi-minor axis. The

optimization then aims to maximise the area of the ellipse defined by the 𝐴 − 𝐹 coefficients while staying within the
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bounds of the convex hull from step 2. In Eq. (24), 𝐴 +𝐶 = 1 excludes the trivial solution 𝐴, 𝐵, 𝐶, 𝐷, 𝐸, 𝐹 = 0, and the

last two equality constraints give the formula for the ellipse semi-major and semi-minor axes in terms of the coefficients

𝐴 − 𝐹 [45]. Additionally, the first inequality ensures that the ellipse is bounded by the convex hull‖ (the convex hull

points lie outside the ellipse), and 𝐵2 − 4𝐴𝐶 < 0 ensures that the conic section remains an ellipse. The optimization is

performed with the Sequential Least-Squares Programming (SLSQP) algorithm available in Pygmo [46, 47], resulting

in the optimised ellipse shown as the dash-dotted blue line ellipse in Figure 7, and the optimised ellipse coefficients are

labelled �̃�𝑦,1𝑜 − �̃�𝑦,1𝑜.

The solid line red ellipse in Figure 7 gives the result of the fourth step of the approach. Steps 1 to 3 result in 32,400

sets of six ellipse coefficients. To further reduce the computational load of determining the AMS of a vane as part of the

vane system controller, a bivariate trigonometric function (also labelled Fourier function) is fitted to this dataset. The

fitted function takes the form of, dropping the V1 subscript of (𝛼𝑠,V1 , 𝛽𝑠,V1 ) for brevity,

F �̃�−�̃� (𝛼𝑠 , 𝛽𝑠) = 𝑏 �̃�−�̃�
0 +

15∑︁
𝑙=0

(
𝑏 �̃�−�̃�

1,𝑙 sin𝑙 (𝛼𝑠) + 𝑏 �̃�−�̃�
2,𝑙 cos𝑙 (𝛼𝑠)

)
+

15∑︁
𝑙=0

(
𝑏 �̃�−�̃�

3,𝑙 sin𝑙 (𝛽𝑠) + 𝑏 �̃�−�̃�
4,𝑙 cos𝑙 (𝛽𝑠)

)
(24)

+
15∑︁
𝑙=1

15∑︁
𝑗=1

(
𝑏 �̃�−�̃�

5,𝑙 𝑗 sin𝑙 (𝛼𝑠) sin 𝑗 (𝛽𝑠) + 𝑏 �̃�−�̃�
6,𝑙 𝑗 cos𝑙 (𝛼𝑠) sin 𝑗 (𝛽𝑠) + 𝑏 �̃�−�̃�

7,𝑙 𝑗 sin𝑙 (𝛼𝑠) cos 𝑗 (𝛽𝑠) + 𝑏 �̃�−�̃�
8,𝑙 𝑗 cos𝑙 (𝛼𝑠) cos 𝑗 (𝛽𝑠)

)
+

15∑︁
𝑙=1

15∑︁
𝑗=1︸ ︷︷ ︸

𝑗=2 if 𝑙=1

(
𝑏 �̃�−�̃�

9,𝑙 𝑗 sin (𝑙𝛼𝑠) sin ( 𝑗 𝛽𝑠) + 𝑏 �̃�−�̃�
10,𝑙 𝑗 cos (𝑙𝛼𝑠) sin ( 𝑗 𝛽𝑠) + 𝑏 �̃�−�̃�

11,𝑙 𝑗 sin (𝑙𝛼𝑠) cos ( 𝑗 𝛽𝑠) + 𝑏 �̃�−�̃�
12,𝑙 𝑗 cos (𝑙𝛼𝑠) cos ( 𝑗 𝛽𝑠)

)

where the 𝑏 �̃�−�̃�
𝑘,𝑙 𝑗

are constants to be fitted. The 𝑏 �̃�−�̃�
𝑘,𝑙 𝑗

terms are fitted to the dataset through a linear least-square fit with

𝐿2 norm regularization [48]. This regression is performed for all six ellipse coefficients independently, yielding six

functions for each sail-photon interaction model with and without shadow constraint. An indicator of the fit quality is

given by the relative area difference between the optimised ellipse resulting from Eq. (24) and the ellipse obtained from

evaluating the fitted Fourier functions for the ellipse coefficients, as given by,

Δ𝑆rel =
𝑆Fourier − 𝑆Optimised

𝑆Optimised
, (25)

where 𝑆Fourier is the area of the ellipse obtained from the fitted Fourier functions for the ellipse coefficients, 𝑆Optimised is

the area of the ellipse obtained from step 3 with the �̃�𝑦,1𝑜 − �̃�𝑦,1𝑜 coefficients, and Δ𝑆rel is the relative area with respect

of 𝑆Fourier compared to 𝑆Optimised. Note that Δ𝑆rel is computed for each of the 32,400 sets of six ellipse coefficients,

meaning that its distribution is used as an indicator of the fit quality. Table 5 gives the statistics of the Δ𝑆rel distribution in

terms of its minimum, mean ( ¯Δ𝑆rel), maximum, and standard deviation (𝜎Δ𝑆rel ). This table was obtained by reproducing
‖Throughout the optimization, the signs of all the coefficients are inverted if a point at infinity yields 𝐴𝑥2

∞+𝐵𝑥∞𝑦∞+𝐶𝑦2
∞+𝐷𝑥∞+𝐸𝑦∞+𝐹 < 0,

as multiplying all ellipse coefficients by the same factor results in the same ellipse but inverts the inequality constraint.

18



Table 5 Distribution statistics of the 𝚫𝑺rel fit quality figure of merit for the full Fourier ellipse coefficients.

Model Shadow
constraint? minΔ𝑆rel ¯Δ𝑆rel maxΔ𝑆rel 𝜎Δ𝑆rel

O-SRP No
Yes

-1.67%
-1.83%

-0.02%
+0.003%

1.10%
1.47%

0.44%
0.44%

DI-SRP No
Yes

-0.89%
-1.60%

-0.010%
+0.008%

0.79%
1.06%

0.27%
0.34%

SI-SRP No
Yes

-0.87%
-1.70%

-0.009%
+0.009%

0.80%
1.34%

0.26%
0.34%

Table 6 Number of terms of the truncated ellipse coefficients Fourier functions and distribution statistics of the
𝚫𝑺rel fit quality figure of merit.

Model Shadow
constraint? F �̃�

𝑡𝑟 F �̃�
𝑡𝑟 F �̃�

𝑡𝑟 F �̃�
𝑡𝑟 F �̃�

𝑡𝑟 F �̃�
𝑡𝑟 minΔ𝑆rel ¯Δ𝑆rel maxΔ𝑆rel 𝜎Δ𝑆rel

O-SRP No
Yes

335
251

164
146

307
229

505
466

166
165

442
377

-2.09%
-1.95%

-0.044%
-0.02%

1.66%
1.46%

0.497%
0.49%

DI-SRP No
Yes

181
177

56
56

160
165

242
220

112
111

368
303

-2.47%
-1.94%

-0.05%
-0.22%

1.61%
1.06%

0.49%
0.49%

SI-SRP No
Yes

182
219

132
138

160
201

397
415

159
165

398
406

-1.52%
-1.93%

-0.09%
-0.17%

2.08%
1.35%

0.47%
0.48%

steps 1 to 3 of the approach using 𝛼𝑠,V1 = −179°,−177°, ..., 177°, 179° and 𝛽𝑠,V1 = −179°,−177°, ..., 177°, 179°,

which are not part of the fitted data, and evaluating F �̃�−�̃� on this new dataset. From Table 5, it is observed that for all

reflectance models, the absolute maximum relative area difference is of the order of 1.5%, and that models without the

self-shadowing constraint are better fitted.

The high accuracy obtained from fitting Eq. (24) comes at the cost of expensive function evaluations, as each F �̃�−�̃�

contains 1,700 terms. Therefore, these functions are truncated to only retain dominant terms, based on their relative

significance, evaluated as the average of the term absolute value on the (𝛼𝑠,V1 , 𝛽𝑠,V1) domain considered. The F �̃�−�̃�

functions are then truncated by optimising the number of terms by minimising |𝜎Δ𝑆rel − 0.5%|, meaning that 95.4% of

the population is would be within 1% of the mean. This results in Table 6 giving the number of terms present in each

function of the truncated functions F �̃�−�̃�
𝑡𝑟 and the associated relative area statistics. Comparing Table 6 and Table 5, it

appears that while the fit quality reduced, the mean Δ𝑆rel remained around 0% and the maximum absolute deviation is

never above 2.5%, and often closer to 2%. Evaluating these functions yields �̃�𝑦,1𝑎 − �̃�𝑦,1𝑎, which describe the red

dash-dotted ellipse in Figure 7.

All the previous step result in six analytical functions of 𝛼𝑠,V1 and 𝛽𝑠,V1 giving the six non-dimensional ellipse

coefficients, �̃�𝑦,1𝑎 − �̃�𝑦,1𝑎, describing the vane 1 AMS in the 𝑇𝑦,B − 𝑇𝑧,B plane. These results can be generalised to the

ith vane and dimensionalised using,
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𝐴𝑥,𝑖 = (𝜆𝑖)2 F �̃�
𝑡𝑟 (𝛼𝑠,V𝑖

, 𝛽𝑠,V𝑖
)

𝐵𝑥,𝑖 = (𝜆𝑖)2 sin
(
−𝜃𝑖

𝑧,B

)
F �̃�
𝑡𝑟 (𝛼𝑠,V𝑖

, 𝛽𝑠,V𝑖
)

𝐶𝑥,𝑖 = (𝜆𝑖)2 sin2
(
−𝜃𝑖

𝑧,B

)
F �̃�
𝑡𝑟 (𝛼𝑠,V𝑖

, 𝛽𝑠,V𝑖
)

𝐷𝑥,𝑖 = (𝜆𝑖)3 sin
(
−𝜃𝑖

𝑧,B

)
F �̃�
𝑡𝑟 (𝛼𝑠,V𝑖

, 𝛽𝑠,V𝑖
)

𝐸𝑥,𝑖 = (𝜆𝑖)3 sin2
(
−𝜃𝑖

𝑧,B

)
F �̃�
𝑡𝑟 (𝛼𝑠,V𝑖

, 𝛽𝑠,V𝑖
)

𝐹𝑥,𝑖 = (𝜆𝑖)4 sin2
(
−𝜃𝑖

𝑧,B

)
F �̃�
𝑡𝑟 (𝛼𝑠,V𝑖

, 𝛽𝑠,V𝑖
)

(26a)

𝐴𝑦,𝑖 = (𝜆𝑖)2 F �̃�
𝑡𝑟 (𝛼𝑠,V𝑖

, 𝛽𝑠,V𝑖
)

𝐵𝑦,𝑖 = (𝜆𝑖)2 cos
(
−𝜃𝑖

𝑧,B

)
F �̃�
𝑡𝑟 (𝛼𝑠,V𝑖

, 𝛽𝑠,V𝑖
)

𝐶𝑦,𝑖 = (𝜆𝑖)2 cos2
(
−𝜃𝑖

𝑧,B

)
F �̃�
𝑡𝑟 (𝛼𝑠,V𝑖

, 𝛽𝑠,V𝑖
)

𝐷𝑦,𝑖 = (𝜆𝑖)3 cos
(
−𝜃𝑖

𝑧,B

)
F �̃�
𝑡𝑟 (𝛼𝑠,V𝑖

, 𝛽𝑠,V𝑖
)

𝐸𝑦,𝑖 = (𝜆𝑖)3 cos2
(
−𝜃𝑖

𝑧,B

)
F �̃�
𝑡𝑟 (𝛼𝑠,V𝑖

, 𝛽𝑠,V𝑖
)

𝐹𝑦,𝑖 = (𝜆𝑖)4 cos2
(
−𝜃𝑖

𝑧,B

)
F �̃�
𝑡𝑟 (𝛼𝑠,V𝑖

, 𝛽𝑠,V𝑖
)

(26b)

where 𝜃𝑖
𝑧,B is the angle of rotation along the 𝑍B axis such that 𝑹𝑧 (𝜃𝑖𝑧,B) = 𝑅𝑖

𝑉𝐵
for the ith vane and with,

𝜆𝑖 =

(
𝑆𝑖𝑣𝑊 | |𝒓𝑂V𝑖

,B | |
𝑐

)
. (27)

The derivation of these equations is given in the appendix. Note that if any of the coefficients is zeroed through the

transformation (i.e., 𝜃𝑖
𝑧,B = 𝑘𝜋 for 𝑘 ∈ Z for Eq. (26a) and 𝜃𝑖

𝑧,B = 𝜋
2 + 𝑘𝜋 for 𝑘 ∈ Z for Eq. (26b)), the ellipse does not

exist, meaning that the torque is fully contained in the other plane. The AMS of the ith vane can be formulated as,

𝐴𝑀𝑆𝑖2−𝐷𝑜𝐹 ≡{𝜏2−𝐷𝑜𝐹 = [𝑇𝑥,B , 𝑇𝑦,B , 𝑇𝑧,B] :(
𝐴𝑥,𝑖𝑇

2
𝑥,B + 𝐵𝑥,𝑖𝑇𝑥,B𝑇𝑧,B + 𝐶𝑥,𝑖𝑇

2
𝑧,B + 𝐷𝑥,𝑖𝑇𝑥,B + 𝐸𝑥,𝑖𝑇𝑧,B + 𝐹𝑥,𝑖 < 0

)
∧ (28)(

𝐴𝑦,𝑖𝑇
2
𝑦,B + 𝐵𝑦,𝑖𝑇𝑦,B𝑇𝑧,B + 𝐶𝑦,𝑖𝑇

2
𝑧,B + 𝐷𝑦,𝑖𝑇𝑦,B + 𝐸𝑦,𝑖𝑇𝑧,B + 𝐹𝑦,𝑖 < 0

)
}

where the inequalities stipulate that the point is inside both ellipses if they are defined.

2. 1-Degree of Freedom Vane Attainable Moment Set

In case the ith vane is set to have a single rotational DoF, either around 𝑋V𝑖
or 𝑌V𝑖

, the AMS is determined by

generating 150 grid points in the permissible combinations of 𝜃𝑖𝑣 and 𝜙𝑖𝑣 . From these combinations and a given sunlight

vector, the non-dimensional body-torque associated with each vane orientation is computed from Eqs. (14), (10), and

(12). That is, for an 𝑋V𝑖
-DoF (𝑌V𝑖

-DoF) vane, 150 equally-spaced points of 𝜃𝑖𝑣 ∈ [−180°; 180°] (𝜙𝑖𝑣 ∈ [−180°; 180°])

are sampled and combined with 𝜙𝑖𝑣 = 0 (𝜃𝑖𝑣 = 0) to obtain the set of permissible vane orientations. These points then

form a curve in the 𝑇𝑥,B-𝑇𝑧,B and the 𝑇𝑦,B-𝑇𝑧,B plane, which can be interpolated with Cubic Splines 𝑠𝑖𝑥 (𝛼𝑠,B , 𝛽𝑠,B)

and 𝑠𝑖𝑦 (𝛼𝑠,B , 𝛽𝑠,B) respectively for the ith vane. Figure 8 gives the non-dimensional AMS of vane 1 with either only

a 𝑋V𝑖
rotational DoF (Figure 8a) or a 𝑌V𝑖

rotational DoF (Figure 8b), for different sunlight angles in the body-fixed

frame∗∗. In this figure, for each (𝛼𝑠,B , 𝛽𝑠,B) combination, two continuous loops can be observed, which is a result of
∗∗Only 15 of the 150 scatter points used to generate the spline are shown.
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(a) 𝑋V𝑖
-DoF vane, 𝝓𝒗 = 0 (b) 𝑌V𝑖

-DoF vane, 𝜽𝒗 = 0

Fig. 8 Non-dimensional attainable moment set of an 𝑋V𝑖
-DoF and a 𝑌V𝑖

-DoF vane for the O-SRP model without
self-shadowing constraint, for different sunlight cone-and clock-angles.

the different optical properties of the sail material on its front and back surfaces. For the DI-SRP model, these loops

coincide. Furthermore, while the curves in Figure 8 were produced without self-shadowing constraint, the introduction

of such a constraint would simply result in gaps in the curve without changing its shape.

The different shapes and the complexity of the curves shown in Figure 8 for different Sun cone-and clock-angles

imply that this set cannot be approximated analytically, as was done for the 2-DoF case. Therefore, the generation of the

150 grid points and subsequent interpolation are performed in the loop of the attitude-orbit propagation, resulting in an

increased computational time. The AMS can then be formulated as,

𝐴𝑀𝑆𝑖1−𝐷𝑜𝐹 ≡ {𝝉1−𝐷𝑜𝐹 = [𝑇𝑥,B , 𝑇𝑦,B , 𝑇𝑧,B] : (𝑇𝑥,B , 𝑇𝑧,B) ∈ 𝑠𝑖𝑥 ∧ (𝑇𝑦,B , 𝑇𝑧,B) ∈ 𝑠𝑖𝑦}. (29)

This AMS formulation is then used as a constraint in the control torque allocation problem. Further work could

consider producing tabular values of the cubic splines coefficients for different combinations of (𝛼𝑠,B , 𝛽𝑠,B) which can

be retrieved throughout the propagation to reduce the computational time associated to the computation of these sets.

3. 0-Degree of Freedom Vane Attainable Moment Set

In case a vane is set to have no degrees of freedom from a particular position, its AMS comes back to a single value,

𝝉𝑖0−𝐷𝑜𝐹
, given by Eq. (12) for a given set of vane characteristics and vane angles (𝜃𝑖𝑣 , 𝜙𝑖𝑣). The 0-DoF AMS can be

written as,

𝐴𝑀𝑆𝑖 ≡ {𝝉𝑖0−𝐷𝑜𝐹 } (30)
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C. Vane Torque Allocation Problem

Having determined a general formulation of the AMS for the 2-DoF, 1-DoF, and 0-DoF case as a function of the

vane’s characteristics, a torque allocation problem is set up to assign the components of the optimal control torque

obtained from Eq. (21) to each vane. This takes the form of a quadratic optimization problem that is similar to the one

presented in Reference [17] but with a different objective function and an additional constraint on the torque direction.

This objective function balances the need for the solution to be close to the desired torque, but also to not be too far

from the previous torque allocation solution to avoid fast changes which would result in a faster wear and tear of the

vane system. The optimization problem is given by,

minimise︸     ︷︷     ︸
G

2𝑐2

3𝑊2 | |𝑮B − 𝑻∗
B | |

2 + 1𝑐2

3𝑊2 | |G − Gpr | |2

initial guess: G = Gpr

subject to G = [(𝒈𝑖=1
B )𝑇 (𝒈𝑖=2

B )𝑇 (𝒈𝑖=3
B )𝑇 (𝒈𝑖=4

B )𝑇 ]

𝑐
𝑊

(∑4
𝑖=1 𝒈

𝑖
B

)
− 𝑐

𝑊
𝑮B = 0

𝑮B
| |𝑮B | | −

𝑻 ∗
B

| |𝑻 ∗
B | |

= 0

𝑐
𝑊
𝒈𝑖B ∈ 𝐴𝑀𝑆𝑖𝑐

𝑊

for i=1, 2, 3, 4

(31)

where 𝑮B is the resultant torque from the vane system expressed in the body fixed frame, G is a vector containing

the twelve variables of the optimization, 𝒈𝑖B for 𝑖 = 1, 2, 3, 4, which are the three-axis body-fixed torque components

of each vane, G𝑝𝑟 is the optimal torque allocation vector from the previous call of the controller, and 𝐴𝑀𝑆𝑖𝑐
𝑊

is one

of the AMS formulations described above but scaled by a 𝑐
𝑊

factor. In Eq. (31), the first equality constraint defines

the 𝑮B vector in terms of the body-fixed torque vectors to be solved for each vane, and the second one matches the

resultant torque of the system with the torque to be generated by each vane. Subsequently, the third one ensures that

the resultant torque is in the same direction as the optimal detumbling torque, and the fourth constraint ensures that

the torque assigned to each vane is within its capabilities, as defined by its AMS††. Additionally, the variables of the

optimization are scaled by a 𝑐/𝑊 factor (which scales the SRP force and torques from Eq. (12)), as optimisers tend to

perform better when the variables are O(1) than when they are O(10−6) like physical SRP torques. For the general case

of four 2-DoF vanes, this problem results in six linear equality constraints, four non-linear inequality constraints, and a

quadratic objective function, yielding a convex optimization problem, which guarantees arrival to a global optimum with

most common local algorithms [17]. The optimization problem is solved with the COBYLA algorithm from Pygmo

[47, 49], as it supports non-linear inequality constraints, and equality constraints can be modelled through a pair of

inequality constraints.
††Which can be 2-DoF, 1-DoF, or 0-DoF.
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Fig. 9 Flow chart describing whether the DIRECT [50] or the Nelder-Mead [51] optimiser is used, and whether
a down scaling of the requested torque is necessary.

D. Vane Angles Allocation Algorithm

Having determined the torque to be produced by the ith vane, a two-variable optimization is performed to obtain the

optimal vane orientation which produces the assigned torque, as described in Reference [40],

minimise︸     ︷︷     ︸
𝜃 𝑖𝑣 ,𝜙

𝑖
𝑣

1𝑐2

3𝑊2 | |𝝉𝑖𝑆𝑅𝑃𝑣,B (𝜃
𝑖
𝑣 , 𝜙

𝑖
𝑣) − 𝜅𝒈𝑖

𝑑,B | |
2

initial guess: 𝜃𝑖𝑣 = 𝜃𝑖𝑣,pr 𝜙𝑖𝑣 = 𝜙𝑖𝑣,pr

subject to −𝜋 ≤ 𝜃𝑖𝑣 ≤ 𝜋

−𝜋 ≤ 𝜙𝑖𝑣 ≤ 𝜋

(No self-shadowing)

(32)

where 𝒈𝑖
𝑑,B is the torque to be generated by the ith vane as output by the optimization in Eq. (31), 𝜅 ∈ [0; 1] is a scaling

factor of the desired torque, (𝜃𝑖𝑣,pr, 𝜙
𝑖
𝑣,pr) describes the orientation of the vanes obtained from the previous controller

call, and 𝝉𝑖
𝑆𝑅𝑃𝑣,B (𝜃

𝑖
𝑣 , 𝜙

𝑖
𝑣) is the SRP torque generated by the ith vane as a function of its orientation according to Eqs.

(14), (10), and (12). In Eq. (32), the first two inequality constraints define the bounds of the domain and the third

constraint is the self-shadowing constraint, which is not always taken. If considered, the self-shadowing constraint

is applied through a large penalty added to the objective function. Additionally, similarly to the torque allocation

problem, the objective function is scaled by a factor 𝑐2

𝑊2 to aid the optimiser performance. The optimization is then

performed for all vanes of the system, resulting in solutions for the eight vane angles. Furthermore, if the final objective

function obtained from solving Eq. (32) remains larger than 10−3 Nm, the assigned torque 𝒈𝑖
𝑑,B is scaled down as it is

not achievable by the vane‡‡ (i.e., due to a misrepresentation of the AMS while solving Eq. (31) or a failure of the

torque allocation algorithm). This is done using a factor 𝜅, which scales down the torque magnitude while retaining its

direction. The optimal value of 𝜅 is then determined through a golden section search iterating on Eq. (32), aiming to
‡‡This was found from tuning the optimiser.
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maximise 𝜅 such that the final objective function is ≤ 10−3𝑊
𝑐

.

Either the DIRECT algorithm [50] or the Nelder-Mead optimiser [51] is used to solve the problem described in

Eq. (32). On the one hand, the DIRECT algorithm is a deterministic derivative-free global optimization method

which balances both a global exploration search and a local refinement to identify the global optimum [52]. According

Reference [52], it is particularly effective on low-dimensionality problems, and it quickly finds the basin of the global

optimum, although the method struggles to refine the solution to a high accuracy on a local scale. However, relatively

low accuracy of the optimal vane angles is necessary in this case (≈ 0.001 rad). On the other hand, the Nelder-Mead

(N-M) algorithm is a gradient-free local optimization method which iteratively adjusts the vertices of a simplex by

reflecting the vertex with the largest objective function, to converge towards an optimal solution [51]. While the N-M

algorithm lacks in efficiency compared to local methods which assume smooth objective functions [51], a derivative-free

method is necessary due to the introduction of a penalty for the self-shadowing constraint yielding a discontinuity in the

objective function, and it is recognised as one of the best algorithms in that case [51].

Figure 9 shows the optimiser selection strategy used to perform the optimization in Eq. (32). At the first step of

the propagation, no initial guess is available, and the DIRECT algorithm [50, 52, 53] is used to determine the optimal

vane angles minimising the objective function from Eq. (32). However, no bias towards a particular part of the domain

can be introduced without limiting its boundaries, which would require a good knowledge of the optimization domain.

Consequently, between two vane controller calls, the algorithm might identify a global optimum in different parts of the

domain, leading to large variations in vane angles, even though a satisfying local minimum might be available near the

previous vane angle solution. Such large variations should be avoided to limit the tear and wear of the vane system.

Therefore, the N-M algorithm is used when an initial guess is available, which permits reducing the amount of vane

angle jumps throughout the detumbling manoeuvre. As a local method, the N-M generally remains close to the initial

guess provided, limiting the larger variations in vane angles. However, this also means that it can get stuck in a local

minimum if a poor initial guess is given. Therefore, the DIRECT algorithm is called if the direction and the magnitude

of the vane torque resulting from the Nelder-Mead vane angles solution is more than 15° and 25% off the desired torque

𝜅𝒈𝑖
𝑑,B , respectively. In Figure 9, this happens if the N-M is ’not successful’. Additionally, as the DIRECT method is

more robust than the N-M algorithm, it is used when the desired torque requires to be scaled down by the factor 𝜅.

To assess the performance of the hybrid DIRECT/N-M method from Figure 9 in terms of required vane turning rates,

it is compared to a solver using only the DIRECT method. This is illustrated in Figure 10, which shows the history of

𝜃𝑖=1
𝑣 for the DIRECT and hybrid solvers for the detumbling of the ACS3-like spacecraft from an initial rotational velocity

of 𝝎0,B = [0.5, 0.5, 0.5] deg/s. The spacecraft initial orbit and attitude are given by cases O-1, which is representative

of the ACS3 mission, and A-1, respectively, from subsection II.E. In Figure 10, it can be seen that the hybrid solver

results in much fewer large jumps throughout the detumbling propagation than the DIRECT method. Additionally, the
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Fig. 10 𝜽 𝒊=1
𝒗 rotation history (around 𝑿V1) for

detumbling from 𝝎0,B = [0.5, 0.5, 0.5] deg/s with
the DIRECT and the hybrid solvers. Fig. 11 Transition from a vane angle 𝝃 𝒋−1 to 𝝃 𝒋 .

hybrid solver results in a time to stabilization which is only 1% longer.

E. Vane Angles Movement between Controller Invocations

While the controller described has been designed with computational efficiency in mind, it remains expensive to

evaluate and cannot be called at every step of the propagation. Therefore, the controller is only called if either the

rotational velocity vector or the sunlight vector direction in the body-fixed frame changed by more than 8° and 7°,

respectively, with respect to the last vane angle update. These thresholds were found from tuning the detumbling

performance of the controller for the 𝝎0,B = [0.5, 0.5, 0.5] deg/s scenario with an initial orbit and attitude defined by

cases O-1 and A-1 in subsection II.E. Between subsequent controller calls, the vane angles are kept constant, and a

smooth transition from 𝜃𝑖𝑣 (𝑡 𝑗−1) (𝜙𝑖𝑣 (𝑡 𝑗−1)) to 𝜃𝑖𝑣 (𝑡 𝑗 ) (𝜙𝑖𝑣 (𝑡 𝑗 )) is ensured using a modified sigmoid [54],

𝜉 (𝑡) = 𝜉 𝑗−1 +
Δ𝜉

1 + 𝑒(−𝛾 (𝑡−(𝑡 𝑗+Δ𝑡 ) )) , (33)

where 𝜉 (𝑡) is a vane angle (i.e., 𝜃𝑖𝑣 (𝑡) or 𝜙𝑖𝑣 (𝑡) for the considered vane) at a given time 𝑡 ∈ [𝑡 𝑗 ;+∞[, 𝑡 𝑗 is the time at

which the controller was last updated, 𝜉 𝑗−1 is the vane angle as evaluated at the timestamp of the previous controller

call 𝑡 𝑗−1, Δ𝜉 = 𝜉 𝑗 − 𝜉 𝑗−1 is the angular change between the previous (at 𝑡 𝑗−1) and new (at 𝑡 𝑗 ) vane angle requested by

the controller, 𝛾 is a scaling factor defining the steepness of the function, and Δ𝑡 is a time-shift parameter. In practice,

the vane angles determined at 𝑡 𝑗−1 are kept constant until the controller is evaluated again, at 𝑡 𝑗 . Then, from 𝑡 = 𝑡 𝑗

onwards, Eq. (33) is used to describe 𝜃𝑖𝑣 (𝑡) and 𝜙𝑖𝑣 (𝑡) until the next controller update at 𝑡 𝑗+1. However, this means that

at 𝑡 𝑗 , a small discontinuity 𝛿𝜉 = 𝜉 (𝑡 𝑗 ) − 𝜉 𝑗−1 is introduced, as 𝜉 (𝑡 𝑗 ) ≠ 𝜉 𝑗−1
§§. How large this discontinuity is may

be specified using the Δ𝑡 time-shift parameter in Eq. (33), as seen below. A summary of the overall geometry of the
§§Note that lim(𝑡 𝑗+Δ𝑡 )→+∞ 𝛿𝜉 = 0
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sigmoid is given by Figure 11, where the gap 𝛿𝜉 is exaggerated for illustration.

While the parameters 𝛾 and Δ𝑡 define the shape of the sigmoid, they do not have a direct physical meaning. Therefore,

it is desired to relate them to the maximum achievable rotational velocity of the considered vane and the discontinuity at

𝑡 𝑗 . Based on Eq. (33), the factor 𝛾 can be related to the maximum vane rotation speed by considering the derivative of

the sigmoid,
d𝜉 (𝑡)

d𝑡
=

𝛾Δ𝜉𝑒(−𝛾 (𝑡−(𝑡 𝑗+Δ𝑡 ) ))(
1 + 𝑒(−𝛾 (𝑡−(𝑡 𝑗+Δ𝑡 ) ))

)2 , (34)

which indicates that the maximum vane rotation speed reached during an angular change of Δ𝜉, ¤𝜉𝑚𝑎𝑥,Δ𝜉 , is reached at

𝑡 = 𝑡 𝑗 + Δ𝑡. In other words, ¤𝜉𝑚𝑎𝑥,Δ𝜉 is the peak rotational velocity reached by the vane during the transition between

𝜃𝑖𝑣 (𝑡 𝑗 ) and 𝜃𝑖𝑣 (𝑡 𝑗−1) (𝜙𝑖𝑣 (𝑡 𝑗 ) and 𝜙𝑖𝑣 (𝑡 𝑗−1)), with Δ𝜉 = 𝜃𝑖𝑣 (𝑡 𝑗 ) − 𝜃𝑖𝑣 (𝑡 𝑗−1) (Δ𝜉 = 𝜙𝑖𝑣 (𝑡 𝑗 ) − 𝜙𝑖𝑣 (𝑡 𝑗−1)). This permits to

express ¤𝜉𝑚𝑎𝑥,Δ𝜉 as,

¤𝜉𝑚𝑎𝑥,Δ𝜉 =
Δ𝜉𝛾

4
⇔ 𝛾 =

4 ¤𝜉𝑚𝑎𝑥,Δ𝜉

Δ𝜉
, (35)

which may be used to specify the maximum achievable rotational speed of the vane, by considering the largest permissible

rotation, such that Δ𝜉 = Δ𝜉𝑚𝑎𝑥 in Eq. (35). As 𝜃𝑖𝑣 ∈ [−𝜋; 𝜋] and 𝜙𝑖𝑣 ∈ [−𝜋; 𝜋], the largest angular change between two

controller calls is Δ𝜉𝑚𝑎𝑥 = 2𝜋 in for both rotations around the 𝑋V𝑖
and 𝑌V𝑖

(from one boundary of their domain to the

other). This means that posing,

𝛾 =
2 ¤𝜉𝑚𝑎𝑥,2𝜋

𝜋
, (36)

limits ¤𝜉𝑚𝑎𝑥,Δ𝜉 to ¤𝜉𝑚𝑎𝑥,2𝜋 , which will only be reached for angular changes of Δ𝜉 = 2𝜋 and smaller maximum rotational

velocities are reached when Δ𝜉 is smaller. Having linked 𝛾 to the maximum achievable rotational velocity of a vane, Δ𝑡

may be related to 𝛾 and 𝛿𝜉 . Substituting 𝑡 = 𝑡 𝑗 , and 𝜉 (𝑡 𝑗 ) = 𝜉 𝑗−1 + 𝛿𝜉 in Eq. (33), and isolating Δ𝑡 permits to write,

Δ𝑡 =

ln
(
Δ𝜉

𝛿𝜉
− 1

)
𝛾

, (37)

which can be used to determine Δ𝑡 as a function of 𝛾( ¤𝜉𝑚𝑎𝑥,2𝜋) and a maximum allowable discontinuity 𝛿𝜉 at 𝑡 𝑗 . The

𝛿𝜉 offset can be expressed in terms of a fraction of the angle change, such that 𝛿𝜉 = 𝑟 𝜉Δ𝜉. This yields,

Δ𝑡 =

ln
(

1
𝑟𝜉

− 1
)

𝛾
. (38)

In the following, ¤𝜉𝑚𝑎𝑥 = 2𝜋 rad/s is assumed, meaning that a complete angular change can be performed in 1 s.

Additionally, 𝑟 𝜉 = 0.0005% is assumed, which was selected to ensure that the discontinuity is small enough to be

handled by the integrator. Using Eqs. (36) and (38), these assumptions yield, 𝛾 = 4 and Δ𝑡 ≈ 3s. It is further assumed

that both 𝜃𝑖𝑣 and 𝜙𝑖𝑣 rotations can be performed simultaneously, and that the vanes are also rotated throughout the eclipse
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(a) Pericenter deviations. (b) Apocenter deviations.

Fig. 12 Pericenter and apocenter deviations from the case O-1 orbit after 30 days for different combinations of
𝑋B and 𝑌B rotational velocity components, with the A-2 initial attitude with the DI-SRP model.

times to avoid large jumps at the eclipse end points.

IV. Long-Term Tumbling Analysis
First, the long-term effects of an uncontrolled attitude motion of the sailcraft have been considered to assess how

much the sail would diverge from its initial orbit if no detumbling manoeuvre is performed. The sail considered has no

tip-vanes and has the characteristics described in subsection II.C. The set of initial rotational velocities considered is

defined by 𝝎0,B ∈ 𝑋LTT,

𝑋LTT = {(±𝑢,±𝑢, 0) |∀𝑢 ∈ 𝑥LTT,𝑢}, (39)

where 𝑥LTT,𝑢 = {0, 1, 2, 3, 4, 5.5, 7, 8.5, 10} deg/s was arbitrarily chosen to sample initial rotational velocities with

a magnitude below 15 deg/s while limiting the computational time required. In all considered cases, the rotational

velocity around 𝑍B is zero, 𝜔𝑧,B = 0, as the self-rotation of the sail has no influence on the SRP force experienced.

Although, 𝜔𝑧,B ≠ 0 would result in oscillations in the 𝜔𝑥,B and 𝜔𝑦,B components of the rotational velocity vector (see

Eq. (7)), for a given rotational velocity magnitude, 𝜔𝑧,B ≠ 0 provides gyroscopic stiffness to the sail. This limits the

oscillations of sail surface normal direction, which is aligned with 𝑍B , with respect to the local sunlight vector, meaning

that situations with 𝜔𝑧,B ≠ 0 are more predictable than with 𝜔𝑧,B = 0. Therefore, this analysis focused on cases with

𝜔𝑧,B = 0. Substituting 𝜔𝑧,B = 0 and 𝑻𝑆𝑅𝑃,B = ®0 in Eqs. (6) and (7), it appears that the rotational velocity vector is

constant in time and always lies in the sail-plane for the cases considered in 𝑋LTT. Therefore, 𝝎0,B = 𝝎B (𝑡).

A. General Trends

The DI-SRP model is used to assess general trends for the O-1 reference orbit (near-circular, polar orbit) with

an initially Sun-pointing attitude (case A-2), but the influence of the reflectance model and sailcraft orbit are later
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(a) Pericenter evolution. (b) Apocenter evolution.

Fig. 13 Pericenter and apocenter evolutions for propagations with | |𝝎B | | = 0, | |𝝎B | | = 𝝎𝒙,B and | |𝝎B | | = 𝝎𝒚,B

for the orbital case O-1 and an initial attitude A-2.

considered. In all propagations considered, no plane changes were observed (Δ𝑖 ≈ 0 and ΔΩ ≈ 0), therefore the

subsequent analysis focuses solely on orbit shape metrics within the orbital plane. First, the main features of Figure 12

and Figure 13 are presented, then, their origins are discussed.

Figure 12 gives the pericenter and apocenter deviations at the end of the 30-day propagation, Δ𝑟𝑝,fin and Δ𝑟𝑎,fin, as

functions of the 𝜔𝑥,B and 𝜔𝑦,B rotational velocity components¶¶. From this figure, it is observed that the pericenter

decreases while the apocenter increases, showing that the orbital eccentricity is growing. This results in a lowering of

the pericenter altitude, which could result in a re-entry of the spacecraft on the long-term. Additionally, the graph is

centrally symmetric with respect to (𝜔𝑥,B , 𝜔𝑦,B) = (0, 0) and the final deviations are independent of the magnitude

of the rotational velocity. Particularly, the final deviations are only dependent on the tumbling axis direction in the

body-fixed frame, given by the 𝜔𝑥,B/𝜔𝑦,B ratio. Furthermore, larger deviations take place if the signs of the rotational

velocity components are the same, which results in an asymmetry in Figure 12.

Figure 13 gives the evolution of the pericenter and apocenter radii as a function of time for an initially Sun-pointing

sail with 𝝎B = ®0 (in yellow), and propagations with either | |𝝎B | | = 𝜔𝑥,B (in blue), or | |𝝎B | | = 𝜔𝑦,B (in green). In this

figure, it can be observed that the 𝝎B = ®0 propagation shows a severe change in the pericenter and apocenter radii,

although the shape of the orbit of a continuously Sun-pointing spacecraft would remain roughly constant. Additionally,

comparing the final deviations of the 𝝎B = ®0 propagation in Figure 13 (∼120 km) with the maximum deviations in

Figure 12 (∼52 km), it appears that the tumbling attitude motion generally reduces the impact (de-orbit speed) of SRP on

the sailcraft trajectory compared to the same sailcraft with an initially Sun-pointing attitude and inertially non-rotating.

Furthermore, a total of 16 coinciding propagations are shown in Figure 13 for each family of curves with | |𝝎B | | = 𝜔𝑥,B

and | |𝝎B | | = 𝜔𝑦,B (each curve is 80% transparent). This is consistent with Figure 12 where the final deviations in

¶¶Note that the data for 𝝎B = ®0 deg/s is not included, as it does not exhibit the tumbling dynamics studied.
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Fig. 14 Tumbling geometry when rotating along an axis in the sail-plane.

pericenter and apocenter are independent of the rotational velocity magnitude for a given tumbling axis, as both groups

of curves shares the same axis of rotation within the group.

The central symmetry of the graphs in Figure 12 is expected as 𝝎B and −𝝎B describe equal but opposite rotational

motions, which results in the same axis of rotation, and equivalent tumbling scenarios with respect to the local sunlight.

Subsequently, the independence of the final deviations from the rotational velocity magnitude in Figure 12, as well as

the reduced impact of SRP on the tumbling sailcraft trajectory in Figure 13 (compared to an inertially non-rotating

sailcraft), can be attributed to the significantly faster attitude motion compared to the orbital motion. For a Sun-pointing

initial attitude, over a self-rotation around the tumbling axis, the SRP force components which are not in the direction of

the sunlight vector cancel out. Meaning that over the period of the attitude motion, 𝑇𝜔 , the average SRP force is in the

local sunlight direction but has a smaller magnitude than the same Sun-pointing sailcraft. It can then be shown that

tumbling has the same effect as reducing the effective sail area, 𝑆sail,eff. For an initial Sun-pointing orientation and the

DI-SRP model, substituting 𝜌𝑠 𝑓 = 𝜌𝑠𝑏 = 1 and considering the complete sail in Eq. (10), the SRP force of the sail can

be rewritten as,

𝑭𝐷𝐼−𝑆𝑅𝑃,IL =
−2𝑊
𝑐

(
𝑆sail |𝒏IL (𝑡) · (−𝒏𝑠,IL ) |

(
𝒏IL (𝑡) · (−𝒏𝑠,IL )

)
𝒏sail,IL

)
, (40)

where 𝒏sail,IL is the sail surface normal direction in the ECI, 𝑆sail is the sail area, 𝜃𝑠,𝑠𝑎𝑖𝑙 is the angle between the local

sunlight vector (𝒏𝑠,IL ) and the surface normal direction such that cos (𝜃𝑠) =
(
𝒏IL · −𝒏𝑠,IL

)
. This situation is illustrated

by Figure 14, where 𝝎B is the rotational velocity vector and 𝜃𝑠,𝑠𝑎𝑖𝑙 = | |𝜔B | |𝑡 from an initial Sun-pointing attitude. As

the sail is tumbling, 𝒏sail,IL = 𝒏sail,IL (𝑡), and 𝒏sail,IL (𝑡 = 0) = −𝒏𝑠,IL (𝑡 = 0). Additionally, as the attitude motion is

much faster than the orbital motion, the local sunlight direction 𝒏𝑠,IL is approximately constant. The evolution of the

sail surface normal in the ECI frame is then given by Rodrigues’ rotation formula [55],

𝒏sail,IL (𝑡) = −𝒏𝑠,IL cos (𝜔𝑠𝑡) +
(
�̂�B × −𝒏𝑠,IL

)
sin (𝜔𝑠𝑡) + �̂�B

(
�̂�B · −𝒏𝑠,IL

)
(1 − cos (𝜔𝑠𝑡)), (41)
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where 𝜔𝑠 = | |𝝎B | | and �̂�B is the unit vector of the tumbling axis. For the cases considered, the last term in Eq. (41) is

always zero, as the sail surface normal is perpendicular to the sail-plane and the rotational velocities considered are

always in the sail-plane∗∗∗. This permits to determine the average SRP force over one period of the attitude motion,

given by,

�̄�𝐷𝐼−𝑆𝑅𝑃,IL =
−2𝑊
𝑐

𝒚, (42)

with,

𝒚 =
𝑆

𝑇𝜔

∫ 𝑇𝜔

0
|𝒏IL (𝑡) · (−𝒏𝑠,IL ) |

(
𝒏IL (𝑡) · (−𝒏𝑠,IL )

)
𝒏IL (𝑡)d𝑡

=
𝑆

𝑇𝜔

∫ 𝑇𝜔

0
| cos (𝜔𝑠𝑡) | cos (𝜔𝑠𝑡)

(
−𝒏𝑠,IL cos (𝜔𝑠𝑡) +

(
�̂�B × −𝒏𝑠,IL

)
sin (𝜔𝑠𝑡)

)
d𝑡

=
4𝑆sail

3𝜋︸︷︷︸
𝑆sail,eff

(
−𝒏𝑠,IL

)
. (43)

From Eqs. (42) and (43), it appears that the effective sail area and SRP force are independent of the rotational

velocity magnitude, as was observed in Figure 12 and Figure 13. Therefore, on average, a sailcraft in a sustained

tumbling motion (from an initial Sun-pointing attitude) will behave in the same manner as an inertially non-rotating

sailcraft with a Sun-pointing attitude of the same mass (and inertia tensor) but with ≈ 42.44% of the area. This model

also explains the observation from Figure 13 that tumbling slows down the orbit decay, as a significantly smaller

disturbance force is experienced by the spacecraft on average. The performance of the simplified model is given in

Figure 15 which shows the pericenter and apocenter evolutions of all the cases in 𝑋LTT compared to this simplified

model, where the same spacecraft has 42.44% of its initial area. From this figure, it appears that the 𝑆sail,eff = 4𝑆
3𝜋 model

performs reasonably well until the tenth day of the propagation. After that point, the effect of the Earth’s orbital motion

result in the range of deviations observed, as is discussed below.

The eccentricity growth observed for the non-rotating and initially Sun-pointing propagation in Figure 13 is an

expected result for a Sun-pointing sailcraft in an orbit which is not perpendicular to the ecliptic. Considering the SRP

force in the RTN frame and neglecting the eclipse period, the tangential component of the SRP force cancels out on

each side of the orbit, meaning that the orbital semi-major axis evolution is periodic. In contrast, the net radial effect of

the force does not cancel out. When the spacecraft is between the Earth and the Sun, the radial component of the SRP

force pushes the spacecraft towards the Earth. However, when it is on the other side of the Earth, the same force pushes

the spacecraft away from its central body. As a result, a secular eccentricity increase takes place. Additionally, as for an

initially Sun-pointing sailcraft a sustained tumbling motion only results in a reduced effective area in comparison to an

∗∗∗
(
�̂�B · 𝒏sail,IL (𝑡 = 0)

)
=

(
�̂�B · −𝒏𝑠,IL (𝑡 = 0)

)
= 0.
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(a) Pericenter evolution. (b) Apocenter evolution.

Fig. 15 Pericenter and apocenter evolutions for the case O-1 orbit from the A-2 initial attitude with the DI-SRP
model, for the numerical propagations and the analytical model.

inertially non-rotating sail with the same initial attitude (Eq. (42)), this effect also explains the sail orbit decay observed

in Figure 12 and why it is slower than a Sun-pointing sailcraft. However, the eccentricity growth is counter-balanced on

the opposite side of Earth’s orbit around the Sun if the orbit does not precess. Therefore, there is only a risk of sail

re-entry if the orbital deviations are significant enough over the space of six months. Whether there is a risk that a

sailcraft re-enters as a result of the tumbling motion then depends on the initial orbit being considered.

Furthermore, Earth’s motion around the Sun results in the asymmetry observed in Figure 12, as it impacts different

tumbling scenarios differently depending on their axis of rotation. Over the span of 30 days, the Earth completes

approximately a twelfth of its orbit around the Sun, meaning that the average Sun-spacecraft direction throughout the

orbit tilts by roughly 30°. This means that an initially Sun-pointing sailcraft with 𝝎B = ®0, which does not change attitude

in inertial space, is tilted by 30° with respect to the local sunlight direction at the end of the propagation. This effect is

at the source of the asymmetry observed in Figure 12. This is illustrated in Figure 16, which shows a sail in a circular

heliocentric orbit at its initial orbital position (𝑡 = 𝑡0) and a quarter of an orbital period 𝑇 later (𝑡 = 𝑡0 + 𝑇
4 ), for two

tumbling scenarios. In Figures 16a and 16b, the sailcraft have the same initial attitude, but the signs of 𝜔𝑥,B and 𝜔𝑦,B

are equal for (a) and different for (b). As a result, at 𝑡 = 𝑡0 + 𝑇
4 , (b) is continuously in an edge-on orientation with respect

to the Sun (SRP force is zero), while (a) goes through a Sun-pointing attitude once per period of the tumbling motion,

although their tumbling motion relative to the local sunlight direction is equivalent at 𝑡 = 𝑡0 (both motions go through a

Sun-pointing attitude through one self-revolution). This means that over long-term propagations, (a) experiences an

SRP force more often and will deviate more from its initial orbit than (b). This is what is observed with the asymmetry

in Figure 12, as a similar argument holds for Earth orbiting spacecraft, as their movement in the solar-system resembles

Earth’s heliocentric orbit. However, the initial orientation shown in Figure 16 is not exactly the same as case A-2 as this

would require the rotation axis in (b) to be aligned with the angular momentum vector of Earth’s orbit around the Sun.
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(a) (b)

Fig. 16 Effect of the tumbling axis on the attitude of the sail with respect to the Sun at different heliocentric
orbital positions.

(a) Pericenter time history range. (b) Apocenter time history range

Fig. 17 Evolution of the pericenter and apocenter deviations from orbital case O-1 with the initial attitude case
A-2 for the SI-SRP, DI-SRP, and O-SRP models.

This means that the results in Figure 12 are slightly shifted with respect to what is expected from the discussion. In

Figure 16, the two edge cases of minimum and maximum deviations are exactly 𝜔𝑥,B = 𝜔𝑦,B and 𝜔𝑥,B = −𝜔𝑦,B , but

in Figure 12, these extrema axes are slightly rotated clockwise with respect to the diagonals of the square.

B. Influence of Reflectance Model

The influence of the reflectance model is studied by further considering the SI-SRP and O-SRP models with the

same set of tumbling cases defined by 𝑋LTT.

Figure 17 provides the time history of the range of deviations of the pericenter and apocenter altitudes from the

initial orbit for the SI-SRP (yellow), DI-SRP (blue), and O-SRP (green) models. In this figure, the shaded regions
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(a) Semi-major axis time history range. (b) Eccentricity time history range.

Fig. 18 Evolution of the semi-major axis and eccentricity deviations from the initial orbit for the orbital cases
O-2 (LEO), O-3 (MEO) and O-4 (GEO), with the initial attitude case A-2 and the DI-SRP model.

provide the range of deviations, and the solid, dash-dotted, and dashed lines give the minimum, median, and maximum

deviations as a function of time. From Figure 17, it appears that a tumbling motion with the SI-SRP model results in

smaller deviations than the DI-SRP and O-SRP models. This is expected as during the rotational motion, both sides of

the sail are exposed to the sunlight. However, for the SI-SRP model, it is assumed that no SRP force is produced by the

back of the sail, meaning that, on average, an SRP acceleration is generated only during half of the tumbling period.

This contrasts with the DI-SRP and O-SRP models, which produce an SRP acceleration from both sides of the sail,

resulting in the large offset observed.

In practice, all realistic sails are expected to yield deviations within the range resulting from the DI-SRP model, as

the most efficient moment transfer possible occurs under specularly reflected photons. This is confirmed by Figure 17,

shows that the results for the O-SRP model fall within those of the DI-SRP model. Therefore, the DI-SRP model can

generally be used to obtain a conservative estimate of the de-orbiting resulting from a tumbling motion.

C. Influence of Orbital Altitude

This section investigates the effect of different orbital altitudes on the orbital decay resulting from the tumbling

dynamics defined in by 𝑋LTT. . Variations in orbital altitude lead to differing effects of the SRP acceleration on the orbit

evolution and result in varying eclipse durations. These factors directly influence the rate of orbital decay.

Figure 18 provides the time evolution of the range of deviations of the semi-major axis and eccentricity from the

initial orbit for the orbital cases O-2 (LEO in yellow), O-3 (MEO in blue), and O-4 (GEO in green) from Table 4. In

this figure, the shaded regions provide the range of deviations, and the solid, dash-dotted, and dashed lines give the

minimum, median, and maximum deviations as a function of time. In Figure 18a, the semi-major axis evolutions of

the MEO and GEO orbits are periodic, while the LEO case results in a secular growth. This difference results from
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the eclipse times present in LEO that are negligible in MEO and GEO. Due to the slight eccentricity of the orbit,

eclipses result in an imbalance between the SRP perturbation on either side of the orbit in LEO, while in GEO the SRP

perturbation experienced on one side of the orbit is counter-acted on the other side. The periodic evolution in MEO and

GEO also implies that their orbital energy remains approximately constant. Figure 18b shows secular variations of the

eccentricity at all three orbital altitudes, with higher altitudes resulting in larger deviations. This is explained by the

reduced gravitational acceleration and shorter eclipse times at higher orbital altitudes. In general, longer eclipse times

(e.g., for different RAANs of a sun-synchronous LEO) result in smaller orbital deviation, as the SRP perturbation acts

for shorter periods of time throughout the mission.

V. Detumbling Analysis
From the results in section IV, it appears that tumbling may result in a re-entry of the sailcraft. This means that

regaining attitude control of the sailcraft as fast as possible is capital. Therefore, this section assesses the capabilities

of the vane system presented in section III to stabilise a tumbling sailcraft. The complete sail model described in

subsection II.C is used with four 2-DoF tip-vanes. However, the influence of the number of degrees of freedom of

each vane on the stabilization capabilities is later considered. The set of initial rotational velocities considered in the

subsequent analyses is given by 𝝎0,B ∈ 𝑋DT,

𝑋DT = 𝑋DT-1 ∪ 𝑋DT-2 ∪ 𝑋DT-3a ∪ 𝑋DT-3b, (44)

with,
𝑋DT-1 = {(±𝑢, 0, 0) | ∀𝑢 ∈ 𝑥DT-1,𝑢}

∪ {(0,±𝑢, 0) | ∀𝑢 ∈ 𝑥DT-1,𝑢}

∪ {(0, 0,±𝑢) | ∀𝑢 ∈ 𝑥DT-1,𝑢}

𝑋DT-2 = {(±𝑢,±𝑢, 0) | ∀𝑢 ∈ 𝑥DT-2,𝑢}

∪ {(0,±𝑢,±𝑢) | ∀𝑢 ∈ 𝑥DT-2,𝑢}

∪ {(±𝑢, 0,±𝑢) | ∀𝑢 ∈ 𝑥DT-2,𝑢}

𝑋DT-3a = {(±𝑢,±𝑢,±𝑢) |∀𝑢 ∈ 𝑥DT-3,𝑢}
𝑋DT-3b ={(±𝑢1,±𝑢2,±𝑢3) |

∀𝑢1, 𝑢2, 𝑢3 ∈ 𝑥DT-3,𝑢}
where 𝑥DT-1,𝑢 = {1, 2, . . . , 14, 15} deg/s, 𝑥DT-2,𝑢 = {1, 2, 3, 4, 5.5, 7, 8.5, 10} deg/s, and 𝑥DT-3,𝑢 = {1, 2, 3, 4, 5.5, 7, 8.5}

deg/s have been arbitrarily chosen to sample initial rotational velocities with magnitudes up to 15 deg/s. In the body-fixed

frame, 𝑋DT-1, 𝑋DT-2, and 𝑋DT-3 = 𝑋DT-3a ∪ 𝑋DT-3b refer to one-, two-, and three-axes rotational velocities respectively.

Additionally, some analyses were performed on 𝑋DT, sample, which is a subset of 𝑋DT, to reduce the computational time.

𝑋DT, s is defined as,

𝑋DT, s = 𝑋DT-1 ∪ 𝑋DT-2 ∪ 𝑋DT-3a ∪ 𝑋DT-3b, s, (45)
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Fig. 19 Average rotational velocity magnitude
change over one orbit as a function of | |𝝎0,B | | for
𝝎0,B ∈ 𝑿DT-3c, orbital case O-1, an initial attitude
A-2, and the SI-SRP model.

Fig. 20 Detumbling time as a function of the initial
rotational velocity magnitude for the orbital case
O-1, an initial attitude A-2, and 𝝎0,B ∈ 𝑿DT, and
the SI-SRP model.

where 𝑋DT-3b, s ⊆ 𝑋DT-3b is a random sample of 250 elements of 𝑋DT-3b. At last, the set given by,

𝑋DT-3c = {(𝑢, 𝑢, 𝑢) | ∀𝑢 ∈ 𝑥DT-4,𝑢}, (46)

with 𝑥DT-4,𝑢 = {1, 2, . . . , 99, 100} deg/s, was used to study the maximum rotational velocity which can physically be

handled by the vane system.

A. General Trends

In this section, 2-DoF vanes following the SI-SRP model are used to assess the general trends in the controller

detumbling capabilities for the initial rotational velocities given by 𝑋DT in the O-1 reference orbit from Table 4 and an

initially Sun-pointing attitude defined by case A-2.

Figure 19 shows the average change in rotational velocity magnitude per orbit during the first six orbits of propagation

for three-axis tumbling cases from 𝑋DT-3c. From this figure, it appears that the considered ACS is more efficient for

small initial rotational velocities and that it is capable of reducing the rotational velocity magnitude for | |𝝎0,B | | < 26

deg/s. Above this threshold, the vane controller is not capable of detumbling the sail, which results in an average

increase of the rotational velocity for 26 deg/s < | |𝝎0,B | | < 76 deg/s. For | |𝝎0,B | | > 76 deg/s, the ACS performance

oscillates around Δ| |𝝎B | | = 0. This behaviour could be the result of the tuning of the controller constants (i.e., how

often it is called), which was performed on the 𝝎0,B = [0.5, 0.5, 0.5] deg/s case, as mentioned in section III. Overall, it

can then be concluded from Figure 19 that the vane system controller presented in section III is capable of detumbling

an ACS3-like sailcraft with an initial rotational velocity up to 26 deg/s. However, significantly longer detumbling times

35



(a) As a function of 𝝎𝒙0 ,B , 𝝎𝒚0 ,B , and 𝝎𝒛0 ,B . (b) As a function of 𝝎𝒙0 ,B and 𝝎𝒚0 ,B for 𝝎𝒛0 ,B = 0.

(c) As a function of 𝝎𝒙0 ,B and 𝝎𝒛0 ,B for 𝝎𝒚0 ,B = 0 (d) As a function of 𝝎𝒚0 ,B and 𝝎𝒛0 ,B for 𝝎𝒙0 ,B = 0.

Fig. 21 Detumbling time as a function of the rotational velocity components for the O-1 orbital case with an
initial attitude A-2, and the SI-SRP model.

can be expected compared to the values displayed in Figure 20.

Figure 20 gives the detumbling time as a function of the initial rotational velocity magnitude for the 𝑋DT-1, 𝑋DT-2,

and 𝑋DT-3 sets of initial rotational velocities. From this figure, it can be observed that larger initial rotational velocity

magnitudes result in a longer detumbling time and that the stabilization time grows linearly at a rate slightly higher

than one day per two deg/s of initial rotational velocity up to | |𝝎0,B | | = 8 deg/s. These features are expected as larger

rotational velocities require the same torque to be applied for longer periods of time prior to reaching stabilization.

Furthermore, if the vane system is capable of producing an approximately constant detumbling torque, the time to

stabilization is expected to grow linearly for higher initial rotational velocities. However, for | |𝝎0,B | | > 8 deg/s, only

one-axis tumbling scenarios with 𝝎𝑧0 ,B ≠ 0 (yellow dots) follow this linear trend, and a maximum detumbling time of

16 days is reached for a two-axes tumbling in the sail-plane (𝜔𝑥0 ,B ≠ 0 and 𝜔𝑦0 ,B ≠ 0). This can be explained by the

decoupling of 𝝎𝑧,B from 𝝎𝑥,B and 𝝎𝑦,B in the gyroscopic torque given in Eq. (7), and is considered below.

Figure 21 gives the detumbling time as a function of the components of the initial rotational velocity for the tumbling
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(a) 𝝎0,B = [0, 0,−12] deg/s. (b) 𝝎0,B = [12, 0, 0] deg/s.

Fig. 22 Evolution of the rotational velocity components as a function of time during a detumbling manoeuvre
for the O-1 orbital case and the A-2 initial attitude, and the SI-SRP model.

cases given by 𝑋DT. Figure 21a gives the detumbling time associated with all combinations of rotational velocity

components, while Figures 21b, 21c, and 21d focus on cases with one of the rotational velocity components equal

to zero. From these figures, it appears that larger initial rotational velocity magnitudes result in longer detumbling

times, which is consistent with the observations from Figure 20, and that the detumbling time is an even function in all

𝝎0,B components. That is, Figures 21b, 21c, and 21d are symmetric with respect to (0, 0). This is expected from the

symmetry of the sail. Additionally, it may be observed that for a given | |𝝎0,B | | magnitude, scenarios with a larger initial

𝜔𝑧0 ,B component require less time for stabilization. This is seen from Figures 21c and 21d where shorter manoeuvre

durations are required for along the vertical axis than the horizontal axis. At last, it appears from Figures 21a and 21b

that the scenarios resulting in the longest detumbling times are the ones with large 𝜔𝑥0 ,B and 𝜔𝑦0 ,B , with the longest

recorded cases being when the rotational velocity vector is in the sail plane. This can be observed from Figure 21

particularly, where the longest recorded detumbling times are obtained in the 𝜔𝑥0 ,B-𝜔𝑦0 ,B plane. The different impact

of 𝜔𝑧0 ,B from the other rotational velocity components is considered below.

A recurring observation across Figures 20 and 21 is that tumbling cases which involve a non-zero 𝜔𝑧0 ,B component

are less challenging to stabilise. Additionally, it was found that the detumbling time rises sharply for all cases with

| |𝝎0,B | | > 8 deg/s, except for single-axis tumbling scenarios with 𝜔𝑧0 ,B . These aspects result from how quickly the

rotational velocity direction, �̂�B , varies as a result of the gyroscopic torque of the sailcraft. The gyroscopic torque

is given by Eq. (7), which reveals a coupling between 𝜔𝑥,B and 𝜔𝑦,B . This means that in the absence of an external

torque, if 𝜔𝑥,B ≠ 0 and 𝜔𝑧,B ≠ 0, then ¤𝜔𝑦,B ≠ 0 and 𝜔𝑦,B will grow. Similarly, if 𝜔𝑦,B ≠ 0 and 𝜔𝑧,B ≠ 0, then

¤𝜔𝑥,B ≠ 0 and 𝜔𝑥,B will grow. This also means that the rotational velocity vector direction is continuously changing in

both these cases. In contrast, ¤𝜔𝑧,B is always zero in the absence of an external torque, meaning that it is decoupled from

𝜔𝑥,B and 𝜔𝑦,B .
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For 𝜔𝑥0 ,B = 𝜔𝑦0 ,B = 0 and 𝜔𝑧0 ,B ≠ 0, the gyroscopic torque is zero and �̂�B remains constant in the absence of an

external torque. During a detumbling manoeuvre, the fixed direction of �̂�B is easily achieved by the ACS (compared

to a time-varying direction). This ensures that 𝜔𝑥0 ,B and 𝜔𝑦0 ,B remain approximately zero and that the gyroscopic

torque does not grow. The constant �̂�B explains why one-axis tumbling scenarios with 𝜔𝑧0 ,B ≠ 0 follow the linear

trend in Figure 20. Additionally, for a given rotational velocity magnitude, a larger 𝜔𝑧0 ,B component (which does not

vary without an external torque) will dominate the rotational velocity direction. This means that the rotational velocity

direction will vary less, which is easier to follow for the ACS. Figure 22a gives the evolution of the rotational velocity

components as a function of time for 𝝎0,B = [0, 0,−12] deg/s, which is an example of the aforementioned case. In this

figure, 𝜔𝑧,B reaches zero linearly and the 𝜔𝑥,B and 𝜔𝑦,B components of the rotational velocity vector remain small.

However, even when 𝜔𝑧,B = 0 at the start epoch, inaccuracies in the ACS torque result in 𝜔𝑧,B ≠ 0 (although

remaining very small), which yields a non-zero gyroscopic torque. If the initially non-zero rotational velocity components

are large enough, the gyroscopic torque may become significant and result in fast oscillations in 𝜔𝑥,B and 𝜔𝑦,B due to

their coupling in Eq. (7). These oscillations then require the controller to quickly change the vane orientations to avoid

a large misalignment between �̂�B and the control torque. For large gyroscopic torques, the ACS may not be able to

follow the quickly changing rotational velocity direction, which would result in a poorer detumbling performance. This

is the case for | |𝝎0,B | | > 8 deg/s (except for 𝝎0,B ∈ 𝑋DT-1 : 𝜔𝑧,B ≠ 0), which results in the deviation from the linear

trend shown in Figure 20. Conversely, it appears that the gyroscopic torque remains small enough for all | |𝝎0,B | | < 8

deg/s, resulting in the linear trend observed in Figure 20. Figure 22b gives the evolution of the rotational velocity

components as a function of time for 𝝎0,B = [12, 0, 0] deg/s, which is an example of the case discussed. In this figure,

𝜔𝑦,B quickly grows from zero due to the large magnitude of 𝜔𝑥,B and a small but non-zero 𝜔𝑧,B quickly after the start

of the propagation. This results in a large gyroscopic torque and fast oscillations in the coupled rotational velocity

components, which is difficult to follow for the controller.

B. Influence of Self-Shadowing Constraint and Reflectance Model

This section investigates the impact of the self-shadowing constraint and the vane reflectance model on the detumbling

time for 2-DoF vanes. The sailcraft initial state is given by the reference orbital case O-1 and initial attitude A-2 from

subsection II.E. Figure 23 gives the detumbling time as a function of the orbital velocity magnitude without and with

the self-shadowing constraint for the SI-SRP and O-SRP models in Figures 23a and 23b respectively. Figure 23a shows

that only a minor reduction in performance occurs with the addition of the self-shadowing constraint for the SI-SRP

model, with an average increase in detumbling time of 0.2%. In contrast, the addition of the constraint results in an

improved performance for the O-SRP model (see Figure 23b) with detumbling times up to 40% faster, and 4% faster on

average. Upon inspection, it appeared that stabilization of one-axis 𝜔𝑧0 ,B ≠ 0 cases is particularly slow for the O-SRP

models without the shadowing constraint, as the controller exposed the back-side of some vanes to produce the necessary
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(a) SI-SRP. (b) O-SRP.

Fig. 23 Detumbling times with and without self-shadowing constraint for the O-1 orbit, an initial attitude A-2,
𝝎0,B ∈ 𝑿DT, s, and the SI-SRP and O-SRP models.

windmill torque. As the back side of the vane has poorer optical properties in the O-SRP model, this results in subpar

detumbling performance. This shows that the optimiser is prone to falling into, and remaining in, a local optimum.

However, this issue does not occur when the self-shadowing constraint is taken into account, resulting in the improved

performance (compared to without the constraint) seen in Figure 23b. The addition of the self-shadowing constraint

permits to better bound the vane angle allocation optimization domain (see Figure 6), which improves the optimiser

performance to obtain the optimal vane angles generating the desired control torque. In conclusion, the self-shadowing

constraint yields only a minimal performance reduction in most cases, and may result in an improved stabilization

efficiency in some scenarios. As self-shadowing would likely be avoided for practical solar-sailing, the self-shadowing

constraint was used for the majority of the subsequent results, as it yields a more realistic vane movement behaviour.

Figure 24 gives the detumbling time as a function of the rotational velocity magnitude for the SI-SRP (yellow),

DI-SRP (blue), and O-SRP (green) models with the self-shadowing constraint, for the orbital case O-1 and initial

attitude A-2. From this figure, it appears that the SI-SRP and DI-SRP result in similar detumbling performance and the

SI-SRP model performs slightly better for some edge cases beyond the linearity regime (| |𝝎0 | | > 8 deg/s). This result is

expected, as the only difference between the SI- and DI-SRP models is that in the SI-SRP model, only one side of the

vane is reflective, whereas in the DI-SRP model, both sides are reflective. Furthermore, the full AMS can be achieved

with a single side of the vane in both cases, meaning that the SI-SRP model has a smaller domain of feasible vane angles

(𝜃𝑖𝑣 and 𝜙𝑖𝑣) with the same performance. This characteristic results in an improved optimiser performance for the vane

allocation algorithm, yielding the slightly better performance in the edge cases shown in Figure 24. Conversely, the

O-SRP models yields detumbling times 20% longer than the SI-SRP case on average, due to its less efficient thrust

generation compared to the idealistic models.

At last, Figure 25 gives the average change in rotational velocity magnitude per orbit during the first six orbits of
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Fig. 24 Detumbling time as a function of the initial
rotational velocity magnitude for the reflectance
models in the O-1 orbit, with the A-2 initial attitude,
with self-shadowing constraint, and 𝝎0,B ∈ 𝑿DT, s.

Fig. 25 Average rotational velocity magnitude
change over one orbit as a function of | |𝝎0,B | | for
the reflectance models in the O-1 orbit, with the
A-2 initial attitude, with self-shadowing constraint,
and 𝝎0,B ∈ 𝑿DT-3c.

propagation for three-axis tumbling cases from 𝑋DT-3c. It can be observed from this figure that the DI-SRP and O-SRP

models are capable of detumbling the sailcraft until rotational velocity magnitudes of 20 deg/s while the SI-SRP was

found to efficient until | |𝝎0,B | | = 26 deg/s in Figure 19. Additionally, it appears that the DI-SRP and SI-SRP capabilities

match for | |𝝎0,B | | < 26 deg/s. The better performance of the SI-SRP model compared to the double-sided models at

larger rotational velocities is the result of its smaller optimization domain, permitting to find the optimal vane angles

more easily.

C. Influence of Orbital Altitude

This section considers the influence of the orbital altitude on the detumbling performance for 2-DoF vanes.

Figure 26 shows the evolution of 𝜔𝑥,B during an attitude stabilization manoeuvre from 𝝎0,B = [0.5, 0.5, 0.5] deg/s and

𝝎0,B = [4, 4, 4] deg/s in Figures 26a and 26b respectively, for the orbital cases O-2 (LEO), O-3 (MEO), and O-4 (GEO)

from Table 4. In all cases, the sailcraft starts from the Sun-pointing attitude A-2 defined in subsection II.E and follows

the SI-SRP reflectance model without self-shadowing constraint. From these figures, it appears that the GEO case is

stabilised the fastest, followed by the MEO and at last the LEO cases. This is explained by the difference in eclipse

duration between the orbital regimes.

The influence of the orbital regime on the detumbling manoeuvre is straightforward in this model, but the effects of

gravity gradient and aerodynamic torques would result in more complex variations. However, both these effects are

expected to be stabilising and more significant in LEO. It is then expected that the difference in detumbling manoeuvre

duration between different orbital regimes would remain significant, but smaller.
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(a) 𝝎0,B = [0.5, 0.5, 0.5] deg/s. (b) 𝝎0,B = [4, 4, 4] deg/s.

Fig. 26 𝝎𝒙,B evolution as a function of time during a detumbling manoeuvre for the orbital cases O-2 (LEO), O-3
(MEO) and O-4 (GEO), with the initial attitude case A-2, the SI-SRP model and the self-shadowing constraint.

Table 7 Degrees of freedom of the vanes in Figure 2 for studied cases.

Vane 1 DoFs Vane 2 DoFs Vane 3 DoFs Vane 4 DoFs
System tag # DoFs 𝑋V1 𝑌V1 𝑋V2 𝑌V2 𝑋V3 𝑌V3 𝑋V4 𝑌V4

D-1 4 ✗ ✓ ✓ ✗ ✗ ✓ ✓ ✗

D-2 6 ✓ ✓ ✓ ✓ ✓ ✓ ✗ ✗

D-3 7 ✓ ✓ ✓ ✓ ✓ ✓ ✗ ✓

D-4 7 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✗

Baseline 8 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

D. Reduced Degrees of Freedom Vane System Performance

This section considers the effect of reduced vane degrees of freedom on the detumbling performance of the vane

system. The systems considered are given in Table 7, which gives the DoF of each vane for all cases. In this table, the

baseline case is the full 2-DoF system considered in previous analyses, and D-1 is the system presented in Reference

[15] to reduce the control complexity compared to the 2-DoF system. Then, all vanes except vane 4 have 2-DoF for

cases D-2, D-3, and D-4, where it has neither control over 𝑋V4 nor 𝑌V4 , control over 𝑌V4 only, and control over 𝑋V4

only, respectively. Lastly, D-5 is a system composed of 𝑋V𝑖
-DoF vanes only. All systems are considered with the initial

state given by orbit O-1 and the attitude A-2 from subsection II.E, with the SI-SRP reflectance model and neglecting

self-shadowing effects.

Figures 27a and 27b give the evolution of the 𝑋B and 𝑍B rotational velocity components as a function of time for

a detumbling manoeuvre from 𝝎0,B = [0.5, 0.5, 0.5] deg/s. From these figures, it appears that the baseline system

reaches stabilization the fastest, followed closely by system D-4 which has no DoF around 𝑌V4 . All other systems

take at least 50% longer to perform the detumbling manoeuvre, with D-2 and D-3 reaching stabilization at similar

epochs. Particularly, system D-1 takes approximately twice as long as the baseline configuration These results align with
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(a) 𝝎𝒙,B . (b) 𝝎𝒛,B .

Fig. 27 𝝎𝒙,B and𝝎𝒛,B evolution as a function of time during a detumbling manoeuvre from𝝎0,B = [0.5, 0.5, 0.5]
deg/s for the systems defined by Table 7, from the O-1 orbit and A-2 initial attitude, the SI-SRP model, and
neglecting self-shadowing effects.

expectations, as systems with more DoF perform better than ones with less DoF. An increased number of DoFs allows a

larger range of vane orientations to be reached, leading to potentially more optimal vane control solutions. Furthermore,

comparing the performance drop of systems D-3 and D-4 compared to the baseline, it appears that one vane losing its

𝑋V𝑖
rotational DoF (D-3) results in a significantly worse performance than the same vane losing its 𝑌V𝑖

(D-4). This

comes from the way a vane-based ACS generates a torque around 𝑋B or 𝑌B compared to around 𝑍B . While, torques

around 𝑋B or 𝑌B are obtained from an asymmetry between two opposite vanes (vane pairs 1+3 and 2+4 in Figure 2),

the torque around 𝑍B is given by the sum of the contributions from each vane. Particularly, if vane 4 is only capable

of rotating around its 𝑌V4-axis, it is never capable of producing a torque around the 𝑍B-axis. However, if it is only

capable of rotating around its 𝑋V4 -axis, the vane can both generate a torque around 𝑍B and a torque around 𝑋B through

asymmetry with vane 2. Therefore, the set of attainable torques around 𝑋B remains approximately unchanged if at least

one of the vanes of the pair (vane 2 or 4) can orient itself with respect to the other vane. In contrast, the maximum

achievable torque around 𝑍B decreases by 25% if one of the four vanes loses its 𝑋V𝑖
DoF. This also explain the similar

performance of systems D-2 and D-3, as both are unable to generate a torque around 𝑍B from vane 4, and system D-2 is

capable of producing a suitable 𝑋B torque by adjusting the orientation of vane 2 compared vane 4 which is fixed.

For practical solar-sailing purposes, the full 2-DoF vane system (baseline system) has demonstrated a superior

performance and is robust to malfunctions of single vanes. That is, the configuration is still capable of detumbling

the sailcraft under complete or partial failure of one vane (systems D-2, D-3, and D-4) despite a reduced performance.

Therefore, the added control complexity of the system is justified.
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Fig. 28 Rotational velocity magnitude as a function of the collision geometry for a 1 mm diameter debris
colliding with the tip of the 𝑋B boom at | |𝒗𝒑 | | = 10 km/s.

VI. Detumbling after a Hypervelocity Impacts
This section links the results from the previous analyses to the specific case of a hypervelocity impacts with a

supporting boom of the sail. Space debris considered are assumed to be spherical and made of aluminium with a density

of 2,700 kg/m2. Eqs. (16), (17), and (18) were iterated upon for momentum enhancement factors in 𝛽𝐸 = {1, 2, 3, 4, 5},

projectile diameters in 𝑑𝑝 = {10−7, 10−6, . . . 10−2, 10−1} m, and projectile velocity magnitude (in the body-fixed frame)

of | |𝒗𝑝,B | | ∈ [1; 20] km/s. All collisions are assumed to occur at the boom tips, as this results in the largest moment

arm and associated attitude disturbance, but these results scale linearly with the projectile moment arm. Additionally,

although micrometeoroids can reach impact velocities up to 70 km/s, the majority of them are much less massive than

space debris and would not result in a significant disturbance of the attitude dynamics [24]. Therefore, micrometeoroids

have been neglected.

Figure 28 gives the rotational velocity magnitude disturbance as a function of the collision geometry in terms

of the zenith (𝜃𝑝,B) and azimuth (𝜙𝑝,B) angles in the body-fixed frame. All collisions are considered at the boom

tip for | |𝒗𝑝 | | = 10 km/s and a momentum enhancement factor of 5. Additionally, contour curves of 𝜔𝑧,B are given.

From Figure 28, it is observed that larger rotational velocity magnitudes are reached in head-on collisions, resulting

in non-zero 𝜔𝑥,B or 𝜔𝑦,B components. This is expected, as the mass moment of inertia around the 𝑍B axis is twice

as larger as around the 𝑋B and 𝑌B axes. Combining this observation with the conclusion from subsection V.A that

rotational velocities in the 𝑋B-𝑌B plane are more difficult to stabilise, these results highlight the vulnerability of

solar-sails enduring head-on collisions.

Figure 29 gives the rotational velocity magnitude as a function of the projectile linear momentum for collisions at

the boom-tip and momentum enhancement factors between 1 and 5. In this figure, the significance level associated with

the ACS controller termination condition in Eq. (20) is given by the dashed line, and the dotted-line gives the maximum
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Fig. 29 Rotational velocity magnitude as a func-
tion of the projectile linear momentum for a head-
on collision at the boom-tip.

Fig. 30 Linear momentum as a function of the
particle mass and velocity.

rotational velocity magnitude which can be stabilised using SI-SRP vanes. Additionally, Figure 30 gives the projectile

linear momentum as a function of its mass and velocity. In this figure, the minimum significance level (from 𝛽𝐸 = 5)

and the range maximum projectile linear momentum (for 1 ≤ 𝛽𝐸 ≤ 5) which can be tackled by the SI-SRP controller,

are also given. Particularly, the range in the latter represents the uncertainty in the effect of the collision on the sailcraft

attitude dynamics. From Figures 29 and 30, it appears that the momentum enhancement factor of the collision has a

significant impact on whether the ACS would be able to recover the sail attitude. For a collision velocity of 10 km/s, the

maximum projectile diameter which can be handled by the ACS in the context of an HVI varies from 0.55 mm to 0.94

mm depending on the momentum enhancement factor at play. Furthermore, from Figure 30, it appears that all projectiles

larger than 5 mm diameter would result in a tumbling scenario which cannot be handled by the sail. Nevertheless, less

than 10−3% of the impactors have a characteristic size larger than 1 mm in the orbital region of the ACS3 mission,

which is similar to Envisat’s orbit discussed in Reference [24]. Additionally, the extremely large rotational velocities

predicted for these debris sizes indicates the limitations of the rigid plate model used in Eq. (16). Collisions with such

debris would likely yield a partial destruction of the boom, which would result in a smaller tumbling velocity. In these

scenarios, whether the sail can be recovered after the collision would depend on the state of the structure.

It must be noted, that the results presented in this section assume an impact on a boom rather than the sail, as no

momentum transfer would occur during a collision with the sail foil. This means that the probability of collision with

one of the booms is very small in comparison to the sail material. Particularly, they only cover approximately 1% of the

spacecraft cross-sectional area of the ACS3 spacecraft [25]. Therefore, it can be concluded that a collision with a boom

presents a high risk, but the probability of this risk is relatively low. Additionally, collisions with space debris ranging

from 10−10 kg (at 20 km/s) up to 10−6 kg (at 5-10 km/s) would be significant enough to cause an attitude disturbance

which can be handled by the vane-based ACS.
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VII. Conclusion
This paper studied the post-collision tumbling dynamics and attitude control retrieval of solar-sails by analysing the

effects of the tumbling dynamics of a solar-sail on its orbital dynamics, and assessing the capability of a state-of-the-art

vane-based attitude control system to retrieve attitude control.

The effect of tumbling dynamics on the sail’s orbit depends on the direction of the rotational velocity vector in the

body-fixed frame, but not on its magnitude. For an initially Sun-pointing sailcraft, the tumbling motion results in a

slower eccentricity growth than for a continuously Sun-pointing sail, but which could still result in the re-entry of the

spacecraft. Furthermore, the orbital deviations are larger at higher altitudes and in orbits with smaller eclipse time, but

also for sails with more efficient sail reflectance properties. On the short-term, an initially Sun-pointing sail in tumbling

motion can be modelled as a Sun-pointing sail of the same mass with 42.44% of the reflective area. On the long-term,

the motion of the Earth around the Sun results in deviations from this model.

A vane system composed of four 2-degrees-of-freedom vanes is capable of detumbling an ACS3-like sailcraft from

rotational velocities up to 26 deg/s with ideally reflective vanes, and up to 20 deg/s for realistic sail foil reflective

properties. For rotational velocity magnitudes below 8 deg/s, the vane system is capable of stabilising the sail craft at a

rate of 2 deg/s per day. For higher rotational velocities, the detumbling time grows non-linearly. Additionally, rotational

velocities in the sail plane are the most challenging to stabilise due to the coupling of the rotational velocity components

around the body-fixed 𝑋B and 𝑌B . The system is robust to the failure of a single vane and to environmental effects, with

the eclipse time being the only environmental aspect affecting the system performance, resulting in a down-time.

The vane system can stabilise a sailcraft after a hypervelocity impact with a projectile linear momentum up to 0.13

kgm/s. Particularly, head-on collisions result in the largest attitude disturbance and yield rotational velocities in the sail

plane, which are the most difficult to detumble. The vane system is not capable of stabilising the sail after collisions

with debris heavier than 0.1 g (4 mm diameter aluminium sphere) at 5 km/s. However, these would likely result in a

severe failure of the boom and whether the sail can retrieve control in these cases would depend on the damage made to

the structure.

Appendix: Derivation of Vane Coefficients Transformation
The non-dimensionalized truncated Fourier functions for the AMS ellipse coefficients derived for vane 1 from

Figure 2 can be generalized to the ith vane and dimensionalized. For vane 1, 𝑇𝑥,B ≈ 0, meaning that 𝑇𝑦,B is the complete

torque acting in the sail plane. Renaming 𝑇𝑦,B as 𝑇𝑥𝑦,B , it can be written that,

𝑇𝑥,B = sin
(
−𝜃𝑧,B

)
𝑇𝑥𝑦,B (47a) 𝑇𝑦,B = cos

(
−𝜃𝑧,B

)
𝑇𝑥𝑦,B (47b)

where 𝜃𝑧,B is the angle of rotation along the 𝑍B axis such that 𝑹𝑧 (𝜃𝑧,B) = 𝑅𝑖
𝑉𝐵

for a given vane. Additionally,

when considering the ith vane compared to vane 1, the relative sunlight vector in the ith vane-centered reference frame
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will be different,

𝒏𝑠,V𝑖
= 𝑹V𝑖V1𝒏𝑠,V1 = 𝑹V𝑖B𝒏𝑠,B , (48)

where it was used that B has the same orientation as V1 (see Figure 2). This implies that 𝛼𝑠,V𝑖
and 𝛽𝑠,V𝑖

should be

used when evaluating the non-dimensional truncated Fourier functions F �̃�−�̃�
𝑡𝑟 for the ith vane. Eq. (23) can then be

rewritten as,

�̃�𝑥𝑦,𝑖

(
𝑇𝑥𝑦,B

)2 + �̃�𝑥𝑦,𝑖𝑇𝑥𝑦,B𝑇𝑧,B + �̃�𝑥𝑦,𝑖

(
𝑇𝑧,B

)2 + �̃�𝑥𝑦,𝑖𝑇𝑥𝑦,B + �̃�𝑥𝑦,𝑖𝑇𝑧,B + �̃�𝑥𝑦,𝑖 = 0, (49)

where �̃�𝑥𝑦,𝑖 → �̃�𝑥𝑦,𝑖 = F �̃�
𝑡𝑟 (𝛼𝑠,V𝑖

, 𝛽𝑠,V𝑖
) → F �̃�

𝑡𝑟 (𝛼𝑠,V𝑖
, 𝛽𝑠,V𝑖

) are the six non-dimensional ellipse coefficients.

Assuming 𝜃𝑧,B ≠ 𝑘𝜋 for 𝑘 ∈ Z and substituting Eq. (47a) in Eq. (49) yields (dropping the B subscripts for brevity),

�̃�𝑥𝑦,𝑖

sin2 (
−𝜃𝑖𝑧

)𝑇2
𝑥 +

�̃�𝑥𝑦,𝑖

sin
(
−𝜃𝑖𝑧

)𝑇𝑥𝑇𝑧 + �̃�𝑥𝑦,𝑖𝑇
2
𝑧 +

�̃�𝑥𝑦,𝑖

sin
(
−𝜃𝑖𝑧

)𝑇𝑥 + �̃�𝑥𝑦,𝑖𝑇𝑧 + �̃�𝑥𝑦,𝑖 = 0,

⇔ �̃�𝑥𝑦,𝑖︸︷︷︸
=�̃�𝑥,𝑖

𝑇2
𝑥 + �̃�𝑥𝑦,𝑖 sin

(
−𝜃𝑖𝑧

)︸            ︷︷            ︸
=�̃�𝑥,𝑖

𝑇𝑥𝑇𝑧 + �̃�𝑥𝑦,𝑖 sin2 (
−𝜃𝑖𝑧

)︸              ︷︷              ︸
=�̃�𝑥,𝑖

𝑇2
𝑧 + �̃�𝑥𝑦,𝑖 sin

(
−𝜃𝑖𝑧

)︸             ︷︷             ︸
=�̃�𝑥,𝑖

𝑇𝑥 + �̃�𝑥𝑦,𝑖 sin2 (
−𝜃𝑖𝑧

)︸              ︷︷              ︸
=�̃�𝑥,𝑖

𝑇𝑧 + �̃�𝑥𝑦,𝑖 sin2 (
−𝜃𝑖𝑧

)︸              ︷︷              ︸
=�̃�𝑥,𝑖

= 0.

The �̃�𝑥,𝑖 − �̃�𝑥,𝑖 coefficients are the non-dimensional ellipse coefficients of the 𝑇𝑥,B − 𝑇𝑧,B AMS of the ith vane.

These coefficients are only valid if the vane is able to generate a 𝑋B torque, that is, if the vane is not on along the

𝑋B-axis (𝜃𝑖𝑧 ≠ 𝑘𝜋). Similarly, assuming that 𝜃𝑧,B ≠ 𝜋
2 + 𝑘𝜋 for 𝑘 ∈ Z and substituting Eq. (47b) in Eq. (49) yields

(dropping the B subscripts for brevity),

�̃�𝑥𝑦,𝑖

cos2 (
−𝜃𝑖𝑧

)𝑇2
𝑥 +

�̃�𝑥𝑦,𝑖

cos
(
−𝜃𝑖𝑧

)𝑇𝑥𝑇𝑧 + �̃�𝑥𝑦,𝑖𝑇
2
𝑧 +

�̃�𝑥𝑦,𝑖

cos
(
−𝜃𝑖𝑧

)𝑇𝑥 + �̃�𝑥𝑦,𝑖𝑇𝑧 + �̃�𝑥𝑦,𝑖 = 0,

⇔ �̃�𝑥𝑦,𝑖︸︷︷︸
=�̃�𝑦,𝑖

𝑇2
𝑥 + �̃�𝑥𝑦,𝑖 cos

(
−𝜃𝑖𝑧

)︸             ︷︷             ︸
=�̃�𝑦,𝑖

𝑇𝑥𝑇𝑧 + �̃�𝑥𝑦,𝑖 cos2 (
−𝜃𝑖𝑧

)︸              ︷︷              ︸
=�̃�𝑦,𝑖

𝑇2
𝑧 + �̃�𝑥𝑦,𝑖 cos

(
−𝜃𝑖𝑧

)︸             ︷︷             ︸
=�̃�𝑦,𝑖

𝑇𝑥 + �̃�𝑥𝑦,𝑖 cos2 (
−𝜃𝑖𝑧

)︸              ︷︷              ︸
=�̃�𝑦,𝑖

𝑇𝑧 + �̃�𝑥𝑦,𝑖 cos2 (
−𝜃𝑖𝑧

)︸              ︷︷              ︸
=�̃�𝑦,𝑖

= 0.

The �̃�𝑦,𝑖 − �̃�𝑦,𝑖 coefficients are the non-dimensional ellipse coefficients of the 𝑇𝑦,B − 𝑇𝑧,B AMS of the ith vane. At

last, an arbitrary ellipse of the form 𝐴0𝑥
2 + 𝐵0𝑥𝑦 +𝐶0𝑦

2 + 𝐷0𝑥 + 𝐸0𝑦 + 𝐹0 = 0 can be stretched by constants 𝜆𝑥 and 𝜆𝑦

along both 𝑥 and 𝑦 respectively using,

𝑥𝑠 = 𝜆𝑥𝑥, (50a) 𝑦𝑠 = 𝜆𝑦𝑦. (50b)

Substituting Eq. (50) in the general Cartesian ellipse equation yields,
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𝐴0

𝜆2
𝑥

𝑥2
𝑠 +

𝐵0
𝜆𝑥𝜆𝑦

𝑥𝑠𝑦𝑠 +
𝐶0

𝜆2
𝑦

𝑦2
𝑠 +

𝐷0
𝜆𝑥

𝑥𝑠 +
𝐸0
𝜆𝑦

𝑦𝑠 + 𝐹0 = 0,

⇔ 𝐴0𝜆
2
𝑦︸︷︷︸

𝐴𝑠

𝑥2
𝑠 + 𝐵0𝜆𝑥𝜆𝑦︸   ︷︷   ︸

𝐵𝑠

𝑥𝑠𝑦𝑠 + 𝐶0𝜆
2
𝑥︸︷︷︸

𝐶𝑠

𝑦2
𝑠 + 𝐷0𝜆𝑥𝜆

2
𝑦︸   ︷︷   ︸

𝐷𝑠

+ 𝐸0𝜆
2
𝑥𝜆𝑦︸   ︷︷   ︸

𝐸𝑠

+ 𝐹0𝜆
2
𝑥𝜆

2
𝑦︸  ︷︷  ︸

𝐹𝑠

= 0.
(51)

Putting everything together with 𝜆𝑥 = 𝜆𝑦 = 𝜆𝑖 =

(
𝑆𝑖
𝑣𝑊 | |𝒓𝑂V𝑖

,B | |
𝑐

)
yields Eqs. (26).
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4
Conclusion and Recommendations

This thesis aimed to determine the effects of a tumbling motion on the orbital dynamics of solar-sails, and

to assess the capability of a state-of-the-art vane system controller to regain attitude control. Additionally,

the specific case of hypervelocity impacts causing a disturbance in the attitude dynamics was considered.

First, Section 4.1 provides answers to the research questions formulated at the end of the literature review

in Section 2.4. Then, Section 4.2 presents recommendations for future research in this field.

4.1. Conclusions
The conclusions on the work performed are presented by answering each research question separately,

and then reflecting on the original research objective. The research questions from Section 2.4 were the

following:

A) What is the effect of the tumbling motion on the sail trajectory ?

The sailcraft moves away from its nominal orbit as a result of the tumbling dynamics, however, this

effect is best compared to the cases of a continuously edge-on or Sun-pointing sailcraft. In the

edge-on scenario, the sailcraft does not experience any SRP acceleration and remains in its initial

orbit. In contrast, a continuously Sun-pointing sailcraft experiences an approximately constant SRP

acceleration throughout its orbit, which results in an eccentricity growth. On the long-term, this

eccentricity growth could result in a re-entry of the spacecraft if the initial orbit is low enough. For an

initially Sun-pointing sailcraft, the net effect of the tumbling dynamics on the sailcraft trajectory is to

reduce the impact of the SRP force with respect to the continuously Sun-pointing case. This reduction

is independent of the rotational velocity magnitude, but depends on the rotational velocity direction in

the body-fixed frame on the long-term. On the short-term (up to 10 days), the effect of tumbling is

independent of both the rotational velocity direction and magnitude, under the assumption that the

attitude motion is significantly faster than the orbital motion. The deviations from the initial orbit can

be quantified using an orbit similar to the Advanced Composite Solar-Sail System (ACS3) mission, a

near-polar (inclination of 98◦) and near-circular (eccentricity of 0.004) orbit at 1,000 km altitude, and

a sail which specularly reflects photons on both of its sides. In this scenario, the sailcraft pericenter

and apocenter altitudes decreased and increased by approximately 48 km on average (from 43 to

53 km) respectively after 30 days. Conversely, the same sailcraft in a continuously Sun-pointing

orientation in the same orbit would experience pericenter and apocenter deviations of the order of

-120 km and +120 km, respectively, over the same period of time. Note in both cases these deviations

result from the orbital eccentricity growth, as the semi-major axis only increases by a few kilometres

in both cases. Furthermore, neither case results in significant orbital plane changes. Sensitivity

studies revealed that larger deviations from the initial orbit result for orbital regions with a weaker

gravitational attraction (higher altitudes) and shorter eclipse times (higher altitudes, different RAANs

for sun-synchronous orbits, and so on). Additionally, sails with more efficient reflective properties

result in larger deviations. On the short-term, the overall effect of the tumbling dynamics can be

modelled as a Sun-pointing sailcraft with a sail area reduced by 57.56% (≈ 1− 4
3π ) and the same

spacecraft mass. On the long-term, the movement of the Earth around the Sun causes a rotation of

the local sunlight direction, which changes the direction of the tumbling axis with respect to the local

sunlight, resulting in deviations from this simplified model.
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B) Under which tumbling conditions is the attitude control recovery achievable using a vane-based

attitude control system?

A vane-based ACS consisting of four actuated tip-vanes with 2 rotational degrees-of-freedom each

was found to be capable of detumbling an ACS3-like solar-sail for rotational velocity cases up to 26

deg/s (three-axis) for single-sided ideally reflective vanes, and 20 deg/s for vanes having the reflective

properties of the ACS3 sail foil material. Note that these values are very large with respect to the

maximum turning rate of state-of-the-art solar-sails, as the ACS3 spacecraft can only perform 0.5

deg/s rotation manoeuvres with its ACS [143]. The 26 deg/s threshold was determined by considering

the average performance of the vane system over six orbits and assessing whether the rotational

velocity magnitude decreases over each orbit. Additionally, the complete detumbling manoeuvre was

studied for rotational velocity magnitudes up to 15 deg/s in magnitude, considering one-, two-, and

three-axis cases in the body-fixed frame. Over this range, some tumbling scenarios were found to be

significantly more challenging to stabilise than others. Particularly, rotational velocities which quickly

change direction are the most difficult to detumble as the vane system struggles to follow the optimal

detumbling torque direction, which also quickly changes. Such fast changes in rotational velocity

direction are the result of the coupling between the XB and YB rotational velocity components in

the attitude equations of motion of a rigid sailcraft. Therefore, rotational velocities in the sail plane

(with components around the XB and YB body axes only) result in the longest observed detumbling

manoeuvre durations. In contrast, rotational velocities around the sail surface normal are significantly

easier to stabilise as the ZB component is decoupled, which that the rotational velocity direction

is fixed in inertial space, and the attitude control system can follow the optimal detumbling torque

direction more easily.

i) Is a robust back-up attitude control system necessary to recover attitude control after such

collision ?

Whether a robust ACS is necessary to recover the attitude control of a tumbling sailcraft

depends on the likelihood of the occurrence of an attitude disturbance (hypervelocity impact or

not) resulting in an attitude disturbance larger than 26 deg/s (20 deg/s for the realistic reflectance

model). Considering hypervelocity impacts, the 26 deg/s threshold is equivalent to a head-

on collision with a space debris or meteoroid having a linear momentum of 0.13 kgm/s and

impacting at one of the booms’ tips with a momentum enhancement factor of 5. This linear

momentum is equivalent to a 1.66 mm diameter aluminium space debris impacting the sail at

a relative velocity of 20 km/s. However, a head-on collision at the boom tip and a momentum

enhancement factor of 5 is the absolute worst case scenario and is unlikely for most missions.

Mission designers should therefore carefully consider the likelihood of hypervelocity impacts

and derive a probability distribution of the resulting attitude disturbance based on the debris

flux in the mission target orbit. This information then permits them to trade-off the risk of a

hypervelocity impact which cannot be recovered by the vane-based ACS and the cost of the

supplementary robust ACS. Furthermore, the rigid plate model used to determine the attitude

disturbance resulting from a hypervelocity impact becomes invalid for projectiles with very large

linear momentum. Collisions with such particles would likely result in a partial failure of the

boom, rather than result in a large momentum transfer of the sail. In these cases, determining

whether the attitude recovery of a sailcraft is achievable depends on both the damage to the

boom, and the momentum transfer resulting from the impact.

ii) How long does it take to retrieve attitude control from an initially tumbling state ?

Larger rotational velocities result in longer detumbling times. For initial rotational velocity

magnitudes up to 8 deg/s, the vane-based ACS stabilises the sailcraft at a rate of 2 deg/s per

day for ideally reflective vanes, and 1.3 deg/s per day for vanes having the reflective properties

of the ACS3 foil. While this linear behaviour continues for larger rotational velocities for initial

rotational velocities around the sail surface normal (ZB), the detumbling time grows non-linearly

for ||ω0,B|| >8 deg/s for all other tumbling cases. The non-linear behaviour is a result of the
quickly changing rotational velocity direction resulting from the coupling between the XB and

YB rotational velocity components mentioned above. For ideally reflective vanes, a maximum

detumbling time of 20 days was reached for a rotational velocity of 15 deg/s in the sail plane,

which is the worst case tumbling geometry mentioned above.
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iii) What parameters influence the recovery time the most ?

The sensitivity of the detumbling performance with respect to the orbital regime, the reflectance

properties of the sail, and the degrees-of-freedom of the sail was analysed. First, the detumbling

performance was considered in equatorial near-circular (eccentricity of 0.004) orbits with altitudes

of 1,000 km (LEO), 10,000 km (MEO), and 36,000 km (GEO). This test case showed that the

eclipse time has a major impact on the length of the stabilisation manoeuvre, as the system

cannot generate any torque during an eclipse. Therefore, eclipses result in a down-time of

the ACS and stabilisation manoeuvres are shorter in GEO (where the spacecraft does not

experience eclipse times) than in LEO. Second, the capabilities of the vane system are severely

impacted by the vane optical characteristics. Vanes having the reflective properties of the

ACS3 sail foil result in a 30% increase of the detumbling time on average with respect to ideally

reflective vanes. At last, reducing the number of degrees of freedom of the vane system was

found to have a direct impact on the detumbling performance. Particularly, the system presented

by Wie [179], which has four degrees-of-freedom (two XV -DoF and two YV -DoF vanes), takes

about twice as long as the full 2-DoF system to stabilise a ω0,B = [0.5, 0.5, 0.5] deg/s tumbling
scenario. Additionally, the full 2-DoF system is robust to the complete failure of one of its vanes.

This means that if one of the four vanes of the system were to lose its two degrees-of-freedom

and remain fixed in the body-fixed frame, the vane system would still be able to detumble the

sailcraft, although with a significantly reduced performance.

C) What collision geometries are the most difficult to recover from ?

Considering an initially inertially non-rotating sail, a head-on collision at a boom’s tip would result in

the largest sailcraft tumbling motion. This is a result of the smaller mass moment of inertia of the

sail around its in-plane body axes (XB and YB). In such collision geometry, the projectile velocity

vector is perpendicular to the sail plane, resulting in a sailcraft rotational velocity in the sail plane. As

mentioned above, these tumbling scenarios are also the most difficult to stabilise due to the coupling

between the XB and YB rotational velocity components. In this configuration, the maximum mass of

the debris which could be stabilised by the system for a collision at 5 km/s is of the order of 0.1 g (or

a 4 mm diameter aluminium sphere). However, note that the tumbling dynamics described in this

thesis would only occur from a hypervelocity impact in case of a collision with a boom, as a collision

with the sail foil would result in a negligible momentum transfer due to its very small thickness (2.115

µm for the ACS3 [118]). As the booms represent approximately 1% of the sail cross-sectional area,

collisions of large debris with a boom presents a high risk with a low probability for the sailcraft

survivability. Additionally, less than 10−3% of the impactors have a characteristic size larger than 1

mm in the orbital region of the ACS3 mission [230].

The research objective of this thesis was to characterise the effect of a high-energy on-orbit debris/solar-

sail collision with orbital debris on the sailcraft attitude and trajectory dynamics and assess the capability

of an actuated tip-vane system to retrieve attitude control from a tumbling state. Based on the answers of

the above research questions, this research objective has been met and showed that the detumbling of a

sailcraft using the a, actuated tip-vanes system is possible up to some extent. This also disproves the

statement from Wie et al. [199] that propellantless attitude control system cannot be used to recover a sail

from a tumbling state, as it was shown that it is at least possible to do so with actuated tip-vanes.

4.2. Recommendations and Future Work
A number of recommendations on future work to be performed in the field are given in this section. These

are divided into work related to the dynamical model in Section 4.2.1, recommendations regarding improving

the vane controller performance in Section 4.2.2 and future research using the vane system controller from

this thesis in Section 4.2.3.

4.2.1. Dynamical Model
A relatively simple dynamical model including solely the central gravity field and SRP accelerations, and

the SRP torques, was used throughout this thesis. Future work should consider a higher-fidelity model of

the near-Earth space environment, focusing specifically on perturbing torques such as the gravity gradient

and aerodynamic (in LEO) torques. These perturbing torques are particularly important when considering

the detumbling manoeuvres performance. Additionally, including other major orbital perturbations (like
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Earth’s oblateness, atmospheric drag, and third-body accelerations) would permit to assess how the orbital

deviations resulting from the tumbling motion compare to those from these other forces.

As the number of artificial objects in Earth orbit continues to rise, a deeper understanding of hypervelocity

impact dynamics on complex aerospace structures is becoming increasingly more important. Particularly,

better knowledge of the momentum enhancement factor at play during one of these collisions with the

composite booms of the ACS3 mission would permit to better pinpoint what kind of debris result in collisions

which cannot be recovered from by the vane-based attitude control system. Such knowledge would then

better aid mission designers in their trade-off on whether a robust attitude control system should be included

on-board of the spacecraft, for example. Additionally, better knowledge of the hypervelocity impact at play

would permit to assess on which cases a boom would be significantly damage.

4.2.2. Vane System Controller
The vane controller developed for this thesis extended the work performed by Choi and Damaren [270]

to include non-ideal reflectance models of the vanes, a self-shadowing constraint, and variations in the

number of degrees-of-freedom of each vane. However, there remains a number of aspects which can be

tackled to improve the controller performance. Some of these are listed below in no particular order:

• A more computationally efficient method to describe the 1-DoF vane attainable moment set, similar

to the ellipse approach for the 2-DoF could be developed. This would be particularly valuable if such

vane controller is envisioned to run on-board of a sailcraft.

• The controller performance can be enhanced by further preventing the occurrence of sudden large

changes in vane angles from one controller call to the other. These large jumps reduce the efficiency

of the system due to the time taken by the vane to rotate to the new orientation.

• Determining under which conditions the controller tends to fall into local minima and further preventing

these occurrences.

• Tuning the controller tolerances (such as under what conditions the vane angles are updated) to

improve its performance on tumbling cases close to the 26 deg/s threshold. The controller tolerances

used throughout this thesis were obtained from tuning its performance on a tumbling case defined by

ω0,B = [0.5, 0.5, 0.5] deg/s, which is very far from the maximum capabilities of the controller, but was

necessary due to the high computational cost of propagations with large initial rotational velocities

4.2.3. Future Research
Future research on the use of the vane system controller developed throughout this work could include

further sensitivity analyses related to the maximum vane speed, the domain of permissible orientations of

each vane, the relative size of the vanes compared to the sail, the initial orientation of the sailcraft, and the

vanes shapes, among others. Additionally, the controller was assumed to have a perfect knowledge of the

sail position and orientation in inertial space, and of the material reflective properties. Therefore, studying

the performance of the controller as a result of an imperfect knowledge of these aspects is fundamental if

the controller is to be used on-board of a sailcraft in the future. Additionally, the probability of a hypervelocity

impact was not considered in this thesis. However, an assessment of which collision geometries and

projectile linear momentum are most likely in a given orbit would help to better contextualise the capabilities

of the vane system with respect to hypervelocity impacts. At last, the capabilities of other propellantless

attitude control systems to detumble a sailcraft should be investigated such that the most promising system

can be selected for future solar-sailing missions.
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A
Software Verification

This appendix provides key aspects of the verification process of the software developed for the thesis.

For brevity, this chapter focuses on system-level tests, although numerous unit-level tests were performed

throughout the project and any identified deficiencies have been corrected. Unit-tests of key functionalities

of the software are also briefly mentioned, such as the self-shadowing constraint and the optical reflection

law. It is noted that the TU Delft Astrodynamics Toolbox (TUDAT) used as the backbone of this research has

been fully verified and has a history of being used by students and researchers in astrodynamics research,

meaning that its verification has not been necessary. Therefore, the orbital and attitude propagators,

integrators, interpolators, and so on, used in this work have not been unit-tested individually, but system-

and acceptance-level tests were performed to ensure that these tools were used appropriately.

No validation of the code could be performed, as the attitude control system considered in this thesis

has never been flown before, and no reliable dataset on the attitude dynamics of solar-sails could be

accessed.

A.1. Unit-Level Tests
Among the many unit tests performed to verify the code functionalities, two are highlighted below. The

verification of the new reflection law implemented in the C++ libraries of TUDAT is described in Sec-

tion A.1.1, and the verification of the novel self-shadowing constraint developed in this thesis is discussed

in Section A.1.2.

A.1.1. Reflectance Model
The reflectance model given in Eq. (3.16) was implemented in TUDAT and exposed to TUDATpy for this

thesis. A thorough verification of the reflection law was performed by considering a single panel with

different orientations at different points in a heliocentric orbit with an isotropic point source model for the

Sun, and comparing the obtained values with ones computed manually. Once the new functionality was

completely integrated, a regression test was performed by running all the tests of the TUDAT libraries

to ensure that the addition of the new reflection law did not impair the functionality of other parts of the

program.

A.1.2. Self-shadowing Constraint
The self-shadowing constraint described in the paper was tested comparing the output of the algorithm,

which specifies where a vane is inside the shadow of the sailcraft or casts shadow on it, through visualisation

checks. The convex hull of the infinite parallelepiped created by the sailcraft surface and the local sunlight

direction was displayed with the position of the nodes of the meshed sides of vane 1. Twenty vane

orientation for various Sun cone- and clock-angles were considered, permitting to conclude that the

self-shadowing constraint functions as expected.

A.2. System-Level Tests
A number of system-level tests were performed on different aspects of the software to ensure that it works

correctly. Particularly, Section A.2.1 considers the entire the attitude segment of the software, Section A.2.2

examines the attainable moment set computation, Section A.2.3 considers the complete vane system

122
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(a) Software developed in this thesis. (b) Example from Aghili [271].

Figure A.1: Detumbling manoeuvre of a spacecraft with the inertia tensor from Eq. (A.1) and initial

rotational velocity of Eq. (A.2).

controller segment of the software, and subsections A.2.4 and A.2.5 consider the link between the SRP

force and torque and the attitude and orbital dynamics.

A.2.1. Time-Optimal Detumbling Torque
The time-optimal detumblingmanoeuvre presented by Aghili [271] is reproduced to verify the implementation

of the optimal torque direction, and ensure that the attitude dynamics behave as expected. The detumbling

torque is imposed through the custom torque interface in TUDATpy, meaning that it is not directly generated

by the vanes, but is applied directly to the spacecraft. Considering a three-axis (in the body-fixed frame)

initial rotational velocity, this test then permits to verify the complete attitude dynamics part of the software.

The case described by Aghili [271] is given as follows,

IB =

 1 0.5 −1

0.5 2 1

−1 1 5

 , (A.1) ω0,B =

0.51.0

0.2

 rad/s, (A.2)

with a maximum detumbling torque magnitude of 0.2 Nm. Figure A.1 gives the detumbling torque and

rotational velocity of the spacecraft as a function of time, from the software developed in this thesis

(Figure A.1a) and the study from Aghili [271] (Figure A.1b). From these figures, it appears that the

detumbling torque and attitude dynamics match very closely.

A.2.2. Attainable Moment Set Computation
The derivation of the 2-DoF Attainable Moment Set (AMS) of the vanes of the system is a key part of the

torque allocation algorithm of the vane system controller. The overall concept of the method was first

presented by Choi and Damaren [270], which provides a number of graphs of the construction of the AMS.

Figure A.2 provides the AMS obtained in this thesis for the single-ideal SRP model with αs,B = 0◦ and
βs,B = 0◦, and the final graph from Choi and Damaren [270]. The linestyles of the different ellipses match

between the figures, such that the convex hull (Vane 1 convex Hull), the fitted ellipse (Vane 1 Ellipse

Fitz.), the optimised ellipse (Vane 1 Ellipse Interior), and the Fourier ellipse (Vane 1 F.Series Ellipse) of

the AMS are given. In both figures, the torque achievable by vane 1 is non-dimensionalised, but Choi and

Damaren [270] also normalized it such that the torques considered remain between -1 and 1. This explains

the factor 2 difference between Figures A.2a and A.2b. Nevertheless, it appears from these figures that

the constructed ellipses match closely. Combined with the unit tests performed for each element of the

construction of the Fourier ellipse, Figure A.2 confirms that the AMS derived is correct.

Furthermore, a novel 1-DoF AMS formulation was derived in this work, and could not be compared to

previous literature. Therefore, the cubic splines representing the 1-DoF AMS of vane 1 for both a rotational

degree of freedom around XV1 and YV1 , were compared to 1,000 numerical points belonging to the AMS,
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(a) AMS for vane 1 in this thesis. (b) AMS representation in [270].

Figure A.2: Attainable moment set shape for the SI-SRP model and (αs,B, βs,B) = (0, 0) from this work

and from Choi and Damaren [270].

Table A.1: Expected and numerical SRP acceleration and torque for the SI-SRP model.

Variable Expected value Numerical value

Sail SRP acceleration [m/s/s] 5.36959e-5 5.369934e-5

Vane SRP torque [Nm] 6.851043e-6 6.851664e-6

showing a good match between the two.

A.2.3. Complete Vane System Controller
A test of the complete vane system controller was performed by requesting the eight vane angles solution;

two angles per vane in the 2-DoF case, for a desired torque of TB = [10; 10; 10] Nm. This torque lies

outside the capabilities of the vane system, meaning that it is automatically scaled down such that the

resultant torque direction is conserved. This property was indeed observed. Figure A.3 gives the numerical

AMS of vane 4 for αs,B = 75◦ and βs,B = 45◦ for two configurations: all vanes have two rotational DoFs
(Figure A.3a) and all vanes have 2 rotational DoFs except vane 4 which can rotate only around its XV4

axis (Figure A.3b). In these figures, the orange line is the AMS of the vane if it only has a DoF around

XV4
, the blue line is the AMS of the vane if it only has a DoF around YV4

, and the green triangle is the

AMS of the vane if it has no degrees of freedom. Additionally, the blue triangle gives the torque allocated

to the vane by the torque allocation algorithm, and the orange triangle gives the torque resulting from

the selected vane angles. In both these figures, it can be observed that the torque allocated to the vane

is inside its AMS. The torque solution in Figure A.3a lies on the ellipse boundary, which shows that the

requested torque was scaled down only as much as necessary, and the solution lies on the XV4 AMS in

Figure A.3b. Furthermore, it can be observed that the torques resulting from the torque and vane angle

allocation algorithms match very closely, meaning that the vane angle allocation algorithm performs well.

Similar plots were also obtained for the other vanes, showing no deficiencies compared to the expected

behaviour.

This test was performed for different sunlight cone- and clock-angles and desired torques inside and

outside the capabilities of the system, and resulted in the expected behaviour consistently. Combined with

the time-optimal detumbling torque test from Section A.2.1 and underlying unit tests, this confirms that the

vane system controller functions as intended.

A.2.4. SRP Effect on Attitude Dynamics
A test was set up to verify the interface between the SRP torque (and force) and the attitude dynamics.

The sailcraft model from the paper is used, and is initially Sun-pointing in a circular orbit at 1,000 km
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(a) Vane 4 torque with 2-DoF. (b) Vane 4 torque with XV4 -DoF only.

Figure A.3: Numerical AMS of vane 4 for αs,B = 75◦ and βs,B = 45◦.

altitude with an inclination of 60◦. Additionally, the sailcraft follows the single-sided SRP reflectance model,

and has a single vane positioned at the tip of its positive YB-axis, resulting in a moment arm of 7.17 m

(including the centroid of the vane). This configuration permits to verify that a torque is generated around

the XB-axis (negatively), along which the sail starts tumbling.

Table A.1 gives the expected and numerical SRP force and torque acting on the sail at the start of

the propagation, when the sailcraft is in a Sun-pointing orientation. This expected values were obtained

from Equation 3.16 adapted for the SI-SRP model and with a solar irradiance of 1323.7 W/m2. The solar

irradiance value used was approximated as it could not be directly extracted from the numerical simulation.

Nevertheless, the expected and numerical values are very close to each other in both cases.

Figure A.4 gives the XB rotational velocity component evolution as a function, as a result of the torque

on the single vane of the system considered. From this figure, it appears that the rotational velocity

magnitude keeps increasing, as expected. The steady rotational velocity increase is a result of the SI-SRP

reflectance model. As the vane is reflective on one of its sides only, the torque exerted on the vane is

always in the same direction in the body-fixed frame, and is not counter-acted by the back side of the vane

on the other side of the self-rotation. The increase found is also consistent with the torque magnitude from

Table A.1. Similar studies were performed for the other torque components, yielding results which are

consistent with the expectations.

At last, Figure A.5 gives the magnitude of the SRP acceleration acting on the sailcraft as a function

of time and resulting from the induced rotational motion. In this figure, it can be observed that the SRP

acceleration oscillates between its maximum value (Sun-pointing orientation) and zero, as it rotates around

its XB-axis. This is expected, as through one self-rotate, the sailcraft goes from a Sun-pointing orientation

to an edge-on orientation periodically. Additionally, the rate of the oscillations increases as the rotational

velocity increases (see Figure A.4), as expected.

Overall, the results obtained for this test match the expectations, meaning that the interface between

the SRP effects and the attitude dynamics functions as intended.

A.2.5. SRP Effect on Orbital Dynamics
It remains to verify that the SRP acceleration has the correct effect on the sail orbital dynamics. In this

test, the sailcraft model from the paper is used, and is initially Sun-pointing in a circular orbit at 42,300

km altitude with an inclination of 0◦. The Sun-line lies in the orbital plane of the sailcraft. Additionally, the

sailcraft follows the single-sided SRP reflectance model, but has no vane. This means that no torque is

acting on the spacecraft throughout this test case. Moreover, as the spacecraft is at very high altitudes, it

does not experience any eclipse time. Note that no plane changes were observed throughout this test.

Figure A.6 gives the evolution of the orbit semi-major axis and eccentricity as a function of time. From

Figure A.6a, it appears that the semi-major axis evolution is periodic, with an amplitude of 42.117 km. The

value of this amplitude can be verified with [91],



A.2. System-Level Tests 126

Figure A.4: XB component of the rotational

velocity vector as a function of time.

Figure A.5: SRP acceleration as a function of

time.

(a) Semi-major axis. (b) Eccentricity.

Figure A.6: Semi-major axis and eccentricity evolution as a function of time.

∆a =
4a0
µL

a3, (A.3)

which provides the maximum achievable semi-major axis increase during half of an orbit by a continuously

Sun-pointing solar-sail in Earth orbit. Note, however, that the spacecraft considered here is not continuously

pointing towards the Sun as it is inertially non-rotating with an initially Sun-pointing attitude. In Eq. (A.3),

∆a is the change in semi-major axis through the half-orbit. For the case considered, ∆a should give a good
approximate of the amplitude of the oscillation in Figure A.6a. For this test case, Eq. (A.3) yields 42.243

km (using the numerical SRP acceleration from Table A.1), which is within 0.2% of the numerical value

obtained. Deviations from this idealistic value can be the result of the changing SRP acceleration due to

the rotation of the Sun-line at a rate of 0.986◦ per day, variations in the solar-irradiance experienced by

the spacecraft throughout the orbit (assumed constant by McInnes [91]), and the time-varying eccentricity

(e = 0 is assumed by McInnes [91]). Nevertheless, the analytical and numerical values are very close to
each other.

Conversely, Figure A.6b shows a secular evolution of the eccentricity as a function of time. This

behaviour is expected as the SRP acceleration acts to stretch the orbit along the Sun-line. When the

spacecraft is the closest to the Sun, the SRP acceleration pushes the spacecraft towards the Earth.

In contrast, when the spacecraft is the furthest away from the Sun (other side of the Earth), the SRP

acceleration pushes the spacecraft away from the Earth. This means that the orbital eccentricity will
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increase.

Overall, the observed effects of SRP on the orbital dynamics are consistent with the expectations.



B
Project Management

This appendix provides the final Work Breakdown Structure and Gantt Chart of the project.

The main work packages which need to be completed throughout the thesis to answer the research

questions defined in Section 2.4 have been divided in five categories, as shown in the WBS in Figure B.1.

The overall approach to complete the research objective consists in setting up a numerical simulation

propagating the sailcraft attitude and trajectory as a result of a hypervelocity impact, and analysing different

configurations.

Figure B.1: Work Breakdown Structure of the work packages completed throughout the thesis.

The timeline of the project, reflecting the order in which each work package presented in the previous

section will be tackled, is shown on the following page.
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