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driven control, results in an energy-efficient smart lighting system
design while catering to personal occupant preferences. Two func-
tional ingredients in such a system are: (i) sensing that provides
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tion system to transmit control messages from a user. We consider
an ultrasonic circular array sensor that provides the dual function-
ality of granular occupant sensing and a communication receiver
for user control transmissions. A ceiling-mounted sensor configu-
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is considered. Algorithms for localization and tracking of an oc-
cupant in an indoor environment is presented.The resulting occu-
pant location and tracks may be used for energy-efficient lighting.
In addition, a user may control lighting by sending messages at
a near-ultrasonic frequency through a mobile device, which are
processed by the receiver array, and used to adapt a requested
parameter of the lighting system. The proposed sensing and mes-
saging solution is tested in an indoor office space with an 8-element
receiver array sensor prototype. The efficacy of both systems is
evaluated empirically and through simulations.
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Abstract

Providing automated granular control of lighting, along with user-driven control,
results in an energy-efficient smart lighting system design while catering to per-
sonal occupant preferences. Two functional ingredients in such a system are: (i)
sensing that provides granular information on occupant location, and (ii) a com-
munication system to transmit control messages from a user. We consider an
ultrasonic circular array sensor that provides the dual functionality of granular
occupant sensing and a communication receiver for user control transmissions. A
ceiling-mounted sensor configuration with a co-located ultrasonic transmitter and
array receiver is considered. Algorithms for localization and tracking of an occu-
pant in an indoor environment is presented.The resulting occupant location and
tracks may be used for energy-efficient lighting. In addition, a user may control
lighting by sending messages at a near-ultrasonic frequency through a mobile de-
vice, which are processed by the receiver array, and used to adapt a requested
parameter of the lighting system. The proposed sensing and messaging solution is
tested in an indoor office space with an 8-element receiver array sensor prototype.
The efficacy of both systems is evaluated empirically and through simulations.
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Introduction 1
Smart office lighting systems exploit automated control of lighting and add flexibil-
ity by user-driven control to establish impressive energy savings while promoting
user experience and occupants’ comfort. In this thesis, we utilize an ultrasound-
based smart antenna system for the design and implementation of a sensing system
that provides granular occupancy information in a standard office room. Further-
more, we employ the same interface to provide a receiver for a communication
system for user-driven light adjustment commands.

This chapter is dedicated to explaining the purpose and the significance of the
schemes, the problems addressed and the main contributions. The chapter ends
with describing the organization of the thesis.

1.1 Motivation

The design of energy-efficient lighting systems is important, given that electric
lighting is a major constituent of electricity consumption in office buildings [3].
An approach to saving energy is by providing illumination at a given level only
in occupied regions and providing lower illumination levels in unoccupied regions.
Therefore, knowledge of occupant presence, movement flows and other spatio-
temporal occupancy information is central to many smart building applications.
Control schemes have been designed with these illumination objectives [4, 5]. A
key ingredient in this approach is granular presence sensing, i.e., coarsely deter-
mining spatial occupancy in a given space. Furthermore, Granular presence and
flow information may be used to provide occupancy analytics in buildings for im-
proved facility management and optimization [6] and building emergency services
[7]. While energy efficiency is an important design consideration, satisfaction of
the individual user illumination needs and caring for users’ comfort is equally im-
portant. Thus providing occupants with the ability to control lighting to meet
individual needs is necessary. Control schemes may then take specific user inputs
into consideration to enhance user satisfaction with the rendered illumination [8, 9].

A key factor that enables effective presence sensing systems is to exploit smart
antenna configurations. One such configuration is the uniform circular array. This
antenna comes with the major advantage of possessing a symmetrical configuration
that provides for scanning the entire azimuth with slight change in the beam-width
or the side-lobe level [10] since it has no edge elements [11]. Moreover, it can cover
half elevation plane. Together with the range obtained from time-of-flight (ToF) of
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a pulse-based radar system, these antennas can provide two-dimensional or three-
dimensional target position when installed in a ceiling-mounted configuration.

Ultrasound signals possess a number of characteristics that make them a natu-
ral choice for room-based indoor localization purposes. The characteristics involve
1) negligible propagation through walls that guarantees zero interference between
rooms, 2) low propagation velocity that makes them suitable for time-delay-based
systems and 3) low cost of transducers [12]. Furthermore, speakers of the com-
modity mobile devices such as laptop or smart-phone are shown to be capable of
producing inaudible sound frequencies up to 22 kHz [13, 14, 15]. Therefore, by em-
ploying a wide-band receiver we can integrate presence sensing and communication
receiver functionalities into the same device and reduce hardware costs. Moreover,
exploiting commodity mobile devices reduces the need for custom hardware such
as remote controls or tags and further decreases hardware costs and adds to the
user comfort.

1.2 Problem statement

The problem that we investigate in this thesis is twofold. One aspect of the prob-
lem is to design a real-time granular presence sensing system based on an ultrasonic
uniform circular array receiver that can provide coarse-grained occupancy infor-
mation inside a typical office room. The granular presence information is then
passed to the lighting controller for providing pre-determined illumination levels
in the occupied and unoccupied regions. The required accuracy of the system is
in the order of human occupancy region which is about two square meters.

The second problem, considers exploiting the same receiver array to create a
communication scheme through which individual occupants can transmit lighting
control commands by using their laptop or smart-phone speakers without the need
of any specialized hardware. Furthermore, the circular array receiver should specify
the zone from which the user is transmitting the control command to apply the
required adjustments in the specified zone. Here, the zone corresponds to the
workspace of the occupant. By providing these information, the existing lighting
control schemes are capable of adjusting the light level or other light features such
as color in the specified region of the room accordingly.

1.3 Related work

Sensing systems for indoor positioning has received much attention in recent years.
Many different techniques and algorithms exist for determining position of targets
in the indoor environment. Liu et. al [16] present a comprehensive overview of
these techniques. Some of these techniques are based on the use of different signal
measurement methods to estimate the target position. These signal measurements
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include Time Of Flight (TOF), Angle Of Arrival (AOA; also known as Direction
Of Arrival (DOA)), and Received Signal Strength (RSS) to name a few. TOF
is a method of measuring distance between the transmitter and the target by
considering the fact that travelled distance is proportional to the propagation time
of the signal. AOA method uses two or more antenna elements to estimate the
angle from which the signal is reflected by means of the different received phase
shifts of the transmitted signal at different antennas. RSS is based on the fact
that the received signal strength drops as a function of distance and is based on
path loss propagation model in a Line-Of-Sight (LOS) channel.

Moreover, different systems using different signal technologies exist for indoor
localization [17]. Popular technologies for indoor applications include 1) Sys-
tems based on Radio Frequency (RF) which are further divided into narrow-band
and wide-band systems. Among narrow-band systems technologies such as Radio
Frequency Identification (e.g., [18]), Wireless Local Area Network (WLAN) [19]
e.g., RADAR[20] and related technologies such as Bluetooth [21] and wireless sen-
sor networks [22]. A popular RF-based wide-band system is the Ultra Wide-Band
(UWB) system (e.g., [23]) which is the most fault-tolerant and accurate system
for indoor localization among other RF-based systems. However the cost of UWB
radars is high and all the RF-based signals can penetrate through walls and there-
fore are not appropriate for room-based systems. RF-based systems are usually
combined with other technologies such as ultrasound [24] to provide room-level
localization. 2) video-based systems such as the one discribed in [7] are intru-
sive, their non-intrusive counterpart that is based on computer vision techniques
[25] suffer from sensitivity to varying lighting conditions in the room. 3) Sys-
tems based on Infra-Red (IR) (e.g., ActiveBadge[26]) are usually combined with
other technologies to provide coarse-grained location estimate and are considered
to show low detection sensitivity, 4) Systems based on ultrasound (e.g., [27, 28])
are relatively cheap and achieve fine-grained (centimeter-leve) indoor localization
accuracy when combined with other technologies such as RF [29]. Most of the
aforementioned systems are based on signal time delay measurement and require
either a grid of sensors or that the user carry a tag at all times which in the latter
case makes them intrusive.

Ultrasonic sensors are attractive for indoor presence detection for a number
of reasons; (i)They can offer greater sensitivity over a larger detection region as
compared to passive infrared sensors [30] at comparable costs. (ii) office rooms
are isolated for sound and ultrasound has the same property of sound with higher
frequency which makes it impossible to be detected outside the room and thus is
appropriate for room-based applications and does not cause interference outside
the room. (iii) The propagation speed of ultrasound in air is almost 6 order of
magnitude lower than radio; This feature implies that an occupant moving even
at a slow speed causes a much greater Doppler shift compared to radio. This
makes them attractive for movement-based localization systems [31]. Apart from
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ultrasonic positioning systems that provide room-based accuracy [24], ultrasonic
systems are a popular technology among fine-grained (centemeter-level accuracy)
Local Positioning Systems (LPS) e.g., Bat [28], Cricket [27], Dolphin [32] and
[29] that are considered to provide robust location estimates with the accuracy
of the order of centimeters. These systems combine ultrasound with RF and
estimate TOF based on the slow propagation time of ultrasound and achieve a high
accuracy in the range of few centimeters. The main drawbacks of these systems
is that they require the user to carry a tag at all times, require LOS between the
receiver/transmitter and the tags are very sensitive to background noise [33].

Indoor localization techniques have many applications ranging from robot nav-
igation [34], human tracking [17], 3-D human computer interfaces [35], ubiquitous
computing [36] and many more. One main application of indoor localization tech-
niques is occupancy adaptive lighting control i.e., changing the lighting condition
of the room based on occupancy information [37]. Continuous-wave Doppler ul-
trasonic sensors [38] are already used in these systems. In Doppler-based systems
user presence is derived from induced Doppler frequency shifts and used to turn
on or off the lighting system. However these Doppler ultrasonic sensors like pas-
sive infrared sensors only provide binary information on occupancy state. It is
known that additional energy savings may be attained by exploiting granular oc-
cupancy information [39], [39]. Coarse-grained spatial occupancy can be used to
achieve granular dimming in a lighting system [39] by adapting dimming levels
of individual luminaries based on local occupancy conditions. In addition, such
information may be used to create occupancy maps [40] and to analyze spatial
movement patterns.

A pulsed-echo ultrasonic array sensor can provide range as well as angular in-
formation [41, 39, 42]. Ultrasonic linear array sensors were considered for localized
presence sensing [41] in a wall-mounted configuration. Under a ceiling-mounted
configuration, which is typical in indoor lighting control applications, these sen-
sors were proposed for improved presence detection [39] and one-dimensional zon-
ing [42]. With a linear array sensor in ceiling-mounted configuration, it is only
possible to obtain information on the half-plane elevation angle. Furthermore,
beams formed with uniform linear arrays, broaden significantly when the beam is
steered away from the bore-sight [43]. A uniform circular array can, on the other
hand, provide 360˝ azimuth angle as well as half-plane elevation angle informa-
tion. Together with range, an occupant may thus be localized in a two-dimensional
horizontal plane or the three-dimensional space based on the system requirement.

In addition, airborne ultrasonic sensors have been used for indoor communi-
cations [44, 45, 46, 47, 31, 48, 49]. In [47, 31], the feasibility of airborne ultra-
sonic communications at frequencies in the order of tens of kHz was investigated.
In [50] propagation of ultrasonic signals including data (characters, images and
voice) through air-filled and water-filled pipes was investigated. In [51] a simple
PC mouse using narrow-band piezoelectric transducer with a center frequency of

4



40 kHz was designed using an analogue modulation scheme.In [44] OOK, BPSK,
BFSK binary digital modulation schemes at the ultrasonic frequencies in range 200
to 300 kHz where tested on a polymer membrane transducer. The maximum bit
rate achieved was 83 kbps at the maximum range of 2.8 meters. The LOS channel
arrangement was established and the synchronization required for these schemes
was performed through a physical link between the transmitter and the receiver.
In [46] the same authors studied through-air communication of QPSK ultrasonic
signals at the center frequency of 300 kHz and maximum signaling rate of 400 kbps
using capacitive transducers. Maximum transmitter-receiver range obtained was
30 mm and LOS was assumed. In a later study, the same authors implemented
a QPSK modulation scheme at the bit rate of 200 kbps. Capacitive transducers
were used, LOS channel in the range of 1.2 m with a physical synchronization link
between the transmitter and the receiver was established. In [49] DBPSK mod-
ulation implemented on a DSP board with dedicated ultrasonic transmitter and
receiver was tested in a typical office environment. The transmission range was
in the order of 4 m and LOS channel was obtained. In [48] a multi-channel OOK
modulation scheme using capacitive transducers was designed to work at the bit
rate of 60kbps and maximum LOS channel range of 0.6 m.

Moreover, It is shown that the speakers of the commercial off-the-shelf laptops
and smart-phones are capable of producing ultrasound in the range of 20 kHz
up to 22 kHz [13, 52, 14]. Produced ultrasonic signals do not show any audible
noise as long as the speaker volume is kept bellow a threshold which is different
for different brands of the speakers. The possibility of producing ultrasound on
consumer laptops and smart-phones makes them a cheap and omnipresent platform
for positioning as well as communication. Many researchers have used synchronized
time-of-arrival with trilateration positioning technique to locate mobile phones
[53, 14, 52, 54]. Moreover, acoustics and near-ultrasonic tones have been used as a
means of Near-Field Communication (NFC) for short-range data transfer between
mobile phones in the range of less than one meter [55, 15, 56]. In a resent work [57]
an ultrasonic communication scheme using FSK at the frequencies 19.6 and 19.8
kHz was implemented and tested using commercial notebook computer speakers
and microphones at the maximum LOS range of about 3 m. Similar schemes for
near-ultrasonic communication using mobile phone speakers has been reported in
[58, 59].

1.4 Contributions

In this thesis, we present an ultrasonic system based on the uniform circular re-
ceiver array geometry to provide the functionalities of granular presence sensing
and user communication in a smart indoor lighting system. The first major con-
tribution of our work is the real-time design of a granular presence sensing system
to accurately locate the room occupants to the corresponding luminare coverage
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region. This design is merely based on ultrasound and no additional technologies
(such as RF) is used. Furthermore, unlike most fine-grained positioning systems,
it is not intrusive in the sense that the user does not need to carry a tag.

The second major contribution of this thesis is the development of a real-time
communication system to provide the room occupants with the means of sending
lighting control commands. This system exploits the same wide-band uniform cir-
cular array receiver as the granular presence sensing system in a different frequency
band and the existing speaker of the user’s mobile phone or laptop for transmitting
the command. The system, as mentioned earlier, does not require any additional
hardware to perform the light remote controlling and by using the mobile phone or
laptop speaker provides reliable communication throughout the room (maximum
distance 6 m) given the LOS orientation of the speaker with the array receiver is
maintained. Furthermore, the system is designed to provide the angular location
of the user by means of 360 degrees azimuth angle scanning capability of the UCA
receiver for applying the required changes in the corresponding region.

1.5 Outline

The thesis is organized as follows.

Chapter 2: Indoor granular presence sensing This chapter introduces the
first contribution of the thesis which is the design of a granular presence sensing
system for indoor occupancy location estimation and tracking. The chapter begins
by describing the choice of the transmitted waveform, circular array geometry,
applicable DOA estimation techniques, configuration of the room under test and
the installation position of the transmitter-receiver pair. After the discussion of the
practical design considerations, range estimation algorithm is presented. After the
estimation of the range of the occupant, DOA processing algorithm is delineated
to extract the occupant location. The observation points are then converted from
spherical to Cartesian coordinates and supplied to the tracking algorithm described
in the rest of the chapter to provide the filtered estimate of the target location.
Moreover, a track scoring mechanism is provided for the purpose of distinguishing
between occupant tracks and tracks due to persist-ant clutter and side-lobes.

Chapter 3: Combined control messaging and positioning This chapter details
the second contribution of the thesis which is the design of a communication system
between the room occupants and the receiver array for transmitting the lighting
control commands. The chapter explains the major system components and design
considerations of both the transmitter and the receiver, the effect of the ultrasonic
channel is discussed on the transmitted waveform and the design constraints and
assumptions are provided.
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Chapter3: Experimental and simulation results In this chapter, the perfor-
mance of the two systems is evaluated through experiments conducted in the test
office. Moreover, simulations are performed to investigate the efficacy of the com-
munication system under different indoor channel conditions. The results of the
experiments as well as simulations are presented.

Chapter 5: Conclusion and future works This chapter concludes the thesis
and gives some possible future directions for improving the proposed systems as
well as some suggestions for future research in the area.
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Indoor Granular Presence
Sensing 2
In this chapter, the problem of indoor granular presence sensing for lighting con-
trol applications is addressed. We propose a presence sensing algorithm using an
ultrasonic uniform circular array receiver and a co-located ultrasonic transmitter
installed at the ceiling of a typical office room. To obtain coarse-grained occu-
pancy information the transmitter sends pulsed sinusoid at regular pulse repeti-
tion intervals at a frequency that is within its bandwidth (for instance, commercial
ultrasonic transducers used in building control applications have a typical center
frequency of 40 kHz with a typical -6 dB bandwidth of 2 kHz). The circular ar-
ray processes the received signal obtained after reflection from the objects in the
environment. The preprocessed received signal is used to obtain granular pres-
ence information, which is then conveyed to the lighting controller for providing
pre-determined illumination levels in the occupied and unoccupied regions.

To obtain granular presence information, the sampled raw received signal by
the circular array is first preprocessed through a moving target indicator (MTI)
processor to suppress static clutter. Afterwards, range information of potentially
moving targets is extracted using a power detector applied to the down-mixed
MTI-processed difference signal. A conventional beam-former [60] is then applied
to the data in the ranges with detected movements to obtain azimuth and elevation
angles with respect to the sensor. From the estimated range and angles of arrival,
location estimates are obtained. These are converted to Cartesian coordinates, so
that a linear tracker may be used. Thereafter, the detected observation points
are supplied to the tracking algorithm. In order to distinguish true targets from
clutter and false detections and account for potential missed detections, a two-
dimensional Cartesian-coordinate tracking algorithm is proposed. The algorithm
first associates measurements in each scan with tentative tracks based on a coarse
gate [61] and a proximity-based clustering algorithm. The tracks are then filtered
through a Kalman filter based on a near constant velocity (NCV) motion model[62].
To each tentative track, a score is assigned that consists of a signal-related term
(SNR at the location), and a kinematic term (distance from the predicted location
of the track from the previous scan). In order to confirm tentative tracks as
true targets and delete tracks that have been lost for a number of scans, two
corresponding thresholds are computed. Furthermore, for tracks in sufficiently
close neighborhood, a track merger is applied that compares the state estimate of
tracks and if for some number of scans the state estimates stay close, the redundant
track is dropped.
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2.1 System description

The presence sensing system consists of an 8-element circular array receiver with a
co-located transmitter. The Ultrasonic transmitter used for presence sensing has
a broad-beam pattern and a narrow bandwidth of about 2 kHz at ´6 dB level (see
Appendix1) with center frequency fc,1 “ 40 kHz. The receiver array is made of M
individual MEMS components that are sensitive to ultrasonic frequencies and their
small size permits construction of a uniform circular array with limited spatial
aliasing (the inter-element separation is close to half-wavelength, albeit higher,
see Appendix 1). The sensor is located at the ceiling of a typical office room, a
configuration that is common in indoor lighting control applications [4, 42]. We
assume without loss of generality that the origin of the coordinate system is at
the sensor. In this section we describe the transmitted waveform, circular array
characteristics and the room configuration.

2.1.1 Transmitted waveform

In order to estimate the range of the occupant, TOF of the modulated pulses
is used. There exist different waveforms for localization purposes with different
range accuracies [63]. Since the required accuracy of this system is not higher
than the dimensions of a human body, a pulsed sinusoid with appropriate pulse
duration would suffice. The co-located transmitter with the receiver array sends
out periodic pulsed sinusoid [41, 39], with an active transmission duration of Ts
and pulse repetition interval being Tp. The transmitted signal can be written as a
real-valued bandpass signal with center frequency fc,1 as

s1ptq “ Retuptqej2πfc,1tu, 0 ď t ď Tp,

where Ret.u represents the real part, and

uptq “

#

1 0 ă t´ t t
Tp

uTp ď Ts
0 Ts ă t´ t t

Tp
uTp ď Tp .

To perform MTI processing on the received echos when estimating the range of
the moving occupants, two consecutive pulses are used. In the rest of the chapter,
two pulse repetition intervals constitute a scan as depicted in Fig 2.1

2.1.2 Circular array sensor and beam-forming methods

The receiver is a circular array with M elements uniformly distributed on a circle
with radius r as shown in Fig 2.2. The receiver is broadband, capable of cover-
ing wide range of ultrasonic frequencies (see Appendix 1). For presence sensing
purposes, the receiver is tuned to the central frequency of the ultrasonic transmit-
ter (fc,1). This is while for the reception of the control messaging (explained in
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Ts

Tp

Figure 2.1: Transmitted pulses contained in a scan.

Chapter 3), the receiver is tuned to to the central frequency of the mobile devices
(fc,2). A spherical coordinate system with origin at the center of the receiver is
considered for direction of arrival (DOA) estimation of the back-scattered plane
waves. Elevation angles in the range θ P r0, π{2s are measured with respect to
the positive direction of the z-axis, which in our case is directed from the ceiling
towards the floor. Azimuth angles of the impinging plane waves are in the range of
φ P r0, 2πq and are measured counterclockwise from the x-axis in the x´ y plane
of the ceiling as depicted in Fig 2.2. Assuming the alignment of the first array

1 2

M

m

θ

φ

x

y

z

âm

âρ

Figure 2.2: Impinging planar wave and the geometry of a uniform circular array with M
equally-spaced elements.

element with the positive direction of the x-axis, the angular position of the array
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elements [64, 10]

φm “ 2π

ˆ

m´ 1

M

˙

, m “ 1, 2, ...,M,

A narrow-band planar waves with wavelength λ “ vs{fc,1 that impinges on the
array form the elevation angle θ and the azimuth angle φ. The difference in the
distance by which the planar wave reaches the mth element with respect to the
origin of the array is given in [64] as r cos Ψm. For incoming waves, as shown in
Fig 2.2 cos Ψm equals

cos Ψm “ ´âρ ¨ âm

“ ´pâx sin θ cosφ` ây sin θ sinφ` âz cos θq ¨ pâx cosφm ` ây sinφmq

“ sin θ cospφ´ φmq

Were âρ and âm respectively denote the unit vector from the origin of the array
to the observation point and the unit vector from the origin to the mth element
of the array. Therefore, the relative delay in the reception of the wavefront with
respect to the origin of the array are respectively given by

τm “ ´
r

vs
sinpθq cospφ´ φmq, m “ 1, 2, ...,M. (2.1)

Consequently, the element-space circular array response is given by the steering
vector:

apθ, φq “

¨

˚

˚

˚

˝

ej
2π
λ
r sin θ cospφ´φ1q

ej
2π
λ
r sin θ cospφ´φ2q

...

ej
2π
λ
r sin θ cospφ´φM q

˛

‹

‹

‹

‚

, (2.2)

In order to investigate the beam-pattern of the circular array at the operating
frequency of fc,1 “ 40 kHz, the spatial response of the array to the 1pMˆ1q beam-
former is applied to the array response vector. Where 1pMˆ1q denote the vector of
length M with all one entries.The spatial pattern is calculated as

|1TpMˆ1qapθ, φq|

for elevation and azimuth angle varying in the range θ P r0, π{2s and φ P r0, 2πq
respectively. The result is shown in Fig 2.3 . As can be seen, apart from the
main beam, due to the fact that the inter-element spacing ∆m is slightly greater
than λ1{2, side-lobes appear at the elevation angle of about 50 degrees as depicted
in Fig 2.3(b). As is plainly evident from the picture, UCA possesses a periodic
beam-pattern in azimuth [11].
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(a)

(b)

Figure 2.3: (a) Spatial response of the UCA at 40 kHz. ,(b) Spatial response of the UCA
at 40 kHz versus elevation angle.
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2.1.2.1 Applicable DOA estimation algorithms to the Uniform Circular ar-
ray

In order to estimate the direction from which the source signals are impinging
on the array and to locate the source in the angular domain, it is necessary to
apply direction finding algorithms. However, most direction finding algorithms
have been originally designed for the uniform linear array (ULA) and are not
directly applicable for the UCA. Tan et.al [11] have reviewed the direction-finding
methods that are applicable on the UCA. In the sequel, we investigate some of
these methods together with their pros ans cons to justify the beam-forming choice
for our system. Let us assume K sources are impinging on the circular array with
M elements. The Received signal by the M antennas can be expressed as [60]

xptq “ Asptq ` nptq

where xptq is an M ˆ 1 vector of received signal from the M antenna elements,
nptq is the M ˆ 1 vector of receiver noise per antenna element and Aptq and sptq
are the M ˆK array response matrix and K ˆ 1 source vector respectively as

sptq “ rs1ptq, . . . , sKptqs
T ,

Aptq “ rapθ1, φ1q, . . . , apθK , φKqs

where apθ, φq is the array response vector defined in equation 2.2. Assuming that
source and noise vector are uncorrelated and different antenna elements have mu-
tually uncorrelated noise with variance σ2

n, The spatial correlation matrix of the
sampled-time received signal can be expressed as

Rx “ ARsA
H
` σ2

mIM

Where Rs “ ErsptqsHptqs and ErnptqnHptqs “ σ2
mIM are respectively the source

and noise correlation matrix and IM denotes M ˆM identity matrix. When the
incoming sources are uncorrelated, the signal correlation matrix Rs is full rank
and diagonal. However, if the incoming signals are correlated, Rs is rank deficient
and non-diagonal [65].

In the case of the propagation of the ultrasound signal in the indoor envi-
ronment, due to multi-path propagation, signals reflected from different parts of
the occupant body form correlated incoming source signals at the receiver. By
applying DOA estimation algorithms on these signals, we are able to discover
the elevation and azimuth angle from which the occupant signals are arriving to
the array. Taking into consideration 1) the array geometry, 2) indoor multi-path
propagation environment 3) existence of multiple point sources reflecting the sig-
nal in the occupant body 4) limited computational capacity and real-time system
requirements, we have chosen the classical beam-former among the existing beam-
forming and high resolution DOA estimation techniques applicable on the UCA. In
the following paragraphs we justify our choice by briefly introducing the applicable
beam-forming methods for the UCA.
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DOA estimators applicable to arbitrary array geometries

1. Conventional beam-former
The conventional beam-former takes the array response vector as beam-

forming weight and by computing the spatial spectrum, looks for the lo-
cation with the maximum received power which corresponds to the source
location[60]. The beam-forming weights and the corresponding spatial spec-
trum are denoted respectively as

wconv “ apθ, φq

Λconvpθ, φq “
aHpθ, φqRxapθ, φq

aHpθ, φqapθ, φq

where wconv and Λconvpθ, φq respectively denote the conventional beam-
former weight vector and spatial spectrum. DOA estimation consists of a
2 dimensional search in the spatial spectrum. Therefore, the major compu-
tational requirement for this method is a 2D spectrum search. The consis-
tency of this method degrades as the number of sources increase to more than
one source. An example of the conventional beam-former spatial spectrum
achieved from our 8-element array at 40 kHz for a single source is shown in
Fig 2.4.

2. 2D-MVDR
The MVDR beam-former weight vector is obtained from minimizing the

output power of the beamformer while constraining the power at the de-
sired direction to one [60]. This method produces weight vector and spacial
spectrum respectively expressed as

wMVDR “
R´1
x apθ, φq

aHpθ, φqR´1
x apθ, φq

ΛMVDRpθ, φq “
1

aHpθ, φqR´1
x apθ, φq

where wMVDR and ΛMVDRpθ, φq respectively denote the MVDR weight vec-
tor and spatial spectrum. To determine the source direction, a 2D spectral
search is required. Therefore the major computational requirements are ma-
trix inversion and 2D spectral search. It was shown through experiments
that the added complexity of matrix inversion (even by applying the Levin-
son algorithm [66]) violated the real-time requirement of our presence sensing
system. An example of the MVDR spectrum applied to the array response
of an 8-element uniform circular array for a single source at 40 kHz is shown
in Fig 2.5.
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(a)

(b)

Figure 2.4: (a) Result of the conventional beam-former for a source at θ “ 30˝ and
φ “ 200˝, SNR “ 20 dB. ,(b) Top view.

3. 2D-MUSIC
The MUSIC algorithm is based on the eigenvalue decomposition of the
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(a)

(b)

Figure 2.5: (a) Result of the MVDR beam-former for a source at θ “ 30˝ and φ “ 200˝,
SNR “ 20 dB. ,(b) Top view.

covariance matrix Rx and the orthogonality of the noise subspace to the
array response vector. MUSIC algorithm gives rise to the spatial spectrum
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expressed as

ΛMUSICpθ, φq “
aHpθ, φqapθ, φq

aHpθ, φqUnUH
n apθ, φq

where ΛMUSIC is the MUSIC spatial spectrum and Un denotes the noise
eigenvector. The major computations in this method consist of eigenvalue
decomposition and 2D spectral search. The added eigenvalue decomposition
is computationally expensive for our system and violates the real-time re-
quirements. Furthermore, in the multi-path environment of our test office,
since the incoming sources are coherent and matrix Rx is rank deficient, spa-
tial smoothing must be applied prior to eigenvalue decomposition. However,
The spatial smoothing method is based on the Vandermonde structure in
the uniform linear array and is not directly applicable to the UCA. In the
following paragraph, phase mode excitation-based beam-formers are briefly
introduced. By applying the beam-space transform [67] to the UCA array
response a similar structure as the Vandermonde structure of the ULA is
obtained.

phase-mode excitation-based beam-forming methods As has mentioned in
Section 2.1.2, UCA has a periodic beam-pattern in azimuth. By using Fourier
analysis, the beam-pattern can be decomposed into different Fourier harmonics
[11]. Phase-mode excitation is referred to each of these Fourier harmonics [68]. By
applying the phase-mode excitation to UCA array response vector, a phase-mode
steering vector possessing the Vandermonde structure similar to the ULA array
response vector is attained. UCA Real Beam-space MUSIC (UCA-RB-MUSIC)
and UCA-ESPRIT are two high resolution DOA estimation methods based on
the phase-mode excitation principal [67]. The phase-mode array response consists
of at most M 1 elements where M 1 ď M{2. Therefore the number of sources
that can be resolved is M 1 ´ 1 which is less than half of the antenna elements.
Therefore, the Vandermonde structure is attained through phase mode excitation
at the cost of loosing half of the antenna elements. Other novel methods such
as the sparse ruler [69] can be applied on the phase-mode array response of the
UCA to increase the number of resolvable sources. The methods based on the
phase-mode excitation are computationally expensive to be implemented in our
real-time system, furthermore, the decreased size of the array response restricts
the number of occupants that can be detected in the room.

2.1.3 Room configuration and sensor installation

The transmitter and the co-located receiver (shown in Fig 2.6) are installed in

approximately the center of the ceiling of an office room of height ĥ, width ŵ and
length l̂ as depicted in Fig 2.7. The transmitted signal power is adjusted as such
to cover the maximum coverage range of Rmax as shown in Fig 2.7.

18



Figure 2.6: Sensor prototype at ceiling.

l̂

ŵ

ĥ

R
m
a
x

Figure 2.7: Sensor prototype at ceiling.

2.1.4 Propagation of the ultrasound in the indoor environment

Multi-path and clutter As the ultrasound signal propagates in the indoor en-
vironment, it experiences a number of challenges. First, the ultrasound signal is
reflected from rigid objects and walls. If the reflected signal reaches the receiver,
it causes multi-path in the received signal. Multi-path echoes experience a longer
path duration than the LOS echoes. Therefore, in a room-based system, a num-
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ber of the locations estimated due to the multi-path echoes can be disregarded by
applying room-level filtering. The back-scattered signal echoes from the unwanted
objects is called clutter. As the ultrasound signal hits the sharp edges of the furni-
ture or other objects in the indoor environment, it is scattered, causing a number
of unwanted echoes in the received signal [70].

Reverberation Ultrasound continues to remain in a room once the source has
terminated producing it. This phenomena is called reverberation in the acoustic
literature. Due to the path loss, the ultrasound signal strength reduces with the
traveled distance. Moreover, by reflecting from objects inside the room, ultrasound
signal level drops due to absorption from the objects. The time required for the
strength of the reflected ultrasound rays to drop bellow 60 dB from the LOS path
sound ray is called reverberation time (RT ) [31]. The -60dB point is a conservative
criterion. Typical values of the reverberation time in the indoor environment are
50´ 300 ms.

Noise There is a large variation in the background noise level experienced by
the ultrasound. The variation is about 50 dB [31]. In a study conducted in an
industrial environment, a background noise level of 70´80 dB sound pressure level
(SPL) was reported [71].

Doppler shift Due to the slow propagation speed of the ultrasound in air as
compare to RF, reflections from a moving object are received with a higher Doppler
shift. The frequency shift of the moving objects with the radial speed vr at the
operating frequency f0 is calculated as

fd “ ˘
f0vr
vs

where vs is the speed of sound in air and fd is the Doppler frequency shift. Since the
speed of sound is much lower than the speed of light, it causes a greater Doppler
shift. Therefore, ultrasound is a better choice for movement-based localization
systems than RF.

2.2 Receiver signal processing

Ultrasonic environment is a challenging environment that causes a number of com-
plications to the propagation of the ultrasound signal in the indoor environment.
These challenges include noise, reverberation and Doppler shift [47] as previously
mentioned. The receiver uses digital signal processing to cope with these issues
as well as to extract required information from the received signal. This section
describes the signal processing applied to the raw received signal to estimate the
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occupant location and form the measurements to supply to the tracker. As shown
through the block diagram in Fig 2.8, first, the received signal is demodulated and
converted to base-band. Then, MTI processing is applied to suppress the effect
of static clutter. Subsequently, range values corresponding to possible occupant
movements are estimated by applying a power detector on the clutter-suppressed
difference signal. In the next step, data from the tentative target range is provided
to a beam-former to extract azimuth and elevation angles of arrival. Thereafter,
the measured locations in spherical coordinates are converted to Cartesian coor-
dinates and used as input to the tracker.

w(t)

e−j2πfc,1t

Pulse
matched
filter

g(t)
MTI Processor

∆g(t)

∆g(%)Γ(%)

∆g(%i)

Λ(θ, φ)

Range
discretization

Average
received
power

Threshold ><

Conventional
beamformer

Spectrum
peak finder

δ1(%)

{θmax, φmax, SNR, %i}

Figure 2.8: Presence sensing receiver block diagram.

2.2.1 Conversion to base-band

The received signal at the receiver elements is a real-valued bandpass signal rep-
resented as

wmptq “ Retgmptqe
j2πfc,1tu

where wmptq is the received signal at the mth element and gmptq represents the
complex envelope of the received signal. Due to multi-path caused by static and
moving clutter in the indoor environment, the sinusoidal pulse is received from
multiple paths with different attenuation, delay and Doppler shift and it is the
sum of multiple such echoes.
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In order to down-convert the received signal to base-band, the received signal
is multiplied with the complex exponential e´j2πfct [72] and a low-pass filter is
applied with cut-off frequency fD,max to allow for Doppler shifts.

2.2.2 Moving target indicator processing

We apply single canceller MTI processing [72], based on the subtraction of echoes
received over two consecutive pulse intervals (called a scan), to suppress the effect
of the static clutter. More specifically, the base-band received signal at the mth
element at time instant t with respect to the beginning of the pulse is composed
of Nptq components and can be expressed as

gmptq “

Nptq
ÿ

n“1

βm,nptqupt´ Tm,nptqqe
´j2πfc,1Tm,nptqej2πfDm,n ptq ` ζmptq (2.3)

where Nptq “ N1ptq `N2 is composed of N1ptq components due to moving clutter
and N2 components due to static clutter, βm,nptq denotes the complex attenuation
factor of the nth path

βm,nptq “ α̂m,nptqe
´j2πfc,1Tm,nptq

where α̂m,n denotes attenuation gain and Tm,nptq denotes time delay of the nth path
with respect to the mth receiver element at time t. The nth resolvable multi-path
component may be due to one scatterer or a cluster of nearby scatterers having
similar delays. ζmptq is the additive white Gaussian noise at the mth element. We
assume that the noise on different antenna elements are uncorrelated. The terms
Tm,nptq and fDm,nptq are respectively the time delay and Doppler shift of the nth
path at time t and are given by

Tm,nptq “
2dm,nptq

vs
, fDm,nptq «

2vm,nptq

λ
,

where dm,nptq is the nth path length with respect to the mth antenna element and
vm,nptq is the radial speed of the object that has caused the echoes with respect to
the mth antenna element.

The MTI processor subtracts the echo received at a time instant t from the
corresponding echo received at the next pulse repetition interval. That is, for the
mth element,

∆gmptq “ gmpt` Tpq ´ gmptq.

For echoes caused by static objects, the Doppler frequency is zero, and since path
length and therefore delay does not change over time, the difference signal after
MTI processing due to received signals from static objects is zero. Therefore,
the difference signal only contains N1ptq components. Assuming that the number
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of moving multi-path components and the speed of the objects caused by each
component is constant over a scan, that is

N1pt` Tpq “ N1ptq “ N1,

fDm,nptq « fDm,npt` Tpq “ fDm,n ,

the output of the MTI processor can be written as

∆gmptq “ ej2πfDm,n p
N1
ÿ

n“1

βm,npt` Tpq ´
N1
ÿ

n“1

βm,nptqq

`ζmpt` Tpq ´ ζmptq.

Therefore, the gain difference of the nth echo component, βm,npt ` Tnq ´ βm,nptq,
can be zero for certain blind speeds [41] when the gain difference

βm,npt` Tpq ´ βm,nptq “ α̂m,nre
´j4πdm,npt`Tpq

λ1 ´ e
´j4πdm,nptq

λ1 s, (2.4)

is zero. Furthermore, since the distnace of the travelled distance of the incom-
ming signal is much greater than the radius of the array, we can approximate

dm,nptq " r ñ dm,nptq « dnptq, vm,nptq « vnptq

where dnptq and vnptq are respectively the travelled distance and radial speed of
the nth multipath component with respect to the center of the array. To find the
blind speed, the term in brackets in equation 2.4 can be further expressed as

e
´j4πdnpt`Tpq

λ1 ´ e
´j4πdnptq

λ1

“ e
´j4πdnptq

λ1 re
´j4π

dnpt`Tpq´dnptq

λ1 ´ 1s

“ e
´j4πdnptq

λ1 re
´j4π

vnptqTp
λ1 ´ 1s

Therefore, zero gain is obtained when

4π
vnptqTp
λ1

“ 2π

This gives the expression for the radial speed of the occupant for which the MTI
processor suppresses the received echo. The blind speed vblind is denoted as

vblind “
λ1

2Tp

The effect of the suppression caused by MTI processor is the discontinuous detec-
tion of the occupant if the radial speed at some point equals the blind speed. This
signifies the need for tracking so as not to lose track of the occupant movements.
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2.2.3 Range processing

To detect the location of the occupants in the office room, we first extract range
information from the received echo. For the purpose of practical implementation,
we discretize the range covered over a scan duration into a number of range bins.
The size of the range bins will determine the range measurement granularity of our
system. We choose the size of each range bin to be ∆d “ 0.343 m; Therefore, the
range accuracy of our system is half of the range resolution ∆R. The %th range
bin is denoted as

dp%q “ p%´ 1q∆d, % “ 1, 2, ...,
Rmax

∆d
.

Since the signal is digitized at the receiver with sampling frequency fs,1, the %th

range bin contains ν “ t
2∆dfs,1
vs

u samples. The received samples in one range bin
are summed. This summation implements a moving average filter that performs
low-pass filtering on the received echos. The result of the moving average filtering
on the MTI-processed received data for individual antenna elements is shown in
Fig 2.9.
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Figure 2.9: Base-band received signal over different antenna elements.

Due to electromagnetic coupling between antenna elements, a portion of the
received signal corresponding roughly to 3 range bins are influenced and therefore
are discarded in the further processing steps. Furthermore, the range bins corre-
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sponding to the increased listening time within pulses for reverberation subsidence,
are discarded.

Let the down-mixed and MTI-processed portion of the received signal at the
mth array element for sample ς at the %th range bin be denoted as ∆gmp%, ςq, ς “
1, 2, ..., ν. The preprocessed signal at the %th range bin for ςth sample received by
M elements is given by

∆gp%, ςq “
“

∆g1p%, ςq,∆g2p%, ςq, . . . ,∆gMp%, ςq
‰T
.

To detect movement, the average received power per range bin received over
all the elements is computed as

Γp%q “
1

Mν

M
ÿ

m“1

ν
ÿ

ς“1

|∆gmp%, ςq|
2.

The power per range bin is then compared against a threshold. The detection
threshold δ1p%q per range bin % is set using the noise power, εp%q, measured when
the environment is unoccupied, so as to achieve a desired probability of false alarm
(we choose a value of PFA “ 10´3). To compute threshold the receiver noise power
is collected at multiple sessions when the room was unoccupied and the histogram
was calculated per each range bin as shown in Fig 2.10. As can be seen the this
figure and as already mentioned earlier, the first three range bins have much higher
received power due to the electromagnetic coupling between antennas and are thus
discarded from further processing steps. The corresponding threshold per range bin
is shown in Fig 2.11. Due to multi-path propagation in the indoor environment,
echoes from the same moving occupant reach the receiver with different delays in
multiple range bins after power detection. We consider that the strongest echo is
due to the line-of-sight component between the closest occupant and the sensor. In
order to deal with the effect of multi-path and since the number of occupants is not
known a priori, we consider the following processing steps. First, the range bin with
the maximum received power is chosen and compared against the corresponding
detection threshold as illustrated in Fig 2.12 for one pulse scan. Let %max denote
the range bin with the maximum received power. If the following condition holds,

Γp%maxq ą δ1p%maxq,

we conclude that the room is occupied. Thereafter, all other range bins with

received power higher than or equal to Γp%maxq
4

are compared against their cor-
responding detection threshold. More specifically, if for the %th range bin the
following condition holds,

Γp%q ě maxtδ1p%q,
Γp%maxq

4
u,
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Figure 2.10: Noise histogram per range bin.
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Figure 2.11: Detection threshold per range bin.

then that range bin is declared as a possible range bin where an occupant is located
and considered for further processing. This procedure may still allow multi-path
echoes to be declared as active range bins. The tracking algorithm is designed to
correct some of these false detections.
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Figure 2.12: Received power in one scan compared with the threshold.

2.3 Practical design considerations

The target detection area that the sensor should achieve is 40-50 m2, at a mounting
height of 2.5-3 m, considering typical topologies of cellular offices and zones in open
offices. As an example, the office space considered in our experiments has a length
of l̂ “7.6 m and width ŵ “6 m, with the sensor mounted on the ceiling at a height
of about ĥ “3 m, at roughly the center of the room. The maximum range to be
covered by the sensor is then

Rmax “

b

l̂2 ` ŵ2 ` ĥ2 « 6 m.

Considering the speed of sound in air to be vs “ 343 ms´1 and given the center fre-
quency of the transmitted narrow-band waveform is fc,1 “ 40 kHz, the wavelength
λ1 is

λ1 “
vs
fc,1

« 8.6 mm.

We considered an 8-element uniform circular array so as to have a reasonable
spatial granularity while keeping the sensor complexity low. Due to the size of
available commercial components used to construct the receiver array, the inter-
element spacing is ∆m “ 4.614 mm. Since this value is slightly higher than the
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half-wavelength, we expect to have some spatial aliasing in the form of spatial side-
lobes in the beam pattern. This needs to be alleviated in the receiver processing so
as to avoid falsely detecting non-existent occupants. The circular array dimensions
are shown in Fig 2.13.

r
=

6.
02

8
m
m

∆m = 4.614 mm

45 ◦

Figure 2.13: Array sensor dimensions.

In order to treat spherical wave-fronts as plane waves, a user is required to be
in the far field of the array sensor [64]. Given that the circular array has a radius
r « 6 mm, and with a mounting height of 3 m, the far field conditions are satisfied
[64].

To satisfy far field condition, three terms must be met [64]

R " D, R " λ1, R "
2D2

λ1

where R is the distance of the source from the array and D is the maximal distance
across the antenna array– the aperture. In our system, circular array has a radius
of r « 6 mm; Therefore the aperture is D « 12 mm. To satisfy the conditions,
distance of the source should be respectively greater than:

R " 12 mm, R " 8.6 mm, R " 33.5 mm.

Since the array is ceiling-mounted at the height of about 3 m, the far field condi-
tions are satisfied.

The duration of the pulsed sinusoid is chosen as Ts ms, so as to provide a
reasonable range resolution [41]. Since the required range resolution of the system
is roughly the area a human occupies, assuming a resolution of ∆R “ 0.68 m in
the range to the array, The corresponding pulse width is calculated as

Ts “
2∆R

vs
“ 4 ms
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In order to test the narow-band assumption on the received signal, it must be
shown that the following condition is satisfied

B
D

λ1

! fc,1

where B is the bandwidth of the rectangular transmitted pulse which is related to
the pulse width as B “ 1

Ts
. Therefore, since

B
D

λ1

« 350 Hz ! 40 kHz,

the narrow-band assumption is satisfied and time delays in the base-band signal
can be represented as phase shift. The previously mentioned the construction of
the array response vector is based on the narrow-band assumption.

In order to guarantee unambiguous range measurements inside the office space,
the distance between the consecutive pulses should be more than or equal the
maximum round trip time in the room area

TR “
2Rmax

vs
“ 35 ms.

where TR denotes the pulse round-trip time. Due to the reverberation of ultrasound
in the indoor environment, a quiet period has to be scheduled so that echoes from
the environment die before the transmission of the next pulsed sinusoid [47]. A
reverberation subsidence time of RT “ 25 ms was planned for the stronger echoes
to die out before the next pulse interval and not to decrease the update time of
the system significantly. Therefore, the pulse repetition interval of

Tp “ TR ` RT` Ts “ 35` 21` 4 “ 60 ms

was chosen. Therefore, the blind speed in our system due to MTI processing is
which in our system

vblind “
8.6 mm

2ˆ 60 ms
« 0.07 ms´1.

The range accuracy ∆d of the system as mentioned earlier is chosen half of the
range resolution

∆d “
∆R

2
“ 0.343 m

which corresponds roughly to the dimension of a human body in one dimensional
distance-based view of the receiver array. The range accuracy corresponds to one
range bin size. Since the received signal is sampled with rate fs,1 “ 200 kHz, the
number of samples in one range bin, indicated as ν, is

ν “ t
2∆dfs,1
vs

u “
2ˆ 0.343 mˆ 200 kHz

343 ms´1
“ 400 samples;
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2.4 DOA estimation

After range detection, a number of range bins are declared to contain occupants ei-
ther due to the presence of a true target or due to multi-path. The data from these
range bins is then processed to find the angle of arrival of the source contained.
A two-dimensional conventional beam-former is then applied on the preprocessed
data corresponding to each of the active range bins. For the preprocessed data,
∆gp%, ςq, at the %th active range bin for ς th sample, the two-dimensional angular
spectrum is written as

Λpθ, φq “
1

Mν

ν
ÿ

ς“1

|apθ, φq∆gp%, ςq|2,

where Λ indicates the angular response and θ and φ take values from the discrete
sets Θ and Φ respectively.For practical real-time implementation and the algorithm
speed considerations, the azimuth and elevation angles are discretized with the
accuracy of 2 degrees each.

Taking into account that in each range bin at most one occupant movement is
of interest, the maximum of the angular spectrum

Λpθ, φq, @θ P Θ&φ P Φ,

which corresponds to the angular location where the maximum power is received,
is found. Furthermore, SNR at the detected location is computed as

SNRpθmax, φmax, %q “
maxθPΘ,φPΦ Λpθ, φq

εp%q

After DOA processing, elevation, azimuth angle, corresponding range bin and
which are denoted respectively as

tθmax, φmax, SNR, %u

Where SNR is chosen as the shorthand notation for SNRpθmax, φmax, %q are stored
to be supplied to the tracker for refining the location estimates by considering the
temporal correlation of detections corresponding to the target.

2.5 Multi-path mitigation

After range and DOA processing, the observation points collected in one scan
are then transformed to the Cartesian coordinates. Before being supplied to the
tracking algorithm, data is filtered to disregard infeasible location estimates that
lie beyond the physical boundaries of the environment produced due to multi-path
propagation of the echoes. A scenario with a single moving occupant in the test
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office is depicted in Fig 2.14(a). The red squares in the picture show the true
occupant movement trajectory. The observation points formed after applying the
range and DOA estimation algorithms is shown in Fig 2.14(b). As can be seen,
some of the observation points lie outside the room boundary. These points are
due to the multi-path propagation of the signal and are discarded by applying a
simple room dimension filtering. The result after filtering is shown in Fig 2.15.

2.6 Target tracking

In order to reduce the effect of multi-path and side-lobes that a tracker is applied
of the observed locations. The tracking is performed in two dimensions px, yq. A
true moving target is persistent in the tracking region for several scans [73]. As a
result, persistent clutter and observations formed due to side-lobes of the circular
array also are classified as being a tentative target, whereas false detections caused
by random noise or clutter are not correlated in time. In order to minimize mis-
classification between persistent false targets and the true ones, tracking and a
mechanism for scoring the different tracks is implemented [62]. Tracking also
is useful in addressing the problem of intermittent detections due to the MTI-
processor suppressing target echoes at certain speeds [41].

For the data association and tracking algorithm described in the rest of the
section, a priori of existence of multiple targets (whether true targets or caused
by clutter or side-lobes) is assumed. The tracking algorithm is composed of four
main parts; (a) observation-to-track association, (b) NCV Kalman filter-based
track prediction, (c) Track scoring mechanism and (d) a list of tentative targets
with their current state and tracking score. Figure 2.16 gives an overview of the
tracking algorithm steps.

2.6.1 Observation-to-track data association

Observations formed in one scan are first clustered to initiate multiple tentative
targets based on the proximity of the measurements. A coarse gate with size
roughly equal to the area a human occupies in x ´ y plane is used to ensure
that detections due to different parts of the human target body are combined. A
circular gate with radius

?
2 m is chosen; thus the linear resolution of a human

target is 1 m in x and y directions. Measurements falling into the same proximity
of one gate are clustered as one tentative target and their location is fused to
produce one measured location for the corresponding target. The fusion rule for
the measurements inside the same cluster at the kth scan for q1 measurements
falling in the same gate (l) is as follows

x
pkq
l “

řq1
i“1 x

pkq
i,l SNR

pkq

i,l
řq1
i“1 SNR

pkq

i,l

, y
pkq
l “

řq1
i“1 y

pkq
i,l SNR

pkq

i,l
řq1
i“1 SNR

pkq

i,l

,
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where SNR
pkq

i,l is the SNR at the location. Coordinates of the tentative targets
are stored and sent to the Kalman filter to be propagated to the next scan. score
calculation

2.6.2 Filtering and prediction

For track filtering, a NCV motion model [74, 75] is used to model target movement
dynamics together with a two-dimensional Kalman filter. The state of the lth
tentative target at scan k is presented as

s
pkq
l “

”

x̂
pkq
l , ŷ

pkq
l , 9x

pkq
l , 9y

pkq
l

ıT

,

where x̂
pkq
l and ŷ

pkq
l represent the estimated occupant location and 9x

pkq
l and 9y

pkq
l

represent estimate of its speed. Occupant movement must satisfy the kinematic
motion equation [76]

p
pkq
l “

1

2
:p
pk´1q
l p∆tq2 ` 9p

pk´1q
l p∆tq ` p

pk´1q
l

where 9p
pk´1q
l and :p

pk´1q
l respectively denote the initial speed and initial acceleration

of the lth target at scan k and p
pkq
l “ rx̂

pkq
l , ŷ

pkq
l s

T denotes position vector. ∆t
denotes the time between scans. Therefore, the occupant state transition at scan
k is written as

s
pk`1q
l “ As

pkq
l `wpkq

where A is the state transition matrix expressed as

A “

»

—

—

–

1 0 ∆t 0
0 1 0 ∆t
0 0 1 0
0 0 0 1

fi

ffi

ffi

fl

,

s
pk`1q
l is the state of the occupant at the following scan and wpkq denotes the process

noise which is the uncontrollable input (occupant acceleration) to the modeled
system. The NCV model gives the expression for the state error covariance matrix
as [75]

Qs “ σ2
s

»

—

—

–

∆t4{4 0 ∆t3{2 0
0 ∆t4{4 0 ∆t3{2

∆t3{2 0 ∆t2 0
0 ∆t3{2 0 ∆t2

fi

ffi

ffi

fl

,

with σs “ 1 ms´2 is a chosen design value.

Let z̄
pkq
l “ px

pkq
l , y

pkq
l q

T denote the combined measurement at scan k for the lth
tentative target, since our system only measure target position and do not have
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information about its speed; the measurement and the state of the occupant are
related as

z̄
pkq
l “ Cs

pkq
l ` epkq,

where C is

C “

„

1 0 0 0
0 1 0 0



and epkq is the measurement noise which is assumed to be white Gaussian with
covariance matrix Qe “ σ2

eI, where I is a 2 ˆ 2 identity matrix and variance
σe “ 1 m is chosen.

Upon receipt of data in a scan, the state of the target is updated using the
received data within its gate and propagated ahead using the Kalman filter [66]
to predict the occupant state at the following scan. The predicted location at
the following scan forms the center of the corresponding target gate. In order to
update the state of a (tentative) target and avoid merging of two crossing targets,
the observation which is closest in distance to the predicted position of a target

is chosen. Let z̄
pkq
i,l “ rx

pkq
i,l , y

pkq
i,l s

T denote the ith observation at the lth target gate

at scan k and p
pkq
l “ rx̂

pkq
l , ŷ

pkq
l s

T denote the estimated target location, the chosen
measurement to update the target state is

z̄
pkq
l “ min

i
‖ppkql ´ z̄

pkq
i,l ‖

Let p̂
pk|k´1q
l denote the predicted position of the target based on measurements

at the previous scan. Then each of the observations at the current scan are assumed
to have a normal distribution around the predicted position

Prtz̄
pkq
i,l |p̂

pk|k´1q
l u „ N pp̂pk|k´1q

l , Q̄
pk|k´1q
l q

where Q̄
pk|k´1q
l denotes the related noise covariance matrix.

2.6.3 Scoring and track maintenance

In order to represent (a) the confidence in a tentative track as being a true target,
(b) evaluate observation-to-track updates and (c) have a mechanism to initiate
true tracks and delete false tracks or targets that have disappeared, a tracking
score is used. The tracking score consists of a kinematic term and a signal-related
term. The kinematic term is related to the distance of the detection from the
center of the corresponding gate and the signal-related term is the SNR at the
location where the detection was formed.

Let d
pkq
i,l denote the distance of the ith measured location at scan k correspond-

ing to the lth target from the predicted position p̂
pk|k´1q
l and SNR

pkq

i,l denote the
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SNR measured at that location. A score is assigned to each of the measurements
within the lth target gate as

Ω
pkq
i,l “ %2

i,lSNR
pkq

i,l e
´d
pkq
i,l .

%i,l shows the range bin corresponding to the lth target. Since due to path
loss signal power drops with the square of distance to the transmitter, square of
distance is multiplied with target SNR in order to compensate for the power drop
and assign a distance independent score to targets.

Therefore, the tracking score for the lth target at scan k is computed as

Ω̂
pkq
l “ mint1, Ω̂

pk´1q
l `max

i
tΩ

pkq
i,l uu, i “ 1, 2, .., q2.

Where Ω̂
pk´1q
l denotes the tracking score at the previous scan. The tracking

score is upper limited to one. If in a cycle there remain unassociated measurements,
they are supplied to the clustering algorithm to define new tentative targets. For

the newly formed target clusters, Ω̂
pk´1q
l is zero.

The data at scan k for each (tentative) target corresponding to the predicted
state, error covariance matrix, previous locations of the target and tracking score
are stored for use in the following scan.

2.6.3.1 Track maintenance (initiation, deletion, merging)

By using the track score for (tentative) targets that includes a contribution from
SNR, the detection threshold can be set lower to allow for more detections (false
alarm or true) [62]. The SNR-related term in the tracking score will ensure false
track mitigation in the track confirmation step of the algorithm. Therefore, based
on the tracking score of the targets, two thresholds are set to classify targets as
tentative, confirmed or deleted. In the track maintenance process there are two
main hypotheses [62]:

H0 : Measurements assigned to a track are false alarms,

H1 : Measurements assigned to a track are from a true target.

Based on these hypotheses, two thresholds are set for confirmation of tracks related
to true targets and deletion of either false tracks or tracks related to targets that
have disappeared (stopped walking or left the room). Knowing that detections
from a true target must be persistent over time, a timing constraint is also intro-
duced to lower the probability of false target acceptance. Furthermore, if in one
scan no measurement is received for a target, the score of the corresponding target
is decreased by a factor α and is compared to the deletion threshold for a pre-
specified number of scans before being disregarded. This ensures low probability
of true target rejection.

Receive no measurement at scan k ñ Ω̂
pkq
l “ αΩ̂

pk´1q
l
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where α P r0, 1s is the forgetting factor.
The track maintenance logic is as follows:

Ω̂l ď δ2 for κ1 scans: Accept H0 (delete track l)

Ω̂l ě δ3 for κ2 scans: Accept H1 (confirm track l)

δ2 ă Ω̂l ă δ3 : continue test (tentative target)

Here δ2 and δ3 are respectively track deletion and track confirmation thresholds,
and κ1 and κ2 are the number of test scans for deletion and confirmation of the
track respectively. δ2 is set equal to the detection threshold δ1 so that a true target
rejection probability does not exceed the probability of missed detection. δ3 is set
above δ1 so that tracks caused by clutter and side lobes that are persistent in
time but have a smaller tracking score than true targets would be tracked, but not
confirmed as true targets, at this step of the algorithm. κ1 and κ2 are set based
on the latency requirements of the system. The scoring mechanism is summarised
in Fig 2.17 [62]. The solid line shows the evolution of tracking score of a single
target as more time scan data become available.

Furthermore, a track merging logic is applied for the situations when two
closely-spaced tracks are formed due to initiation of tracks from different parts
of the same human target body. In order to assure that the merger does not
merge crossing targets, a logic based on the closeness of state vector of different
(tentative) targets is used as follows

}sj ´ si} ă Cth for κ3 scans ñ drop the redundant track

where sj and si are the state estimates of the jth and ith track respectively and
the redundant track refers to the track that has existed for a shorter time.

Finally, the result of the single occupant movement after applying the tracker
is shown in Fig 2.18.

2.7 Conclusions

In this chapter, we proposed a real-time ultrasonic granular indoor presence sensing
system based on a circular receiver array. At the first stage, the received pulse
echoes are possessed and the range of the occupant is obtained. At the second
stage, The DOA of the potential occupant in the active ranges is estimated using
the conventional beam-former. The 2D location of the target is computed using
the estimated range and DOA. Because of multi-path that causes false alarms
and missed detections, a tracking algorithm based on NCV Kalman filter and a
tracking score mechanism to distinguish between true and false tracks is proposed.
The experimental results of a single-target scenario are presented.
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Figure 2.14: (a) A single-ocupant movement scenario inside the test room, (b) Observa-
tion points formed after range and DOA estimation
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Figure 2.15: Observation points for a single moving occupant after filtering based on the
room dimensions.
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Figure 2.16: Tracking algorithm procedure.
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Figure 2.17: Track scoring mechanism.
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Figure 2.18: Presence sensing result after applying the tracker.
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Combined Control Messaging
and Positioning 3
In this chapter, we detail the design of the communication system that exploits the
existing wide-band circular array receiver (as explained in Chapter 2) and one or
more mobile transmitters. The transmitter which is the speaker of the consumer
laptop or smart-phones, facilitates the room occupants with the ability to send
control commands for adjusting the room attributes according to their needs. The
receiver further applies beam-forming on the received message to estimate the DOA
of the transmitted signal to provide the controller with the specific zone in which
the occupant is located for the changes to be applied in the corresponding region.
To establish the communication, at the occupant side, there is a mobile device
capable of producing near-ultrasonic transmissions. For instance, a commercial
audio speaker of a laptop or smart-phone may be used; Most speakers are capable
of producing near-ultrasonic frequencies in the range of 18-22 kHz [52]. We use
5 bits to encode user requests (e.g. increase or decrease illumination level by
specific amount, light color level etc.), after applying error correcting codes, on-
off keying (OOK) communication scheme at the carrier frequency of 20 KHz is
used to transmit the encoded command. Line-of-sight is assumed during user
signalling, as is common in remote control actions. At the circular array receiver,
upon detection of the presence of signal, the communication signal is band-passed.
The signal is then decoded and DoA processing is performed to determine the
region from which the message was transmitted. This information is then sent to
the lighting controller where the requested user changes are executed within the
specified workspace region.

3.1 System description

The near-ultrasonic communication system is composed of two major parts; (i)
Circular array receiver (ii) Speakers of one or more mobile devices (laptop or
smart-phone). The speaker of each mobile device is set to operate at the near-
ultrasonic central frequency of fc,2. The circular array receiver is the same as the
one explained in Chapter 2. Due to the wide-band characteristics of the receiver
(see Appendix 1), it is possible to incorporate the presence sensing system (at the
center frequency of fc,1 “ 40 kHz) and the communication system (at the center
frequency of fc,2 “ 20 kHz) in one receiver. Further, band-pass filtering is applied
to eliminate the potential interference between the two systems and to eliminate
unwanted frequencies.

39



3.1.1 Receiver beam pattern

The circular array receiver is the same as the one described in Chapter 2. In
the communication system, mobile transmitters are set to work at the carrier
frequency of fc,2 “ 20 kHz which is lower than fc,1 “ 40 kHz used for presence
sensing. The beam-pattern of the array at frequency fc,2 is depicted in Fig 3.1(a).
In this scenario, since

∆m ă
λ2

2
“

vs
2fc,2

“ 8.6 mm,

no side-lobes appear in the spatial response (Fig 3.1(b)); However, the beam-width
increases and the angle estimation accuracy decreases.

3.1.2 Room configuration and workspace regions

As explained in Chapter 2, The circular array receiver is installed in approximately
the center of the ceiling of an office room of height ĥ, width ŵ and length l̂ as
depicted in Fig 3.2. Moreover, there exist 12 luminares located evenly at the
ceiling of the test office. There are 4 work-spaces in the room are shown in red in
Fig 3.2.

3.2 Communication system

In this section, the design of the communication system for lighting remote control
application is explained. The system consists of one or more mobile transmitters
and the circular array receiver. Due to the ultrasonic channel properties and
absence of a direct physical link between the transmitter and receiver, at the
transmitter side asynchronous communication with OOK modulation was chosen.
On the other hand, at the receiver side a frame synchronization technique based on
high-correlation sequences and energy detection is applied to decode the lighting
control command. Moreover, to increase the robustness of the system, BCH codes
are used. In addition, assuming the alignment of the mobile transmitter is such
that there is a direct path between the transmitter and the receiver, DOA of the
received signal is used to locate the region in which the control command should
be executed.

3.2.1 Transmitter

In order to transmit lighting control commands, as illustrated in Fig 3.3, the
command is first translated into a binary sequence tb1rnsu of length L1. After
adding error correcting codes to the sequence, the resulting encoded sequence
tb2rnsu of length L2 is en-framed to a sequence tb3rnsu of length L3. One instance
of the framed bit sequence is shown in Fig 3.4(a). The framing is done in order
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(a)

(b)

Figure 3.1: (a) Spatial response of the UCA at 20 kHz,(b) Spatial response of the UCA
at 20 kHz versus elevation angle.

to establish an asynchronous communication between the mobile device and the
receiver array. The data frame consists of a preamble part (consisting of three
marker sequences tgM rnsu, each of length L2 and a training sequence tgT rnsu of
length L2) continued by the payload as shown in Fig 3.5.The resulting binary
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l̂

ŵ

ĥ

Figure 3.2: Room configuration and work-spaces.

sequence tb3rnsu after framing is then assigned unipolar voltage levels an P t0, Acu
( an “ Ac V when a binary 1 is sent and an “ 0 V when a binary 0 is sent). The
coded digital signal is represented in analog form by a sequence of Dirac pulses as

dcptq “
L3
ÿ

n“1

anδpt´ nTbq

where dcptq denotes the coded analog signal, δ is the Dirac delta function and Tb
represents the bit duration. The coded signal is then up-sampled to the speaker
sampling frequency of fs,2. Number of samples in one bit interval ns,1 is stated as

ns,1 “ tfs,2Tbu.

After up-sampling, square-root raised cosine pulse shape [77] hsrcptq is assigned
to the unipolar base-band data signal to generate the base-band signal qtptq

hsrcptq “
4αr
π
?
Tc

cosp p1`αrqπt
Tc

q `
Tc sinp p1´αrqπt

Tc
q

4αrt

1´ p4αrt
Tc
q2

where αr is the roll-off factor and Tc indicates the truncation length of the filter in
symbol periods. We use a pair of square-root raised cosine filters at the transmitter

42



and receiver so as to get a raised cosine filter at the output of the receiver matched
filter to satisfy the Nyquist criterion and avoid inter-symbol interference(ISI) by
providing zero crossing at adjacent symbol picks. The signal obtained after apply-
ing the pulse shaping filter on the framed data is depicted in Fig 3.4(b) for one
data frame. The base-band signal is then multiplied with the carrier frequency at
fc,2 and transmitted through the mobile device speaker. The transmitted OOK
signal is represented by [78]

s2ptq “ Acqtptqcosp2πfc,2tq,

where s2ptq is the transmitted signal. s2ptq for one data frame is illustrated in
Fig 3.4(c).

b1[n]
BCH

Enframe
Unipolar

Upsample Pulse Shape

cos(2πfc,2t)

s2(t)

hsrc(t)

EncodingEncoding

qt(t)

b2[n] b3[n]

fs,2

dc(t)

du(t)

Figure 3.3: Transmitter block diagram.

3.2.2 Indoor ultrasound channel

Indoor ultrasonic channel is a time varying multi-path fading channel. As ex-
plained in Chapter 2, equation 2.3, the multi-path channel can be modeled as
[79]

hcptq “

Nptq
ÿ

n“1

βnptqe
´j2πfc,2τnptqδpt´ τnptqq

where hcptq denotes the base-band channel impulse response. Therefore, the re-
ceived low-pass signal q2ptq can be considered as the convolution of the transmitted
base-band pulse with the ultrasonic channel.

qrptq “ qtptq ˚ hcptq ` χptq

where χ indicates the base-band additive white Gaussian noise.
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Figure 3.4: Transmitter steps.

Marker Marker Marker Traning Payload

Figure 3.5: Data frame structure.

As mentioned earlier in Chapter 2, ultrasound experiences reverberation when
propagating in an indoor environment. Therefore, longer multi-path components
reach the receiver. However, the amplitude of the components degrade with time
due to pass-loss. Since the purpose of this research was to find a practical air-
borne ultrasonic communication system for remote control design applications that
provides the possibility for the receiver to location of the transmitter, it is assumed
that the orientation of the mobile device is such that a clear line-of-sight (LOS)
exists between the transmitter and the array receiver. The channel was empirically
studied. A typical LOS channel impulse response in the test office is shown in
Fig 3.6.

Which shows the LOS component is received with significantly higher ampli-
tude than other multi-path components. The demodulator in the receiver is there-
fore synchronized to this component As a result, if we set the detection threshold
above the multi-path component level then there is only one dominant ray and
no resolvable multi-path, and the channel can be assumed as flat-fading. This
assumption only implies if the LOS is attained between the mobile device and the
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Figure 3.6: Typical LOS channel in the test room.

receiver.
Apart from noise and multi-path propagation, due to the slow propagation

speed of the ultrasound as compared to light and other radio frequencies, a small
movement causes a significant Doppler shift.

Moreover, It is shown in [52, 14] that sound at higher frequencies in the range
of ultrasound is very directional. This means that the intensity of ultrasound is
much higher in front of the speaker and as a result, the maximum range that it
can travel is larger. Thus, The orientation of the mobile device with respect to the
receiver array has a significantly influences the reception quality. In addition, high
frequency sound is easily blocked by the objects along the path [52]. Therefore,
we assume LOS alignment of the mobile device speaker and the receiver and that
no objects obscure this direct LOS.

3.2.3 Receiver

The receiver of the communication system as shown in 3.7 consists of two major
parts. The first part which is constantly running at the receiver signal processing
unit is used to detect the presence of signal in the operating band of the commu-
nication system. The second part, acquires a block of the received data samples,
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which are provided by the signal detection part, and after achieving synchroniza-
tion decodes the control command and estimates the DOA of the signal through
beam-forming.

dr(t)

e−j2πfc,2t

BPF

Matched

hsrc(t)

Frame

Bit Sync

DoA

Downsample BCH
{b̂1[n]}

M

Filter
Sync

Processing

Decoding

1

qr(t)

A/D

fs,1

Threshold
Comparison

δ4

δ5

Figure 3.7: Receiver block diagram.

3.2.3.1 Signal detection

The analog signal received by M antenna elements is first sampled at the receiver
sampling frequency fs,1 and quantized. In order to detect the presence of signal
at the communication system operating frequency fc,2, the receiver constantly
performs bandpass filtering on a time window of the received samples, integrates
the received power over that time window and compares it with the detection
threshold δ4 that is set above the bandpass noise power (PFA “ 10´6). The
bandpass filter is centered around fc,2 with the bandwidth of B2. Upon detection
of the signal, a portion of the buffered and upcoming samples drptq which roughly
correspond to the size of a data packet are chosen for further processing.
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3.2.3.2 Decoding and DOA processing

Conversion to base-band The receiver implements a non-coherent detection [80]
followed by DoA processing and decoding as illustrated in Fig 3.7. The received
data block through the M receiver channels, sampled at the receiver sampling
frequency fs,1 is first complex conjugate demodulated with the zero-phase reference
signal e´j2πfc,2t and matched filtered with the square-root raised cosine hsrcptq pulse
shape that is the same as the transmitter pulse shaping filter. Therefore the overall
pulse shape of the system is a raised cosine pulse shape. After matched filtering,
base-band signal qrptq is attained. Let the mth sample of the base-band signal be
denoted as qrrms “ qrrm{fs,1s, it is computed as

qrrms “

Tcns,2
ÿ

n“´Tcns,2

drrnshsrcrm´ ns

where drrns is the mth sample of the received data packet and ns,2 is the number
of samples contained in one bit duration as

ns,2 “ tfs,1Tbu.

An instance of the raw received data, down-mixed and matched filtered is shown
in Fig 3.8(a),(b) and (c) respectively.

Frame synchronization After conversion to base-band, In order to determine
whether the data block actually contains a data frame or is merely a false alarm and
to perform frame and coarse bit synchronization for down-sampling and decoding
purposes, the structure in the preamble of the packet is exploited. As explained
earlier, the preamble consists of three identical high-auto-correlation sequences
tgM rnsu (named as marker) and a training sequence as shown in Fig 3.5. First,
cross-correlation of the bandpass received data samples with the known marker
sequence up-sampled to the receiver sampling frequency is computed as

yrrms “

4L2ns,2
ÿ

n“1

qrrnsĝM rn`ms

where yrrms is the correlation output and ĝM rms denotes the up-sampled marker
sequence to the receiver sampling frequency. After computing the correlation out-
put, three consecutive correlation peaks with distance equal to L2ns,2 are found and
compared against a threshold to find the beginning of the training sequence and
maintain a coarse timing synchronization [81, 82]. Marker sequences for synchro-
nization purposes need to have a high auto-correlation and low cross-correlation
with other sequences [83]. Three consecutive peaks are considered due to the
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small size of the marker sequence used in the data packet which limits its auto-
correlation and cross-correlation performance. Moreover, due to the presence of
noise and other channel anomalies, received voltage level experiences random varia-
tions which further reduce the auto-correlation and cross-correlation performance.
After finding the first correlation peak that exceeds a predetermined threshold, we
look for the second peak in the vicinity of ns,2ˆL2 samples apart from the first one
that exceeds the threshold. The third peak is found in a similar manner. After the
detection of the third peak, the start of the training sequence is found in the next
ns,2 ˆ L2 samples from the third peak. This gives a coarse synchronization to the
start of the first bit of the training sequence. In the next step, the synchronization
is refined. An instance of the correlation output is shown in Fig 3.8. The red
arrows correspond to the detected consecutive peaks.

Bit synchronization The cross-correlation synchronization finds the coarse bit
time of the first bit in the training sequence. Since the training sequence is known,
a search for the peak of the bit during the first bit interval is performed to maintain
fine timing synchronization.

Decoding and DOA estimation After maintaining the bit synchronization, a
short block of the following samples of the data block corresponding to one bit du-
ration is supplied to the DoA estimation algorithm explained in Chapter 2, Section
2.4 to determined the angles from which the control command is received. Fur-
thermore, the data block is down-sampled to bit rate. To set an adaptive threshold
for making the decision on the received down-sampled voltage level corresponding
to ’0’ or ’1’ bit, the average voltage level of the ’0’ bits as well as ’1’ bits in the
training sequence are computed and the threshold δ5 is set in the middle of the
two levels to ensure minimum bit error probability and equal bit error probability
for ’0’ and ’1’. Thereafter, BCH decoding is performed on the resulting binary
sequence to reduce the random bit errors. An example of the transmitted encoded
binary command and the corresponding received voltage levels is shown in Fig 3.9.
The red line corresponds to the adaptive threshold set for this received data.

3.3 Practical design considerations

In this section, the design parameter choices for the communication system are
provided.

3.3.1 Transmitter design parameters

Standard laptop and smart-phone speakers sample the audio streams at the sample
rate of fs,2=44.1 kHz. Laptop and mobile phone speakers hardware are optimized
for working at audible frequencies (below 20 kHz) but are shown to be capable
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Figure 3.8: Communication system transmitter block diagram.

of producing inaudible frequencies up to 22 kHz [13, 14, 15]. For the design of
the communication system, available frequency was assumed in the near-ultrasonic
band of 18-22 kHz. Although the upper limit of the human hearing range is 20 kHz,
at frequencies higher than 18 kHz most adults have significantly decreased hearing
ability. The carrier frequency was chosen in the center of the available frequency
interval at fc,2=20 kHz. The uniform circular array receiver has a wide-band
sensitivity pattern that covers the aforementioned frequency range.

In order to choose the base-band pulse duration, taking into account the avail-
able bandwidth, real-time implementation requirements and assuming the LOS
channel model as discussed in Section 3.3, a bit rate of rb “ 2 kbps which corre-
sponds to the bit duration of Tb=500 µs was chosen. Therefore, the number of
samples contained in one bit duration after up-sampling to the receiver sampling
frequency is

ns,2 “ tfs,1Tbu “ t44.1 kHz ˆ 500 µsu “ 22 samples.

Moreover, binary constellation is used in order for the system to have high robust-
ness against noise.

In order to avoid ISI, the bit duration must be chosen larger than the rever-
beration time of the ultrasound signal which is about 60 ms in the room under
consideration. This gives rise to a pulse duration of about 17 ms which is inap-
propriate for the real-time applications. Therefore, by assuming LOS orientation
of the mobile device with the receiver array, as discussed earlier since only one
significant path exists, we reduce the bit duration. This assumption gives rise to
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Figure 3.9: (a) Original encoded payload,(b) down-sampled received data and the adap-
tive threshold.

performance degradation if the LOS assumption is violated.
In the communication system operating frequency, the wavelength λ2 is equal

to

λ2 “
vs
fc,2

“
343

20 kHz
“ 17.2 mm.

Therefore, due to ceiling mounted configuration of the array, again the far field
assumption holds. More specifically, the three conditions

R " D « 12 mm, R " λ2 « 17.2 mm, R "
2D2

λ2

« 169 mm

are satisfied. Where R is the distance of the mobile device relative to the array
receiver and D is the dimension of the array. [64].

In order to localize the pulse both in frequency and time domain, perform pulse
amplitude tapering to reduce the buzzing sound caused when operating at maxi-
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mum speaker gain and have a robust pulse shape against ISI, we use a square-root
raised cosine pulse shape. The square-root raised cosine filter for pulse shaping
is used as a pair in the transmitter and the receiver so that the matched filtered
received signal would have a raised cosine pulse shape. Ideal square-root raised
cosine pulse shapes have infinite time duration. Therefore, they need to be trun-
cated to a finite length. The chosen truncation length for the system is Tc “ 10
symbols and the roll-off factor is set to αr “ 0.3. Therefore, the transmitted pulse
bandwidth B1 would be

B1 “
1

2
p1` αrqrb “ 1.3 kHz

which indicates that the occupied pass-band frequency range is in the range
[18.7,21.3] kHz which fits within the available bandwidth.

We assume that the user-driven command for the control of lighting is trans-
lated into a binary sequence of length L1 “ 5 bits.Therefore, 32 different commands
can be accommodate. These commands can include light intensity by specific level,
light color and mood or other light related features. The binary command is then
encoded to a sequence of length L2 “ 15 bits using a BCH code of (5,15,7) that
due to the hamming distance of 7 can correct up to 3 random errors.

For the frame synchronization, the chosen marker sequence tgM rnsu in the
transmitted data frame, is a Gold code [83] of length L2 “ 15 bits. Gold code
is chosen due to its high auto-correlation and low cross-correlation with other bit
sequences. How ever, due to the limited size of the marker sequence, the cross and
auto-correlation performance is reduced. Therefore, for robust synchronization
three repetition of the same code is used. The choice of the number of required
marker sequences was verified empirically. Moreover, the chosen training sequence
tgT rnsu of length L2 “ 15 bits includes approximately the same number of zeros
and ones, starting with a one to perform fine bit synchronization. Therefore, the
number of bits in one data packet is

L3 “ 5ˆ L2 “ 75 bits.

3.3.2 Receiver design parameters

Due to the complexity advantage of non-coherent receivers and difficulty of esti-
mating the carrier phase without a physical link between the transmitter and the
receiver array, non-coherent detection was chosen. Typical modulation techniques
used for non-coherent detection are OOK, pulse-position modulation (PPM) and
frequency-shift keying (FSK)[84]. FSK is not appropriate for our channel-receiver
combination due to different effect of the multi-path fading channel on different
frequency bands and limited available bandwidth. Among OOK and PPM, OOK
with adaptive decision threshold was chosen.
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The receiver sampling frequency as previously mentioned is equal to fs,1 “
200 kHz. Therefore the number of samples in one bit duration is

ns,2 “ tfs,1Tbu “ t200 kHz ˆ 500 µsu “ 100 samples.

The array receiver is wide-band, covering the frequency range of 100 Hz to 80 kHz.
Therefore, presence sensing system and the communication system can be accom-
modated in the same receiver by applying suitable bandpass filtering to eliminate
the potential interference between the two frequency bands and to remove the un-
wanted frequencies. Due to the possible movement of the mobile device, assuming
the maximum speed of the movement of the mobile device to be vmax “ 4 ms´1,
the corresponding maximum Doppler frequency shift is

fD,max “ ˘
fc,2vmax
vs

“
20kHz ˆ 4ms´1

334
« ˘240 Hz.

At the receiver side, the bandpass filter is centered around the carrier frequency fc,2
with the bandwidth that can incorporate the complete base-band pulse, possibly
frequency shifted due to Doppler effect when there is movement. Therefore, the
bandwidth of the receiver bandpass filter is set to

B2 “
1

2
p1` αrqrb ` fD,max « 1.6 kHz

were B2 denotes the bandwidth of the receiver bandpass filter.

3.4 Conclusions

In this chapter, the proposed combined ultrasonic communication system and po-
sitioning algorithm was presented. The transmitter and receiver design was ex-
plained. The transmitter runs on a laptop or smart-phone and using the built-in
speaker, OOK-modulated, framed control command is sent through the ultrasonic
channel in the indoor environment. The signal is received by the circular array re-
ceiver. Decoding and DOA estimation is performed at the receiver side to extract
the control command and the occupant zone to apply the required changes in the
corresponding workspace region.
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Experimental and Simulation
Results 4
In this chapter, the performance of the proposed indoor granular presence sensing
algorithm described in Chapter 2 is evaluated empirically. The experiments are
conducted in real-time under predefined test conditions when two or three occu-
pants are present in the office room under test. Furthermore, in the rest of the
chapter, the efficacy of the proposed communication system explained in Chapter
3 is assessed both empirically and based on simulations.

4.1 Experimental results of the granular presence sensing
system

In this section, we present the results of the real-time experiments conducted in
the office room under test for the case where two or three occupants were present.
The single-occupant experimental results were already discussed in Chapter 2.

4.1.1 Experiment settings and design parameters

The experiments were performed in an office room with length l̂ “7.6 m ,width
ŵ “6 m and ĥ “3 m as partially depicted in Fig 4.1. The trajectories of the
movements of the occupants were marked on the floor prior to the start of the
experiment as illustrated in Fig 4.1. An 8-element uniform circular array prototype
with a co-located single transmitter shown in Fig. 4.2, was installed in a ceiling-
mounted configuration in the office room as displayed in Fig 4.3. The origin
was located at the sensor at roughly the center of the ceiling (see Fig. 4.4(a)
for location), i.e. x “ 0; y “ 0; z “ 0. The room parameters are summarized in
Table 4.1. The transmitter was of model 400EP14D [1] at the central frequency
fc,1 “ 40 kHz, bandwidth 2 kHz and with a broad-beam profile. A driving voltage
of 9 Vpp was chosen for the transmitter to cover the complete room area without
causing excess implications. The receiver array consisted of eight elements of model
SPM0204HD5 [2] with an inter-element separation of 4.6 mm (see Appendix 1 for
further information about the transmitter and the receiver model).

The parameters of the transmitted waveform were Ts “ 4 ms and Tp “ 60 ms.
Since the receiver uses two consecutive pulses for MTI processing, the time between
scans is 120 ms. This lower limits the update time of the system for producing the
location estimates of the occupants. Parameter κ2 “ 10 was chosen which gives
a latency of at least 1.2 s before the tracker confirms a true target. Furthermore,
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κ1 “ 20 was chosen which indicates the tracker waits at least 2.4 seconds before
a disappeared target is deleted. For real-time implementation, a granularity of 2
degrees was chosen for DOA estimation in both azimuth and elevation angles. The
detection threshold δ1 was chosen as discussed in Chapter 2, Fig 2.11. Track score
evaluation threshold δ2 is set equal to the detection threshold δ1 so that a true
target rejection probability does not exceed the probability of missed detection.
δ3 is set 10 times δ1 so at least 10 consecutive detections of a target is needed to
confirm the target as being a true target. The design parameters of the trans-
mitter, receiver and tracker are summarized in Table 4.2, Table 4.3 and Table 4.4
respectively.

Furthermore, the received signals from the circular array are first sampled and
digitized through analog-to-digital converters and are fed to a desktop computer
for further signal processing in MATLAB.

Target
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Figure 4.1: Workspace position and occupant trajectory inside the test office.

l̂ 7.6 m

ŵ 6 m

ĥ 3 m

Rmax 6 m

Table 4.1: Room parameters.
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Figure 4.2: Sensor prototype at ceiling.

Array sensor

Figure 4.3: Array sensor position in the test office.

4.1.2 Experimental results

We consider the granular detection and tracking performance analysis for two
multiple-occupant scenarios in an office environment as depicted in Fig. 4.4(a)
and 4.5(a). The solid lines at the edges denote the physical boundaries, while
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Model 400EP14D

fc,1 40 kHz

Driving voltage 9 Vpp

Ts 4 ms

Tp 60 ms

λ1 8.6 mm

Table 4.2: Transmitter design parameters.

Model SPM0204HD5

Array geometry circular

r 6 mm

∆m 4.614 mm

fs,1 200 kHz

∆d 0.343 m

PFA 10´3

Table 4.3: Receiver design parameters.

α 0.8

κ1 20 scans

κ2 10 scans

κ3 4 scans

δ2 δ1

δ3 10ˆ δ1

Cth 0.1

Table 4.4: Tracker design parameters.

the dashed lines indicate workspace regions with furniture. For the first scenario,
the first occupant moves along the track marked by the red squares while the
second occupant follows the track marked by green triangles. Both occupants
start simultaneously from the points A and B as depicted in Fig. 4.4(a). The
occupant marked by green triangles first passes the intersection as the occupant
market by red squares follows. This is to guarantee that one occupant does not
obstruct the view of the receiver array from the second occupant. The results of
the estimated trajectory upon detection and tracking are shown in real-time as
black circles and blue diamond for the first and second occupant respectively in
Fig. 4.4(b).

In the second scenario, three occupants are present in the room as shown in
Fig. 4.5(a). The first occupant Indicated by the cyan star has small movements
while seated on a chair at the specified location. The two other occupants move
along the tracks designated by the red squares and green triangles respectively.
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Figure 4.4: (a) Office room outline and target trajectories. ,(b) Granular detection and
tracking result of the two-occupants scenario.

The movement begins by the first occupant (green triangles trajectory) starts the
journey at point A; when the first occupant approaches the middle of its track, the
second occupant starts from point B and walks along the red squares. The results
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from the real-time location estimation and tracking are shown in Fig. 4.5(b) by
red circles, blue diamonds, and black dots for the first, second and third occupant
respectively.

Furthermore, the algorithm running time was measured during the experi-
ments. It was shown that the running time per scan varies depending on the
number of detected active range bins due to occupants’ movement, but is shown
to be less than 0.2 s based on the conducted experiments.

4.1.2.1 Discussion

It can be inferred from the the experimental results shown in Figs 2.18, 4.4(b) and
4.5(b) that the location estimates from the proposed granular presence sensing
and tracking system closely matches the real occupant trajectories. Therefore,
the proposed algorithm provides reliable location estimates for both single and
multiple occupant scenarios in real-time.

4.2 Experimental and simulation results of the ultrasonic
control messaging system

In this section, the performance of the proposed communication system is tested
through experiments as well as simulations and the results are provided.

4.2.1 Experiment settings and design parameters

The experiments were performed in the same office room as explained in Section
4.1. There are 4 work-spaces in the aforementioned office room illustrated in Fig 4.6
in the x-y plane. The solid lines in this figure shows the physical room boundaries
while the black dashed lines indicate the workspace regions. Furthermore, the
array sensor receiver is shown with the yellow circle in approximately the middle
of the room. The room is divided into 8 zones based on the azimuth angle of the
received waveform by the circular array. The zones are indicated alphabetically
by blue squares. The transmitter of the communication system is implemented in
MATLAB and was tested on three laptop speakers with diferent maximum volume
levels. The raw received signal by the circular array is first sampled and digitized
and supplied to the desktop computer for further processing in MATLAB. The
parameters of the transmitter are summarized in Table 4.5.

4.2.2 Experimental results

4.2.2.1 Experiments with the LOS orientation of the mobile device

In this experiment, the laptop is placed at the four different work-spaces as shown
in Fig. 4.6. For the first set of tests, The orientation of the mobile device is
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Figure 4.5: (a) Office room outline and target trajectories. ,(b) Granular detection and
tracking result of three occupants scenario.

chosen such that a clear LOS path exists between the transmitter (mobile device)
and the receiver array. For this scenario, the channel impulse response resembles
Fig. 4.7(a). A total of 150 control commands were transmitted in all four work-
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fc,2 20 kHz

fs,2 44.1 kHz

Modulation scheme OOK

Tb 500 µs

L1 5 bits

Error correcting codes BCH(15,5,7)

B2 1.6 kHz

Table 4.5: Communication system parameters.
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Figure 4.6: Zoning of the test office room based on azimuth angle.

space regions. The received signals are decoded and the DOA of the incoming
signals were estimated in real-time. It is shown that for the first scenario, 100% of
the messages are decoded correctly and the angular position of the mobile device
was inferred correctly from the azimuth angle estimates.

The transmission of the data packet from the laptop speaker required approxi-
mately 1.7 s. This was due to the buffering delay of the laptop speaker. The run-
ning time of the algorithm to process a complete data packet was shown through
experiments to be a maximum of 0.3 s which satisfies the real-time application
requirements.

4.2.2.2 Experiments under the condition that LOS is obstructed

In the second set of tests, experiments were conducted in the same room with
the same laptop as mentioned in Section 4.2.2.1. In the first set of experiments,
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The mobile device was faced away from the receiver array in a position that the
transmitted waveform would first hit the ceiling and after reflection, receive the
circular array. The channel impulse response in this case resembles Fig 4.7(b).
Furthermore, the mobile device was tested under same orientation in all four work-
space regions. 150 control commands was transmitted and decoded in real-time.
It was shown that about 71% of the messages were decoded correctly. Among the
messages decoded with error, the zone of 96% were estimated correctly. This is
due to the fact that the signal was reflected from the ceiling just above the mobile
device (this can be inferred from the elevation angle estimate which was 90˝in
these cases). Therefore, the azimuth angle estimate was the same as the azimuth
angle at the position of the mobile device.

In the second set of experiments, the orientation of the mobile device is set
such that the line-of-sight is blocked. This is performed either by facing the laptop
speaker on the opposite direction from the position of the array sensor and facing
a near-by wall, by placing an object along the path or occupant moving along the
LOS path. In this case, depending on the type of obstruction, the channel impulse
response resembles Fig. 4.7(b),(c) or(d). In this figure, plot (c) shows an instance
of the channel when the LOS is shadowed by the occupant inside the room, plot
(d) shows the case when the laptop is set facing away from the receiver with the
addition of an occupant obstructing the transmitted signal. It was shown through
the experiments that in this scenario, among the 150 data packets transmitted
from the four work-spaces, only 51% of the messages are received and decoded
correctly. Among the erroneouss received messages, the zone of about 35% were
estimated correctly. The correct zone estimates again correspond to the signals
that were reflected from the ceiling directly above the laptop position.

Fig 4.8 shows the effect of blocking objects as well as deviation from LOS on the
received signal. Plot (a) in this figure shows the transmitted waveform, plot (b)
shows the portion of the received data that is detected by the receiver to contain
information under LOS channel condition, plot (c) is the data portion when LOS
is blocked by facing the laptop speaker away from the array receiver, plot (d) is
the received data portion when an occupant is moving along the path, plot (e)
is the channel when an obstructing object is placed along the path and plot (f)
shows the case when the moving occupant is directly obscuring the transmission.
As mentioned earlier in Chapter 3, ultrasound is very directional and is easily
obscured by objects along the path. Therefore, the received signal possess a very
poor quality under the non-LOS channel conditions.

Table 4.6 summarizes the experimental results of the communication solution

4.2.3 Simulation results

In order to simulate the effect of the indoor ultrasonic channel on the transmit-
ted communication signal and to investigate the performance of the ultrasonic
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Figure 4.7: Channel impulse response. The first plot in each set represents the bandpass
filtered received signal and the second plot represents the result after matched filtering
(a) LOS channel, (b) LOS and shadowed channel, (c) Diffuse from the ceiling channel,
(d) Diffuse and shadowed channel.

Channel condition Transmitted Correctly decoded Correct zone estimate

LOS 150 150 150

Diffuse from ceiling 150 106 148

Blocked LOS 150 77 85

Table 4.6: Communication system experimental results.

communication system, we model the indoor ultrasound channel. There are three
main methods to model sound propagation, namely wave-based, ray-based and
statistical [85]. Ray-tracing and the image-source method, which lie in the cat-
egory of ray-based models, are the most commonly used methods for the indoor
airborne sound propagation. These methods are based on the geometrical room
acoustics [86]. To model the impulse response of the ultrasonic channel inside the
office room, using the ray-based methods, all possible sound reflection path are
calculated. We use the image method of Allen and Berkley [87] to attain the room
impulse response. This method models the ultrasound channel inside an empty
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Figure 4.8: Transmitted waveform and received waveform under different channel con-
ditions; (a) Transmitted waveform, (b) LOS channel ,(c) decodeble non-LOS channel,
d) channel when there is movement in the room, (e) non-decodeable non-LOS channel,
(f) channel when the moving object obscures the transmission.

room with determined dimensions. The room dimensions are chosen the same as
the dimensions of the office under test as indicated in Table 4.1. The transmitter
and receiver are chosen to be omnidirectional. The reverberation time (RT) of the
ultrasound channel is chosen to be RT “ 60 ms as is typical in building acoustics
[47] and is shown to be valid in our room settings through experimental results.
Image method is based on the calculation of the reflection path from planar sur-
faces (walls and the ceiling and the floor), to care for the furniture inside the room
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we adjust the reflection order to increase the complexity of the room. We further
test the system by placing the mobile transmitter at 35 different locations in the
room as shown in Fig 4.9. The impulse response depends on the location of the re-
ceiver, an instance of the impulse response achieved using the simulation is shown
in Fig 4.10. The performance of the communication system is tested by convolv-
ing all the 32 transmitted control commands in each location with the generated
impulse response for the particular transmitter-receiver placement. Furthermore,
20 dB noise is added to the convolved result. After performing the simulations,
the obtained message error rate is approximately 7 percent.
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Figure 4.9: Test locations within the room.

4.2.4 Discussion

It can be deduced from the experimental and simulation results that the proposed
communication system is capable of reliably decoding the received lighting control
command and estimating the occupant zone under the condition that the orien-
tation of the mobile device allows for a direct path between the transmitter and
the receiver. This is due to the fact that sound in higher frequencies is very di-
rectional and easily absorbed and blocked by obstacles [52, 14]. Therefore, the
quality of the received signal is highly dependant on the orientation of the speaker
of the mobile device with relation to the array receiver. Furthermore, if the LOS
assumption is violated, the DOA of the received signal would result in faulty ar-
rival zone estimates due to the fact that it comes from a reflection path. Moreover,
since LOS orientation is common in remote controlling applications and estimating
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Figure 4.10: An instance of the generated room impulse response using the image
method.

the occupant zone requires the existence of LOS, the design of the communication
system was based on LOS assumption. Consequently, advanced receiver and en-
coding schemes such as interleaving and channel equalization were not considered
in the design. Therefore, for the purpose of correct decoding of the lighting control
command and occupant zone estimation, a direct LOS between the mobile device
and the array receiver is necessary. Moreover, It was shown that by increasing
the volume of the speaker, under LOS condition, the control command is correctly
decoded from different distances between the mobile device and the array receiver
throughout the room.

additionally, the practicality of the system is also dependant on the directional-
ity pattern and the placement of the laptop speakers that provides the possibility
of maintaining a direct path between the mobile device and the array receiver.
Furthermore, on some laptops a minor audible buzzing sound is created when op-
erating at the highest volume. This is caused due to i) the non-linearities of the
laptop speakers at the maximum gain and ii) frequent transition between no sound
and high frequency carrier[15]. Pulse shaping filters were applied on the transmit-
ted pulses for amplitude tapering to reduce this buzzing sound as discussed in
Chapter 3. However, the system can advantage from this buzzing sound since
it provides feedback to the other occupants to avoid the simultaneous transmis-
sion from two different locations which in the latter case, would result into packet
collision at the receiver.
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4.3 Conclusions

In this chapter, the proposed algorithms for the granular presence sensing system
as well as the ultrasonic communication system were assessed through experiments
and simulation. It was shown that the presence sensing system is capable of pro-
viding accurate location estimates in real-time under single and multiple target
scenarios. Furthermore, the proposed communication system for light remote con-
trolling and occupant zone estimation was shown to achieve reliable decoding and
DOA estimation performance for all distances within the room (maximum distance
6 m) under LOS orientation of the mobile device with respect to the array receiver.

66



Conclusions and Future Work 5
5.0.1 Conclusions

In this thesis two aspects of the smart office lighting system were considered; 1)
providing coarse-grained occupancy location information, 2) a combined communi-
cation and zone estimation system for light remote controlling applications . Both
systems were based on ultrasound technology and a uniform circular receiver array
sensor configuration. Real-time algorithms were presented and tested in a typical
office environment.

In the proposed granular occupancy localization and tracking algorithm, the
range, azimuth and elevation angles corresponding to potential occupant move-
ments were obtained after range processing and DOA estimation. The observation
points were then converted to Cartesian coordinates and a 2D Kalman filter track-
ing based on an NCV model was applied. Furthermore, a track maintenance
algorithm was employed to determine true occupant movement tracks. The algo-
rithm was evaluated with an 8-element uniform circular receiver array prototype
and a co-located single transmitter in an indoor office environment. scenarios with
a single, two and three targets were tested and the results were processed in real-
time. It was shown through experiments that the algorithm is caple of providing
reliable location estimates with the required accuracy.

For the design of the communication solution, asynchronous communication
based on OOK modulation scheme and BCH encoding for reliable communication
was proposed. The operational frequency was chosen in the near-ultrasonic fre-
quency range that can be produced by consumer laptop and smart-phones and is
still inaudible to human ear. At the receiver side non-coherent detection together
with DOA estimation through beam-forming was considered. The performance
of the system was evaluated in real-time in an indoor office environment with an
8-element uniform circular array prototype and a laptop for signalling from the
user. It was shown through experimental and simulation results that the proposed
communication solution provides reliable communication and occupant zone esti-
mation throughout the room given the line-of-sight orientation of the mobile device
with regards to the receiver array is maintained.

5.0.2 Recommendations for future work

In this section some future modifications and extensions of the proposed granular
presence sensing and communication solution are presented.
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‚ Consideration for fast moving occupants
The design of the granular presence sensing system was based on slow

to moderate movement speeds of the occupants in an office environment. In
practice, occupants may walk faster than 1 ms´1 especially in open areas like
corridors. To guarantee the detection and tracking for fast moving occupants,
the cut-off frequency of the low-pass filter can be adjusted accordingly.

‚ 3 dimensional localization and tracking
Range and DOA estimation using a uniform circular array provides infor-

mation about range, azimuth and elevation of the occupant. In this thesis,
due to application, after estimating x,y and z coordinates of the target, only
x and y coordinates were used and a 2D tracker was applied. However, the
system is capable of 3D location estimation and tracking by applying a 3D
Kalman filter-based tracker instead.

‚ High resolution DOA estimation techniques
High resolution DOA estimation techniques provide DOA estimation with

higher accuracy and better consistency as the number of sources increase.
These techniques for circular arrays are based on phase-mode transformation
of the UCA array response to a phase-mode array response with similar
structure as ULA . However, the aperture size in the phase-mode space is
at most half of the aperture size in element-space. Therefore, by applying
the phase-mode transform, the maximum number of sources whose DOA can
be unambiguously estimated reduces to half. The applicability of methods
based on the sparse ruler concept [69, 88] that are primarily investigated for
ULA can be considered for the beam-space array response of the UCA to
restore the aperture size after beam-space transformation.

‚ Tracking performance improvement
Kalman filter tracking based on NCV model and a scoring mechanism

based on the received SNR and proximity of the observation point with the
predicted location was proposed. However, the performance of the tracking
system may be improved in a number of ways.

First, it has been shown [63] that the linear frequency modulated (LFM)
up-sweep waveform provides the best tracking performance among radar
waveforms. LFM also provides better range resolution than single-frequency
pulse. Therefore, by exploiting a broadband transmitter, both the range
estimation and tracking performance can be increased.

Second, a pulsed Doppler radar can provide estimate of the speed of the
occupant as well as the range. The speed estimates can be used for better
motion models than NCV in the tracking system.

Third, a more advanced multiple target tracking solution may be pro-
posed based on interacting multiple model (IMM) occupant motion model,
multiple hypothesis tracking (MHT) observation-to-track allocation and a
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scoring mechanism based on sequential probability ratio test (SPRT) [73] to
acheive better tracking performance.

‚ Implementation of the communication scheme on mobile phones
The proposed communication solution has been implemented in MATLAB

and tested on laptop speakers. Prior research has shown the potentiality of
ultrasonic communication on smart-phone speakers [58]. By translating the
proposed communication solution into a programming language for smart-
phones, the system can be tested and executed on smart-phones instead of
laptops.

‚ Robustness against ISI and burst error
It was shown that when the LOS orientation of the mobile device with

respect to the array receiver is violated, the decoding performance degrades.
In the absense of a significant LOS, multipath components cause ISI at the
received signal. Moreover, due to multipath fading nature of the indoor
ultrasound channel, burst errors are likely to happen. By applying channel
equalization and interleaving, the resistance of the communication system
against ISI and burst error may be increased.

‚ Messaging based on orthogonal codes
The communication solution proposed in this thesis translates the con-

trol command into a binary sequence and en-frames the sequence for asyn-
chronous communication. However, different commands can be translated
into orthogonal bit sequences. In this case, the receiver correlates the re-
ceived signal with a bank of known bit sequences to decode the message.
This scheme provides a better resistance against multi-path and interference
from other users and other signals present at the operating frequency. Fur-
thermore, if two users with different requests transmit simultaneously, the
command of both can be decoded.

‚ Improved transmitter location estimation by range information
For the purpose of estimating the transmitter zone in the communication

solution, a simple scheme based on azimuth angle was proposed. However, by
estimating the range of the mobile transmitter e.g., by adding a second base
station and applying trilateration, the range measurements can be combined
with the estimated DOA for a more accurate location estimation.

‚ Combining the solutions into a smart lighting system
In this thesis, two aspects of the indoor smart lighting system were consid-

ered, namely granular presence sensing and communication system for light
remote controlling. The proposed solutions may be integrated with an illu-
mination control scheme such as the one proposed in [4] for a complete smart
indoor lighting solution.
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System Specifications A
In this appendix, some of the features of the ultrasonic transmitter and receiver
which are relevant to the design of our systems are presented. Most of the infor-
mation is extracted from the components datasheet [2, 1].

A.1 Transmitter model

The transmitter used in the indoor granular presence sensing system is of model
400EP14D, depicted in Fig A.1.The specifications of the transmitter are summa-
rized in Table A.1. The azimuth (wide) angle and the elevation (narrow) angle
beam-pattern of the transmitter are depicted in Fig A.2

Figure A.1: Air ultrasonic ceramic transducer[1].

Name Air ultrasonic ceramic transducer

Model 400EP14D

Center frequency 40.0 ˘ 1 kHz

Bandwidth 2 kHz

Azimuth beam angle 125˝

Elevation beam angle 65˝

Maximum driving voltage 100 Vpp

Table A.1: Specifications of the transmitter [1].
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Figure A.2: Beam pattern of the transmitter (tested at 40 KHz)[1]..

A.2 Receiver model

The ultrasonic receiver used in the indoor granular presence sensing system as well
as the communication system is composed of 8 elements of model SPM0204HD5
as discussed in the following sections.

A.2.1 Receiver element specifications

Each receiver element in the circular array receiver has a recyangular shape as
depicted in Fig A.3. The parameters of each element is summerized in Table A.2.
The frequency response of the receiver element is shown in Fig A.4. As can be
inferred from the figure, the receiver has a wide operational frequency range.

Figure A.3: One receiver element [2].
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Name Mini SiSonic Microphone

Model SPM0204HD5

Frequency range 100 Hz-80 kHz

Directionality Omnidirectional

Table A.2: Specifications of one element of the receiver [2].

Figure A.4: Frequency response curve of one receiver element [2].

A.2.2 Array receiver design constraints

The dimensions of each receiver element is shown in Fig A.5. The width of each
receiver element is about 3.76 mm. Therefore, positioning the elements in an
octagonal geometry poses a constraint on the minimum possible distance between
the center of the elements to be 4.614 mm.

Figure A.5: Mechanical schematic of a receiver element.
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∆m = 4.614 mm

Figure A.6: Array receiver design schematic.
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