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”And on that wave
we will all have to navigate,
all who are nourished
by the fruits of the Earth.”
- Carlo Rovelli in ’The Order of Time’

On the cover: Sint Maarten’s famous Maho Beach completely washed away by the storm waves generated
during Hurricane Irma (2017). ©Dutch Ministry of Defence



Abstract

Key Points

• Sea level rise projections are deeply uncertain due to the contribution of the Antarctic ice sheet, in
particular the possibility of rapid disintegration of the ice sheet.

• For coastal management purposes, insight in low-probability but high-impact events is essential.

• Excluding rapid mass loss from impact studies into future coastal storm erosion and coastal recession
may greatly underestimate the risk faced.

• Risk-averse coastal managers are prone to misconception about their level of safety set.

Sandy beaches comprise large parts of the world’s shorelines and act as a natural buffer for many exposed
people and assets that are concentrated in the coastal zone. Many coastal communities are vulnerable to the
impact of sea-level rise (SLR) that can amplify the episodic erosion from storms and drive structural erosion.
The way communities adapt to SLR hinge critically on future SLR projections. One of the major uncertainties
is the potential rapid disintegration of large fractions of the Antarctic ice sheet (AIS) that can accelerate sea-
level rise, albeit neglected in the latest SLR estimates of the ’Intergovernmental Panel on Climate Change
(IPCC)’. Accounting for rapid AIS mass loss in coastal impact assessments is essential for risk-averse coastal
managers that disfavour events with large consequences.

Although methods to predict future erosion estimates under SLR have been developed, hitherto no study
has assessed the impact of different cases of AIS dynamics to erosion estimates. Here, a case-study to the
island of Sint Maarten is considered to evaluate the implications for strategies to manage coastal erosion under
SLR uncertainty. Regional SLR projections are made for a case consistent with the IPCC, a case with a skewed
probability distribution function of the AIS dynamics and a high-end scenario of Antarctic mass loss. SLR
projections are incorporated within a probabilistic erosion framework using synthetic storm time series for two
beaches on the island. Future retreat distances from storms and long term coastal recession are calculated, and
the different scenarios are compared and contrasted.

For a future 1/100 year retreat distance of storm erosion, often used for zoning policies, estimates may be
exceeded up to 1.11-2.22 times as frequent for inclusion of skewness, and 2.22-67 times as frequent for the
high-end scenario compared to the IPCC case. These numbers further increase when additional climate model
uncertainty is introduced. In terms of long-term recession, the 1% exceedance probability in 2100 for the
IPCC case has a 2-4.5 % exceedance probability for a skewed distribution function and a 37-88% exceedance
probability under a high-end scenario of the AIS. Lower exceedance probabilities, essential for risk-averse
coastal managers, are underestimated relatively more leading to potential disillusion about the safety level that
is set.

In conclusion, precluding AIS uncertainty from SLR projections that feed coastal impact assessments may
lead to ill-informed decisions on SLR adaptation. Risk-averse coastal managers should thus be better informed
on deep uncertainty in SLR projections to prevent maladaptation of vulnerable areas.
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1
Introduction

Sandy beaches comprise 31% of the world’s ice-free shoreline (Luijendijk et al., 2018). Apart from their
economic, environmental and aesthetic value, beaches function as natural buffer for hazardous events (e.g.
storms), thereby protecting many people and assets located in the coastal zone (McGranahan et al., 2007,
Hallegatte et al., 2013). Nowadays, 24% of the world’s sandy beaches are in a state of erosion (Luijendijk et al.,
2018), and sea-level rise (SLR) will inevitably exacerbate the retreat of shorelines (Stive, 2004, Ranasinghe
and Stive, 2009, Hinkel et al., 2013, Anderson et al., 2015, FitzGerald et al., 2008). The design of coastal
defence and zoning policies hinge critically on SLR projections, making them key information tools (Nicholls
and Cazenave, 2010, Wong et al., 2017). However, SLR projections are deeply uncertain, in particular the
uncertainty surrounding the potential rapid disintegration of the Antarctic ice sheet (AIS). The latest report
(AR5) of the ’Intergovernmental Panel on Climate Change (IPCC)’ projects end-century global mean sea-level
(GMSL) rise to be 26-98 cm, depending on the climate scenario (Church et al., 2013). The IPCC, however, aims
for scientific consensus and do not account for poorly understood mechanisms such as the AIS rapid dynamics
(Horton et al., 2014, Bakker et al., 2017). Coastal managers tend to be risk-averse, disfavouring events with
large consequences, and the IPCC-projections are found ill-suited for quantifying events with low-exceedance
probabilities (Hinkel et al., 2015). Increased understanding of mechanisms that could destabilize the AIS and
accelerate mass loss have been quantified over the years following AR5 (Ritz et al., 2015, Golledge et al., 2015,
DeConto and Pollard, 2016). Recent SLR projections have focused on both including the latest understanding
of the sensitivity of the AIS to climate change and better quantifying the upper tail of the distribution function
(Jackson and Jevrejeva, 2016, Le Bars et al., 2017, Bakker et al., 2017, Kopp et al., 2017). These projections
are better tailored for the needs of risk-averse coastal managers and yield substantially higher estimates of
GMSL rise compared to the projections of the IPCC.

Regional sea-level rise (RSLR) departs from the global average in most regions due to spatial variability of
local ocean processes and self-gravitational effect of mass loss from ice sheets (Slangen et al., 2014, Jevrejeva
et al., 2016, Carson et al., 2016). The direct implication of this is that societies need to adapt differently to
SLR, making adaptation an local issue.

1.1. Problem Statement

Beaches are dynamic systems that naturally exhibit a variety of periodicities and associated temporal and
spatial scales (Stive et al., 2002). On time scales associated with storms, elevated water levels together with
extreme waves initiate episodic retreat of the shoreline, after which recovery takes place. The traditional way
to assess storm erosion is to force a numerical model with a design wave height in order to determine the

1



2 1. Introduction

design storm erosion. Storm erosion is governed by factors such as storm surge, wave height, wave period,
wave angle, duration (henceforth called storm parameters) and beach morphology (van Rijn, 2009). Storm
parameters are however stochastic in nature and covary with each other (De Michele et al., 2007), making this
approach erroneous (Callaghan et al., 2008). SLR will increase the frequency of extreme water levels (Tebaldi
et al., 2012, Buchanan et al., 2017, Vitousek et al., 2017), and may therefore contribute to an amplification of
storm-induced erosion (Ranasinghe, 2016).

On longer time-scales, SLR may cause structural erosion, or recession, of the beach. For instance, the
widely applied ’Bruun Rule’ governs the re-orientation of the active profile (between berm and closure depth)
landward and upward to maintain its equilibrium shape, thereby moving sediment particles from onshore to
offshore (Bruun, 1954). However this approach is widely scrutinized for its practicality (Cooper and Pilkey,
2004, Stive, 2004, Ranasinghe and Stive, 2009). Ranasinghe et al. (2012) came up with an alternative ap-
proach to model SLR-induced recession. It deviates from the ’Bruun Rule’ by coupling the morphodynamic
interaction of storm erosion and longer term recession. This is particularly useful since advanced numerical
models are not yet suitable for long term coastal evolution modelling (Hanson et al., 2003, Ranasinghe, 2016).
In addition, it has the advantage of providing probabilistic estimates of coastal recession. Apart from recession
estimates, a similar methodology has been used to estimate probabilistic shoreline positions for the develop-
ment of setback lines (zoning policy that prohibits development beyond a given shoreline position) (Jongejan
et al., 2016), and probabilistic projections of dune erosion that serve the design of nourishment schemes (Li
et al., 2014).

Given the potential billion dollars of assets at risk, effectively managing the coastal zone is essentially a
risk-management issue that needs probabilistic projections of erosion risk to guide coastal managers in making
risk-informed decisions (Cowell et al., 2006, Oppenheimer and Alley, 2016, Ranasinghe, 2016). Traditional
approaches to determine coastal erosion are no longer adequate for this, as they only provide deterministic
estimates, favouring approaches that can handle stochastic input. Moreover, SLR uncertainty including po-
tential deep uncertainties in SLR projections should be explored and integrated into design practises. Deep
uncertainty can be defined as the situation where ”experts cannot agree upon or are not willing to provide
probabilistic uncertainty ranges” (Lempert and Collins, 2007), with the AIS dynamics as a example of this. A
simple and transparent way to present deep uncertainty is to provide the decision-maker with multiple plausible
probability density functions of likely futures (Lempert and Collins, 2007). This is essential for quantifying
the tail risks (i.e. events with low-probability but large consequences), which steer the mitigation alternatives
and the perspective of the decision-maker (Kunreuther et al., 2013). Until now, the quantification and evalua-
tion of erosion tails risks associated with SLR in a probabilistic framework is lacking in literature. Therefore,
although the climate community has moved forward by providing sea-level information specifically for coastal
management purposes, the coastal communities have not followed this trend accordingly.

1.2. Objective and research questions

Using the island of Sint Maarten as a case study, this study aims to better assess the role of SLR uncertainties
for coastal erosion (both episodic and structural), with an emphasis on the uncertainty that arises from the
potential contribution of the AIS to SLR. Moreover, this work aims to evaluate the implications for strategies
to manage coastal erosion if AIS uncertainty is not included appropriately.
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The following research questions are defined:

• How does regional sea-level rise in the Caribbean Sea evolve under different climatic forcings for the
21st century in the Caribbean Sea?

• What are the major contributors and uncertainties for regional sea-level rise in the Caribbean Sea?
• How does regional sea-level rise in the Caribbean Sea evolve under more extreme scenarios of mass
loss from the Antarctic Ice Sheet?

• How does sea-level rise, including uncertainty, affect the episodic erosion from storms over the years in
Sint Maarten?

• Howdoes sea-level rise, including uncertainty, affect the structural erosion over the years in SintMaarten?
• What are the differences between multiple plausible cases of Antarctic Ice Sheet dynamics in sea-level
rise projections for future coastal erosion risk in Sint Maarten?

1.3. Approach

Three different cases of including the AIS dynamics in SLR projections are investigated; a case consistent with
the latest report of the IPCC (Church et al., 2013), a skewed distribution function of AIS dynamics based on
Levermann et al. (2014), and a high-end case based on DeConto and Pollard (2016). Probabilistic estimates
of episodic storm erosion and long-term recession (hereafter referred to as erosion risk) of the shoreline are
derived by considering an approach using synthetic storm time series (SSTS) that are fed into an analytical
erosion model and shoreline prediction model. SSTS are based on observed time series of storm parameters
and their interdependency to fit a multi-dimensional covariance model (i.e. copula) (Callaghan et al., 2008, Li
et al., 2014, Wahl et al., 2016, Davies et al., 2017). With the SSTS, many plausible multi-variate storms can be
sampled, which can be coupled to plausible SLR trajectories. The rationale of the erosion model used builds
on previous work (Ranasinghe et al., 2012, Li et al., 2014), but the focus here is on the implications of SLR
uncertainty for strategies to manage erosion risk.

For context, Sint Maarten lacks a tide gauge, wave buoy, nearshore bathymetry data and detailed validation
data from beach measurements. A methodology is adopted that makes use of satellite-based products that have
a global coverage. This makes it generic and easily applicable in other data-scarce environments, which is
desirable given that coastal data is still a scarce good worldwide (Vafeidis et al., 2008). The numbers should,
however, be interpreted as first-order magnitude estimates.

First, the recent developments in SLR research is outlined together with an introduction into behaviour
of the shoreline on time scales relevant for SLR (Section 2.1-2.2). Thereafter, the interaction between cli-
mate research, coastal engineering and decision-making is described (Section 2.3-2.4). The case study to Sint
Maarten is introduced (Section 3). Regional probabilistic SLR projections for three different cases of the AIS
dynamics are constructed (Section 4.1). Two future emission scenarios are included, RCP4.5 and RCP8.5.
These SLR projections are then combined with the SSTS and incorporated into a probabilistic erosion model
to assess changes in erosion risk of the coast (Section 4.2). Finally, we compare and contrast the results for
the different scenarios (Section 5) to evaluate the implications for decision-making to mitigate coastal erosion
(Section 6). This is supported by a discussion (Chapter 7.1), way forward (Chapter 7.2), reproducibility and
upscaling recommendations (Chapter 7.3) and conclusions of the research (Chapter 8).





2
Theoretical background

2.1. Sea-level rise: current observations

Global mean sea-level (GMSL) rise can be attributed to the summed changes of five components: ocean
thermal expansion and mass loss from glaciers and small ice caps (GIC), the Greenland ice sheet (GIS), the
Antarctic ice sheet (AIS) and land water storage (LW).

Using satellites, an acceleration of GMSL rise could be detected over the last 25 years (Chen et al., 2017,
Nerem et al., 2018). These estimates are reported to be 3.0 mm yrᎽᎳ with an acceleration of 0.084 mm yrᎽᎴ,
which is already more than double the estimates of the 20th century GMSL rise (e.g. Hay et al., 2015, Dan-
gendorf et al., 2017). Over this 25 year period, ocean thermal expansion has accounted for almost 40% of
the change, whereas mass loss from GIC and GIS have dominated the remaining part (Dieng et al., 2017).
Anthropogenic forcing is now steering the current trend in SLR (Slangen et al., 2016), making future SLR
strongly dependent on the future emission pathway taken (van Vuuren et al., 2011). Still, a certain residual
SLR, or sea-level rise commitment, is inevitable due to system inertia (Levermann et al., 2013, Mengel et al.,
2018).

Differentmethods to estimateGMSL rise have been developed ranging from semi-empiricalmodels (Rahm-
storf, 2007, Vermeer and Rahmstorf, 2009, Mengel et al., 2016), simple mechanically motivated models
(Bakker et al., 2017, Mengel et al., 2018) up to process-based probabilistic approaches (Church et al., 2013,
Kopp et al., 2014, Jevrejeva et al., 2014, Le Bars et al., 2017). On the one hand, process-based models use
physical laws to model the individual physical mechanisms that contribute to SLR. This is usually a combi-
nation of climate models and models of other physical processes that are not yet incorporated in the climate
models (e.g. GIC, GIS and AIS). On the other hand, semi-empirical models are statistical models that directly
link GMSL rise to the global mean surface temperature (GMST), or top of atmosphere radiative balance. This
model is then directly forced by future temperature.

2.1.1. The Antarctic ice sheet

The largest source of uncertainty is the contribution of the AIS to GMSL. The AIS holds a total volume of∼65
m of SLR-equivalent (Church et al., 2013). Studies that predict the end-century contribution deviate signifi-
cantly ranging from 0.2 up to more than 1.0 meter (left panel Figure 2.2). The deviation is due to differences
in predicting the behaviour of recently discovered mechanisms that could lead to rapid disintegration of the ice
sheet, inherent model uncertainties and due to difficulties in calibrating the models with observations (Fuller
et al., 2017). In particular, the West Antarctic Ice Sheet (WAIS) is vulnerable and ongoing recession of the
marine ice sheet may trigger a possible collapse as a result of anthropogenic warming (Rignot, 1998).

5



6 2. Theoretical background

Figure 2.1: On the left, the Marine
Ice Sheet Instability (MISI). Warm
ocean water penetrates underneath
the ice shelf, causing retreat of the
groundline line. The retreat under
a reverse-sloping bed results in in-
creased ice flux. Right the Marine
Ice Cliff Instability (MICI). Calving
of ice cliff when reaching an aerial
elevation of 90m causes larger eleva-
tion ice cliffs to fail as well. Rein-
forced by surface melt and crevasses
at the surface. Both adopted fromDe-
Conto and Pollard (2016)

The marine terminating ice-shelves that surround the WAIS are in direct contact with ocean. Increased
melt underneath the ice-shelves (basal melt) due to an influx of warm ocean water can drive dynamic ice
sheet loss and retreat of the grounding line (junction shelf and bedrock). Theory suggest that ice flux at the
grounding line is strongly dependent on ice thickness there, so a thicker ice layer leads to a larger ice flux. If
on a reverse bed slope, the process can lead to a runaway feedback causing the ice to become rapidly unstable,
known as the Marine Ice Sheet Instability (MISI, Figure 2.1a-c) (Ritz et al., 2015). Evidence suggest that this
mechanisms has contributed to mass loss in the WAIS (Joughin et al., 2014, Favier et al., 2014). Studies that
included MISI into their model have estimated future SLR from Antarctic dynamics alone to be 2.3-46 cm
(Ritz et al., 2015) or 0.1-0.39 cm (Golledge et al., 2015) (both 5-95%) in 2100. Another potential runaway
feedback is known as the Marine Ice Cliff Instability (MICI, Figure 2.1d-f). This process can be initiated by
the mechanisms of hydrofracturing by surface water, and large ice-cliff failure (Pollard et al., 2015). If ice
cliff height is approaching 90 m aerial elevation, the yield stress of the cliff may be surpassed. This leads to
calving of the ice cliff, exposing a new ice cliff with larger aerial height, hence accelerated collapse (Pattyn,
2018). Apart from sub-shelf melt, surface melt and rainfall can drain into crevasses (fracture in ice shelf) that
can further destabilize the ice cliff. A numerical model study by DeConto and Pollard (2016) included both
MICI and MISI, and concluded that GMSL rise from the AIS may be more than a meter by 2100 under the
highest ’Representative Concentration Pathways (RCP)’, RCP8.5.

2.1.2. Future projections

Large discripancy have been found among studies projections future SLR. The differences arise mainly from
different model assumptions used and non-trivial model choices such as the inclusion of deeply uncertain pro-
cesses (Bakker et al., 2017). Updated projections of GMSL rise using the latest understanding and sensitivity
of the AIS to climate change have reported systematically higher values compared to AR5 (right panel Figure
2.2). Apart from process-based studies, a way to include the deep uncertainties is to facilitate a structured
expert elicitation among experts in the field as done by Bamber and Aspinall (2013) (henceforth BA13). They
estimated future ice sheet melt to be 29-84 cm for the 50-95 percentile under RCP8.5 in 2100. Kopp et al.
(2014) scaled the BA13 estimates to the 66% bandwidth of the AR5 dynamic mass loss estimates (thus keep-
ing the tail). In contrast, Jackson and Jevrejeva (2016) replaced the AR5 dynamic loss by the BA13. More
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Figure 2.2: Overview of different
sources of 2100 Antarctica contri-
bution (median and 90%) together
with the IPCC likely range. L13
(Little et al., 2013), BA13 (Bamber
and Aspinall, 2013), LEV14 (Lever-
mann et al., 2014), R15 (Ritz et al.,
2015), G15 (Golledge et al., 2015),
DC16 (DeConto and Pollard, 2016).
Overview of 2100 GMSL sources.
S14 (Slangen et al., 2014), K14
(Kopp et al., 2014), J16 (Jackson and
Jevrejeva, 2016), M16 (Mengel et al.,
2016), B17 (Bakker et al., 2017),
LB17 (Le Bars et al., 2017), K17
(Kopp et al., 2017). *For L13 and
LEV14, the SMB as reported in AR5
is added according to the percentiles
to make them comparable. 0
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recently, the results of DeConto and Pollard (2016) have been included into probabilistic projections of GMSL
rise (Le Bars et al., 2017, Kopp et al., 2017). These studies have now reported end-century GMSL rise to be
79-184 cm (59-105 cm) with 95th-percentile values of 121-247 cm (93-158 cm) for RCP8.5 (RCP4.5) (Figure
2.2 K14, J16, LB17, K17), which is considerably higher than the reported 95% bandwidth of the IPCC (see
green area denoted IPCC likely range in Figure 2.2).

2.1.3. Regional sea-level rise

Regional SLR (RSLR) may substantially deviate from the global mean (Slangen et al., 2014, Carson et al.,
2016, Jevrejeva et al., 2016). These differences arise from several processes; (1) non-climatic geological
processes, such as glacial isostatic adjustment (GIA), tectonic, mantle dynamics and sediment compaction
(Kopp et al., 2015), (2) ocean dynamic changes associated with variations of wind-driven or buoyancy-driven
ocean circulations (Hu and Bates, 2018), (3) gravitational effects from diminishing gravitational pull by the
melting ice sheets and changes in land water storage (Mitrovica et al., 2011, Wada et al., 2012).

Due to melting of the ice sheets, the attraction of ocean water by the ice sheet diminishes. Close to the ice
sheet, the sea-level changes relative to the Earth’s surface drops whereas it will rise at larger distances (Slangen
et al., 2012). Furthermore, the Earth is a rotating and visco-elastic body and changes in the local surface load
affects the Earth’s gravity field and rotation rate (Mitrovica et al., 2011). To scale global mass loss from land ice
to RSLR, a regional scaling factor, or ’sea-level fingerprint’, is introduced for all mass components. Recently,
the existence of these sea level fingerprints could be detected using satellites (Hsu and Velicogna, 2017).

2.2. Shoreline response on engineering time scales

Beaches are complex systems that constantly adapt to short term morphological processes dominated by time-
varying forcings such as waves, tides and currents (Hanson et al., 2003). On the long term, shoreline changes
are driven by the interaction of processes that govern the sediment losses and gains. Time scales most relevant
to engineers typically encompass everything from storm-induced changes (O(hours)) up to long-term changes
associatedwith SLR (O(decades)) (Miller andDean, 2004). Apart from storms and SLR, beaches exhibit cyclic
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behaviour on inter-annual to decadal time scales. Interannual and decadal variability can be due to natural
(’free’) behaviour of the system or related to large-scale atmospheric dynamics (Stive et al., 2002, Robinet et al.,
2016). Because of the complexity and large number of interacting processes, advanced numerical models are
not yet suitable for long term coastal evolution modelling (Hanson et al., 2003). Instead, a number of practical
approaches are proposed to bridge the chasm and provide coastal managers with long-term projections, ranging
from heuristic formulas to physics-based statistical approaches.

2.2.1. Approaches: from storm events up to SLR

On time scales from hours to days, storms dominate the morphodynamic shoreline response. Episodic storms
erode the beach andmove sediments offshore, followed by longer periods of beach recovery (Stive et al., 2002).
The magnitude of shoreline change is therefore a balance between storm response, storm frequency and post-
storm recovery (Scott et al., 2016). Because of the complexity of processes during beach/dune erosion and
overwash (overflow of water and sediment over a dune during a storm), simple predictive equations using only
the cross-shore dimension have dominated past research and are still applied for large scale applications (e.g.
Kriebel and Dean, 1993, Larson et al., 2004, van Rijn, 2009). More advanced models have been developed,
such as the semi-empirical one-line model SBEACH (Larson and Kraus, 1989). Both the analytical models and
SBEACH impose an equilibrium profile into their formulation. The underlying assumption here is that beaches
tend to approach an equilibrium cross-shore profile under constant forcing. A well-known example of this is
the equilibrium profile proposed by Dean (1977) that reads ℎ(𝑦) = 𝐴𝑥Ꮄ/Ꮅ. The depth (ℎ) here is a function of
cross-shore distance (𝑥) to the power two-third and a dimensional constant 𝐴. Adding more complexity to the
calculations done by making use of a fully process-based model XBEACH (Roelvink et al., 2009). A common
practises in coastal engineering to find the design storm erosion is to force a numerical model with a design
wave height in order to determine the design storm erosion. However, storm erosion is governed by multiple
hydrodynamic parameters, which all covary with each other (De Michele et al., 2007). This approach assumes
that, for example, a 1:100 yr storm wave height results in a 1:100 yr storm erosion volume, which may not
necessarily be the case (Callaghan et al., 2008).

In addition, conceptional equilibriummodels have been developed that predicts shoreline response on time
frames between individual storms and decadal-scale trends (Yates et al., 2009, Davidson et al., 2013, Splinter
et al., 2014). On these time scales, the rapidly varying forcing caused by prevailing wave conditions is the
main driver of cross-shore change of the shoreline. These models start from the same reasoning stating that
a shoreline approaches an equilibrium state under steady-state forcing at an approximately exponential rate
(Miller and Dean, 2004). Rather than using the cross-shore equilibrium profile, they link beaches response
to the instantanious disequilibrium of beach state relative to the equilibrium beach state. The beach state
is a concept introduced by Wright and Short (1984) who related the morphological state of a beach to the
dimensional fall velocity, Ω = 𝐻ᑓ/(𝑤ᑤ𝑇). The morphological state links the characteristics of the sediment
(fall velocity 𝑤ᑤ) and the wave climate (via wave period 𝑇 and breaking wave height 𝐻ᑓ). Beaches tend to
approach one of the two end states, either reflective (Ω < 1) or dissipative Ω > 6), via four intermediate
states. This beach state is an important characteristic for the morphodynamic behaviour, with intermediate
state beaches being most morphologically active (Aagaard et al., 2013). Moreover, beaches have a certain
memory effect, making the behaviour dependent on the antecedent conditions. Both statements imply that the
shoreline may react differently given similar hydrodynamic forcing. More specifically, this means that for the
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Figure 2.3: Schematisation of the
Bruun rule. The recession of the
cross-shore profile (R) from SLR (S)
is a function of the active slope be-
tween berm (B) and closure depth (h).
Obtained from Cooper and Pilkey
(2004)

same offshore wave conditions, a beach may show an erosive behaviour if in a state of accretion, while it can
accrete an already eroded beach (Yates et al., 2009).

To forecast shoreline recession (structural erosion) due to SLR, the Bruun rule (Bruun, 1962) has been
widely used as a predictor (see Figure 2.3). Following SLR, the active profile will re-orientate landward and
upward to maintain its (equilibrium) shape, thereby moving sediment particles from onshore to offshore. The
active profile here is the distance between berm height and depth of closure, the latter being the depth beyond
which littoral transport processes are not taking place. It has been widely scrutinized for its predictive skill
(Cooper and Pilkey, 2004, Ranasinghe et al., 2012). Known difficulties are, for instance, selecting the depth
of closure, which generally comes from a empirical formulation that vary by about 500% (Ranasinghe and
Stive, 2009). Others have commented that the Bruun rule is an idealized case under the assumption of no other
sediment sources and sinks, which is hardly found in nature (Stive, 2004). Despite the deficiencies, the Bruun
rule and its extensions are still widely used in applied coastal engineering (Hinkel et al., 2013, Yates et al.,
2011, Baron et al., 2015).

Studies focused on the including concomitant phenomena from storm erosion up to SLR are rare (Ranas-
inghe, 2016). For instance, a vector autoregressive model of shoreline position was used in combination with
the Bruun rule by Toimil et al. (2017). Baron et al. (2015) combined projections of future wave climate with
SLR projections, and fed this into a predictive storm erosion formula together with the Bruun rule. Ranasinghe
et al. (2012) developed a probabilistic coastal recession model that uses a stochastic multi-variate sampling
approach of storm parameters to model future storm events. They combined this with a predictive dune erosion
model, while adding a trajectory of SLR over the years, in order to predict future coastal recession. This thus
deviates from the Bruun rule by coupling the morphodynamics of storm erosion and longer term recession,
which makes it physically more defendible. Callaghan et al. (2013) added extra complexity to the model by
including a more sophisticated erosion model, although under large computational burden. Li et al. (2014)
used a revised model to probabilistically assess dune erosion and recession for the Dutch coast. The added
benefit of this approach over the Bruun rule is that is more physically defensible as it describes the combined
morphodynamic processes of storm erosion and long term recession (Ranasinghe, 2016).

2.3. Coastal management and sea-level rise

2.3.1. Decision-making under uncertainty

Coastal managers are now assigned with the ever increasing difficult task of setting out policies under deep
uncertainty associated with SLR projections. With deep uncertainty, one refers to situation when ”experts
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Figure 2.4: Risk management of low-probability
(here named ’Very Unlikely’) events and their im-
pact that combined result in risk (likelihood x im-
pact). The likely range is what is typically pre-
sented by the IPCC, whereas risk management is
often about the tail of the risk distribution function
(light grey part). Adopted from (Sutton, 2018, un-
der review).

cannot agree upon or are not willing to provide probabilistic uncertainty ranges” (Lempert and Collins, 2007).
Dealing with uncertainties in decision-making makes coastal management essentially a risk management issue
(Oppenheimer and Alley, 2016). The low-probability but high-impact domain is often the key to risk manage-
ment. Extremely costly outcomes with small but plausible probabilities may steer the mitigation alternatives
and the perspective of the decision-maker (Kunreuther et al., 2013). This is illustrated by a hypothetical case
for climate sensitivity in Figure 2.4, but this variable can in fact be replaced by any other climate variable
such as SLR. The light grey part is here the low-probability part of the distribution function (likelihood), but if
combined with a high-impact, has a high risk. This high risk part, or tail risk, is off interest for many decision-
makers who want to eliminate this tail risk.
In general, coastal managers tend to be risk averse1, which implies that they will not tolerate events with dispro-
portionally large consequences and will prevent this from happening by investing more than the expected value
of damage reduction. For this, a different risk appraisal method compared to the conventional cost-efficiency
method may be preferred such minimax regret approach2 As outlined by Hinkel et al. (2015), projections such
as those provided by the IPCC are not designed for a risk-based coastal management approach. This is mainly
attributed to the fact that the IPCC aims for scientific consensus without accounting for mechanisms that are
poorly understood (Horton et al., 2014, Bakker et al., 2017). Because of their risk-averse attitude, coastal
managers are not necessarily interested in estimates provided by the IPCC that they denote as a likely range.
In terms of IPCC terminology, this means that it has a 66-100% probability range (and a 0-33% probability
that it is actually outside this range). Instead, coastal managers demand information on the upper tail of the
distribution. Therefore, probabilistic estimates of SLR including high-end scenarios or upper limits are more
suitable sources of information for this purpose. Despite the significance of the high-end scenarios, they have
been rarely applied into coastal impact studies.

Thus, confronted by this deep uncertainty, the preferred way to communicate SLR information depends
on the decision-context. For instance, some argue that the current uncertainties faced cannot be captured into
a single probabilistic density function (PDF) (Kunreuther et al., 2013). Hence, providing multiple plausible

1Risk-aversion is a termwhich originates from the classic decision theory. In general it means that a risk-averse person prefers certainty
(e.g., receiving US$5) over uncertainty (e.g., 50% chance of receiving US$10, and 50% chance of receiving nothing). Example from
Kind et al. (2017)

2Minimax regret approach aims at minimising the maximum possible costs that society might be faced with (Hof et al., 2010).
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PDFs can help to provide insight into these uncertainties (Bakker et al., 2017).

2.3.2. Engineering approaches to sea-level rise

In general, adaptation to SLR can be loosely divided into three main strategies, following Klein et al. (2001):

• Protect: to reduce the risk of the event by decreasing its probability;
• Retreat: to reduce the risk of the event by limiting its potential effects;
• Accommodate: to increase society’s ability to cope with the adverse effects of an event.

If talking about engineering measures, Protect often refers to traditional hard structural options (e.g dikes,
levees, seawalls, dunes) or soft structural options (e.g. nourishments). For instance, the Netherlands pro-
actively supplies sediments to the coastal zone in order to counterbalance coastal recession, with the ’Sand
Engine’ as iconic example (a 21.5 MmᎵ nourishment) (Stive et al., 2013). Measures falling in Retreat category
include relocation of buildings and establishing setback lines. A setback line is a zoning policy that prohibits
developing beyond a line set, which usually corresponds to an exceedance probability of the shoreline (e.g.
1/100 year). The distance of the setback line is a balance between risk and reward (Jongejan et al., 2011).
Creating not enough buffer area will pose unacceptable risk to the community, while placing it too far inland
implies greater (and valuable) land-use opportunities foregone. Accommodate measures include emergency
planning, modification of land-use, and insurance.

The common approach to look at storm erosion under SLR, for instance, is to force a numerical model with
design storm parameters (including SLR) and assess the impact. The shift towards evualuating SLR impact
from a probabilistic perspective needs to be accompanied by an alternative approach to appraise different
designs of the coastal measures. An approach based on a computationally intensive numerical model may not
be satisfactory here, since a wide range of possibilities needs to be considered with slightly different parameter
settings. Besides the necessity for handling stochastic input, deterministic coastal models convey a sense
of absolute truth with little or no regard to endemic uncertainty (Cowell et al., 2006). Cowell et al. (2006)
argues that this requires a shift in the coastal management culture to accept decision-making based on risk-
management protocols. The development of probabilistic methods have recently gained momentum over the
years, and risk-informed coastal decision-making is now adopted by some coastal managers (Ranasinghe,
2016).

2.3.3. A holistic view

To overcome the barriers highlighted and avoid maladaptation3, a holistic view between the climate science
community (sea-level information providers), coastal service provides (e.g. coastal engineers who are the
users of the projections) and decision-makers is needed.

For the remaining, the focus in on probabilistic estimates of coastal erosion, both storm erosion and coastal
recession. The rationale for looking at the implications of decision-making is thus derived from the concepts
and viewpoints that are introduced above.

3Maladaptation refers to the adaptation of a system to a poorly understood problem. Short-term adaptationmay results in an undesirable
and unintended outcome on the long term, in the end reduce the overall vulnerability of the system (Magnan et al., 2016).





3
Case study: Sint Maarten

A case study is introduced for the island of Sint Maarten. For readability, only an introduction to the case
study is provided here. The impact of SLR is discussed for this case study, albeit SLR projections are made
for the whole Caribbean basin. For those interested into a more regional overview of recent work on climate
change impact, past observations of SLR and an introduction to future SLR projections, a reference is made to
appendix A.

3.1. Case study: Sint Maarten/ Saint Martin

Sint Maarten is a volcanic island located in the North Eastern Caribbean (Northern Lesser Antilles) (18.01°N,
63.03°W). The total island area (96 kmᎴ) is divided into a Dutch part (37 kmᎴ) and French part (Saint-Martin:
59 kmᎴ). The island is inhabited by almost 80.000 people (2017) and its economy is primarily driven by
the tourist industry with over 2 million tourists visiting the Dutch part of the island in 2017 (Department of
Statistics, 2017). The island is part of the Small Island Developing States (SIDS), with recent Hurricane Irma
(September 2017) painfully exposing the vulnerability of the island.

Past SLR in the Caribbean was slightly less than the global average, with a trend of 1.7 mm yrᎽᎳ found
over the period 1993-2009 (Palanisamy et al., 2012, Torres and Tsimplis, 2013). Future SLR in the region
may very well be above globally averaged SLR, in particular due to its location in the tropics that makes its
sensitivity to mass loss from the both ice sheets. For instance, regional SLR projections for two tidal gauge
stations are included in the most recent NOAA-projection (Sweet et al., 2017). From this, it can be observed
that under an intermediate scenario of 1.0 m GMSL-rise, SLR will increase regionally by approximately 0.1
m on top of this for 2100. Under an extreme scenario of 2.5 m, this additional regional effect is in the order of
0.7 m for the same year.

In terms of hydrodynamics, the Sint Maarten has a mixed primarily diurnal tide (one high and low tide each
day). The tidal range is microtidal with tidal ranges rarely exceeding 20 cm in height (Kjerfve, 1981). Analysis
of wave hindcasting data (Dee et al., 2011) shows that wave climate exhibits a seasonality over the year with
mean significant wave height (𝐻ᑤ) between 1.5 and 2.0 m, albeit larger values during the Northern Hemisphere
winter. Throughout the year, mixed locally generated waves (wind-waves) and remotely generated waves
(swell) approach the island predominantly from the open ocean side in the east/north-east. Seasonality in the
wave climate is caused by different meteorological events. The island is located in the Atlantic Hurricane Belt
with the North Atlantic hurricane season running from June to November. Hurricanes are being the strongest in
the months of September and October (Misra et al., 2018) raising the water level along the coast (storm surge).
Moreover, when intense mid-latitude storms pass over the warm currents such as the Gulf Stream during the
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Figure 3.1: (a) Overview of the Northern Lesser Antilles with the island of Sint Maarten in brown. (b) The Caribbean Sea and island
with the close up indicated by the black box. (c) The island of Sint Maarten/Saint Martin with the two beaches considered in the
analysis, namely Dawn Beach (DB) and Orient Bay (OB). Depth contours have an interval of 50 m and are based on GEBCO. All
administrative boundaries are from the ’Global Administrative Areas’ database (GADM).

winter months, big storm waves are generated. These storm waves approach the Caribbean from the north and
east as swell waves (𝑇 > 8𝑠) (Jury, 2018).

The geomorphology of the coastline is primarily composed of cliffs and hills with numerous embayed and
pocket beaches in between the rocky heads. The Anguilla Bank surrounding the island can be characterized
by a narrow shelf in the south with the 100 m depth contour at 2 km offshore and a more wider, shallower, part
on the east with the 30m depth contour at approximately 5 km.

Two beaches are considered for further analysis, namely Dawn Beach and Orient Bay. Dawn Beach (DB)
and Orient Bay (OB) are enbayed areas, both facing the open ocean in the east thereby prone to most storm
waves (see Figure 3.1c). In general, pocket or embayed areas are often constrained in their longshore sediment
transport due to their limited directional window of incoming wave energy (e.g. Bowman et al., 2009). Hence,
it can be expected that cross-shore changes induced by storm waves are the dominant causes of morphological
change. The beaches are both steep, reflective, beaches without a complex dune structure. The beaches further
have uniform morphology and lack offshore bars (Boon and Green, 1988). Wave shoal from deep water to
the shoreline and often have a narrow surfzone, thus wave breaking close to the shore (Aagaard et al., 2013).
Beaches prone to winter swells from the North Atlantic show an erosive tendency during the winter months
and an accreting behaviour during the summer months when they experience lower wave energy (Cambers,
2005). Beach sediments have typical grain size diameter (𝐷ᎷᎲ) of 0.22 - 0.85 mm (Boon and Green, 1988,
Kohsiek et al., 1987).



4
Materials and method

In order to assess the impact of uncertainty in the contribution of AIS to SLR on future storm erosion and
recession, a probabilistic framework is constructed that incorporates regional probabilistic SLR projections
into a stochastic storm erosion model. This model is then applied to the two beaches on the island for two
RCP-scenarios (RCP4.5 and RCP8.5). Moreover, the sensitivity of RSLR to additional model uncertainty in
future CMIP5 estimates is assessed. In total, 12 cases are considered for both beaches. This additional model
uncertainty is to showcase that arbitrary decisions made by the providers of SLR projections can influence the
results in the end and therefore needs careful consideration.

The different building blocks are shown in the flow chart in Figure 4.1. First, RSLR projections are made
for the area (I) (4.1). Then, multi-variate storm time-series have to be derived, which serves as a input for
the stochastic model (II) (4.2.3). This is accompanied by setting a definition for a storm event that initiates
morphological change at the beach (4.2.2). The multi-variate storm time series are then fit to a copula to
constrain their dependency (III) (4.2.3). From this copula, future storms can be sampled, and SLR-trajectories
are also sampled and added to the storm surges (4.2.4). This is fed into a storm erosion formula (IV) (4.2.5).
Using the storm frequency, inter-arrival time and beach recovery, a future shoreline position can be sampled
(4.2.6). At last, the results are analysed by means of extreme value statistics (V).

Figure 4.1: Flow diagram of the proba-
bilistic coastal erosion model divided in
the five building blocks. (I) Generat-
ing regional sea level rise projections for
three cases of Antarctic dynamic mass
loss, (II) Creating time series of storm pa-
rameters, (III) Fitting past storm time se-
ries to a copula that is used for sampling
future storm time series, while adding
SLR to it, (IV) Transform storm parame-
ters into erosion values and shoreline po-
sition using the predictive formula and
storm frequency, and storm recovery be-
tween storms, and (V) generating the out-
put and doing extreme value statistics.
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4.1. Sea-level rise projections

Starting point is the method of GMSL rise as presented in AR5 of the IPCC (Church et al., 2013) and extended
by de Vries et al. (2014) and Le Bars et al. (2017). Mathematical details are captured in Appendix 4.2.

A rise in GMSL can be attributed to changes in mass loss from the Greenland ice sheet (GIS), AIS, glaciers
and small ice caps (GIC) and land water (LW), and due to thermal expansion and salinity changes of the
ocean (ocean steric). Both ice sheets are further subdivided into a component that represents dynamic mass
loss (dynamic processes at the ice-ocean boundary) and surface mass balance (SMB) (changes in the mass
balance, due to accumulation and ablation). Regionally, two other effects should be included; the local ocean
dynamic changes due to changes in ocean circulation patterns and an inverse barometer effect (IB) effect due
to atmospheric pressure loading.

These contributors are derived frommainly process-based models and transformed into mathematical rela-
tions, such that they can be incorporated in a probabilistic framework. In Church et al. (2013), all components,
except GIS dynamics, LW and AIS dynamics, are dependent on global mean surface temperature (GMST) that
thus acts as a steering variable. The advantage of using the modelling framework of Church et al. (2013) is
that is preserves the dependency structure between contributors (via GMST), which is an important consid-
eration when looking at the low-probability part of the distribution function (Le Bars, 2018, in review). The
framework is presented in Figure 4.2, with all arrows starting at GMST indicating that it is dependent on that
contribution.

4.1.1. GMST

Temperature anomalies are taken from the ’CoupledModel Intercomparison Project Phase 5’ (CMIP5) models.
Given imprecise knowledge on the shape of the distribution function, GMST is assumed to follow a normal
distribution around its ensemble mean. All model estimates for all years are combined in a matrixT. For every
year, the mean 𝑇 and standard deviation 𝜎(𝑇) are calculated. Then, 𝑁Ꮃ is a vector sampled from a standard
normal distribution (𝑁Ꮃ ∼ 𝒩(0, 1)) and a normal distribution is constructed for every subsequent year by:

𝑇(𝑡) = T(𝑡) + 𝛾𝜎(T(𝑡, .))𝑁Ꮃ. (4.1)

Figure 4.2: Overview of probabilistic SLR projections.
Arrows indicate interdependencies. The contribution
from cryosphere components and land water contribution
are first derived for GMSL. Indicated by the arrows, most
of them (except Land Water and Greenland DYN) are de-
pendent on GMST. They are then scaled to RSLR using
the fingerprint values and using Sint Maarten as area. The
contribution from ocean steric, ocean dynamic and in-
verse barometer are taken regionally fromCMIP5models.
Three cases of AIS dynamics are considered; as consid-
ered in the IPCC, which is independent of GMST (green,
Church et al. (2013)), based on Levermann et al. (2014),
which is dependent on GMST, and based on DeConto and
Pollard (2016). The dashed line in the latter means that it
can bemade dependent onGMST as done by LeBars et al.
(2017). The * indicates that it is from CMIP5 models and
thus changes when model uncertainty is added.
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Following Church et al. (2013), the reference period is set to 1986-2005, and reference temperature distribution
will be denoted by 𝑇ᎳᎻᎺᎸᎽᎴᎲᎲᎷ. In short:

𝑇ᎳᎻᎺᎸᎽᎴᎲᎲᎷ = 𝑇(𝑡) − 𝑇ᎳᎻᎺᎸᎽᎴᎲᎲᎷ (4.2)

The 𝛾 in equation 4.1 is introduced to add an extra temperature uncertainty (standard is 1.0), as shown in (3).

4.1.2. Modifications compared to AR5

The contributions from the GIC, GIS, LW and Antarctic SMB are taken similar to Church et al. (2013). Three
modifications are made, namely (1) substitution of the AIS dynamics with two other estimates, (2) regional
correlation between the ocean steric component and GMST, and (3) including additional model uncertainty in
the projections.

(1) Antarctic dynamics In AR5 of the IPCC, the AIS dynamics contribution is included by means of a
uniform, scenario-independent, distribution function with median of 7 cm, with -1 cm to 16 cm as likely range
(green line in Figure 4.3). These projections are based on the work of Little et al. (2013), who extrapolated
observed growth rate of discharge in part of West Antarctica. They further quantified the uncertainty about
future discharge from other drainage basins on the AIS.

For the second scenario, we replace the AIS dynamics with the projections provided in Levermann et al.
(2014). In this work, an intercomparison of five numerical ice sheet models of Antarctica was performed. A
probabilistic framework was constructed using so-called linear response theory to project ice discharge for
varying basal melt (melt underneath the ice shelves due to an influx of warm ocean water) scenarios. A linear
response curve between ice discharge and local subsurface ocean warming (factor of GMST) is assumed. The
use of linear response theory implies that self-amplifying effects such as MICI and MISI are assumed not
important. The probabilistic method has the advantage of having GMST as a driving force, which fits well
in the overall SLR framework because it preserves the dependency with other components. For this research,
only the combined results of three models that explicitly include the ice shelves are used, since the other two
are overestimating the melt along the coastline (Levermann et al., 2014). The result for both RCPs is a skewed
distribution function with the mode (most probable value) close to the median value of Church et al. (2013),
but with increased probability of larger mass loss (blue line Figure 4.3).

The third scenario includes incorporating the numerical model results of DeConto and Pollard (2016),
which are hitherto the highest reported projections of AIS contribution to GMSL from a numerical model.
Their numerical model has apart from MISI feedback athe first parametrisation of hydrofracturing due to
surface melting and ice-cliff structural failure, leading to the MICI feedback (Pollard et al., 2015). Moreover,
DeConto and Pollard (2016) provided results for different paleo-climate calibration estimates of sea-level
during the Last Interglacial (LIG) and Pliocene. To investigate the highest possible outcome, values from their
model results for LIG 3.6-7.4 m, Pliocene 10-20 m are taken. The given median and standard deviation as
reported are 58 and 26 cm for RCP4.5 and 114 and 36 cm for RCP8.5, respectively. In addition, the numerical
model already takes the contribution from Antarctic SMB into account, so this is not added. These projections
can be made temperature dependent as is done in Le Bars et al. (2017), which done when adding the additional
model uncertainty to the projections (see (3)).
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Figure 4.3: Contribution of mass loss from the AIS
(dynamics and surface mass balance) to GMSL for the
three cases considered. (a) for RCP4.5 and (b) for
RCP8.5. PDFs are for 2100 compared to the 1986-2005
average.

RCP4.5 RCP8.5
(a) (b)

(2) Correlation steric contribution and GMST The ocean steric component is taken from the latest ensem-
ble of global climate models; Coupled Model Intercomparison Project Phase 5 (CMIP5) (Taylor et al., 2012).
In AR5, the steric contribution to GMSL rise is assumed to be perfectly correlated with GMST (𝜌 = 1.0).
However, for Sint Maarten, a correlation coefficient of 0.4 is found from the CMIP5 models. The low corre-
lation of the local steric component can be well explained by the fact that steric effects are not only forced by
GMST, but also depend on dynamical processes that are model dependent (Le Bars, 2018). Li et al. (2016)
showed for instance that future local steric rise is composed of a strong thermosteric rise partly balanced by a
moderate halosteric drop.

(3) Additional climate model uncertainty GMST, ocean steric, ocean dynamics and inverse barometer
contributors are taken from the CMIP5 models (see * in Figure 4.2). Climate models, however, have common
biases such as parametrisation of sub-grid physics and representation of the Atlantic meridional overturning
circulation (AMOC) (Wang et al., 2014, Maraun et al., 2017). Therefore, the multi-model mean does not
accurately represent the entire range of likely futures (Annan and Hargreaves, 2010). The IPCC has chosen
to assign the 5-95 percentile range of climate model results a likely range. In IPCC typology, this means that
it has a likelihood between 66 and 100% (instead of 90%). To account for this, a case is explored without
additional model uncertainty, thus similar to Church et al. (2013) (hereafter referred to as 𝛾 = 1.0), and a
case with additional model uncertainty (hereafter referred to as 𝛾 = 1.64). Kopp et al. (2014) and Le Bars
et al. (2017) have included this temperature uncertainty previously. Assuming a normal distribution, the factor
1.64 is multiplied with the multi-model standard deviation in Equation 4.1 to rescale the uncertainty range
from 66% to 90%. This thus widens the distribution function, and because other components are dependent
on GMST, will also widens the range of these components.

Fingerprints To transform mass loss from global to regional estimates, globally averaged values are mul-
tiplied with their representative fingerprint, which are taken from Slangen et al. (2012, 2014). The regional
fingerprints are presented in Figure 4.4. The Antarctica fingerprints have a uniform pattern over the basin, with
an above global average value of 115-130% for both SMB and DYN (4.4c&f). The contribution from Green-
land shows a north-south gradient (85-100%) over the area reaching globally averages values near Columbia
and Panama (4.4b&e). The fingerprint of the GIS and AIS are independent of time. Glaciers and land water are
time dependent and show little spatial differences, and nor to limited temporal variation. The LW fingerprint
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remains unchanged over the years with values of 99-104% over the region (4.4a). GIC fingerprint values are
92-98% in 2006 reaching 98% in 2100 (4.4d).

(a) (b) (c)

(d) (e) (f)

Figure 4.4: Regional fingerprints of the individual components for the Caribbean Sea. Values in percentages from the global average
(100% indicates global average). (a) Land Water, (b) Greenland SMB, (c) Antarctic SMB, (d) Glaciers and small Ice Caps, (e)
Greenland dynamics, (f) Antarctic dynamics. Based on Slangen et al. (2012).

4.1.3. Regional sea-level rise

In the end, all mass contributions are multiplied by their fingerpints and combined with the ocean steric and
dynamics, and the IB component. RSLR is the constructed by sampling all components using a Monte Carlo
sampling. A total of n = 5x10Ꮇ samples is used to construct the final PDFs of RSLR. Hereafter, the cases are
referred to as IPCC, LEV14 and DP16 in line with their Antarctic dynamics distribution function. For context,
in 2100 the steric sea-level rise and GIC are the dominant sources of RSLR under the IPCC case, while AIS
and GIS follow thereafter. For LEV14, the PDF of RSLR will become skewed following the PDF of LEV14.
Under DP16, AIS becomes by far the largest contribution to RSLR.

4.2. Probabilistic coastal erosion model

Projections of RSLR will added to the coastal erosion framework in box (III). First, the stochastic model
needs to be set up. Realistic time series of storm can be synthetically realized by making use of the statistical
characteristics of observed storm events. To simulate the SSTS using the stochastic model, the following
procedure is followed: (1) data retrieval and storm definition, (2) fit marginal distribution functions to storm
characteristics, (3) fit dependency structure between storm characteristics, and (4) simulate synthetic storm
time series while adding sampled sea level rise trajectories.

4.2.1. Data retrieval

Storm parameters are here defined as a combination of wave and wind climate data (including significant
wave height 𝐻ᑤ, wave period 𝑇, wave direction 𝜃; wind speed 𝑢ᎳᎲ) and storm surge 𝑆. Time series of storm
parameters are derived for a 25 year period (1993-2017) with 6h temporal resolution. Mathematical details for
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selected parts can be found in Appendix C.
𝐻ᑤ, 𝑇, 𝜃 and 𝑢ᎳᎲ are taken from the ERA-Interim reanalysis product (Dee et al., 2011). The product has

been calibrated by others in the region (Appendini et al., 2014, Devis-Morales et al., 2017, Jury, 2018), and
despite some discrepancies with the extremes, performs well. Data is extracted from an offshore location
[18.125°N, 62.875°W] (OB) and [18.0°N, 62.875°W] (DB), where water depth is considered deep enough to
assume linear (Airy) wave theory. Wave climate data outside the range of incident angles are truncated; only
waves with directions 0-180°(DB) and 0-140°(OB) are considered. Wave period is transformed to peak wave
period 𝑇ᑡ by multiplying it by 1.1 under the assumption of a narrow spectrum. Furthermore, a time series of 𝑆
(total water level (TWL) - mean water level (MWL)) is constructed. This is done by adding up the astronomical
tide 𝜂ᑒ (FES2014, Carrere et al., 2015), atmospheric wind and pressure set-up 𝜂ᑤᑦᑣ (Mog2D-G, Carrère and
Lyard, 2003), extra wind set-up 𝜂ᑨᑚᑤ (balance shear stress and set-up) and a water level set-up due to wave
energy dissipation 𝜂ᑨᑒᑤ (Dean and Dalrymple, 2001). 𝜂ᑨᑒᑤ needs information on breaking wave height 𝐻ᑓ
and depth ℎᑓ. To directly translate offshore wave conditions to breaking wave height, the predictive formula of
Larson et al. (2010) is applied. This formula essentially governs the wave energy flux conservation combined
with Snell’s law, but in a predictive manner.

4.2.2. Storm definition

Storms are extracted from the 25 year time series that are created.
A storm is defined often as a water level elevation or offshore wave height criteria that, if surpassed, will

result in morphological change at the beach. However, setting this threshold is somewhat arbitrary and region-
specific; Callaghan et al. (2008) uses a offshore wave height of above 3.0 m for Australia, Li et al. (2014) uses
3.0 m plus a tidal anomaly of 0.5 m for the Netherlands, while Wahl et al. (2016) asserts a total water level
anomaly of 1.2 m for the Gulf of Mexico. For Sint Maarten, wave set-up dominates the total water level (never
less than 75-80%), and it is therefore hypothesized that offshore wave height can be used as a proxy for changes
at the shoreline. Still, finding the threshold that initiates morphological change is difficult given that beach do
not have a pronounced backdune and no storm erosion data is available. To bridge this gap, satellite derived
shoreline (SDS) measurements from mid-2012 to early 2017 were obtained from Luijendijk et al. (2018). SDS
are derived from satellite images that detect the shoreline using a shoreline detection algorithm. For the Sint
Maarten beaches, recurrence interval of satellite measurements (images) are between 1 and 16 days for this
period. From this, moments of shoreline erosion and accretion can be identified. An iterative approach is
adopted by setting the wave height threshold, identify storms and compare the times that storms are identified
with the moments that the shoreline position is eroding. For both beaches, a threshold is set to 1.9 m that
explains most moments that the shoreline is eroding (or already in a state of erosion). This is indicated by the
grey line in Figure 4.5 together with the corresponding values of 𝐻ᑤ and 𝑆. Peaks of 𝐻ᑤ and 𝑆 largely coincide
illustrating the dominance of 𝐻ᑤ in creating peak surges. There is an existing seasonality in 𝐻ᑤ (hence 𝑆) and
the shoreline position, with higher winter waves (swell) eroding the shoreline alternated by general accretion
during the summer waves (wind-waves). What could also be observed is the state dependent behaviour during
the winter period. At the start of the season, a given wave height will erode the beach quickly, while under
that same wave height at the end of the season, the beach accretes (see for instance the moments at the start
and end of 2015/2016 winter season). Overall, wave height seems a good indicator of beach change and will
henceforth be used.
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Figure 4.5: (a) Time series of offshorewave height
(ፇᑤ). The red dashed line indicates the threshold
of 1.9 m set to define a storm event. (b) Satellite
derived shoreline (SDS) positions of Orient Bay
with linear interpolation between SDS measure-
ments (triangles). The shoreline position is relative
to the position on March, 2012. (c) Time series of
surge (ፒ). The grey line in (a-c) indicate the onset
of the storm events as identified by the threshold.
Peaks in ፇᑤ largely coincide with peaks in S illus-
trating that wave set-up is the dominant source of
peak water levels.

Storm events are then found by searching for 𝐻ᑤ exceedances above the threshold while selecting the
concordant 𝑇ᑡ and 𝜃 of the peak wave height. To assure extracting independent storm events, a 24h time
interval time is set that has to be exceeded before a new storm is counted, following Li et al. (2014). The
storm duration (𝐷) is the duration above the threshold. A small term is added by linear interpolating the first
observation before and after passing the threshold (both begin and end storm). This step is essential to avoid
working with discrete values for storm duration (steps of 6h). Otherwise, the ranks cannot be uniquely defined
(Salvadori et al., 2014), which leads to problems with the copula in the next step (because copula works on
unit scale). The 𝑆 and 𝐻ᑤ of a storm event is found by finding the maximum value over the storm duration.

Because of the seasonal cycle identified, storm are first split into summer storms (April-September) and
winter storms (November-March). For the remaining, stationary storm conditions are assumed for the SSTS. A
linear regression analysis (see appendix C.4) of the storm parameters suggest that the seasonal cycle is slightly
amplified (positive trend in winter, negative trend in summer). However, climate models predict nor to limited
change (small decline) in wave and surge conditions for the future (Hemer et al., 2013, Vousdoukas et al.,
2018). Therefore it is decided not to extrapolate this trend.

We now have a database of storms with characteristics 𝐻ᑤ, 𝑇ᑡ, 𝜃, 𝐷 and 𝑆 that serves as a input for the
stochastic model.

4.2.3. Modelling marginal storm variables and dependency structure

It can be expected that the storm parameters covary with each other. To model interdependencies between
storm parameters, a copula-based approach is suggested. Copulas are becoming increasingly popular in the
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field of hydrology and coastal engineering for creating multi-variate extreme events (De Michele et al., 2007,
Vandenberghe et al., 2010, Davies et al., 2017). Copulas are very flexible, as they are independent of the
underlying marginal distribution functions of the variables, and useful when tail dependency is known to be
present (de Waal and van Gelder, 2005). Because of the independence on the marginal distribution function,
different marginal distribution functions of the underlying univariate variables can be combined. This implies
that there is no restriction on choosing between different marginal distribution functions.

Marginal distribution functions are fitted to the parameters 𝐻ᑤ, 𝑇ᑡ, 𝑆 and 𝐷 for both seasons. The use of
marginal distribution function is to allow drawing samples beyond the observed range of values. The decision
which distribution to use is based on minimizing the Root Mean Square Error and by considering a distribution
that best fits the tails. For 𝐻ᑤ and 𝐷, a generalized Pareto distribution is found to be the best fit, whereas 𝑇ᑡ
and 𝑆 are best represented using a generalized extreme value distribution. All fitted distribution functions
pass the Chi-square goodness of fit test. Wave angle 𝜃 is fitted to its empirical distribution function. An
empirical distribution function is used to only consider waves angles within the range of incident angles (see
for range). The marginal distribution functions are shown in the boxes in Figure 4.6 in blue (winter) and red
(summer). From here, it can be shown that summer storms have narrower approach angles (predominantly
from 90 degrees) , shorter duration, lower median S but higher extremes, and have waves that are shorter in
length (small period) compared to winter storms.

A cross-correlation analysis shows how parameters 𝐻ᑤ − 𝑆 and 𝐻ᑤ − 𝐷 have a strong correlation (𝜌 =
0.75-0.82), whereas𝐻ᑤ−𝑇ᑡ has a weaker correlation (𝜌 = 0.10-0.33), as shown in coloured correlation coeffi-
cients in Figure 4.6 (blue: winter, red: summer). A separate copula is considered for the summer months and
winter storms, because storm characteristics may stem from a different dependency structure. First, tail depen-
dency between variables is checked by transforming the data back to standard normal scale (Joe, 2014). Their
overall rank correlation (Spearman 𝜌ᑣ) is compared to the correlation of the four quadrants, with higher semi-
correlation being a indicator for tail dependency (Morales-Nápoles et al., 2017). For H-T, no tail dependency
is found, whereas for H-D and H-S have a small lower and upper tail dependency. Moreover, a preferred

Figure 4.6: (a) Scatterplot of ob-
served variables wave height and
surge for both winter months (Oct-
Mar, blue) and summer months (Apr-
Sep, red). The black dots show a
10,000 random sample using the fit-
ted t-copulas. In the boxes, the uni-
variate PDFs. Spearman rank cor-
relation of the seasonal observations
(red and blue) are compared to those
obtained from the sampled copula
(black). (b) same as (a) but for wave
height/storm duration. (c) same as
(a) but for wave height/wave period.
Black dashed line indicate the steep-
ness limit set (፬ ዆ ኺ.ኺዀ). (d) Same
as (a) but for wave height and wave
direction. Instead of copula, sampled
independently from the empirical cu-
mulative distribution function of both
(no correlation compared).
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copula is chosen by performing a goodness-of-fit test based on Cramèr-von Mises ℳ statistic between the
empirical and parametric copula (Genest et al., 2009). After comparing both elliptical copulas (Gaussian and
t) and Archimedean copulas (Frank, Gumbel, Clayton), it was decided to take the t-copula. This copula per-
forms well and has the advantage of being elliptical, such that it can be extended to multiple dimensions easily,
while for bivariate Archimedean copulas this is much more complicated and needs a sampling method such as
Gibbs-sampling (Li et al., 2014). More details on copulas is provided in Appendix C.

Using this, a four-dimensional random sample can be generated and transformed back the original scale
using the inverse of the marginal distribution functions defined. This is shown in Figure 4.6 for Dawn Beach,
where 10,000 samples are generated (black) and visually compared to the observations (blue is copula winter,
red is copula summer). Moreover, the rank correlation (𝜌ᑣ) of the observations is compared with the corre-
lations presented by the copula (grey), which gives an overall good result. The wave direction is assumed to
be independent of wave height and independently sampled from its empirical cumulative distribution function
(ECDF).

To constrain the samples within a physically realistic extent, a few boundaries are set. First of all, obser-
vations show a maximum steepness of 𝑠 = 0.06 between wave length (thus wave period) and wave height and
larger steepnesses are not allowed (black line 4.6c). A maximum duration of D = 350 h is used in line with
observations. Finally, just as Wahl et al. (2016), a maximum wave period is fixed at 25 s, to avoid sampling
waves that are being classified as infragravity waves (Munk, 1949).

Before future storm time series can be generated, the storm frequency (𝐹ᑤ) must be determined. Over the
25 year period, 467 storms were identified in winter and 207 storms in summer, with yearly variability. To
account for this, the number of storms should be treated in the same in the same stochastic manner. For every
year in the record, the monthly number of storm occurrences was calculated. A Poisson distribution is fitted to
the monthly data with parameter 𝜆ᑇ representing the average rate of occurrence. From this, a monthly sample
can be taken to generate a yearly number of storms. The yearly number of storms is again Poisson distributed
with 𝜆ᑇ∑ simply being the sum of the monthly parameters. Within a month, storms are randomly assigned a
time position while assuring that the 24h minimal inter-arrival time between storms is maintained.

4.2.4. Synthetic storm time series and SLR

Using the four dimensions copula, the ECDF of 𝜃 and the Poisson distribution of 𝐹ᑤ, many long time series of
future storm events can be sampled. Because SLR projections are made for the period 2006-2100, and since
storms are assumed stationary, SSTS are also made for this time period and thus have a 95 year time span.

Now, SLR projections can be added to the SSTS. SLR will gradually increase over the years and adds up
to the 𝑆 that is sampled by the copula. For every SLR case, a random sample is drawn between 0 and 1, and
a SLR-trajectory is constructed using the ECDF of SLR. For instance, assume 0.5 is drawn. Then for every
year, the 50th percentile value of the ECDF is taken, leading to a 50th percentile SLR trajectory, and added
to the 𝑆 values sampled during that year. In this way, extreme values of 𝑆 will increase in frequency over the
years.

Subsequently, the SSTS enhanced by the SLR trajectory can be fed into an erosion model for the purpose
of estimating retreat distances and long term recession.
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Figure 4.7: Storm erosion model according to Kriebel and Dean
(1993). The retreat (ፑ) as a results of increase in water level
(ፒ) is derived based on a sediment balance between the eroded
sediment and deposited sediment offshore in between the berm
height (ፁ) and surf-zone width (፱ᑓ). The surf zone width is
based on the equilibrium profile (Dean (1987)) given by param-
eters (ፀ) and (፦).

4.2.5. Storm erosion

Coastal morphological response to storm events and SLR is expressed by two parameters, the episodic shore-
line retreat distance (R) and the long-term coastal recession (CR). To model episodic storm erosion, an ana-
lytical function described by Kriebel and Dean (1993) (hereinafter referred to as KD93) is used, which has
been successfully applied in different coastal environments (Callaghan et al., 2008, Almeida et al., 2011, Mull
and Ruggiero, 2014). The KD93 has no calibration parameter and is therefore applied using the recommended
settings.

It essentially uses a convolution integral to represent the lagged and damped response of the beach towards
an equilibrium retreat distance (𝑅ᐴ), which it approaches under at an approximately exponential rate:

𝑅(𝑡) =
𝑅ᐴ
𝑇ᑤ
∫
ᑥ

Ꮂ
𝑓(𝜏)𝑒Ꮍ(ᑥᎽᒙ)/ᑋᑤ𝑑𝜏 (4.3)

with 𝜏 the time lag between the hydrodynamic and morphological response and 𝑇ᑤ the representative time scale
of exponential response. Sediment is eroded and moved offshore until a new equilibrium profile is established.
In other words, if the forcing were held constant for an unlimited long duration, 𝑅(𝑡) approaches 𝑅ᐴ. KD93
find 𝑅ᐴ to be a function of the hydrodynamic parameters storm surge (𝑆) and depth of breaking waves (ℎᑓ),
and the morphological parameters berm height (𝐵), beach slope (𝑡𝑎𝑛(𝛽ᑓ)), and the surf-zone width (𝑥ᑓ), the
latter being a function of the equilibrium profile parameters 𝐴 and 𝑚. Details on solving the convolution
integral and input parameters needed are described in Appendix C.

In short, the maximum retreat 𝑅ᑞᑒᑩ is the retreat distance it can reach given the storm duration and is thus
a fraction of the equilibrium retreat distance 𝑅ᐴ. The fraction is determined by the parameter 𝛽, which is the
relative duration of the storm to the exponential response time scale 𝑇ᑤ. Shorter duration storms reach smaller
fractions, and the duration is thus equally important as the magnitude of the forcing. For instance, extreme but
short term events (e.g. hurricanes) might reach lower 𝑅ᑞᑒᑩ compared to a moderately extreme but persistent
event (e.g. swell).

This formula can now be solved given the hydrodynamic from the SSTS andmorphological input and𝑅ᑞᑒᑩ
is estimated for every storm. Because the main focus of the work is to study the impact of SLR, morphological
parameters are kept deterministic throughout the analysis.



4.2. Probabilistic coastal erosion model 25

4.2.6. Shoreline position

The rate of shoreline change is generally proportional to the wave energy and its antecedent position (Yates
et al., 2009, Davidson et al., 2013). After a storm has eroded the beach, wave driven transport and aeolian
processes will move sediment back to the beach and (partly) recover it before a new storm hits. With SLR,
however, the magnitude of storm erosion will gradually increase and the beach does not have enough time to
recover from extreme events (since extreme events are occurring more frequently). This drives a net sediment
loss over the years, hence long-term recession 𝐶𝑅 of the coast.

To forecast the shoreline position, the shoreline movement in between the storm events needs to be quanti-
fied. For this, a representative recovery rate of the system is needed. An approach similar to Ranasinghe et al.
(2012) and Li et al. (2014) is followed, but a deviation is made by introducing a simple state dependency. As
was mentioned in section 4.2.2, the same wave height could erode a beach that is in a state of accretion, while
it can accrete a beach that is already eroded. Something similar is thus expected for the storm events.

On the long-term, a shoreline oscillates around a given equilibrium position. Without additional forcing or
sediment sinks or gains, this position is represented by the median value of the cumulative distribution function
(CDF), and should ideally be zero. Everything above this line is then a ’state of accretion’, whereas everything
below this line is a ’state of erosion’. The state dependency is enforced as follows;

• If a shoreline is in a state of accretion (green color Figure 4.8) and a storm hits, the retreat distance will
be simply be added to the shoreline, and will erode.

• If the shoreline is in a state of erosion (red color Figure 4.8), the position of the shoreline will influence
the behaviour. When the shoreline position is closes to the equilibrium position than the magnitude
retreat distance from the storm, the shoreline will erode towards this retreat distance. However, if the
position of the shoreline is further away from equilibrium than the magnitude of the retreat distance, the
position will first halt and then recover.

In general, it means that a larger storm is needed to erode an already eroded beach (Yates et al., 2009).
For the recovery periods in between storms, a linear recovery rate is introduced. This linear recovery rate

can be interpreted as a representative, or weighted average, recovery rate over a long period of time that, on
average, will stabilize the coast. To find a representative recovery rate, one iteratively searches for a recovery
rate that stabilizes the coast (no net recession) under a 500 yr simulation time in absence of SLR (storm forcing

Figure 4.8: Schematic of the shoreline model as
implemented for shoreline prediction. The blue
line indicates the shoreline position over time. The
retreat distance indicated by the grey bars (with the
width of the bar the storm duration) are erosion
events caused by storms. Different initial positions
of the shoreline lead to different response, depend-
ing if being in a state of accretion (green) or state
of erosion (red).
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only). For Orient Bay, a representative recovery rate of 0.10 m dayᎽᎳ is found, whereas for Dawn Beach, this
recovery rate is 0.165 m dayᎽᎳ. This is close to linear recovery rates mentioned in literature of 0.04-0.20 m
dayᎽᎳ, as summarized in Phillips et al. (2017).

4.3. Sampling and analysis

The above described methodology can be repeated multiple times. This is done by; (1) sample a SSTS together
with a SLR pathway for 2006-2100, (2) calculate retreat distances due to storms, (3) forecast the shoreline
behaviour using the recovery rate, (4) analyse the retreat distance and long-term recession over the 95 year
period, (5) repeat 10,000 times to obtain probabilistic estimates for all 12 SLR cases.

For the episodic storm erosion, a generalized Pareto distribution is fitted to the data and the return periods
are calculated over the 2006-2100 period. The average shoreline position in 2100 is used to obtain𝐶𝑅 estimates
for 2100 compared to 2006.

4.4. Validation shoreline mobility

To validate the variability of the shoreline (due to the storms), SDS data and the 500 yr model run are com-
pared. First, the seasonal low frequency motion is removed. This seasonal motion arises due to the (random)
sequence and magnitude of storms. A 1 year running mean (grey line) is first calculated and removed from
the observations (red line) and modelled run (see Figure 4.9a). Both results are interpolated on a 1 day grid
(because the SDS have non-equal time intervals between measurements). The resulting CDFs for Orient Bay
are illustrated in Figure 4.9b. The standard deviation is a measure of the ’beach mobility’ of the beach and is
controlled by the morphodynamic state of the beach (Stive et al., 2002). A comparison is shown in Figure 4.9
for Orient Bay. The standard deviation of the detrended SDS is 3.3 m compared to a standard deviation of 3.5
m for 500 yr run, indicating that the beach mobility is resembled well.

Figure 4.9: (a) Shoreline position
based on Satellite derived shoreline
(SDS) positions (black diamonds and
solid line). The 1 year moving aver-
age (grey line) is removed from the
SDS to obtain the detrended posi-
tions (red). (b) Cumulative distribu-
tion function (CDF) of the detrended
shoreline positions. Red is based on
detrended positions in (a) and blue
based on a 500 year model run (also
detrended). s.d. = standard deviation
of shoreline positions.
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5
Results: projections of sea-level rise and

coastal erosion

5.1. Sea-level rise projections

Figure 5.1a-b&d-e depicts the 21st century RSLR projections for Sint Maarten given the two RCP-scenarios
considered together with recent altimetry time series 1 and an ensemble of 3yr running averages of tide gauges
in the region2. Results for 2100 compared to 1986-2005 are presented in Figure5.1c&f and also tabulated
in Table 5.1. The regional scale factor illustrates how RSLR estimates relate to GMSL rise (RSLR/GMSL
rise). Apart from median and 90% uncertainty bandwidth, a more upper range estimate of the 99th percentile
is provided. DP16 and IPCC are nearly symmetrical (blue and red lines in Figure5.1c&f) with projections
of respectively 200 (±40.2) cm and 73 (±15.8) cm for RCP8.5 and 108 (±27.4) cm and 54 (±12.2) cm for
RCP4.5 (𝜇 ± 𝜎). The skewed total distribution function for the LEV14 has a median value of 80 cm and
95th percentile of 121 cm for RCP8.5 versus a 56 cm and 86 cm for RCP4.5. The heavy weighting of the
AIS to total RSLR leads to estimates that are 6-18% higher than GMSL rise for the upper limit. Considering
1Obtained from https://www.aviso.altimetry.fr/en/home.html
2Obtained from www.psmsl.org

RCP8.5
Sea level rise (cm) Regional factor

𝛾 = 1.0 𝛾 = 1.64 𝛾 = 1.0 𝛾 = 1.64

Percentile DP16 LEV14 IPCC DP16T LEV14 IPCC DP16 LEV14 IPCC DP16T LEV14 IPCC

5.0 135 53 49 83 42 40 1.10 0.91 0.91 1.09 0.91 0.87
50.0 200 80 73 200 81 74 1.14 1.01 1.00 1.14 1.03 1.01
95.0 266 121 100 321 134 111 1.17 1.08 1.05 1.15 1.06 1.05
99.0 294 150 112 375 168 128 1.18 1.10 1.06 1.16 1.08 1.03

RCP4.5
Sea level rise (cm) Regional factor

𝛾 = 1.0 𝛾 = 1.64 𝛾 = 1.0 𝛾 = 1.64

Percentile DP16 LEV14 IPCC DP16T LEV14 IPCC DP16 LEV14 IPCC DP16T LEV14 IPCC

5.0 64 37 34 35 28 28 1.05 0.95 0.92 1.03 0.90 0.88
50.0 108 56 54 108 57 54 1.13 1.02 1.04 1.13 1.04 1.04
95.0 152 86 74 184 95 80 1.16 1.09 1.09 1.15 1.08 1.07
99.0 171 109 82 219 120 92 1.17 1.12 1.09 1.16 1.10 1.08

Table 5.1: Regional sea-level rise projections for Sint Maarten for 2100 compared to 2006 together with the regional scaling factor.
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28 5. Results: projections of sea-level rise and coastal erosion

time evolution, the three cases do not deviate to a noticeable extent until 2045-2050, after which an onset
of Antarctic mass ablation causes the projections to diverge (Figure5.1a&d). The inclusion of the additional
model uncertainty (refer back to 4.1.1), does not affect the median much, but it does alter the total uncertainty
of RSLR (Figure5.1b&e). The difference between the 𝛾 = 1.0 case and the 𝛾 = 1.64 is shown in Table 5.1
and Figure 5.1c&f (with dashed lines 𝛾 = 1.64). The regional factor will not change much (because it is
scaled). Including this additional model uncertainty will increase the 5-95th percentile uncertainty with 107
(61) cm for DP16, 24 (18) cm for LEV14 and 20 (12) cm for IPCC given RCP8.5 (RCP4.5). It thus adds up
to the elongation of the distribution width and the skewness, if any, intensifies.

The projections for other parts of the Caribbean basin are shown in table D.1 in appendix D, and do not
differ distinctively from the Sint Maarten projections with maximum differences of 9 cm in the 99th percentile
and 5 cm in the 50th percentile.

The rate of SLR over time shows an acceleration from the 3 mm yrᎽᎳ observed nowadays up to 5 mm yrᎽᎳ

and 12 mm yrᎽᎳ for RCP4.5 and RCP8.5 at the end of the century for LEV14 and IPCC. The DP16 projection
shows, however, amoderate decline relative tomodern rates till 2040 followed by a rapid acceleration, reaching
21 mm yrᎽᎳ and 50 mm yrᎽᎳ for RCP4.5 and RCP8.5, respectively, at the end of the century. This value
may surpass many vertical accretion rates of mangroves in the region (Parkinson et al., 1994, McKee, 2011,
Woodroffe et al., 2016), and accretion rates of coral reefs (-0.26-4.00 mm yrᎽᎳ) on Sint Maarten (Perry et al.,
2018) at the end of the century.
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Figure 5.1: (a) Regional SLR projections from 2006 to 2100 for RCP4.5. Grey line indicate 3 year running average of tidal gauge
stations and grey diamonds recent altimetry data for the Caribbean. (b) same as (a) but with additional model uncertainty (᎐ ዆ ኻ.ዀኾ).
(c) PDFs of 2100 Regional SLR compared to 1986–2005 under RCP4.5 for both including (dashed lines) and excluding (solid lines)
model uncertainty. (d-f) same as (a-c) but for RCP8.5.
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5.2. Retreat distance

SLR contributes to the increased frequency of extreme water levels and thereby increased retreat of the shore-
line due to the impact of storms. Future return periods over the years 2006-2100 are given in Figures 5.2a-d
for 𝛾 = 1.0, whereas the 𝛾 = 1.64 results are displayed in Figure E.1 in Appendix E. For comparison, the
black line in Figure 5.2a-d is the baseline case without SLR. The magnitude and uncertainty bandwidth are
comparable with the SLR projections, with DP16 the highest number and largest uncertainty. Moreover, the
uncertainty for RCP8.5 is larger than for RCP4.5.

For Orient Bay for example, the return period of a 1/100 year retreat event is 1.67 (2.4) times higher
for DP16 and around 1.4 (1.5) times higher for LEV14 and IPCC compared to the baseline under RCP4.5
(RCP8.5). Figures 5.2e-f show the correlation between the SLR-value for a given year x and the 1/100 year
retreat distance over the years (thus from 2006 to year x). The SLR value sampled determines the trajectory
taken. If there is a low correlation, the SLR value sampled was apparently not a driving force for this 1/100
year erosion event (storm randomness dominates). Until 2060-2070, the correlation is still below 0.5 implying
a moderate dependency. Thus the increase in surge will not alter the extreme value statistics much. For DP16
and LEV14, the correlation in 2100 is close to 0.8-0.9 meaning that SLR is steering the extreme erosion over
the storm randomness. This also implies that SLR is almost linearly related to storm erosion. For Dawn Beach,
this correlation is less pronounced, largely due to themore concave upward shape of extreme value distribution.
A similar concave upward profile was found by Callaghan et al. (2013) for a beach in Australia when applying
KD93. However, it is likely that a certain upper limit exists and that this shape might not physically correct.

The difference between the two beaches can also be explained more physically. Dawn Beach has a steeper
beach slope and foreshore slope, therefore higher wave set-up andwave breaking closer to the shore. According
to Kriebel and Dean (1993), this yields a more reactive beach in terms of morphological response. This makes
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Figure 5.2: (a) Return periods of retreat distance due to storm events over the period 2006-2100 for Orient Bay under RCP4.5. Solid
line is the median value, whereas the shaded area represent the 90% uncertainty bandwidth. The black line is the baseline case for
a situation without SLR. (b) same as (a) but under RCP8.5. (c-d) same as (a-b) but for Orient Bay. (e) Correlation between sample
year x SLR and the calculated 1/100 year retreat distance over 2006-year x for Orient Bay under RCP4.5. (f) same as (e) but under
RCP8.5. (g-h) same as (e-f) but for Dawn Beach. All figures are without considering additional model uncertainty (᎐ ዆ ኻ.ኺ).
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it less sensitive to an increase in storm surge and more sensitive to the other parameters influencing the storm
erosion.

Note that the term return period adopted here is different from the conventional definition of return period.
We define return period as the average rate of occurrence of an event integrated over a given time span, here
from 2006 till 2100. For instance, the 1/100 year event will happen once in a 100 year period from 2006-
2100. The 1/50 year will thus happen approximately twice over this period. However, because SLR is a
non-stationary process, the occurrence of extreme return periods will happen more likely close to 2100 than
2006.

5.3. Recession

Finally, the structural erosion, or recession for 2100 is summarized in Figure 5.3. First of all, Dawn Beach will
experience larger recession, in line with the larger retreat distances, influenced by the morphological character
of the beach. Median recession values (black dot and diamond upper panel) range from 6-22 m for Dawn
Beach and 5-16 m for Orient Bay (lower range IPCC, upper range DP16). However, the 1% exceedence
probability (thin line upper panel) range from 11-46 m for Dawn Beach and 9-38 m for Orient Bay. The 1%
coastal recession value of the IPCC for Orient Bay needs to be, on average, 1.75 (2.67) times higher in case
of DP16 and 1.14 (1.21) times higher for LEV14 to have the same amount of safety for RCP4.5 (RCP8.5).
The additional model uncertainty will hardly affect the median, but does broaden the PDF of the recession,
similar to the PDFs of SLR. For instance, the 1% exceedance probability for Orient Bay is now 2.12 (3.43)
times higher for DP16 and 1.16 (1.24) time higher for LEV14 compared to the IPCC for RCP4.5 (RCP8.5).
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Figure 5.3: (a) PDFs of 2100 recession value compared to 2006 for Dawn Beach under RCP4.5. Include both including (dashed) and
excluding (solid) model uncertainty. In the top panel, the 50th percentile is shown together with the 66%, 90% and 98% uncertainty
range. (b) same as (a) but under RCP8.5. (c-d) same as (a-b) but for Orient Bay.
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Results: implications for decision-making

6.1. Retreat distance

The main objective was to quantify the sensitivity of future erosion estimates to different formulations of the
AIS dynamics into SLR projections. Stated otherwise, what is the difference when adopting the IPCC case
compared to the other cases?

For the retreat distance this is done by considering the estimates of the IPCC for every return period and
search the corresponding return period for the other two cases (e.g. the median 1/100 yr erosion event has a
value of 30 m for IPCC. 30m corresponds to a median 1/x yr return period for case y). The result of this is
made visible in Figure 6.1. The dashed black line indicate perfect alignment between the two (no difference)
with larger deviation indicating larger difference. For example, a 1/100 yr erosion event for IPCC at Orient
Bay (vertical black line) equals a 1/80 (1/50) event for LEV14 (solid blue line) and a 1/15 (1/1.5) event for
DP16 (solid red line) for RCP4.5 (RCP8.5). Therefore, this event will occur 1.25-40 times as frequent over
the same time span. For Dawn Beach, this effect is slightly less with 1/90 (1/80) for LEV14 and 1/35 (1/6)
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Figure 6.1: (a) Comparison between return periods of retreat distance from storm events under the IPCC scenario and the DP16 (red)
and LEV14 (blue) scenario. The dashed black line indicate perfect agreement (no difference) with larger deviation from this line
indicating a larger relative underestimation. For Orient Bay under RCP4.5 without additional model uncertainty (᎐ ዆ ኻ.ኺ). (b) same
as (a) but for RCP8.5. (c-d) same as (a-b) but with additional model uncertainty (᎐ ዆ ኻ.ዀኾ). (e-h) same as (a-d) but for Dawn Beach.
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for DP16 given scenario RCP4.5 (RCP8.5). For larger return periods, underestimation is generally larger and
under the RCP8.5, the results divergence even more.

Those who want to build in additional safety and adopt the 95% value are even more likely (relatively
speaking) to underestimate the risk in most cases. This is again due to difference in uncertainty bandwidth in
SLR that propagates to the storm erosion estimates. For this, the 1/100 year event for Orient Bay under the
IPCC scenario may even occur 1.54 (2.22) times as frequent under LEV14 and 10 (67) times as frequent for
DP16 for RCP4.5 (RCP8.5). This is visualized using the dashed blue and red lines in figure 6.1a-b&e-f, which
are typically more downward compared to the median values, except for some high return period for Dawn
Beach. For clarity, for the 95th percentile curve, a comparison is made between the IPCC 95th percentile value
of LEV14 and DP16 95th percentile values (e.g. the 95th percentile 1/100 yr erosion event has a value of 30 m
for IPCC. 30m corresponds to a 95th percentile 1/x yr return period for case y). Adding the additional model
uncertainty (𝛾 = 1.64) further fortifies this effect for the 95th percentile, as shown in Figures 6.1c-d&g-h. This
is due to the larger uncertainty in the SLR projections for LEV14 and DP16 compared to the IPCC, hence also
wider uncertainty for the erosion estimates. Thus, the decision whether or not to include this mainly affects
actors who have a strong risk-averse appetite.

6.2. Recession

The same relative plots for the recession in 2100 compared to 2006 can be made, but now expressed in terms
of exceedance probability. This is done in Figure 6.2 for the cases of including (dashed) and excluding (solid)
model uncertainty. Again, larger deviations from the perfect alignment (dashed black line) indicate larger
differences (but now above this line). Large deviations are found when AIS uncertainty is not included, and
in particular the lower exceedance probabilities show wide divergence. For instance, the 1% exceedance
probability in 2100 has a 2-4.5% exceedance probability for a skewed distribution function and a 37-88%
exceedance probability under a high-end scenario of the AIS. This means that risk-averse coastal managers,
who are adopting low-probabilities, are prone to misconception about their level of safety. Overall, underes-
timating the contribution of the AIS may lead to unacceptable situations in terms of risk faced by the coastal
communities.

Besides the safety issue, a given recession value under the IPCC case will occur some years earlier for the
LEV14 and DP16 case. A mitigation measure to counterbalance recession, such as a nourishment, is often

0.01 0.02 0.05 0.1 0.2 0.5 1
Exceedance probability IPCC case

0.01

0.02

0.05

0.1

0.2

0.5

1

Ex
ce

ed
an

ce
 p

ro
ba

bi
lit

y

0.01 0.02 0.05 0.1 0.2 0.5 1
Exceedance probability IPCC case

0.01

0.02

0.05

0.1

0.2

0.5

1

Ex
ce

ed
an

ce
 p

ro
ba

bi
lit

y

0.01 0.02 0.05 0.1 0.2 0.5 1
Exceedance probability IPCC case

0.01

0.02

0.05

0.1

0.2

0.5

1

Ex
ce

ed
an

ce
 p

ro
ba

bi
lit

y

0.01 0.02 0.05 0.1 0.2 0.5 1
Exceedance probability IPCC case

0.01

0.02

0.05

0.1

0.2

0.5

1

Ex
ce

ed
an

ce
 p

ro
ba

bi
lit

y

Orient Bay
RCP4.5

Orient Bay
RCP8.5RCP8.5

Dawn Beach
RCP4.5

Dawn Beach
0.01 0.02 0.05 0.1 0.2 0.5 1

Exceedence probability IPCC case

0.01

0.02

0.05

0.1

0.2

0.5

1

Ex
ce

ed
en

ce
 p

ro
ba

bi
lit

y

DP16,  = 1.0
LEV14,  = 1.0
DP16,  = 1.64
LEV14,  = 1.64

(a) (b) (c) (d)

Figure 6.2: a) Comparison between exceedance probabilities of recession values in 2100 compared to 2006 under the IPCC scenario
and the DP16 (red) and LEV14 (blue) scenario. The dashed black line indicate perfect agreement (no difference) with larger deviation
from this line indicating a larger relative underestimation. For Orient Bay under RCP4.5 with (dashed) and without model uncertainty
(solid). (b) same as (a) but under RCP8.5. (c-d) same as (a-b) but for Dawn Beach.
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designed based on cost-optimization of periodic supplements of sediment (Lazarus et al., 2011). The cost-
efficiency of such a design can be altered by the accelerated pace of SLR-induced recession. The question is
now; how much earlier will a given exceedance probability in 2100 under the IPCC case occur for the two
other scenarios?

The recession values under the IPCC case in 2100 are calculated for limited number of exceedance prob-
abilities and the corresponding years are found where the recession value is reached for the LEV14 and DP16
case. This is displayed in Figure 6.3. For DP16, the same exceedance probabilities for the IPCC case will
be reached 20-25 years earlier, almost independent of the exceedance probability adopted. For LEV14 on the
contrary, there is a dependency on the exceedance probability adopted, and the acceleration in terms of years
is between 2-15 years. Lower exceedance probabilities in general have a larger acceleration in terms of years,
again important for the risk-averse coastal manager. Given that SLR projections do not deviate from each
other until 2060, this acceleration is considered large and will happen quickly, posing large uncertainty for the
cost-efficiency of measures.

Figure 6.3: (a) Comparison of years that corre-
sponds to the recession values found under the
IPCC case in 2100. Dots indicate the exceedance
probabilities that are used. Result is for Orient Bay
given RCP4.5. (b) same as (a) but given RCP8.5.
(c-d) same as (a-b) but for Dawn Beach.
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6.3. Uncertainty analysis

Although the aim was to primarily quantify the SLR uncertainty, it is interesting to take it one step further and
look how the climate uncertainty (SLR+model uncertainty) relates to the morphological uncertainty that can
be expected. The erosion model considered up till now uses the narrow assumption of invariant cross-shore
profile (thus deterministic). Real cross-shore profiles are however very dynamic. Therefore, a sensitivity
analysis is performed based on variance decomposition of the 1/100 year retreat distance over 2006-2100. The
morphological parameters are now assumed to be probabilistic as well, modelled by a triangular distribution
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function with the peak at the deterministic value presented in the method. The beach slope 𝑡𝑎𝑛(𝛽), foreshore
slope 𝑡𝑎𝑛(𝛽ᑗᑤ) and berm height (𝐵) are assumed to have a upper/lower limit of 10%, whereas the equilibrium
profile parameter 𝐴 and 𝑏 have an upper/lower limit of 5% (to prevent very larger variations for large depths).
In reality, these morphological parameters are coupled (dependent), but this assessment is purely for illustrative
purposes, and therefore independence is assumed.

The following procedure is followed: first calculate the 90% uncertainty bandwidth of the 1/100 year return
period including SLR uncertainty, climate model uncertainty and morphological uncertainty. Then, perform
additional runs by replacing one of the components with its expected value (make it deterministic) and assess
how this reduces the total uncertainty. For model uncertainty, a run with and without are subtracted. The
remaining uncertainty after replacing the three components is the uncertainty caused by the sampling method
of the storms (future storm uncertainty). By comparing, one can get an idea about the relatively importance
of these four components to the overall uncertainty in the model. Results are shown in Figure 6.4 for all
SLR cases. The morphological uncertainty is very dominant, indicating that the model is sensitive to different
parameters settings. Stated otherwise, if morphological variability is to be expected, it should be included.
The climate uncertainty (SLR+model) has only a marginal role before 2070, but increases towards the end
of the century. Especially for DP16, it accounts for 40% (60%) of the total uncertainty in 2100 for RCP4.5
(RCP8.5). This illustrates that using a deterministic value of SLR, one considerable underestimates the total
uncertainty in the model results.

A next step would be to assign probabilities to the RCP-scenarios and AIS dynamics case in order to
include the six frames in one figure. There is however no general consensus about the likelihood of RCPs and
the likelihood of AIS dynamics. A method could be to make them equally like, as done in Le Cozannet et al.
(2015), thus use a discrete uniform distribution. This is however, not further explored.

Figure 6.4: Plots showing the
fraction of the 90% uncertainty
of the 1/100 year retreat dis-
tance over the 2006-2100 pe-
riod. Plot show different cases
of AIS included in the SLR
projections and different cli-
mate scenarios. The width of
the area shows the importance
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7.1. Discussion

Scale

Climate 
Science

Coastal 
Science

Coastal 
Engineering

Uncertainty Uncertainty

Figure 7.1: Schematic of the position of coastal engineering
on the interface of climate science and coastal science, with
the spatial scale from left to right.

To allow the integration of SLR and erosion within a prob-
abilistic framework, several assumption and caveats are
inherent to the method. In general, the field of coastal en-
gineering is at the interface of climate science (boundary
conditions) and coastal science (physical basis). One can
argue that the uncertainties accumulate at the scale (tem-
poral and spatial) where the coastal engineer is active (see
Figure 7.1). For instance, assessing climate impact at a
local scale is challenging, since climate models have reso-
lutions of 100-200 km. In coastal science, the physics be-
hind sediment transport on very small scales are (largely)
understood, but skillful predictions of sediment transport
on engineering time and spatial scales remain troublesome. Therefore, uncertainties arise from both ’top-
down’ as well as ’bottom-up’.

The SLR projections used are considered state-of-the-art, nonetheless have large uncertainties associated
with them. As was already introduced in the main part, climate models have common biases, which affects
the reliability of climate model output. Known difficulties are the misrepresentation of physical processes on
sub-grid scale such as eddies (Sérazin et al., 2016), representation of the AMOC (Maraun et al., 2017) and
intermodel differences in ocean heat uptake efficiency (Kuhlbrodt and Gregory, 2012). A new climate model
database (CMIP6) is will launch in the upcoming years that will replace the CMIP5 models used now. For the
SLR projections, we do no include vertical land movement of the island, since data on this is not available.
Moreover, RCP2.6 and RCP6.0 are not considered. This is because RCP6.0 is comparable to RCP4.5, and
RCP2.6 gives similar results of AIS dynamics in Church et al. (2013), Levermann et al. (2014) and DeConto
and Pollard (2016), because rapid mass loss is not yet initiated. Concerning the sea-level fingerprints, the
prediction of redistribution of mass is fairly robust. The uncertainty here stems from the approximation that
the ice sheet is losing mass uniformly. Larour et al. (2017) shows how different coastal areas are sensitive
to different drainage locations on both ice sheets. Updating other components due to scientific advances is
not considered. This potentially includes new research into glaciers contribution (Huss and Hock, 2015),
regionally variable mass loss from Greenland SMB (Meyssignac et al., 2016), new estimates of precipitation
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increase over the AIS (Palerme et al., 2017), and newly established AIS mass balance (IMBIE team, 2018). By
far the largest uncertainties remain in predicting the response of the AIS over decadal to centennial time scales.
Ice sheet models have only recently come to a point where they can reproduce observed ice sheet changes and
move towards making refined future projections (Pattyn, 2018). However, so far no numerical model study
has reported values as high as DeConto and Pollard (2016) and an >1.0 meter AIS contribution is still debated
(Schlegel et al., 2018, under review).

As was showcased with the different AIS cases and the inclusion/exclusion of additional model uncer-
tainty, making SLR involves making non-trivial design choices. Users are unaware of such choices. Since it
influences the results, hence the decision-making, transparency of such non-trivial choices is essential.

Furthermore, it is assumed that SLR will rise at an annual uniform rate. This approach does not con-
sider other nonstationarities in sea-levels or wave climate, which may be present in coastal areas (Wahl and
Plant, 2015, Davies et al., 2017, Melet et al., 2018). This variability is often linked to larger scale atmospheric
dynamics. For example, a negative correlation is found between the monthly Niño3.4-index and mean and
maximum monthly wave height (𝜌 = -0.33 for mean, 𝜌 = -0.37 for max), indicating that interannual variability
in storm forcing is present (see appendix C.4). Moreover, trends in offshore storm parameters are not consid-
ered here, which may change future hydrodynamic conditions. (Vousdoukas et al., 2018). Such longer term
modulations can affect the erosion hazard. For instance, changes or variability in incoming wave direction
can initiate shoreline rotation on pocket beaches and embayed areas (Bowman et al., 2009, Ranasinghe, 2016).
This may al be incorporated into a more advanced statistical model that better includes nonstationary condi-
tions (Davies et al., 2017). In this study, boundary conditions are provided by globally-covering model with a
spatial resolution of ∼75 km. Therefore, extreme waves and surges due to for instance hurricanes are not well
resolved.

Although the KD93 formula has shown to be accurate, it should be used as a first-order predictor. For
instance, it does not solve the means by which sediment is transported, only the development of the cross-
shore profile over time. The most important assumptions in formula are that an equilibrium profile exists and
the morphological response is exponential. Also the assumption made that the cross-shore profile will react
similarly over the years is subject to discussion. The coastal response to a given storm can be quite different on
a year 2100 coastal profile that has already adjusted to 1m of SLR (Ranasinghe, 2016). The application here
is on a beach which little expected alongshore current and approximately shore normal waves. Hence little
alongshore sediment movement is expected. If known, other sources of the sediment budget may be added,
such as aeolian transport and overwash during storm, sinks to tidal basins, or sand sources due to nourishments
(Rosati et al., 2013, Dean and Houston, 2016). Also, insight into seasonal and interannual variability of the
shoreline is needed and can be added. For instance, using a 2 year running average, a small oscillating motion
can be identified in the satellite derived shoreline position.

Moreover, setting the threshold needs further investigation. Using the satellite measurements, not all erod-
ing moments of the beach were associated with identified storms. This can have several reasons. The accuracy
of the SDS are on average around 1-30 m, depending satellite mission, cloud cover and wave presence (Hage-
naars et al., 2018). Also, because the recurrence interval of SDS measurements is 1-16 days and storm events
have a duration of hours-days, small storm erosion events might already be recovered. Also, the recovery
rate of the beach is derived using an iterative process, whereas it could be measured in reality. In our case,
varying the recovery rate by 25% changes the median values of the 2100 recession by ±2.2m for Orient Bay
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and±3m for Dawn Beach, which is considerable given the results. In reality, the recovery rate is also coupled
wave energy. Developing a process-based, yet simple model of dune/beach recovery is desirable for long term
coastal evolution modelling (Ranasinghe et al., 2012). Finally, compared to the ’Bruun Rule’, the estimates
here are much smaller. For a first order estimate, the Bruun Rule estimates recession values of 50-100 times
SLR. This would yield 27-108 m for RCP8.5 and 35.6-200 m for RCP4.5 given the median SLR projections.
However, results here only find median values ranging from 6-22 m for Dawn Beach and 5-16 m for Orient
Bay. Large overestimations were also found by Ranasinghe et al. (2012) for an application in Australia.

7.2. The way forward

This bring us to the way forward. To overcome uncertainties and steer the debate, climate and coastal research
communities should not be isolated from each other, but should work in synergy to better align SLR informa-
tion to coastal adaptation decisions. This should start by admitting that SLR uncertainty exists and may be
larger than any of the morphological uncertainties that receives much more attention in the coastal research
community. Future research should focus on integrating and propagating the uncertainties into systematic
way. This includes adding morphological uncertainties of the parameters and the natural variability of the
shoreline on time scale from years to decades to the model. Development of reduced complexity models to
enable probabilistic input can be used to bridge this gap. Alternatively, innovative modelling approaches can
be considered to model the SLR response in complex geomorphological settings, such as using a Bayesian
Network (Lentz et al., 2016), advanced statistical methods (Toimil et al., 2017) or other surrogate models.

More importantly, efforts should be made to derive an authoritative projection of SLR specifically de-
signed for coastal management purposes to guide the use of upper quantile estimates. Proposing different
scenarios, as is done in this work, already provides insight into the deep uncertainties and a tool for decision
support. Others suggest that possible futures cannot be objectively described by a single well-defined PDF
(Kunreuther et al., 2013), promoting the use of other methods such as extra-probability methods (Le Cozan-
net et al., 2017) or expect elicitation (Bamber and Aspinall, 2013, Horton et al., 2014, Oppenheimer et al.,
2016). More formalized methods to asses deep uncertainties and construct robust decision-making pathways
could assist this development (Haasnoot et al., 2013, Sriver et al., 2018). Although we have focused primarily
on the hazard component, risk management is a balance between risk and reward and the economic conse-
quences of SLR-induced erosion needs to be coupled to this framework (Jongejan et al., 2016). This includes
the evaluation of potential engineering solutions, such as nourishments as done by Hinkel et al. (2013). Until
now, engineering strategies to mitigate extreme SLR are lacking in literature, although insight in their suit-
ability is desired. Considering the uncertainty posed, emphasis on flexibility in the design is required, which
paves the way for measures that have a certain adaptive ability such as large scale nourishments (Stive et al.,
2013) or nature-based solutions (Temmerman et al., 2013). At last, our approach could be easily extended
to regional or global coverage (see Section 7.3). This could help identify the most vulnerable areas, quantify
global consequences of SLR and assist global adaptation efforts.

7.3. Upscaling and reproducibility

The methodology described here is applied to only one case study, but can be easily extended to any other area
or upscaled. For this, one can distinguish between essential data input to perform an analysis, and additional
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data which may help to improve the accuracy of the analysis.
In terms of SLR projections, any area of interest can now be described accordingly, whereas upscaling to

larger areas is straightforward. Note that local processes, such as land subsidence or tectonic movements need
to be considered if known to be substantial. In terms of hydrodynamic input, all data is obtained from open
data sources covering the globe. Validation with wave buoy data is highly advisable in areas where hurricanes
are known to occur. Moreover, sheltering effects of small islands are not considered in the open ocean areas.
Non-tidal residuals can also be obtained from tide gauge, although care should be taken when tide gauges are
located in sheltered area, since they do not capture (or dampen) the contribution of wave set-up and swash
(Melet et al., 2018). It should always be checked if offshore wave height can be used as a proxy for shoreline
change. In some areas, extreme surge levels are the dominant sources of beach change (Kriebel and Dean,
1993). Also, in areas where the nearshore bathymetry is irregularly spaced, or when refraction and diffraction
processes are important, a predictive formula for wave breaking as used here may not adequate. Upscaling this
approach should be accompanied by an assumption for a general storm threshold (e.g. percentage of maximum
wave height).

The required input of morphological data is dependent on the type of erosion formula. For the KD93
formula, only data on the equilibrium profile parameters (𝐴 and𝑚) and the beach slope (𝑡𝑎𝑛(𝛽)) are needed.
For many predictive wave set-up/swash formulas, the beach slope is the only data needed (Stockdon et al.,
2006). 𝑚 is often close to 2/3, whereas 𝐴 can be related to the fall velocity (hence sediment diameter) (Dean,
1977). Other analytical formulas exist, such as those by Larson et al. (2004) or van Rijn (2009) and these
may be more adequate if a dune system is present, although calibration data is needed. Profile measurements
to determine these parameters are advised. Moreover, if working on a more data-rich environment and more
computational power is available (cluster), Callaghan et al. (2013) advises to replace the analytical formula
with a semi-empirical model, such as SBEACH. This will however increase the computational time with a
factor ∼40.

Further, it is advised to check the erosion estimates with data on shoreline positions. This can be taken from
in-situ measurements or satellite derived shoreline positions (Luijendijk et al., 2018). The shoreline data (if
long enough) can also be useful for determining the seasonal and interannual variability and trends. Directly
linked to this is knowing the larger sediment budget. Therefore, application to an open sandy coastline is
generally harder.

In summary, a first order magnitude model can be readily obtained using parameters available in many
areas, including data-scarce environments. Assuming that the local coastal setting does not have a difficult
geometry (e.g. no barrier islands) and other terms in the overall sediment budget are not too dominant, an
analytical storm erosion model is practical and defensible. However, to fully validate the model, additional
data is a necessity. To illustrate, running the stochastic model for six SLR scenarios on a standard 8GB ram
PC takes around 2.5 days under a sample size 10,000 synthetic storm time series of 95 years duration. This
makes it very cost-efficient and easily extendible to larger scale areas if working on a cluster.
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Conclusions

The aim of this research was to quantify how SLR evolves under different scenarios of mass loss from the
Antarctic Ice Sheet in the Caribbean area and how this affects future erosion risk for a case study for Sint
Maarten. A methodology was described that incorporates plausible future trajectories of SLR with SSTS that
were derived based on the observedmulti-variate storm parameters and their interdependency. 10,000 potential
future combinations are sampled and fed into an erosion model to predict the shoreline from 2006-2100. The
probability range of future storm erosion impact and long-term recession could be estimated from this. Three
different case of SLR are considered; one estimate consistent with the latest IPCC report, one estimating a
skewed distribution function of AIS mass loss, and a high-end scenario of mass loss that includes positive
feedback processes. These scenarios were compared and contrasted, and the implications for strategies to
manage coastal evaluated.

RSLR projections for Sint Maarten are found particularly sensitive to increased mass loss from the AIS
that weight heavily to the total RSLR. Median projections are range from 54-108 cm (73-200 cm) for RCP4.5
(RCP8.5) under IPCC-DP16. Considering additional model uncertainty, due to known common biases in
climate models, further increases the uncertainty bandwidth. Before 2070, SLR has only a moderate effect on
the enhanced episodic erosion from storms, because amplified storm surges by SLR are not a dominating over
other storm parameters. However, after 2070, the SLR projections will drive storm erosion events and results
diverge for different scenarios of SLR. The median 1/100 year event of retreat distance from storm impact
over 2006-2100 is estimated to be 1.4-2.4 times higher than the baseline scenario without SLR. Long term
recession due to the inability to recover between storm events, that are getting gradually more extremer due
to SLR, will drive a median net erosion of 5-22 m. In general, including rapid ice sheet dynamics results in
significant larger erosion risk. A 1/100 year retreat distance by considering the IPCC projections corresponds
to a 1/80 (1/50) event for inclusion of skewness and a 1/15 (1/1.5) event for a high-end scenario of AIS loss
for RCP4.5 (RCP8.5). In terms of long-term recession, the 1% exceedance probability given the IPCC case
compares to a 2-4.5% exceedance probability for the skewed scenario and a 37-88% exceedance probability
for the high-end scenario. Besides, similar recession values will occur years earlier under high-end scenario.
In general, it is found that risk-averse coastal managers, favouring low exceedance probabilities (and large
return periods), will underestimate the relatively risk more if AIS dynamics are not included appropriately.

In conclusion, precluding AIS uncertainty from SLR projections that feed coastal impact assessments may
lead to ill-informed decisions to SLR adaptation, alters the cost-efficiency of mitigation measures and poten-
tially leads to intolerable risk faced. Supporting coastal managers with information about deep uncertainty in
SLR projections is found imperative to avoid maladaptation to erosion risk.
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A
The Caribbean: a regional perspective

A.1. Climate change impact

The Caribbean Islands have been formed by tectonic movement of the Caribbean plate, which has created a diverse
system of island arcs (Bachmann, 2011). Nowadays the Caribbean Island States consist of 30 territories (see Figure
3.1a), both sovereign and dependent territories, inhabited by around 43 million people in 2015 (United Nations, 2017),
and part of the SIDS. The SIDS can be characterized by their insularity and remoteness, environmental factors, limited
disaster mitigation capability, and demographic and economic structure (Pelling and Uitto, 2001, Karmalkar et al., 2013).
For the Caribbean Islands, more than 50% of the population lives within 1.5 km of the shore (Mimura et al., 2007), and
in 2011 14% of the total GDP was generated by tourism (Scott et al., 2012).

A growing body of literature has assessed the potential climate change impact for the Caribbean. For example,
vertical accretion of Caribbean coral reefs is controlled by SLR and projections indicate how SLR may surpass accretion
rates of 0.46-4.87 mm yrᎽᎳ (Perry et al., 2018). Also, mangroves species, abundant in the Caribbean, have a critical
submergence rate for which substrate can no longer follow SLR. Although Caribbean mangroves have persisted SLR
during the past 7,000–8,000 years (Woodroffe et al., 2016), some have hypothesized that a 8 mm yrᎽᎳ SLR may cause
widespread mangrove drowning (Parkinson et al., 1994). In terms of socio-economic impact, 1 meter of SLR may
displace over 110,000 people in the Caribbean and especially the vital tourism industry is found vulnerable with 49% of
all coastal resort properties within a 50 meter erosion setback (Scott et al., 2012). In addition, retreat of coastlines may
directly affect turtle nesting spots and historical and culturally important places (Fish et al., 2005, Mueller and Meindl,
2017).

A.2. Past sea-level rise research

Earlier work have made region-wide estimates of SLR in the Caribbean over the 20th century and early 21st century.
From tidal gauge stations, a trend of∼2 mm yrᎽᎳ from 1950-2008 was found over the Caribbean Sea, consistent with the
global average (Palanisamy et al., 2012). Moreover, from a reconstruction based on a combination of satellite altimetry,
tidal gauges and ocean circulation models, a basin-wide SLR trend of 1.7±0.6 mm yrᎽᎳ was reported for 1993-2009
(Palanisamy et al., 2012). However, trends deviate regionally up to 4-5 mm yrᎽᎳ along the south Caribbean islands. A
similar approach by Torres and Tsimplis (2013) reported a basin-wide value of 1.7±1.3 mm yrᎽᎳ over the altimetry era.

Using the most recently available altimetry product by Quartly et al. (2017) for the period 1993-2015 (Figure A.1a),
the regional pattern of SLR is made visible including the uncertainty (Figure A.1a&A.1b). A larger trend is detected in
the lower basin and a lower trend in the middle of the basin. The contribution of GIC and GIC in the region is lower than
the global average (Slangen et al., 2014). These two contributions have dominated land ice loss over the altimetry era
(Dieng et al., 2017), which could partly explain the lower than global average value in the region.

Moreover, on time scales of decades, factors such as interannual and interdecadel variability and ocean dynamics
play a role. In fact, interannual sea-level variability accounts for 34% of the total variability in the region (Torres and
Tsimplis, 2013). For instance, El Niño is known to influence low frequency variability in sea-levels in the region (Losada
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et al., 2013, Palanisamy et al., 2012). Others have showed how sea-level variability is attributed to low frequency
motion of tidal constituents that amplify tidal ranges on decadal time scales (Torres and Tsimplis, 2011), and eddies and
meanders in the mean flow (both locally and remotely generated) (Carton and Chao, 1999, Alvera-Azcárate et al., 2009).
Moreover, Torres and Tsimplis (2013) founds evidence that the Caribbean current has slowed down by 20% from 1993-
2010. Because the current is directed from east to west (implying a north-south sea-surface gradient with lower values
in the south), slowing down of the current may relax the sea-surface gradient and cause, respectively, larger SLR in the
south and a sea level drop in the north (as observed). The largest factor that determines the spatial variability can be
attributed to the steric variability, dominated by thermosteric increase (Torres and Tsimplis, 2013), and changes in wind
stresses that drive coastal upwelling north of the South American continent (Jouanno and Sheinbaum, 2013). Because of
a decrease in wind stress, this vertical upwelling has slowed down causing higher local steric trends in the southern part
of the basin in line with satellite observations.

(a) (b)
Figure A.1: Regional mean sea level trend over the years 1993-2015 expressed in mm/year. Right indicates the 90% error in the sea
level trend, also in mm/year. Data courtesy: Climate Change Initiative, European Space Agency, product: SLA-v2 (Quartly et al.,
2017).

A.3. Future sea-level rise

Until now, no region-specific SLR projections have been made. A few tidal stations in the Caribbean (U.S. Virgin
Islands) are included in the most recent NOAA-projection (Sweet et al., 2017). Under an intermediate scenario of 1.0 m
GMSLR, SLR will increase regionally by approximately 0.1 m for 2100, whereas under an extreme scenario of 2.5 m
(globally), this additional regional effect is in the order of 0.7 m for the same year. The non-linear regional amplification
in the NOAA-projections can be explained by the large sensitivity to mass loss from the AIS. Several remarks can be
made concerning these projections. The Caribbean is only partially included and needs further investigations that cover
the entire area. Moreover, although an extreme scenario is included in the projections, they do not yet include extreme
scenarios of rapid ablation of the AIS as described by for example DeConto and Pollard (2016).

In summary, observed SLR rates in the Caribbean show slightly lower to comparable rates with globally-average
observations. For future projections, an above global average SLR is to be expected, primarily due to sensitivity to mass
loss from the AIS. Finally, nonstationarities in sea-level in the region at shorter time scales up to 40 years (Torres and
Tsimplis, 2013) may be important at some coastal sites.



B
Sea-level rise projections

In the appendix, the method for deriving the SLR projection is considered. This is an extension to chapter 4.1. The
contribution to SLR is given by a parameter ፗᑚ with ። the contribution. All numbers presented are relative to the 1986-
2005 average values, to be consistent with Church et al. (2013).

B.1. Cryosphere components and Land water

B.1.1. Glaciers and Ice Caps

Glaciers and Ice Caps (GIC) comprise themountain glaciers and smaller ice caps that contribute to SLR. These glaciers are
fed by precipitation and despite the small fraction of total ice, their fast response time makes it an important contribution
to SLR on decadal to centurial time scales (Oerlemans and Fortuin, 1992).

This contribution is computed in the sameway as Church et al. (2013). It excludes Antarctic glaciers that are included
directly in the Antarctic contribution but includes Greenland glaciers. Four global glacier models are used (Giesen and
Oerlemans, 2013, Marzeion et al., 2012, Radic et al., 2014, Slangen and van der Wal, 2011). We first need to fit the time
series of cumulated contribution to ፟ፈ(፭)ᑡ, with ፈ(፭) the time integral of GMST from year 2006 to ፭. The integrated
temperature needs to be used here because the cumulated sea level contribution depends on past temperatures. The fitting
parameters ፟ and ፩ obtained for each model are shown in Table B.1. This method allows to apply these four models for
any temperature pathway. In particular for the RCP scenarios:

ፈ(፭) ዆ ∫
ᑥ

ᎴᎲᎲᎸ
ፓᎳᎻᎺᎸᎽᎴᎲᎲᎷ፝፭ᖤ, (B.1)

ፗᑘᑚᑔ(፭) ዆ ፱Ꮂᑘᑚᑔ ዄ
ኻኺ
ኾ
ፍᎴ

Ꮆ

∑
ᑚᎾᎳ

፟ᑚፈ(፭)ᑡᑚ (B.2)

where ፗᑘᑚᑔ is a random variable representing the sea level change in cm and ። is an index looping over the four sets of
parameters from the glacier models. The factor 10 is used to convert from mm to cm. The spread of the four model
estimates around the mean is about ኼኺ%. This uncertainty is included with the random variable ፍᎴ that follows the
distribution𝒩(ኻ, ኺ.ኼᎴ). The variable ፍᎴ is independent from ፍᎳ (see main text), which means that glacier modelling
uncertainties are not correlated with temperature. The random variable ፗᑘᑚᑔ is still partially correlated with temperature
because ፓᎳᎻᎺᎸᎽᎴᎲᎲᎷ is used to compute ፈ. An additional constant (፱Ꮂᑘᑚᑔ ዆ ኺ.ዃ኿ cm) is added to include the change from

Global Glacier Model 𝑓 (mm KᎽᎳ yrᎽᎳ) 𝑝 (-)

Giesen and Oerlemans (2013) 3.02 0.733
Marzeion et al. (2012) 4.96 0.685
Radic et al. (2014) 5.45 0.676
Slangen and van der Wal (2011) 3.44 0.742

Table B.1: Four global glacier models used including the fitting parameters used.
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ኻዃዃዀ to ኼኺኺ኿.

B.1.2. Greenland Surface Mass Balance

The Greenland SMB currently dominates the mass loss from the Greenland Ice Sheet (GIS) and early 21st century mass
loss (2002-2011) was over six-fold that of the preceding decade (van den Broeke et al., 2017). A parametrization between
temperature and mass loss (ፗ̇ᐾᑤᑞᑓ) is used to simulate the retreat of the whole ice sheet following Fettweis et al. (2013),
and can be though of as a balance between mass gained from precipitation and loss from meltwater run-off.

ፗ̇ᐾᑤᑞᑓ(፭) ዆
ኻኺᎽᎳᎲ

᎞ᑨፀᑠᑔ
(዁ኻ.኿ፓᎳᎻᎺᎲᎽᎳᎻᎻᎻ(፭) ዄ ኼኺ.ኾፓ ᎴᎳᎻᎺᎲᎽᎳᎻᎻᎻ(፭) ዄ ኼ.ዂፓ ᎵᎳᎻᎺᎲᎽᎳᎻᎻᎻ(፭)) , (B.3)

where the factor ኻኺᎽᎳᎲ is used to convert GT to kg and m to cm, ᎞ᑨ ዆ 1 × 103 kg mᎽ3 is the water density and
ፀᑠᑔ ዆ 3.6704 × 1014 m2 is the ocean surface area. This equation is then integrated in time:

ፗᐾᑤᑞᑓ(፭) ዆ ፱Ꮂᐾᑤᑞᑓ ዄ ፔᎳፋ∫
ᑥ

ᎴᎲᎲᎸ
ፗ̇ᐾᑤᑞᑓ(፭ᖤ)፝፭ᖤ (B.4)

where ፱Ꮂᐾᑤᑞᑓ is the observed contribution between 1996 and 2005. To represent the difference between regional models,
an additional uncertainty is added, ፋ. ፋ is a random variable sampled from the lognormal distribution e𝒩(Ꮂ,Ꮂ.Ꮆ

Ꮄ). A
positive feedback between SMB and surface topography is also added. As the ice sheet loses mass its altitude decreases
and the temperature at its surface increases, leading to increased melt. This is included with ፔᎳ that is a random variable
following the uniform probability distribution between ኻ and ኻ.ኻ኿.

B.1.3. Antarctic Surface Mass Balance

The AIS is the largest reservoir of frozen fresh water on Earth (Ligtenberg et al., 2013). For a first order estimate,
the SMB is exclusively driven by changes in precipitation over the ice sheet and is assumed to follow a linear relation
with temperature increase (Lenaerts et al., 2016). The hydrological cycle is expected to intensify leading to snowfall-rich
winters on the one hand, and warmer, melt rich, summers on the other hand. Results provided by Gregory and Huybrechts
(2006) estimate a 5.1 ±1.5% increase in precipitation per degree of warming. Surface run-off is omitted in this estimate,
as mass gain will dominate strongly over projected run-off losses in a warmer climate due to strong refreezing effects
(Ligtenberg et al., 2013). The ratio of warming in Antarctica compared to GMSTwas taken to be 1.1± 0.2. The Antarctic
SMB contribution to sea-level is then computed as:

ፗᐸᑤᑞᑓ(፭) ዆ ዅ፱
ᑣᑖᑗ
ᐸᑤᑞᑓፍᎵፍᎶፓᎳᎻᎺᎸᎽᎴᎲᎲᎷ(፭), (B.5)

with ፱ᑣᑖᑗᐸᑤᑞᑓ the accumulation during the reference period taken to be 1923Gt yr
Ꮍ1, ፍᎵ and ፍᎶ uncertainties following

respectively𝒩(኿.ኻ, ኻ.኿Ꮄ) and𝒩(ኻ.ኻ, ኺ.ኼᎴ). A minus sign is added because this accumulation of water on Antarctica
brings sea-level down.

B.1.4. Land water changes

Land water changes are based on projections of future dam constructions and depletion of groundwater from human
activities. The ኿ to ዃ኿% quantiles for ኼኻኺኺ are ዅኻ and 9cm (Wada et al., 2012). The time evolution is done with a
second order polynomial starting from present observed rate estimates of 0.26 - 0.49 mm yrᎽᎳ (5-95% range). A lower
(upper) time series is constructed that start at the lower (upper) initial rate and end at the lower (upper) final estimate.
These time series are called ፱ᑝᑠᑨᑖᑣᑘᑣᑨ and ፱ᑦᑡᑡᑖᑣᑘᑣᑨ . A central estimate (፱ᑔᑖᑟᑘᑣᑨ) is obtained as the mean of the two. The final
distribution is then computed as:

ፗᑘᑣᑨ(፭) ዆ ፱ᑔᑖᑟᑘᑣᑨ(፭) ዄ ᎟ᑘᑣᑨ(፭)ፍᎷ (B.6)
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where ፍᎷ is sampled from𝒩(ኺ, ኻ) and with

᎟ᑘᑣᑨ(፭) ዆ (
፱ᑦᑡᑡᑖᑣᑘᑣᑨ (፭) ዅ ፱ᑝᑠᑨᑖᑣᑘᑣᑨ (፭)

ᎎᎻᎷ ዅ ᎎᎲᎷ
) (B.7)

and ᎎᑢ is the quantile function for a normal distribution. The land water contribution is taken independent of temperature
and emission scenario.

B.1.5. Greenland Ice Sheet Dynamics

Greenland dynamic estimates were derived from modelled future responses of four major outlet glaciers on the ice
sheet (Jakobshavn, Helheim, Kangerlussuaq, and Petermann), and further extended to all glaciers. Based on an expert
assessment of the literature, the range of the Greenland ice sheet dynamical processes contribution for ኼኻኺኺ is 1.4 to
6.3 cm for all scenarios, except RCP8.5 for which it is 2 to 8.5 cm. The mass loss rate at the beginning of the projection
is taken as half of the observed rate from 2005 to 2010 (half of 0.46-0.80 mm yrᎽᎳ), the other half being accounted for
in the SMB (van den Broeke et al., 2009). A maximum (minimum) time series is then built starting in 2006 from the
maximum (minimum) estimate of recent mass loss and ending in 2100 at the maximum (minimum) of the range for 2100
and assuming second order in time. These maximum and minimum time series are called ፱ᑞᑒᑩᐾᑕᑪᑟ and ፱ᑞᑚᑟᐾᑕᑪᑟ respectively.
An additional 0.15 cm is added for the contribution before 2006 (፱Ꮂᐾᑕᑪᑟ). The distribution is then taken as uniform
between the maximum and minimum time series as follows:

ፗᐾᑕᑪᑟ(፭) ዆ ፱Ꮂᐾᑕᑪᑟ ዄ [ፔᎴ፱ᑞᑒᑩᐾᑕᑪᑟ(፭) ዄ (ኻ ዅ ፔᎴ) ፱ᑞᑚᑟᐾᑕᑪᑟ(፭)] (B.8)

where ፔᎴ follows a uniform probability distribution between 0 and 1, ፔᎴ ∼ 𝒰(ኺ, ኻ) .

B.1.6. Antarctic dynamics

As mentioned, three different sources are used for the three scenarios of Antarctic dynamics; based on the IPCC (Church
et al., 2013), based on Levermann et al. (2014) and based on DeConto and Pollard (2016).

IPCC The IPCC estimates the contribution to be -0.02 - 0.185 m in 2100 with equal probability (uniform distribution
ፔᎵ). Because a small part of the accumulation of the SMB drains to the glaciers and contributes to increased dynamic
loss, an uniform distribution, ፔᎶ ∼ 𝒰(ኺ, ኺ.ኽ኿), is add to account for this (i.e. on average 17.5% of the surface mass
gain drains to the ocean). This is therefore indicated with a negative sign to avoid double counting. Again, a uniform
distribution was used to account for the uncertainty, so the contribution reads:

ፗᑀᑇᐺᐺᐸᑕᑪᑟ(፭) ዆ [ፔᎵፗᑞᑒᑩᐸᑕᑪᑟ(፭) ዄ (ኻ ዅ ፔᎵ)ፗᑞᑚᑟᐸᑕᑪᑟ(፭)] ዅ ፔᎶፗᐸᑤᑞᑓ(፭) (B.9)

Similar to the Greenland dynamics, a second order polynomial is constructed that starts at the recent observed rates of
mass loss. The starting point here is at 0.21-0.61 mm yrᎽᎳ. Moreover, the contribution is independent of RCP scenario.

LEV14 In the Levermann et al. (2014) case, the Antarctic dynamics is modelled using response functions from three
ice sheet models that have a representation of ice shelves. This is because the other overestimate the melt along the ice
shelves (Levermann et al., 2014). These models are the Pennsylvania State University 3-D ice sheet model (PenState-
3D), the Parallel Ice Sheet Model (PISM) and the SImulation COde for POLythermal Ice Sheets (SICOPOLIS). The
linear response curve of the AIS contribution for every year is written as a function of the response function ፑ and the
basal melt ጂ፛ along the coastline:

ፗᑃᐼᑍᎴᎲᎳᎶᐸᑕᑪᑟ ዆ ∫
ᑥ

ᎳᎻᎷᎲ
ጂ፛(Ꭱ)ፑᑚ(፭ ዅ Ꭱ)፝Ꭱ (B.10)
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ጂ፛ is linked to GMST by replacing it by a random variable ፔᎷ that represent the possible basal melt rate reported in
literature, given byፔᎷ ∼ 𝒰(዁, ኻዀ)[፦፲፫ᎽᎳፊᎽᎳ]. This term is thenmultiplied by the GMST and a factorᎎᑞ representing
the conversion from GMST to ocean warming in front of the coastline. This value is for every sample randomly taken
from one of the CMIP5 models. Together it reads:

ፗᑃᐼᑍᎴᎲᎳᎶᐸᑕᑪᑟ ዆ ∫
ᑥ

ᎳᎻᎷᎲ
ፔᎷᎎᑞፓ(Ꭱ)ፑᑚ(፭ ዅ Ꭱ)፝Ꭱ (B.11)

In the original paper, a case with and without a time delay Ꭱ was considered. For simplicity here, only the case without
time delay is used, although the results do not differ much (Levermann et al., 2014).

DP16 The numerical model by DeConto and Pollard (2016) includes both SMB and ice sheet dynamics. In their
high-end estimate, the expected values for the Antarctic contribution in 2100 relative to 2000 are 58 cm and 114 cm,
with standard deviations 28 cm and 36 cm, respectively, for the RCP4.5 and RCP8.5 scenarios. The standard deviations
stated above represent the uncertainty in three important parameters of an ice flow model: ocean melting under the ice
shelves, hydrofracturing due to surface melting and horizontal wastage due to ice-cliff structural failure. A PDF can then
be constructed for the Antarctic contribution to SLR at year t:

ፗᑊᑔᑖᐻᑇᎳᎸ(፭) ዆ ፱ᑊᑔᑖᐻᑇᎳᎸ(፭) ዄ ᎟ᑊᑔᑖᐻᑇᎳᎸ(፭)ፍᎸ (B.12)

with ፱ᐻᑇᎳᎸ the expected value, ᎟ᐻᑇᎳᎸ the standard deviation and ፍᎸ randomly chosen from a standard normal distribu-
tion (𝒩(ኺ, ኻ)). ፒ፜፞ is the climate scenario that can either be the RCP4.5 or the RCP8.5 scenario. The reference period
from DeConto and Pollard (2016) is slightly different from the one used by the IPCC AR5, but mass loss in Antarctica
from 1996 to 2005 is very small ( 0.25 cm, Church et al. (2013)), and this is not taken into account. A fifth order poly-
nomial is constructed over the years.

For the DP16T case, the Antarctic ice sheet mass loss is linearly related to GMST for a given emission scenario,
assuming the following relationship:

ፗᑊᑔᑖᐻᑇᎳᎸᑋ(፭) ዆ ፗᑊᑔᑖᐻᑇᎳᎸ(፭) ዄ ᎑᎟(Tᑊᑔᑖ(፭, .))ፍᎳ (B.13)

᎑ ዆
፱ᑉᐺᑇᎺ.ᎷᐻᑇᎳᎸ (፭) ዅ ፱ᑉᐺᑇᎶ.ᎷᐻᑇᎳᎸ (፭)

T
ᑉᐺᑇᎺ.Ꮇ

(፭) ዅ T
ᑉᐺᑇᎶ.Ꮇ

(፭)
. (B.14)

ፍᎳ and comes from Equation 4.1, with the T and ᎟(Tᑊᑔᑖ(፭, .)) the mean and standard deviation of GMST. For complete
consistency with DeConto and Pollard (2016), the mean temperature used to compute ᎑ should come from their climate
model, GENESIS v3 Global Climate Model. However this model it not part of CMIP5, therefore we have taken the
ensemble mean of the CMIP5 models instead.

B.2. Global steric expansion

Steric expansion is the ocean expansion or contraction due to temperature or salinity changes. Global mean steric ex-
pansion is computed from the climate models in the same way as Church et al. (2013). From each model and at all time
፭, global mean steric expansion is stored in a matrix Xᑤᑥ. The distribution is computed in the same way as for GMST:

ፗᑤᑥ(፭) ዆ Xᑤᑥ(፭) ዄ ᎐᎟(Xᑤᑥ(፭, .))ፍᎳ,ᑔᑠᑣᑣ. (B.15)
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The random variable ፍᎳ,ᑔᑠᑣᑣ is derived from the random variable ፍᎳ in Eq.4.1, indicating that global mean surface
temperature and steric expansion are assumed partly correlated. We found a correlation of 0.4, on average, for Sint
Maarten from the climate models. Therefore, ፍᎳ,ᑔᑠᑣᑣ is sampled from:

ፍᎳ,ᑔᑠᑣᑣ ዆ ᎞ፍᎳ ዄ ፍᑀ√ኻ ዅ ᎞Ꮄ, (B.16)

where ፍᑀ is an independent random variable with distribution𝒩(ኺ, ኻ) and ᎞ is the correlation coefficient, in this case
0.4.

B.2.1. Ocean dynamics

Changes in the ocean circulation (wind and ocean currents) influence the sea-level regionally (ocean dynamics). In the
Caribbean, the ocean dynamics will change due to a further reduction of the Caribbean Current (Brunnabend et al., 2017),
and due to a weakening of the AMOC, less heat is pulled from the South Atlantic to the North Atlantic, leading to changes
in dynamic sea-level (Hu and Bates, 2018). The ocean dynamic component is taken regionally from the climate models
in the same way as Church et al. (2013) and similar to the steric component and GMST. Changes in ocean dynamics are
derived regionally from CMIP5 models by averaging over an area [14-21°N, 61-67°W].

ፗᑕᑪᑟ(፭) ዆ Xᑕᑪᑟ(፭) ዄ ᎐᎟(Xᑕᑪᑟ(፭, .))ፍᎹ. (B.17)

B.2.2. Inverse Barometer

The IB effect is static response of the oceans to atmospheric pressure loading, with a increase in pressure locally resulting
in a minor drop in sea level. The inverse barometer is taken locally for Sint Maarten.

ፗᑚᑓ(፭) ዆ Xᑚᑓ(፭) ዄ ᎐᎟(Xᑚᑓ(፭, .))ፍᎺ. (B.18)

B.3. Total

All components are added to calculate regional sea level rise. The Cryosphere components and Land water components
are multiplied with their fingerprint value ፅ(᎘,Ꭻ):

ፗᑥᑠᑥᑒᑝ ዆ ፗᑤᑥ ዄ ፗᑕᑪᑟ ዄ ፗᑚᑓ ዄ ፅ(᎘,Ꭻ)ፗᑘᑣᑨ ዄ ፅ(᎘,Ꭻ)ፗᑘᑚᑔ ዄ ፅ(᎘,Ꭻ)ፗᐸᑤᑞᑓ
ዄፅ(᎘,Ꭻ)ፗᐾᑤᑞᑓ ዄ ፅ(᎘,Ꭻ)ፗᐾᑕᑪᑟ ዄ ፅ(᎘,Ꭻ)ፗᑚᐸᑕᑪᑟ

(B.19)

with ። one of the three cases of Antarctic ice sheet dynamics.

B.4. Vertical land movement

Vertical land movement is a complex concept in this area. Tectonic movements have the potential to create abrupt vertical
shifts (Milne and Peros, 2013), and local uplift rates are mentioned by Khan et al. (2017) such as 30m/Ma (million yr) in
northern Puerto Rico, 25-60 m/Ma in the Cayman Islands and 26-54 m/Ma in Curacao. Previous studies have accounted
differently for vertical landmovement. For example, Simpson et al. (2010) used a rate of 3.1mm/year for all areas without
substantiation The study of Reguero et al. (2015) used a global model of isostatic adjustment from Peltier (2000) for the
region. Nowadays, GPS tracking, for example by JPL (https://sideshow.jpl.nasa.gov/post/series.html), make it possible
to obtain data on movement. Here, a comparison is made between NOAA vertical land movement estimates (Sweet
et al., 2017), JPL, and Santamaria-Gomez et al. (2017). No consistency between sources is found at the overlapping
sites. Further, GIA is almost negliglible in the region with the Peltier (2000) ice model only finding values of -0.2 (fall)
- +0.3 (uplift) mm yrᎽᎳ. Therefore, no extra vertical land movement is used here.

https://sideshow.jpl.nasa.gov/post/series.html


C
Probabilistic erosion model

C.1. Storm surge

The storm surge ፒ is defined as the water level elevation above mean water level and is composed of:

ፒ ዆ ᎔ᑒ ዄ ᎔ᑤᑦᑣ ዄ ᎔ᑨᑚᑤ ዄ ᎔ᑨᑒᑤ (C.1)

with ᎔ᑒ the atmospheric tide, ᎔ᑤᑦᑣ the atmospheric surge, ᎔ᑨᑚᑤ the wind-induced set-up, and ᎔ᑨᑒᑤ the wave-induced
set-up. ᎔ᑒ and ᎔ᑤᑦᑣ are discussed in the main text.

Wind set-up ᎔ᑨᑚᑤ is added to account for an extra wind set-up over the shelf that is too narrow to be resolved in the
global model that calculates ᎔ᑤᑦᑣ. Wind set-up is given by a simple equilibrium balance:

᎞፠፡
፝᎔ᑨᑚᑤ
፝፱

዆ Ꭱᑨᑚᑟᑕ (C.2)

with Ꭱᑨᑚᑟᑕ the wind shear stress, ፡ the shelf depth, ፱ the shelf distance, ᎞ is density of water 1025kg mᎽ3 and ፠
the gravitational constant 9.81m sᎽ2. The Anguilla Bank in the east has a almost uniform shelf depth of 30 m and
approximate width of 30 km (from the shoreline). The wind shear stress is found by:

Ꭱ ዆ ፂᑕ᎞ᑒᑚᑣ፮ᎴᎳᎲ (C.3)

with ᎞ᑒᑚᑣ the density of air 1.22kg mᎽ3, ፮ᎳᎲ the wind speed at 10m and ፂᑕ the drag coefficient. ፂᑕ is dependent on
wind speed and for this the formula by Large and Pond (1981) is adopted:

ፂᑕ ዆ ኻ.ኼ ⋅ ኻኺᎽᎵ ፟፨፫ ኾ ጺ ፮ᎳᎲ ጺ 11m sᎽ1 (C.4)

ፂᑕ ዆ ኻኺᎽᎵ(ኺ.ኾዃ ዄ ኺ.ኺዀ኿፮ᎳᎲ) ፟፨፫ ኻኻ ጺ ፮ᎳᎲ ጺ 25m sᎽ1 (C.5)

Wave set-up ᎔ᑨᑚᑤ is calculated by applying the formula presented in by Dean and Dalrymple (2001):

᎔ᑨᑒᑤ ዆
ኾኺ ዅ ኽ᎐Ꮄᑓ
ኻኼዂ

᎐ᑓፇᑓ (C.6)

with ፇᑓ being the depth at breaking and ᎐ᑓ the breaker index. This formula solves the set-up due to a transfer of wave
momentum from the breaking waves to the water column on a sloping shoreface. For ፇᑓ the empirical breaking wave
predictor proposed by Larson et al. (2010) is picked. Both the wave height and wave direction at breaking (indicated by
subscript ፛) are functions of the deep water values (indicated by subscript ኺ) following:

ፇᑓ ዆ ᎘ᑓፂᎴ/፠ (C.7)

ᎎᑓ ዆ ፚ፬።፧(፬።፧(ᎎᎲ)√᎘ᑓ) (C.8)
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The value ᎘ᑓ is empirically derived via:
᎘ᑓ ዆ ጂ(፜፨፬(ᎎᎲ)/᎕)Ꮄ/Ꮇ) (C.9)

where,

᎕ ዆ (
ፂᎲ

√፠ፇᎲ
)Ꮆ(

ፂᎲ
ፂᑘ,Ꮂ

᎐Ꮄᑓ) (C.10)

ጂ ዆ ኻ ዄ ኺ.ኻዀኾዃ᎛ ዄ ኺ.኿ዃኾዂ᎛Ꮄ ዅ ኻ.ዀ዁ዂ዁᎛Ꮅ ዄ ኼ.ዂ኿዁ኽ᎛Ꮆ (C.11)

᎛ ዆ (፜፨፬(ᎎᎲ)/᎕Ꮂ)Ꮄ/Ꮇ፬።፧(᎕ᎴᎲ) (C.12)

ፂᎲ is the deep water wave celerity ፂᎲ ዆ ኻ.኿ዀፓᑡ and ፂᑘ,Ꮂ the deep water group celerity, ፂᑘ,Ꮂ ዆ ፂ/ኼ.
᎐ᑓ is given by the solution proposed by Battjes (1974) for steep beaches:

᎐ᑓ ዆ ኻ.ኺዀኼ ዄ ኺ.ኻኽ዁፥፨፠(᎒Ꮂ) (C.13)

with ᎒Ꮂ the surf similarity parameter (፭ፚ፧(ᎎᑗᑤ)/(ፇᎲ/ፋᎲ)) in deep water. ᎎᑗᑤ is the bottom slope of the foreshore, which
is taken for both beaches from Boon and Green (1988). ፋᎲ is the wave length in deep water, which is given by linear
wave theory ((፠ፓᎴᑡ)/(ኼ᎝)).

C.2. Copula

A copula can be defined as a joint distribution function on unit scale [0 1]. To scale a variable from the original scale to
the copula scale, a kernel estimator of the cumulative distribution function can be used.

The transformed variables, for instance ፗᑚ and ፗᑛ, can be fitted to any copula with joint distribution function:

ፅᑏᑚ,ᑏᑛ(ፗᑚ, ፗᑛ) ዆ Cᒍ[ፅᑏᑚ(ፗᑚ), ፅᑏᑛ(ፗᑛ)] (C.14)

with ፂ the copula function and ᎕ the fitting parameter(s) (depends on copula family).

Goodness-of-fit The goodness-of-fit test that we applied is described by Genest et al. (2009) and is based on the
Cramèr-von Misesℳ statistic between the empirical and parametric copula. Consider a sample with length ፧,ℳ can
be calculated from:

ℳᑟ(u) ዆ ፧∑
|ᑦ|

(𝒞ᒍ̂(u) ዅ ℬ(u))Ꮄ, u ∈ [ኺ ኻ]Ꮄ (C.15)

with 𝒞ᒍ̂ the parametric copula and ℬ(u) ዆ Ꮃ
ᑟ ∑

ᑟ
ᑚᎾᎳ 1(ፔᑚ ጾ u) the empirical copula. Lower values ofℳ indicate a better

fit.

t-copula For the SSTS, the t-copula is chosen. This copula is part of the family of copulas known as the elliptical
copula. It is given by:

C(፮) ዆ ፭ᑧ,∑(፭ᎽᎳᑧ (፮Ꮃ), … , ፭ᎽᎳᑧ (፮ᑟ)) (C.16)

with∑ the fitted ኾ፱ኾ correlation matrix between the storm characteristics and ፭ᑧ the student-t distribution with ፯ degrees
of freedom. The t-copula has both an upper and lower tail dependency.

C.3. Erosion formula: Kriebel and Dean 1993

We solve the convolution integral similar to the method described in Kriebel and Dean (1993). To do this, a few cal-
culation steps are performed. First of all, the storm forcing, i.e. storm surge and duration, are assumed to follow an
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approximate sin-squared function ፟(፭) ዆ ፬።፧Ꮄ(᎟፭) over its duration ፃ, with ᎟ ዆ ᎝/ፃ. The convolution integral then
reads:

ፑ(፭) ዆
ፑᐴ
ፓᑤ

∫
ᑥ

Ꮂ
፬።፧Ꮄ᎟(Ꭱ)፞Ꮍ(ᑥᎽᒙ)/ᑋᑤ፝Ꭱ (C.17)

This solution can be solved as a function of ᎏ, which reads:

ᎏ ዆ ኼ᎝
ፓᑤ
ፃ

(C.18)

with ፓᑤ the representative erosion time scale of the exponential function. This ᎏ determines the morphological response
of the beach relative to the hydrodynamics, and a largeᎏ results in a relatively large time lag. Moreover, largerᎏ implies
that the storm duration is relatively short compared to the representative erosion time scale. Thus, during the storm, only
a small fraction of the potential erosion ፑᐴ is reached. We find ᎏ, by first finding ፓᑤ for a storm. This is given by:

ፓᑤ ዆ ኽኼኺ
ፇᎵ/Ꮄᑓ
፠Ꮃ/ᎴፀᎵ

(ኻ ዄ
፡ᑓ
ፁ
ዄ
፦፱ᑓ
፡ᑓ

)ᎽᎳ (C.19)

with ፡ᑓ and ፇᑓ found again with the formula of Larson et al. (2010), ፀ the parameter of the equilibrium profile and ፁ
the berm height. ፱ᑓ is the surfzone width and is solved based on the equilibrium profile shape of the cross-shore profile:

፱ᑓ ዆ ፱Ꮂ ዄ (
፡ᑓ
ፀ
)Ꮃ/ᑞ (C.20)

፱Ꮂ ዆
ኾፀᎵ

ኼ዁፭ፚ፧(ᎏᑓ)Ꮅ
(C.21)

where፦ is the power of the equilibrium profile shape as proposed by Dean (1977):

፡ ዆ ፀ፱ᑞ (C.22)

with ፡ the water depth and x the cross-shore distance. Morphological parameters ፀ, ፦ and tan(ᎏᑓ) are taken from
Boon and Green (1988) for the two beaches considered (ፀ: 0.246/0.135; ፦: 0.61/0.77; ፭ፚ፧(ᎏᑓ): 0.16/0.09; Dawn
Beach/Orient Bay), while the ፁ is estimated from satellite images in combination with the known ፭ፚ፧(ᎏᑓ). This can
then be used to solve to

ፑᐴ ዆
ፒ(፱ᑓ ዅ ( ᑙᑓ

ᑥᑒᑟ(ᒇᑓ)
))

ፁዄ፡ᑓ ዅ ᑊ
Ꮄ

(C.23)

By definition, the morphological response is also following a sinusoidal shape, but lagged and damped (theory con-
volution). The time of maximum erosion, ፭ᑞ, provides the peak retreat distance of the beach during a storm. The
corresponding ፑᑞᑒᑩ is found by:

ፑᑞᑒᑩ ዆ ፑᐴ
ኻ
ኼ
(ኻ ዅ ፜፨፬(ኼ

᎝
ፃ
፭ᑞ)) (C.24)

with ፭ᑞ iteratively solved via:

፞፱፩( ዅ
ኼ᎝፭ᑞ
ᎏፃ

) ዆ ፜፨፬(ኼ
᎝
ፃ
) ዅ

ኻ
ᎏ
፬።፧(ኼ

᎝
ፃ
፭ᑞ) (C.25)
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C.4. Trend analysis storm parameters

The methodology described for deriving representative future storm events includes the assumption of having stationary
conditions. Similar to water level variation, the wave climate may be prone to trends and interannual to multidecadel
variability. In general, surface gravitywaves consist of locally generatedwindwaves and remotely generated swell, where
the latter component may not be directly linked to the local atmospheric changes (Semedo et al., 2011). Therefore, it is
important to better understand the mechanisms of climate variability in the wave field and to justify the decision made
to assume stationary conditions.

For the purpose here, the trends of the parameters ᎔ᑕᑒ, ፇᑤ, ፓᑡ, ፮ᎳᎲ and ፒ are assessed. This is done in terms of
median values as well as the 90th percentile value for the the annual, winter (Nov-Apr) and summer (May-Oct) time
series.

C.4.1. Results trend analysis

First, all parameters show a considerable variability over the years. For example, the ፇᑤ,ᎷᎲ has a 2.5% variability (ᒗᒑ )
over the years, andፇᑤ,ᎻᎲ a 3.3%. Altogether, the ፒ has a 3.3% and 2.6% variability for the 50th and 90th percentiles. For
these two parameters, the extremer values have a larger variability (also due to decreased sample size), both in winter and
summer, with nearly equal variability for both seasons. In terms of absolute values the interannual variability (difference
min and max) is up to 15 cm for ፇᑤ and 5 cm for ፒ. Using a Fast Fourier Transform (FFT), no low frequency cycles
could be identified apart from the a yearly and six monthly cycle (that represents the seasonality cycle).

The trends are shown in Figure C.1 with the annual (black), summer (red) and winter (blue) trends separated. Most
trends are considered small, only in the order of a few mm/year for the ፇᑤ, ᎔ᐻᐸ and ፒ. Changes in ፓᑡ and ፮ᎳᎲ are
negligible. Interestingly, the ᎔ᐻᐸ has positive trends for both the winter and summer season, thereby contribution to
the overall annual trend. ፇᑤ and ፒ has a downward trend in summer, whereas is shows an upward trend in winter,
compensating each other in the annual trend (both median and extremer values). However, since the largest storms
occur in winter, this trend contributes to larger erosion potential in the future if it continues unhindered (not part of
any multidecadal cycle). A similar analysis was done by Wahl and Plant (2015) for the Gulf of Mexico who found a
contrasting pattern for ፇᑤ; upward trend in summer, downward trend in winter. Also, the overall trends are up to a
magnitude higher in their work. In addition, the ፇᑤ trend found here is similar to the trends reported by Reguero et al.
(2013).

Overall, the seasonal cycle of the wave height and total water levels seems to have slightly intensified over the years.
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Figure C.1: Trends in storm parameters for annual (black), summer (red) and winter (blue) periods, for (a) ፇᑤ, (b) ᎔ᐻᐸ, (c) ፒ, (d) ፓᑡ,
(e) ፮ᎳᎲ. All trends are given for both the 50-percentile and 90-percentile
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Still, the trends are almost negligible for all parameters, thus the assumption of stationary conditions is justified.
Moreover, the wave and wind climate can be influenced by large scale atmospheric circulation patterns (Semedo

et al., 2011). Among the climate indices, the Nino3.4, TSA, NTA and NAO have a influence on the sea-surface height
variability, with the latter also important for changes in the Atlantic Ocean from where most of the swell waves are
originated. Annual and seasonal correlation coefficient are calculated from the monthly mean ፇᑤ,ᎷᎲ and ፇᑤ,ᎻᎲ, with the
monthly climate indices from http://www.esrl.noaa.gov/psd/data/climateindices/list/. No correlation was found except
for the Nino3.4 index that has a negative correlation with the 50th percentile (90th percentile) waves, namely -0.33(-
0.37) annually, -0.43(-0.34) during winter and -0.16(-0.36) during summer. The reason for this is outside the scope of
this work, but a potential reason could be the interaction of El-Nino and hurricane activity over the Atlantic Ocean (e.g.
Trenberth, 2005).

http://www.esrl.noaa.gov/psd/data/climateindices/list/


D
Results sea-level rise projections

D.1. Results other regions

RSLR projections are also made for other parts of the Caribbean Basin. Four areas are chosen based on criteria that they
show similar rates of SLR from 1993-2015 (see figure A.1), have similar fingerprints values and a similar future ocean
dynamics. Ocean dynamics are taken from the four boxes defined. Local fingerprints are taken from four ’points of
interest’ located inside the boxes.

The four areas are shown in figure D.1 and do coincide to a large extent with the different island groups in the
Caribbean, henceforth indexed by their Roman number: (I) South Caribbean Sea [N 9-14°, W 73-83°], (II) Leeward
Antilles [N 10-14°, W 61-73°], (III) Windward Islands [N 14-21°, W 61-67°], and (IV) Greater Antilles [N 14-22°, W
67-83°]. More specifically, points of interest for (II) and (III) coincide with the Dutch oversea islands of Curacao and
Sint Maarten, while point of interest (I) is strategically chosen to concur with city of Colon, the northern exit of the
Panama canal. In the table, the SLR-projections for the other three areas are provided. Results are comparable in great
lines, with maximum differences of 9 cm in the 99 percentile and 5 cm in the 50 percentile.

Figure D.1: Four area defined for sea level rise projections: I: South Caribbean Sea, II: Leeward Antilles, III: Windward Islands, and
IV: Greater Antilles.
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Area I
RCP8.5 Regional Global Regional factor

Percentile DP16 LEV14 IPCC DP16 LEV14 IPCC DP16 LEV14 IPCC

5.0 136 56 52 123 57 54 1.11 0.98 0.96
50.0 200 85 78 175 79 73 1.14 1.08 1.07
95.0 265 126 106 228 113 95 1.16 1.12 1.12
99.0 292 154 119 250 136 106 1.17 1.13 1.12

RCP4.5

5.0 66 38 36 61 39 37 1.08 0.97 0.97
50.0 109 59 56 96 55 52 1.14 1.07 1.08
95.0 152 89 77 132 79 69 1.15 1.13 1.12
99.0 170 111 85 146 97 75 1.16 1.14 1.13

Area II
RCP8.5 Regional Global Regional factor

Percentile DP16 LEV14 IPCC DP16 LEV14 IPCC DP16 LEV14 IPCC

5.0 134 54 51 123 57 54 1.09 0.95 0.94
50.0 198 82 76 175 79 73 1.13 1.04 1.04
95.0 262 123 103 228 113 95 1.15 1.09 1.08
99.0 289 152 116 250 136 106 1.16 1.12 1.09

RCP4.5

5.0 64 37 35 61 39 37 1.05 0.95 0.95
50.0 107 57 55 96 55 52 1.11 1.04 1.06
95.0 150 87 75 132 79 69 1.14 1.10 1.09
99.0 168 108 83 146 97 75 1.15 1.11 1.11

Area IV
RCP8.5 Regional Global Regional factor

Percentile DP16 LEV14 IPCC DP16 LEV14 IPCC DP16 LEV14 IPCC

5.0 135 53 49 123 57 54 1.10 0.93 0.91
50.0 200 81 74 175 79 73 1.14 1.03 1.01
95.0 266 122 101 228 112 95 1.17 1.09 1.06
99.0 294 151 113 250 136 106 1.18 1.11 1.07

RCP4.5

5.0 64 37 35 61 39 37 1.05 0.95 0.95
50.0 108 57 54 96 55 52 1.13 1.04 1.04
95.0 152 87 74 132 79 69 1.15 1.10 1.07
99.0 171 109 82 146 97 75 1.17 1.12 1.09

Table D.1: Results regional SLR projections for 2100 compared to 1986-2005 for areas I, II and IV. All results are shown for ᎐ = 1.0
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D.2. Contributions

To look at the individual contributors into more detail, the median and 90% bandwidth of the contributors are shown
for Sint Maarten under both RCP-scenarios. One can clearly see that the Antarctic dynamics are the dominant source of
SLR in case of DP16. In the IPCC and LEV14 cases, the uncertainty bandwidth is large but the expected value equally
important as other sources such as Gsmb, Gdyn and GIS. The ocean steric contribution is the largest contribution in case
of IPCC and LEV14 and second largest in case of DP16. The ocean dynamics has a median value close to zero, hence
only adds up to the uncertainty bandwidth.

0 0.5 1 1.5 2 2.5
Sea level rise (m)

DP16
LEV14
IPCC

DP16
LEV14
IPCC

Ocean S.
Ocean D.
Inv. Baro.
Glaciers
Landwater
GIS-SMB
GIS-DYN
ANT-SMB+DYN

Processes

RCP8.5
RCP4.5

Contribution of the individual SLR components to the 2100 RSLR compared to 1986-2005. All results are shown for ᎐ = 1.0

D.3. Comparison previous studies

To place the results into perspective, a comparison is made between findings of some earlier work, namely the regional
projections (global coverage) made by Kopp et al. (2017), Slangen et al. (2014) and de Winter et al. (2017), who have
all integrated different model assumptions (henceforth called K17, S14, dW2017). The percentiles in these studies are
matched for complete comparison in Table D.2 (᎐ ዆ ኻ.ኺ). Primarily, differences among studies are due to different model
design choices. K17 uses expert elicitation projections provided by Bamber and Aspinall (2013) (though scaled to IPCC
likely range) and DeConto and Pollard (2016), S14 and dW17 both use the IPCC projections, while the latter study also
incorporates the projections proposed by Ritz et al. (2015) and de Vries and van deWal (2015). These projections are both
skewed with slightly different median value, explaining the largest fraction of the model divergences. For example, Ritz
et al. (2015) reports 11.9 - 29.6 cm, Levermann et al. (2014) 9 - 46 cm, while Bamber and Aspinall (2013) states 29 - 84
cm for the 50-95 percentile under RCP8.5 in 2100. Still, differences in AIS do not cover the entire field of discrepancies
between the studies, implying that other model assumptions remain relevant. Surprisingly, while the S14 results are
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in close compliance with our IPCC case, the model by dW2017 shows some alternation with lower median but higher
upper ranges. These differences potentially arise from the method of combining different PDFs of individual contributors
and the correlation structure between it. In their model set-up, they assume independence, while a correlation between
contributors exists as was briefly discussed. Moreover, they state that increasing the correlation would lead to a smaller
uncertainty. This is, however, from basic probability theory not feasible as the covariance between two variables always
adds up to the total variance of the sum of the two (ዄኼፂፎፕ(ፗፘ)). Moreover, the K17 projections fall in between the
median values for the two extremer scenarios of DP16 and LEV14 for RCP8.5, but surpass the models results for higher
percentiles. This can, besides the AIS-contribution, be explained by the fact that they used different fingerprints (both
WAIS and EAIS), slightly more CMIP5 models and further already include this factor ᎐ = 1.64 for model uncertainty.
For example, their DP16 90% range is 183 cm for RCP8.5 and 130 cm for RCP4.5, while our range is only 131 cm
and 68 cm, respectively. If compared with the ᎐ ዆ ኻ.ዀኾ results in the table 5.1, a better compliance is found, although
the DP16T case even exceeds the 95th percentile by 50 cm. At last, since the Bamber and Aspinall (2013) analysis is
scenario-independent, its contribution for the RCP4.5 scenario will be relatively more, thereby almost doubling the 99th
percentile compared to the IPCC case.

RCP8.5
Model simulations Kopp et al. (2017) Slangen et al. (2014) de Winter et al. (2017)

Percentile DP16 LEV14 IPCC DP16 BA13 - IPCC Ritz2015 VW2015

5 135 53 49 87 30 50
50 200 80 74 156 76 72 67 72 86
95 266 121 100 270 139 94 109 111 146
97.5 279 133 105 117 119 164
99.0 294 150 112 302 190

RCP4.5
Model simulations Kopp et al. (2017) Slangen et al. (2014) de Winter et al. (2017)

Percentile DP16 LEV14 IPCC DP16 BA13 - IPCC Ritz2015 VW2015

5 64 37 34 44 21 40
50 108 57 54 96 58 55
95 153 87 74 174 109 70
99.0 171 109 82 203 153

Table D.2: Comparison of model results (Area III) with earlier work on RSLR. Result from Kopp et al. (2017) are taken from the
closest point to Area III, which corresponds with the U.S. Virgin Islands tidal gauge. Values of de Winter et al. (2017) have been
included for all three Antarctic scenarios they have considered, namely incorporating those proposed by Church et al. (2013), Ritz
et al. (2015) and de Vries and van de Wal (2015).
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Figure E.1: (a) Return periods of retreat distance due to storm events over the period 2006-2100 for Orient Bay under RCP4.5. Solid
line is the median value, whereas the shaded area represent the 90% uncertainty bandwidth. The black line is the baseline case for a
situation without SLR. (b) same as (a) but under RCP8.5. (c-d) same as (a-b) but for Orient Bay. (e) Correlation between 2100 SLR
and the calculated 1/100 year retreat distance for the 10,000 samples for Orient Bay under RCP4.5. (f) same as (e) but under RCP8.5.
(g-h) same as (e-f) but for Dawn Beach. All figures are with considering additional model uncertainty (᎐ ዆ ኻ.ዀኾ).
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