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Abstract

This thesis studies the Canonical Polyadic Decomposition (CPD) constrained kernel machine
for large scale learning, i.e. learning with a large number of samples. The kernel machine
optimization problem is solved in the primal space, such that the complexity of the problem
scales linearly in the number of samples as opposed to scaling cubically in the dual space.
Product feature maps are applied to transform the input data. The weights are constrained
to be a CPD, so the number of weights scales linearly in the number of features. The CPD
introduces a nonlinearity, so nonlinear optimization must be applied.

It is studied in which situation it is more advantageous to apply iterative all-at-once opti-
mization compared to Alternating Least Squares (ALS) to solve the CPD constrained kernel
machine problem. Specifically, all-at-once gradient descent methods are studied. An efficient
analytical algorithm for the all-at-once gradient is derived. Furthermore, it is shown that
automatic differentiation (AD) can also be applied, but it is found to be slower than the
analytical method.

The selection of a step size is found to be challenging. It is shown that the magnitude of
the gradient of the mean squared error (MSE) term decreases for an increasing number of
features. As a result, selecting the step size becomes more difficult for more features. To
overcome this, the Line search and the Adam method are studied. A general expression for
the exact line search solution is derived. It can be applied to compute the optimal step size
for any step direction and any number of features. However, the Adam method performs
better in terms of loss after training, convergence and the training run time. The mini-batch
Adam method is used to evaluate the performance of all-at-once optimization for large scale
learning.

It is found that the Adam method no longer performs well for data sets with around 16
features or more, likely due to the decrease in the magnitude of the gradient of the MSE
term. On large scale data sets with fewer features, the Adam method outperforms ALS in
terms of run time until convergence while achieving similar training and validation losses.
The Adam method reached convergence on a data set with 11 million samples within ten
minutes. Furthermore, it is shown that the scaling of the run time of the Adam method in
terms of the feature map order and the CP-rank is more than an order lower than the scaling
of ALS when the methods are run on a GPU. This makes to Adam method more suitable for
more complex models.
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Chapter 1

Introduction

Machine learning is a hot topic nowadays, both in the public as well as in the research
community. New approaches and applications are researched constantly. Machine learning
has entered the daily life of humankind and finds billions of users at every moment. As a
result, there is a continuous desire for newer and more advanced models.

A popular trend within machine learning is to increase the number of weights in a machine
learning model to more complex models for more complex problems. For example, two years
ago a model with 175 billion parameters was trained for natural language processing [1].
A major downside of such gargantuan models is that they require an enormous amount of
training and, as a result, an tremendous amount of computation time. This requires huge
amounts of energy to run servers, so training these models comes at a cost.

Additionally, more and more data is available to be used for training. Just like humans, when
a model has more examples to learn from this generally improves its accuracy. However, using
more data also implies a longer training time. How the training time scales with the number
of data samples can have a critical impact and differs per learning method. A cubic scaling
entails that training with 10 times more samples takes 1000 times as long. For example,
when training with one million samples takes one hour, this implies that training with 10
million samples takes 42 days. An increase in data from one to ten million is reasonable
nowadays. So, to save time and energy, efficient learning methods need to be designed that
scale favorable in the number of training samples.

This thesis studies the supervised kernel machine, a class of machine learning models. Super-
vised machine learning is a category of machine learning in which the objective is to predict
an output based on input data. Examples include determining whether an image contains
a cat or predicting a household’s electricity consumption. A supervised machine learning
model consists of weights that map the input data to a prediction. The model is trained by
solving an optimization problem. The model weights are updated based on an optimization
method and training data to minimize the error between the prediction and the true output.
The supervised kernel machine is a general class of machine learning models that has been
successfully applied in various domains, including natural language processing [2] and the
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2 Introduction

annotation of DNA sequences [3]. The Support Vector Machine (SVM) [4] is a well-known
example of a supervised kernel machine.

This thesis focuses on large scale learning which is learning with large data sets, e.g. data
sets with over a million samples. The common optimization approach for kernel machines
scales poorly in the number of samples, so it is less suitable for a large data sets. Therefore,
this thesis studies methods that enable large scale learning for kernel machines.

In the next section, the problem is introduced in more detail as well as the goals of this thesis.
Then the outline and the contributions of this thesis are presented. Lastly, the implementation
of the algorithms is shortly discussed.

1-1 Problem introduction

A supervised kernel machine makes a prediction, y,.cq, based on its model weights w and the
input x which is transformed with feature map z. So, the prediction is given by

Ypred = <W7 Z(X)> .

Learning entails optimizing the model weights based on the training data set {xn,yn}le,
where y, denotes the true output value. The training set contains N samples and each
sample has D features, x, € RP”. Kernel machines are commonly solved in the dual space
with the kernel trick [4]. However, the computational complexity of this method scales with
order O(N3). This makes the kernel trick practically infeasible for large scale learning.

Alternatively, the problem can be solved in the primal space where the computation of the
solution scales linearly with the number of samples. So-called product feature maps are used
to transform the data. However, due to this feature map, the number of model weights, and
as a result the complexity, scales exponentially with the number of features. So, for a larger
number of features this problem also becomes infeasible. To overcome this, the model weights
are constrained to be a tensor decomposition. A tensor decomposition is similar to a matrix
decomposition such as the QR-decomposition, but for higher dimensions. In this thesis, the
Canonical Polyadic Decomposition (CPD) [5] is studied in particular. The advantage of using
the CPD to constrain the model weights is that the resulting number of weights scales linearly
in the number of features.

This results in the CPD constrained kernel machine optimization problem. In this thesis,
the Kernel Ridge Regression (KRR) optimization problem is studied specifically. It can be
applied for both classification and regression tasks. The CPD introduces nonlinearity in
the optimization problem which makes it harder to solve. Currently, the state-of-the-art
optimization method for the CPD constrained kernel machine is Alternating Least Squares
(ALS) [6, 7]. With ALS one factor of the CPD is optimized at a time.

A potential alternative is to optimize all the factors of the CPD simultaneously, i.e. all-at-once
optimization. This thesis studies whether all-at-once optimization can effectively be applied
to the CPD constrained kernel machine. Particularly, several all-at-once gradient descent
methods are studied. Furthermore, since ALS and all-at-once optimization are inherently
different methods, it is examined how the methods compare to each other.
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1-2 Thesis outline and contributions 3

Ultimately, the goal of this thesis is to answer the following:

In which situation is it more advantageous to apply all-at-once opti-
mization compared to ALS to solve the CPD constrained kernel ma-
chine problem?

Three sub-goals are formulated to achieve this:

e Create a proof of concept to show that all-at-once optimization can be applied to the
CPD constrained kernel machine and study different all-at-once optimization methods.

e Identify challenges of all-at-once optimization for CPD weights and propose solutions
to overcome them.

o Study how all-at-once optimization and ALS compare to each other in terms of method
characteristics, loss after training and convergence.

1-2 Thesis outline and contributions

The outline of the thesis will be presented here. Additionally, for each chapter the contribu-
tions are listed.

In Chapter 2, the notion of tensors, tensor decompositions in general and the Canonical
Polyadic Decomposition (CPD) are introduced. Additionally, basic linear algebra, tensor
and CPD operations are introduced. Finally, it is shown how a CPD can, under certain
assumptions, be stored as a tensor in computer memory.

Contributions Chapter 2

o It is shown that, under assumptions, a CPD can be represented as a tensor and
this can significantly speed up computations.

Kernel machines in general are discussed in Chapter 3. The Kernel Ridge Regression (KRR)
problem is presented which forms the basis for the optimization problem used in this thesis.
It is shown how this problem can be approached in the primal space with product feature
maps. The CPD constrained kernel machine is introduced and challenges for solving the CPD
constrained kernel machine are discussed. Nonlinear optimization in general is discussed as
well as Alternating Least Squares (ALS). Finally, an overview of state-of-the-art learning
with CPDs is given.

Contributions Chapter 3

e It is shown that, under assumptions, a product feature map can be represented
as a tensor which can be combined with the tensor representation of a CPD for
efficient computations.

In Chapter 4, all-at-once optimization of the CPD constrained kernel machine is discussed.
The iterative all-at-once optimization framework and the Steepest Gradient Descent (SteGD)
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4 Introduction

method are introduced. The algorithm for computing the all-at-once gradient that was derived
for this thesis is presented and automatic differentiation (AD) is introduced as an alternative
for the analytical algorithm. In a proof of concept, it is shown with experiments that SteGD
works on relatively small data sets. Furthermore, challenges of SteGD are identified. Lastly,
all-at-once optimization and ALS are compared based on the characteristics of the methods.

Contributions Chapter 4

e It is shown that SteGD can be applied to the CPD constrained kernel machine.
o An efficient algorithm for the computation of the all-at-once gradient is derived.
e It is shown that AD can be applied to the CPD constrained kernel machine.

o It is shown that the theoretical computational and memory complexity of SteGD
scales favorably compared to ALS in terms of the feature map order and CP-rank.
This is verified with experiments.

.

The challenges identified in Chapter 4 are analyzed in more detail in Chapter 5. The selection
of the step size is a challenge, so two methods to tackle this are presented. The step size,
also called the learning rate, determines how much the weights are updated per iteration.
First, Line search is studied. An expression for the exact line search solution of the studied
optimization problem is derived for this thesis and presented here. The performance of the
Line search method is evaluated with experiments. Secondly, the Adam method [8] is studied.
Finally, at the end of the chapter, the three all-at-once optimization methods, SteGD, Line
search and the Adam method, are compared. The Adam method is identified as the best all-
at-once optimization method and is used in the next chapter for a more in-depth comparison
with ALS.

Contributions Chapter 5

e It is found that the absolute values of the gradient of the mean squared er-
ror (MSE) term decrease for an increasing number of features. For the regular-
ization term this is not the case. This has implications for the step size and the
regularization parameter.

e A general expression for the exact line search solution is derived. It is general,
because it can be used with any step direction and number of features.

e It is shown that the Line search method can speed up to training convergence
compared to SteGD, but does not improve the performance in terms of the final
loss. Furthermore, it is found that the current implementation is relatively slow.

e It is shown that the Adam method can achieve similar performance in terms of
final losses as ALS on small data sets.

e It is concluded that the Adam method outperforms the other two all-at-once
optimization methods in terms of loss performance, convergence speed and com-
putational and memory complexity.
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1-3 Implementation 5

In Chapter 6 the performance of ALS and all-at-once optimization in the form of the Adam
method are compared. The resulting losses and training run times are used as performance
criteria. Experiments are conducted on different data sets, including large data sets to inves-
tigate the large scale learning performance. First, it is shown that the Adam method does not
work well for a larger number of features while ALS does. Then, the general performance of
the two methods is compared on data sets with fewer features. The performance is evaluated
in terms of the final training and validation loss as well as the training and convergence run
time. Thirdly, the scaling of the training run time of both methods as a function of the feature
map order and CP-rank is studied. Finally, it is investigated whether the Adam method and
ALS can be combined to exploit the best of both methods.

Contributions Chapter 6

e It is found that the Line search and Adam method no longer perform well for
around 16 features or more while ALS does.

e It is shown that on data sets with a relatively small number of samples ALS
is superior to the Adam method in terms of loss performance and has similar
convergence.

o It is shown that on large scale data sets, i.e. data with a large number of samples,
the Adam method achieves similar performance as ALS in terms of final losses,
but the Adam method has a significantly lower run time until convergence.

e It is shown that the training run time of the Adam method scales favorably
compared to ALS for the feature map order and CP-rank. Hence, for more
complex models on large scale data sets it is more advantageous in terms of the
training run time to apply the Adam method.

e It is shown that the Adam method and ALS can be combined to improve the
convergence. It does, however, likely not improve the final loss performance
compare to the ALS method alone.

The main body of this thesis finishes with Chapter 7 in which a conclusion and recommen-
dations for future research are given.

1-3 Implementation

The implementation of the different algorithms used in this thesis was done in Python. In
particular, the JAX library [9] is extensively used. JAX is a high-performance numerical
computing library that has several functionalities that were useful for this thesis. JAX offers
AD functionality and allows the jitting of functions. Jitting, short for Just-In-Time compila-
tion, is shortly introduced in Section C-1. Jitting generally results in a significant reduction
of the execution time of functions and, as a result, of training run time. Furthermore, the
jit functionality of JAX allows for code to be run on a GPU or TPU!, enabling even faster

LGPU: Graphical Processing Unit. TPU: Tensor Processing Unit.
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6 Introduction

training. Therefore, it was possible to run many of the experiments that were conducted for
this thesis on a GPU of a server of the Delft Center for Systems and Control.

On several occasions in this thesis a reference is made to a Numpy/JAX functionality. This
implies that this is a standard Numpy functionality that is also implemented in JAX. So, it
can be used without JAX if this is desired.

All the code developed for this thesis can be found in the GitHub repository at https:
//github.com/ewoudvm/all-at-once-cpd-learning.

E.A. van Mourik Master of Science Thesis


https://github.com/ewoudvm/all-at-once-cpd-learning
https://github.com/ewoudvm/all-at-once-cpd-learning

Chapter 2

Tensors and the Canonical Polyadic
Decomposition

In this thesis the Canonical Polyadic Decomposition (CPD) is used extensively. The CPD
is a so-called tensor decomposition. The notion of tensors will first be introduced, as well
as some basic tensor operations and tensor decompositions in general. In the second part
of this chapter the Canonical Polyadic Decomposition is introduced followed by some CPD
operations that will be used later in this thesis. All the introduced notation is summarized
at the end of this chapter in Table 2-1.

2-1 Tensors

Tensors are a generic format to represent data using a given number of dimensions. Well
known forms of tensors are the zero-dimensional scalar, the one-dimensional vector and the
two-dimensional matrix. In general, a tensor has D dimensions, also called a D-way tensor.
A tensor is said to be higher-order when it has 3 or more dimensions.

Tensors can be used as a natural representation for a wide variety of data. For example, an
image with an x, y and color dimension can naturally be seen as a 3-way tensor. Furthermore,
a video is simply a sequence of images and can thus be represented as a 4-way tensor with
time as the fourth dimension.

In this section the preliminaries and basic operations for tensors will be introduced. Addi-
tionally, tensor decompositions in general will be discussed. The following section is based on
[10] and [11].

2-1-1 Preliminaries

Throughout this thesis the following notation will be used which is consistent with the liter-
ature. Higher-order tensors are represented by a bold calligraphic capital letter, A, matrices
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8 Tensors and the Canonical Polyadic Decomposition

are represented by a bold capital letter, A, vectors are represented by a bold small letter, a
and scalars are represented by an italic letter, a or A. In this thesis it is assumed that all
tensors are real-valued. Therefore, a tensor with D dimensions is given by A € RI1x/2xxIp,
Here I is the size of the dth dimension of tensor A. An element of the tensor is denoted as
A(il, ig, . ,iD) = ai17i27_”7iD.

The entries of a tensor can be rearranged into a vector which is called vectorization. The
vectorization operation, denoted as vec(-), converts a D-way tensor into a vector with one
dimension of size Il - - - Ip. In [10] it is discussed that the order in which the tensor elements
are stacked in the vectorization can differ in the literature and that the specific order does
not matter in general as long as the order is consistent. However, in this thesis the row-major
order is used specifically, such that a useful property holds. This will be further clarified in
Eq. (2-11).

Rank-one tensor

The rank-one tensor is a specific kind of tensor. A rank-one tensor A € Rt *%2xxIb jg defined
as the outer product of D vectors where the dth vector is of size I;:

A=aloa@o...0aP al@cRl (2-1)

Here o represents the vector outer product. Each individual element a;, ;,....;, of the rank-one

(d).

tensor is a product of the vectors elements a; '

1,2 (D)

iy jig,..ip = Ay Ay oo - Q- (2-2)

In Figure 2-1 a three dimensional rank-one tensor is illustrated. The rank-one tensor is
introduced here, since it is used extensively throughout this thesis. It forms the basis for the
CPD and it will be used in Section 3-1-2 for product feature maps.

aM 0al® oa® A

%m%

Figure 2-1: Visualization of a 3-way rank-one tensor.

2-1-2 Basic operations

In this section several basic matrix and tensor operations will be introduced. For a more
extensive overview of tensor operations, the reader is advised to read [12].

E.A. van Mourik Master of Science Thesis



2-1 Tensors 9

Matrix operations

Besides the ordinary matrix-matrix and matrix-vector products, the Kronecker product, the
Hadamard product and the Khatri-Rao product are used in this thesis.

For the Kronecker product the symbol ® is used. Given the matrices A € R/*/ and B € RE*L,
the Kronecker product is defined as

a11B QIQB . alJB
CL21B CLQQB e CLQJB

A ® B = . . . . € RIKXJLv (2_3)
(L[lB aIQB a]JB

where a;; is an element of matrix A. A sequence of D Kronecker products denoted as
D

=1 Al

The Hadamard product, also known as the element-wise matrix product, is denoted as *. For

two matrices of the same size, A, B € RT*/ it is defined as follows:

a11bir  aiebiz ... aigbiy
a21ba1 @b ... aggbay

AxB= _ . . . e RV, (2-4)
artbrn argbra ... argbry

For a sequence of D Hadamard products * is used:

AD L A@ . o AD) _ B A@ (2-5)
d=1

The Khatri-Rao product, (9, in this thesis refers to the column-wise Khatri-Rao product. For
the matrices A € R’/ B e RE*7 it is defined as

A@Bz[a1®b1 as ® by ~--aJ®bJ]€RIKXJ, (2—6)
where a; and b; are the columns of A and B respectively.

Although the symbols ® and # are used in this thesis for the Khatri-Rao and Hadamard
product respectively, it is noted that in the literature these symbols can be switched. Addi-
tionally, the vector outer product is in the literature sometimes denoted with ® as well, but
here only o will be used.

The matrix products have several useful properties. The Hadamard and Khatri-Rao product
have the following properties [13]:

A+«B=BxA,
(A+*B)«xC=A=x(B=xC), (2-7)
AOBOC) =(AGB)GC.
Moreover, there are also some properties that involve both products, so-called mixed-product

properties [10]. One property that is particularly useful within the context of this thesis
involves the Khatri-Rao and the Hadamard product:

(AOA) (BOB)=ATA+B'B. (2-8)

Master of Science Thesis E.A. van Mourik



10 Tensors and the Canonical Polyadic Decomposition

In this thesis the row-major vectorization is used. This is used, since it results in convenient
relations between vectorization and the Kronecker product. In the row-major order the rows
of a matrix are stacked vertically to form the vectorized matrix. The following example
illustrates this:

ajby aybe .
VeC( CLQbQ a2b2 ) = [a1b1 a1b2 a2b2 agbg a3b1 ang] . (2—9)
a361 a3b2

With the row-major vectorization, the Kronecker product and the vector outer product have
the following relationship:
a®b =vec(aob). (2-10)

This relationship can be demonstrated as follows:

ap b aiby aibs
a=|a2]|, b= [bl} y aob = agbg agbg s
2

(2-11)

as azby  aszba

a®b = [a161 a1b2 agbg a2b2 a3b1 ang]T = vec(ao b)

The Kronecker product can be used in combination with the standard matrix-vector product
to obtain a vectorization of a product or the inverse of a vectorization [14]:

vec(AXBT) = (A ® B) vec(X). (2-12)

This is particularly useful to switch between a vector representation and a matrix represen-
tation. Note that this is a different formulation than the one that is commonly used, since
this relation is normally formulated for column-major ordering.

Lastly, a special kind of outer product is used in this thesis. This outer product can be thought
of as a batch outer product. Namely, it is used to compute the standard vector outer product
for a batch of vectors simultancously. Given the matrices A = [a() a® ... a(P)] ¢ RI*P
and B = [b(l) b®@ ... b(D)] e R7*P the batch outer product, denoted as & , is given by

C=AsBeRX*D, (2-13)
Furthermore,

C.qg=aPob@d eRI* g=1,..., D.

This concept can be extended to higher dimensions when series of batch outer products are
used. The axis that contains contains the batch is then always the last axis. For example,
this can be used in a 4-way case as follows:

A =[aWa? aPerI*D j=1234,

C = Al 5 A2 5 A3 5 A.4 E]Rll><12><13><I4><l)7

Cord = agd) o agd) o agd) o aid) e RIv<I2xlaxla g — 1 D,

It is noted that this batched outer product is a tensorized version of the Khatri-Rao product.
The Khatri-Rao product A1 ® Ay ® A3 ® Ay results in a 1151314 x D matrix of which the
dth column is the vectorized version of C...... 4.

IEEEEEE)
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2-1 Tensors 11

Tensor operations

The most general tensor operation is the tensor contraction. It is the sum over a repeated
index of two tensors. For example, for tensors A € RI1*2xIs gnd B e RIB*1axI5 the tensor
contraction over index i3 is defined as follows [11]:

I3
C(ir iz ia,is) = Y. Ali1, ia, i3)B(is, ia, i5). (2-14)

i3=1

A matrix-matrix product is an example of a tensor contraction for two 2-way tensors. A
specific kind of tensor contraction is the mode-d vector product. Given the tensor A €
RIx*Ip and the vector b € R, the mode-d vector product is given by

Iq
(A XaB)ir g rsigprmin = Z iy ig,ip Dig - (2-15)

ig=1
Note that the result is a tensor of size D — 1 where the dth dimension has be removed.

For two tensors of the same size, A, B € RIv*[2xxIp the Frobenius inner product is defined
as the contraction over all the indices:

I I>

Ip
(A, B>F = Z Z 2 iy jig,eooyip Vin io,.oip - (2-16)

i1=114=1 ip=1

Alternatively, the Frobenius inner product can be computed by first vectorizing both tensors
and subsequently computing the inner product of the resulting vectors:

(A, B) = (vec(A),vec(B)) = vec(A) " vec(B). (2-17)

In the special case where the two tensor are rank-one tensors, the Frobenius inner product can
be computed more efficiently. Given the two rank-one tensors A = a) ca® o ... 0a®) and
B=bWob®o...0bP) the Frobenius inner product can be computed without constructing
the full tensor as follows [12]:

D
A, B, = ald pdYy 2-18
(A By Cﬂ< ) (2-18)

The ability to compute the inner product without constructing the full tensor generally re-
duces the computational and memory complexity of the operation. Assuming all dimensions
are of size I, Iy = ... = Iy = I, the complexity for a full tensor inner product is O(I?),
since each tensor has I” elements. O(-) refers to the Big O notation'. However, for the
inner product given in (2-18) the complexity is O(ID). For each tensor D vectors of size I
need to be stored and D inner products with vectors of size I need to be computed, hence
the complexity is O(ID). Consequently, the complexity does not scale exponentially in the
number of dimensions anymore. This thus makes it possible to work with larger dimensions
and especially a larger number of dimensions.

1See https://x1inux.nist.gov/dads/HTML/bigOnotation.html for more information.
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12 Tensors and the Canonical Polyadic Decomposition

The Frobenius norm of a tensor is defined as

I I Ip

Al = Z Z Z %21@,...,1‘,3- (2-19)

i1=liz=1 ip=1

From this it can easily be deduced that (A, A = || Al

2-1-3 Tensor decompositions

In standard linear algebra there are several methods to decompose matrix, such as the singular
value decomposition (SVD) or the QR-decomposition. Each decomposition has different char-
acteristics and applications. Similarly, tensors can be decomposed into tensor decompositions
or tensor networks. Three well known tensor decompositions are the Canonical Polyadic De-
composition (CPD), the Tucker decomposition [15] and the Tensor Train (TT) decomposition
[16]. The decompositions are sketched in Figure 2-2. In short, for a D-way tensor the CPD
consists of a sum of D-way rank-one tensors. The Tucker decompositions consists of a smaller
D-way core and D matrices and the TT consists of D 3-way cores. Each decomposition
has its advantage and disadvantages. For example, a major disadvantage of the Tucker de-
composition is that the number of elements, and thus the complexity of operations with the
decomposition, still scales exponentially in D due to the core in the decomposition. For an
overview of these tensor decompositions and their applications the reader is advised to read
[10].

X [ IX [ \X L % Q
~ - +
(a) CPD. (b) Tucker decomposition.
E 1 5-way E %F‘ Q
E E tensor . -~ ’\1 1
(c) TT.

Figure 2-2: Visualization of three different tensor decompositions. For the first two, the decom-
position of a 3-way tensor is shown. For the TT the decomposition of a 5-way tensor is shown.
Since a 5-way tensor cannot be visually represented it is shown as a box with dashed lines.

Tensor decompositions can in general be applied in two ways. A known tensor can be approx-
imated using a tensor decomposition, for example to reduce the storage of tensor or to extract
information from of the tensor. Tensor decompositions have, for instance, been applied to the
blind source separation problem in which the objective is to separate signals from an observa-
tion [17]. The second option is to use the tensor decomposition to impose a certain structure
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2-2 Canonical Polyadic Decomposition 13

into a problem, for example by constraining the weights of an optimization problem to be a
tensor decomposition. In this case the full tensor that the tensor decomposition represents is
unknown. The latter usage of tensor decompositions is used in this thesis.

In this thesis the CPD in particular will be used, since it is the simplest decomposition of the
three. The operations on the CPD can easily be expressed with linear algebra. As a result,
the required components needed for all-at-once optimization that will be discussed later in
this thesis can be derived easily.

2-2 Canonical Polyadic Decomposition

In this section the Canonical Polyadic Decomposition (CPD) will be introduced. First some
preliminaries will be presented and then several basic CPD operations are introduced. Lastly,
a CPD can under certain assumptions be represented as a tensor. It is briefly discussed how
this can be done and why this is beneficial.

2-2-1 Preliminaries

The CPD has been introduced by separate authors under different names, such as PARAFAC
[18] or CANDECOMP [19]. See Table 3-1 in [10] for a more complete overview of the different
names of the CPD. A CPD represents a tensor that is factorized as a sum of R rank-one
tensors, where R is the so-called CP-rank. A CPD with CP-rank R that represents a D-way
tensor A € RI1xf2xxIb ig defined as follows:

T

R
A=Y aloa®o. oal) (2-20)
r=1

The vectors al” € R can be stacked into matrices, A(@ = [agd) agd) . a%)]. The matrices

A eRlaxE g —1 .. D, are called the factor matrices of the CPD. The Kruskal operator
[-] [20] can be used to represent a CPD:

R
A=[AD, A® AD)] = Z alloa® o ocall), (2-21)
r=1

In the definition of a CPD given in Eq. (2-20), the CPD is given as the exact representation
of A. However, a CPD is also often used to approximate a known tensor 7, such that
T~ [AD, A® . AD)]. It is in general an approximation in that case, since it might
not be straightforward to find a CPD that is exactly equal to 7. Numerous algorithms can
be found in the literature for fitting a CPD to a known tensor. An extensive overview of
algorithms is given in [21], but this was published in 2017 and several new methods have been
proposed since.

It is often desired to limit R, such that the CPD becomes a low-rank approximation of the
tensor. One of the important advantages of using a low-rank CPD, is that the number of
elements that are needed to represent the tensor decreases. Assuming 1 = Ib =...=1Ip =1,
the tensor 7 has I'” elements, while the CPD [[A(l)7 A® 7A(D)]] only has ITRD elements.

Master of Science Thesis E.A. van Mourik



14 Tensors and the Canonical Polyadic Decomposition

A challenge of the CPD are the scaling and permutation indeterminacy [10]. A rank-one
tensor that is given by a ca® o...caP?) can also be represented by b®ob@o. .. obP)
where b = p;a@ for any p; i = 1,...,D given that Hf):l pi = 1. A CPD consists of
a sum of rank-one tensors and thus a CPD also has this scaling indeterminacy problem.
Additionally, the rank-one tensors of the CPD can be summed in one order or any other
order. As a result, multiple combinations of factor matrices exists that all represent that
same CPD, but where the factors matrices have a different ordering of their columns. This is
a permutation indeterminacy. This is a challenge, because this implies that there is no truly
unique solution when fitting a CPD in an optimization problem. In [10] it is mentioned that
there are uniqueness conditions for a CPD, but here unique is defined as up to scaling and
permutation.

To overcome the scaling indeterminacy a CPD can be normalized. In a normalized CPD the
vectors of the rank-one tensor are normalized to be unit vectors. The norm is contained in a
separate vector p € R, Hence, a normalized CPD is given by
R
A=Y paloa®o. o0al®) (2-22)
r=1
where é,(nd) is normalized vector. In the literature A is often used to represent the norm, but
this symbol will be used later in this thesis for other purposes. Therefore, p is used here.

Since the norm is represented separately and the vector are normalized, the normalized CPD
does not suffer from the scaling indeterminacy anymore.

In the following section several basic operations involving a CPD will be presented. In that
section and following chapters the not-normalized CPD will be used. The not-normalized
CPD is used, since it is the simplest representation of a CPD and will therefore serve as the
starting point in this thesis. In Section 5-3 the effect of normalization is studied in more
detail. All the expressions that are derived in this thesis can easily be adapted to apply to a
normalized CPD.

2-2-2 Basic operations

Due to the special structure of the CPD, several of the tensor operations defined in Section 2-
1-2 can be computed more efficiently for a CPD.

First, the vectorization of a CPD can be formulated as a sequence of Khatri-Rao products
[14]:
vec(A) = (A<1> ©-0 A<D>) 1n. (2-23)

Here 15 is a vector of ones of size R. Note that this is a row-major vectorization and may
thus differ from the CPD vectorization used in other literature.

With the mixed-product property given in (2-8) that relates the Khatri-Rao and Hadamard
product, the squared Frobenius norm of a CPD A can be rewritten as follows:

IAI% = (A, A = vee(A) " vee(A)
T
1} (Au) oy @A(D>) (A(n @...@Aw)) 1n (2-24)

1}, ( ADTAD L ARTAER) .. 4 ADT A(D)) 15 (2-25)
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2-3 Summary 15

This formulation can reduce the memory complexity the computation of the inner product.
The sequence of Khatri-Rao products in (2-24) can result in a very large matrix. Assuming
that all the dimensions of the tensor are of size I and the CPD has rank R, A4 e RI*E_ 4 =
1,..., D, the Khatri-Rao product sequence would result in a matrix of size I” x R. As
a result, the memory complexity for this computation is of order O(I”R). The product
AMTAM e REXE 56 the memory complexity of (2-25) is of order O(R?). Thus, the memory
complexity does not scale exponentially in D anymore.

Lastly, since a rank-one tensor is simply a CPD with a CP-rank of one, it is possible to compute
the Frobenius inner product between a rank-one tensor and a CPD in a similar fashion. Given
a CPD A = [[A(l), A®?) ...,AP)] and a rank-one tensor B = bM ob®@ o ... 0 b®P) the
Frobenius inner product can be computed as follows:

(A By = (b(1>TA<1> sDDTAD 4.4 b<D)TA(D>) 1x. (2-26)

Compared to naively fully constructing both tensors, this formulation again reduces the com-
plexity such that it does not scale exponentially anymore.

2-2-3 CPD represented as tensor

A straightforward way to represent a CPD as a variable in a software program is to have a list
of the factor matrices A@. To perform computations with the CPD the program would then
needs to loop over this list to access the individual factors. Alternatively, with the assumption
that each dimension of the tensor has the same size, I; = Is = ... = Ip = I, the CPD can
also be represented as a tensor by stacking the factor matrices. This results in a tensor of
size D x I x R. This has several computational benefits.

However, the needed assumption is a strong assumption. As will be discussed in Section 3-1-
2, it is a valid assumption in many circumstances for learning with a CPD. Nevertheless, it
must be noted that all the approaches and provided software presented in this thesis could
be rewritten without this assumption as well. In other words, the assumption only enables a
faster implementation, but does not limit the applied methods. Therefore, all the mathemat-
ical formulations and derivations mentioned in this thesis can be applied regardless of this
assumption.

In Section C-2 it is discussed in more detail how a CPD can be represented as a tensor in
computer memory. Furthermore, it is shown with an experiment that this tensor representa-
tion significantly reduces the run time of a CPD computation. Without jitting? the run time
decreases by more than two orders of magnitude. With jitting the reduction is less drastic
but still considerable.

2-3 Summary

In this chapter the notion of tensors was introduced. A tensor is a multidimensional repre-
sentation of data. A tensor can be decomposed into a tensor decomposition, similar to how

2Jitting is discussed in Section 1-3.
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16 Tensors and the Canonical Polyadic Decomposition

a matrix can be decomposed by a matrix decomposition. A tensor decomposition can be
applied to reduce the number of elements that are needed to represent the tensor.

The Canonical Polyadic Decomposition (CPD) is an example of such a decomposition. A
CPD decomposes a tensor into a sum of R rank-one tensors where R is the CP-rank. A
rank-one tensor is a tensor that is formed by the outer product of a series of vectors. A CPD
is also commonly denoted by its factor matrices. A factor matrix contains the R vectors of
the rank-one tensors for one particular dimension.

Additionally, basic linear algebra operations, tensor operations and CPD operations were
introduced. The structure of the CPD allows for efficient operations compared to working
with the full tensor version of the CPD.

Finally it was shown how a CPD can be stored as a tensor in computer memory when it is
assumed that all the dimensions of the tensor are equal. This can be a valid assumption for
the CPD constrained kernel machine that is introduced later. It is shown that this tensors
representation can significantly speed up the run time of a CPD function.

Summary of contributions

e It is shown that, under certain assumptions, a CPD can be stored as a tensor
in computer memory instead of a list of factor matrices. This can significantly
reduce the run time of CPD functions.

Table 2-1: Nomenclature codes.

Notation Definition

A Tensor

A Matrix

a Vector

a, A Scalar

14 Index of dimension d of a tensor

14 Size of dimension d of a tensor

A(i1,42,...,ip) = iy 4y...ip Element of tensor

vec(A) Vectorization of tensor A

o, & Vector outer product and batch vector outer product

*, *]le Hadamard product and sequence of Hadamard products
X, ®(?:1 Kronecker product and sequence of Kronecker products
® Khatri-Rao product

Gyop Frobenius inner product

|1l = Frobenius norm

Iy Identity matrix of size M x M

1y Vector of ones of length M

X 4 Mode-d vector product

o) Big O notation

E.A. van Mourik
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Chapter 3

Kernel machines with CPD

In this chapter the concept of supervised kernel machines is introduced. Kernel machines are
a general class of machine learning models. First, supervised kernel machines in general will
be introduced as well as the Kernel Ridge Regression (KRR) problem. The KRR model forms
the basis for the optimization problem that is studied in this thesis. The optimization problem
is solved in the primal space in this thesis, such that the complexity of the problem scales
favorably in the number of samples. Product feature maps are introduced, since they are used
to transform the input data. However, they result in a large number of weights. A Canonical
Polyadic Decomposition (CPD) is used to reduce the number of weights, resulting in the
CPD constrained kernel machine. This is the optimization problem that this thesis studies.
The CPD constrained optimization problem is a nonlinear least squares (NLS) problem, so
NLS optimization in general is introduced. Additionally, challenges of the CPD constrained
problem are discussed. The Alternating Least Squares (ALS) method is introduced, because
it is commonly used for CPD optimization problems. Finally, an overview of state-of-the-art
learning with CPDs is given.

3-1 Kernel machines

Kernel machines are a class of machine learning algorithms that are based on kernels. Ex-
amples of kernel machines are the Support Vector Machine (SVM) [4] and Kernel Ridge
Regression (KRR) [22] which are supervised learning algorithms, and kernelized Principal
Component Analysis [23], an unsupervised machine learning algorithm. Kernel machines
have been used for a variety of applications, for example natural language processing [2] and
the annotation of DNA sequences [3].

First, the general setting of supervised kernel machines is introduced. Secondly, product
feature maps, a particular kind of feature map, are discussed. Moreover, the specific product
feature map that is used in this thesis is introduced. For this overview [24] and [6] were used.
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18 Kernel machines with CPD

3-1-1 Optimization problem

A general class of models can be described by the following equation:

y={(w,z(x))+e, (3-1)

where x € R” is the input with D features and y is the recorded output of the model which
disturbed by zero mean i.i.d. noise €. The input is mapped to a feature space by the feature
map z : R — M. The model weights are contained in the vector w € M. The inner product
(w,z(x)) is the prediction of the model; y,req = (W,2(x)).

The goal is to learn the weights such that the model predictions match the recorded outputs
as closely as possible. The learning is done with a training data set {x,,y,}_; containing
N samples. The weights can be learned from the training data by solving an optimization

problem for w:
N

2 (tn, (W, 2(x0))) + AW, W), . (3-2)

Here L : R x R — Ry is a loss function and ¢-, -), is a regularization term that is scaled with
the hyperparameter \. Different choices for the loss function and regularization term lead to
different machine learning problems. For example, when hinge loss is used this corresponds to
a SVM. For Kernel Ridge Regression (KRR) a square loss function and regularization term
are used and the optimization problem becomes:

N

min Y (yn — W, z(x))* + A w3 (3-3)

\%%
n=1

This problem is a so-called linear least squares (LLS) problem which is a convex quadratic
program (QP) in the variable w. The LLS problem has a global optimal solution. Fur-
thermore, a closed-from expression for this solution exists called the normal equations. The
computational complexity for computing the solution scales with the size of w. To be more
precise, the complexity is O(M?) where M is the size of w. In this thesis the KRR problem
is studied specifically.

Although Eq. (3-3) is formulated as a regression problem, it is also possible to solve a binary
classification task with the same optimization problem. In a classification task the goal is to
predict a discrete label instead of a continuous value. It is shown in [25] that when the class
labels are set to -1 and 1, y, € [—1, 1], a binary classification problem can be solved with the
KRR problem. After the optimization problem is solved, the model classification response
can be evaluated by taking the sign of the model prediction.

A solution of the kernel machine optimization problem can be computed in multiple ways.
Which method is more advantageous depends on the training data. Namely, the number of
samples and the number of features of the training data determine whether a primal or dual
space approach is be preferred. Commonly, kernel machines are solved in the dual space with
the so-called kernel trick [4]. However, the computational and memory complexity of the
kernel trick scale O(N3) and O(N?) respectively [26, 27]. As a result, this method is not
suitable for data sets with a large number of samples. For a detailed overview of the dual
space approach and the kernel trick, see [24, Ch. 2].
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3-1 Kernel machines 19

Since this thesis focuses on data with a large number of samples, the problem is solved in the
primal space. In the primal space, the complexity of solving the optimization problem scales
linearly in the number of samples. A downside of the primal space is that the complexity can
scale unfavorably with the number of features. This is deliberated in more detail later. So,
this thesis studies methods to find a solution for the primal optimization problem given in
Eq. (3-3).

3-1-2 Product feature maps

To solve the primal optimization problem the data needs to be transformed with feature map
z. In this thesis the product feature map, or multidimensional multiplicative feature map, is
used which is specific kind of feature map. A product feature map can be efficiently combined
with the CPD structure. First, the product feature map in general will be introduced. Then
the application of product feature maps to kernel machines will be discussed as well as the
mapping that is used in this thesis.

Product feature map

As described in [28], when a feature map % : RP? — RM1M2--Mb corresponds to a multidimen-
sional kernel it can be written as a combination of scalar kernels:

D
7(x) = §>§ zq(z ). (3-4)
=1

Here z(9) is the dth feature of x and zg : R — RMd is a scalar feature map for the dth.
The dimension My is referred to as the feature map order. A multidimensional kernel in this
case means that the input of the kernel is multidimensional, so x is a vector. As mentioned
in Eq. (2-10), there is a relationship between the Kronecker product and the vector outer
product. So, the feature map can alternatively be formulated as the outer product of the
vectors zq(z(9). The result is a D-way tensor instead of a vector. The feature map is then
given by

Z(x) = z1(zM) 0 zp(z®@) 0 -+ 0 zp (D)), (3-5)

where Z : RP — RMixMoxxMp regylts in a D-way tensor. This product feature map
formulation is, for instance, used in [6] and [29]. Since vec(Z(x)) = Z(x), it can be shown
that (z(x),z(x’)) = (Z(x), Z(x')) Vx, x' € RP. Therefore, both formulations of the feature
map can be used. From the structure of Z(x) it can be concluded that it is a rank-one tensor.
This structure is useful, because it can effectively be combined with a CPD as demonstrated,
for example, in Eq. (2-26). Therefore, the rank-one tensor version of the product feature map
will be used.

For this thesis it will be assumed that the individual feature maps z4 in the product feature
map are of the same order, so M1 = My = ... = Mp = M. This allows for the tensor
representation of the CPD to be used. Furthermore, the transformed data Z(X) can then be
stored as a tensor as well. This will be discussed later. So, this assumption results in efficient
implementations. However, it is important to note that any derived expression in this thesis
can also be implemented without this assumption.
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20 Kernel machines with CPD

Moreover, for convenience of notation it is assumed that all the feature maps are the same,
zg=z:R—->RM d=1,..., D. Therefore, the subscripts will be dropped.

The feature map can also be computed in batches. This is useful, since in general multiple
samples are used. So, it can be beneficial to compute the feature map for all the samples at
once. For a batch of N samples the batch feature map is defined as follows:

X e RV*D X g RN,
Z(X?) = [2(2}") z(af”) ... 2(2y)] e RMN, (3-6)

Finally, the batch feature map given in Eq. (3-6) can be stored as a 3-way tensor similarly
to how the CPD can be stored as a tensor. The sub-mappings Z(X (%) are stacked along the
first axis to create the tensor Z(X):

Z2(X)g.. = Z(XD), d=1,..., D, Z(X) e RP*MxN (3-7)

It is beneficial to use this representation, because it can be efficiently combined with the tensor
representation of a CPD. This will prove to be useful for the computation of the all-at-once
gradient.

Product feature maps in kernel machines

Several feature maps can be expressed as product feature maps. In [30] and [31] polynomial
functions are expressed by a product feature map and [32] multivariate B-splines are expressed
this way. In [26] it is shown that a product feature map can be used to approximate the radial
basis function (RBF) kernel.

In this thesis the product feature map that approximates the RBF kernel is used in particular.
It is called the Fourier feature map. For input x € RP that is centered in the hyper box
[-U1, U1]®---®[-Up, Up], the mth element of z(z(%) is given by [26, 6]

(d) 2,272

(1), = g Sin (D) s - v (TR o
where [ is the length-scale of the RBF kernel that is approximated. In Section D-1 the
approximation of the kernel is discussed in more detail. An increase in the feature map order
M improves the approximation exponentially [26, Theorem 8]. Therefore, it can be beneficial
to use large values for M. In this thesis values for M ranging from 10 to 40 will be mostly
used, since similar values were used in [6]. The maximum magnitude of the output of this
feature map is less than one when Uy = 1. Furthermore, the output is in general considerably
smaller. This is discussed in more detail in Section D-2. The fact that the outputs are smaller
than one is important in Section 5-1-1. The assumption that U; = 1 implies that the input lies
in the interval [—1, 1] which is commonly the case in machine learning due to preprocessing
of the input data.

Although this Fourier feature map is used, the aim of this thesis is to compare to optimization
methods that make use of the same transformed data. It is thus assumed that the choice of
feature map does not influence the comparison. There is no specific reason why this particular
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3-2 CPD constrained kernel machine 21

feature map was used other than that the RBF kernel is often used in kernel machines [24].
Additionally, the precise value of the length-scale is also assumed not to be of importance
due to this. Moreover, any other product feature map can be used with the methods that are
derived throughout this thesis.

Since the product feature map results in a tensor, the weights also become a tensor. The new
prediction model is

Ypred = <Wa Z(X)>F ) (3_9)
and the optimization problem of Eq. (3-3) becomes
N
iy D =W, Z(x0))p)* + AV, W) (3-10)
n=1

The resulting problem can be solved by vectorizing W and Z(x,). This would result in the
standard KRR form given in Eq. (3-3). So, Eq. (3-10) is still a LLS problem for which,
theoretically, the global optimal solution can be found with the normal equations. However,
the weight tensor W is a D-way tensor that has MP elements and thus there are M weights.
As a result, the complexity of the optimization problem scales exponentially with the number
of features D. It is only beneficial to use this approach when MP” « N, because otherwise
it would be more efficient to solve the problem in the dual space using the kernel trick.
Therefore, the use of Eq. (3-10) is limited to data with a small number of features. However,
it is possible to reduce the number of weights in Eq. (3-10) by constraining W to be a CPD.

3-2 CPD constrained kernel machine

As mentioned in Section 2-2, when a CPD is used to represent a tensor, the number of
elements that is needed to represent the tensor decreases. Consequently, when the tensor
contains weights, the number of weights can be reduced by constraining the tensor to be a
CPD. When this is applied to Eq. (3-10) it results in the following optimization problem:

1 N
r%n fow =~ Z:l - W, Z( Xn)>F) + X W W) p (3.11)

s.t. = [wm . w®P),

Although the optimization problem includes a constraint, this constraint can be substituted
into the loss function and thereby removed. Furthermore, it is possible to use the rank-one
structure of the feature map Z(x,) combined with the CPD structure of the weights to write
the Frobenius inner product as in Eq. (2-26). Finally, the Frobenius inner product of the
CPD with itself can be written as in Eq. (2-25). This results in the following new formulation
of the loss function'

2
N Z ( ( DYTWO 4 5 ,g?))TW(?)*---*z(x;DNW(D)) 1R) I
+ A1 (W( TWO . WOTW 4y W<D>TW(D>) 1n (3-12)
RN (DT (@) oan (B worw
N; ( ( z(z\ D)W >1R> + 15 (diw W )13.
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Note that the formulation of f(W) differs from the original KRR problem presented in Eq. (3-
3), due to the % coefficient. Instead of the summed squared error, the mean squared error
(MSE) is used here. This is a common loss function within machine learning. The MSE
is convenient compared to the summed squared error, because it implies that the balance

between the error term and the regularization term is independent of the number of samples.

As mentioned in the previous section, the unconstrained weight tensor W has MP elements
which makes it infeasible for learning for even small values of M and especially D. The CPD
constrained weight tensor has only DM R elements where R is the CP-rank of the CPD. The
number of elements now scales linearly with the order of the feature map M and the number
of features in the data D. So, larger feature maps and data with more features can be used.
Thus, the CPD constrained kernel machine is better suited for large scale learning.

A downside of the CPD constraint is the added complexity. A CPD is the product of its
factor matrices. As a result, the CPD constraint introduces nonlinearity into the optimization

problem. Therefore, the problem is no longer a linear least squares problem, but has become
a NLS problem.

In the rest of this thesis the CPD constrained problem will solely be used, so the constraint
will not be specifically mentioned anymore. Furthermore, W will refer to CPD weight tensor.

3-2-1 Nonlinear least squares optimization

The nonlinear least squares optimization problem is particular nonlinear problem in which
the goal is to find the weights such that a squared residual error is minimized. In the context
of data fitting such as supervised machine learning, the residual error is the error between
the recorded output y, and a model prediction m(w,x,). The model is a nonlinear function
of the model weights w and the input x,,. The residual for sample {x,,,y,} is thus given by
Tn = Yn—m(W, Xy ). In the context of the CPD kernel machine the model is thus OV, Z(xy)) .

While for the LLS problem a closed-form solution exists, this is not the case for the NLS
problem. The problem is therefore solved iteratively, with so-called iterative optimization.
For a general overview of iterative optimization see [33, 34]. In iterative optimization a
solution is found by updating the weights at each iteration. It basically consists of three
parts:

e« Weights initialization: At the start of the optimization initial values for all the
weights need to be selected.

e Step direction: At each iteration the direction in which to update the weights needs
to be computed.

o Step size: At each iteration it needs to be determined how much to update the weights
for the computed step direction.

Although step direction and step size are listed here as two separate parts of the weight
update, they can be linked to each other as well.

Overall, there are two options for updating the weights. Either a subsection of the weight is
updated, or all the weights are updated at once. Updating a subsection of the weights can
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be done with ALS which has already been applied for a CPD in the literature. Alternatively,
all factors of the CPD can be updated at once with so-called all-at-once optimization. In
this thesis it is studied whether all-at-once optimization can be applied to a CPD constrained
kernel machine and when this is more advantageous to use compared to ALS.

In the next section challenges of the CPD constrained kernel machine in general will be
discussed first. Then the ALS method will be introduced as well as a literature overview of
learning with CPDs. In the next chapter all-at-once CPD learning will be studied.

3-2-2 Challenges of the CPD constrained kernel machine

The most obvious challenge of the CPD constrained kernel machine is the NLS loss function
that is in general not convex. Besides the complexity of finding a solution, the validity of a
solution is also a challenge.

The not-convex optimization problem can have numerous local minima and thus a found
solution is not necessarily the global minimum. Several different weight initializations can
be tried to find different minima, but it cannot be guaranteed that a global optimum has
been found. Moreover, the scaling and permutation indeterminacy of the CPD that were
discussed in Section 2-2-1 complicate this further. Due to these indeterminacies there is an
infinite number of CPDs that correspond to the same solution of the optimization problem.
Consequently, there is infinite number of minima of the optimization problem.

The abundance of local minima has several implications. First, the weight initialization
becomes more crucial due to this, because it can affect which local minimum is found. Several
initializations might have to be tried to investigate whether a different initialization leads to
a more optimal minimum. Secondly, the indeterminacies make it challenging to compare two
CPDs with each other. The factor matrices cannot be compared directly. The difference
between two CPDs can be analyzed, but this does not reveal any information about the
individual factor matrices. Comparing two solutions could be useful to analyze whether they
correspond to the same minimum with the indeterminacies taken into account or whether
they correspond to different minima. Furthermore, comparing factor matrices might reveal
which features are more important for the model than others. In this thesis the solutions
were not compared, but this could be studied in future research.

Additionally, the CPD constrained kernel machine has several parameters that influence the
complexity of the optimization, but are important for the model. Most significantly, the
feature map order M and the CP-rank R. The feature map order influences the complexity of
the optimization problem negatively, but affects the kernel approximation accuracy positively.
As mentioned earlier, this is a trade-off that needs to be taken into account. The CP-rank
determines the expressiveness of the model. A larger CP-rank allows for a more complicated
model. On the other hand, it does increase the complexity of the optimization problem.

Furthermore, a large CP-rank might lead to so-called swamps or bottlenecks [35, 36]. Swamps
are defined as periods in the optimization process where convergence is very slow, followed
by a period where convergence is fast again. This is undesirable behaviour, since it leads to
uncertainty whether convergence is slow due to a near local optimum or due to a swamp. A
swamp can occur when two rank-one tensors of the CPD cancel each other out [37]. As a
result, the values of these terms can be updated at each iteration, but as long as they cancel
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each other out no improvement is made. Swamps have been identified for problems of fitting
a CPD to a known tensor. No literature was found for swamps in relation to CPD learning.
Nevertheless, the phenomenon might occur in this context as well. It is reasoned that when
the CP-rank is larger than necessary, it is more likely to occur. In that case not all rank-one
terms are needed to obtain the required expressiveness for a particular learning problem. As
a result, the ’left over’ terms can start cancelling other out. So, the selection of a suitable
value for R is a trade-off between the expressiveness of the model, the avoidance of swamps
and the complexity of the optimization problem.

3-3 Alternating least squares

In this section Alternating Least Squares (ALS) in general will be discussed as well as ALS
applied to the CPD kernel machine. Optimization using ALS is of interest, since it is used
extensively in the literature for learning with CPDs.

3-3-1 Alternating least squares optimization

ALS is a form of block coordinate descent and cyclic coordinate minimization [38]. It can be
used to solve NLS problems. The general idea behind coordinate descent is to minimize a
loss function with respect to one weight while keeping the others constant. Next, a different
weight is chosen to be optimized and the rest is held constant and this is repeated for all
variables [39]. For block coordinate descent not a single weight, but a block of weights is
optimized while the rest remains constant.

ALS is block coordinate descent approach that is applied to a NLS loss function. Particularly,
the loss function is nonlinear when all the weights are considered, but it is linear when a block
of coordinates, or weights, is optimized and then rest is held constant. As a result, a linear
least squares subproblem arises, hence the name Alternating Least Squares. It is important
that the block of coordinates is chosen in such a way that linearity of subproblem holds. Due
to the linearity, it is possible to efficiently compute an solution for the subproblem and thus
to update the block of coordinates.

3-3-2 CPD ALS

The ALS method can easily be applied to optimize a CPD by using the factors of the CPD as
blocks of coordinates. Therefore, it can be used for finding a solution to the CPD constrained
kernel machine. For the optimization problem given in Eq. (3-11) the ALS subproblem can
be formulated as

1 N D 2 D
min  — Z (yn - ( s z(x%d))TW(d)> 1R> + A1 < s W(d)TW(d)> 1g, (3-13)
W@ N = d=1 d=1

where W@ is one of the factor matrices of the CPD. In [6] it is shown that the loss function
can be rewritten such that it becomes a LLS problem in vec(W(®):
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min ) 117,:2;1 (y” B <Vec(W(d)),z(x7(1d))®( # Z(x;p))TW(p)>>>2

d =1p#d
VeC(W( p=Llp# (3-14)

D
+ A <Vec(W(d)TW(d)), vec(( * W(p)TW(p)) )> .
p=1,p#d
Note that this is a slightly different formulation than used in [6], since the MSE is used here
instead of the summed squared error as in [6].

The factor matrix W(? can be updated by solving the LLS problem, for example with the
normal equations. By iteratively updating the factor matrices using their respective subprob-
lem the full optimization problem can be solved. The ALS algorithm based on [6] is presented
in Algorithm A.1 and Algorithm A.2.

In Section 3-2-1 it was mentioned that the determination of the step direction and the step size
are two important aspects within iterative optimization. With ALS these two are combined
and consequently the step size does not need to be determined explicitly. In Section 4-4-2 it
will be discussed in more detail why this can be beneficial.

Finally, the ALS method essentially solves the main optimization problem by solving a series
of smaller optimization problems. As a result, ALS is monotonically decreasing [6]. Due to
the nature of the method the training loss cannot increase during the optimization. Since
each weight update is an optimization itself, it is not possible that the training loss increases
during a weight update. As a result, the training loss decreases during training until the
difference in loss becomes so small that the training has practically converged. This does not
necessarily hold for any validation loss, because overfitting might occur.

3-4 State-of-the-art for learning with CPDs

In this section an literature overview will be given of learning with CPDs. In general there
are two aspects of the CPD constrained kernel machine that are of interest. Firstly, the
representation of weights as a CPD and, secondly, the use of a product feature map that has
a rank-one tensor structure. In the literature the combination of both has been used as well
as only the first aspect.

In [7] a CPD decomposition is used for the weights of a multidimensional Fourier series that
is represented by a rank-one tensor. In [6] a CPD is used for the weights of a KRR problem in
combination with a product feature map that approximates a RBF kernel. In [40] the weights
of a multivariate polynomial are represented as a symmetric CPD. The symmetric structure
of the CPD combined with the rank-one and symmetrical structure of their polynomial feature
map are exploited for efficient learning. The approach is used in [41] for the identification
of nonlinear Volterra systems. In [42] an optimization method is described for solving a
linear system of equations, Ax = b in a least-squares sense, where x is constrained to be a
vectorized CPD. It could be adapted to be applicable to Eq. (3-11) when the regularization
term is omitted. However, the proposed method does not take the special rank-one structure
of the transformed data into account.

Two of the mentioned papers use ALS or another method that updates one factor at a time
[6, 7]. However, others apply all-at-once optimization [42, 40]. The optimization method

Master of Science Thesis E.A. van Mourik



26 Kernel machines with CPD

described in [42] assumes the data has no special structure In [40] a symmetrical rank-one
structure of the feature map is taken into account, but the CPD is also limited to be sym-
metric. This greatly reduces the number of parameters and is thus a less complex problem
to solve.

From this overview it can be deduced that there is still a gap for the application of all-at-once
optimization for a general CPD in combination with a product feature map.

3-5 Summary

In this chapter the kernel machine was introduced. The kernel machine is a versatile nonlinear
machine learning model that has various applications. It is commonly solved in the dual space
with the kernel trick. However, the complexity of the kernel trick scales cubically with the
number of samples. This makes the kernel trick practically infeasible for large scale learning.

So, the kernel machine is solved in the primal space in this thesis. Product feature maps
are used to transform the input data. The rank-one tensor structure of the product feature
map can efficiently be combined with the CPD structure. The product feature map has as
downside that it increases the number of weights, such that it scales exponentially in the
number of features.

To overcome this, the weights are constrained to be a CPD. This results in the CPD con-
strained kernel machine, the optimization problem that this thesis studies. Specifically, the
KRR kernel machine with MSE loss is studied. The number of weights scales linearly in the
number of features due to CPD constraint. However, the CPD introduces a nonlinearity into
the optimization problem. Hence, nonlinear optimization must be applied.

ALS is a form of nonlinear optimization that is commonly used for CPDs. In ALS one factor
of the CPD is optimized at a time by solving a LLS subsystem. Alternatively, all the factors
of the CPD can be optimized simultaneously with so-called all-at-once optimization. In this
thesis it is studied whether all-at-once optimization can be applied to the CPD constrained
kernel machine and how it compares to ALS.

In a literature overview it is shown that the CPD constrained kernel machine has previously
been solved with ALS. All-at-once optimization has also been applied to CPD learning, but
only under certain assumptions. All-at-once optimization for a general CPD in combination
with a product feature map was not found in the literature.

Summary of contributions

e It is shown that, under certain assumptions, a batch feature map can be stored
as a tensor instead of a list in computer memory. It can then be combined with
the tensor representation of a CPD for efficient computations.
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Chapter 4

All-at-once CPD learning

In this chapter the application of all-at-once iterative optimization for the Canonical Polyadic
Decomposition (CPD) constrained kernel machine is studied. First, all-at-once optimization
in general is discussed. The Steepest Gradient Descent (SteGD) method is introduced as the
basis for all-at-once optimization. One key component of this method is the gradient of the
Kernel Ridge Regression (KRR) loss function with respect to the CPD. The algorithm for
the all-at-once gradient that was derived during this thesis is presented. It is then shown
in a proof of concept with experiments that SteGD can be applied for CPD learning. From
these initial experiments challenges of all-at-once optimization are identified that will be
discussed in the next chapter. Finally, all-at-once optimization is compared to Alternating
Least Squares (ALS) based on the method characteristics such as the theoretical complexity
and the differences in the weight update process.

4-1 All-at-once optimization

As the name suggests, in the all-at-once iterative optimization scheme all the weights are
updated at the same time at each iteration. Given a weight vector wj at iteration k, the
general weight update rule is given by

Wi+l = Wg + QP (4-1)

where aj, is the step size and p,, is the step direction. When the weights are represented
by a CPD the same update rule can still be applied by vectorizing the CPD to create w.
Alternatively, each factor matrix W can be updated by

w W L P? a=1,..., D, (4-2)

where P,(gd) corresponds to the correct entries in py,.

Numerous optimization methods are based upon Eq. (4-1). See [43] for a concise overview
of well known iterative optimization methods. This thesis focuses on a particular subset of
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optimization methods where the step direction is the negative gradient of the loss function,
so-called gradient descent methods. In [44] an overview is presented of gradient descent
methods that are commonly used in machine learning. The simplest method is so-called
Steepest Gradient Descent (SteGD). This method is, therefore, used as the first approach for
applying all-at-once optimization for the CPD learning problem. The SteGD method will be
discussed in the next section, but first the general all-at-once CPD optimization framework
is introduced.

4-1-1 All-at-once optimization framework

In short, the all-at-once optimization framework consists initialization the weights and then
applying the weight update rule a set number of times. The number of iterations is also
referred to as the number of epochs. Alternatively, the training may be stopped earlier with
an early stopping criteria. An early stopping criteria measures the convergence of the loss.
A criteria could, for example, be the difference in loss between two subsequent iterations. In
this thesis early stopping was not used.

A powerful option of the gradient descent methods is to compute the gradient based on a
single sample or a batch of samples instead of the full data set. This is called stochastic
gradient descent and mini-batch gradient descent respectively [44]. In the literature the name
stochastic gradient descent is also used for mini-batch descent, but in this thesis only the
term mini-batch gradient descent will be used.

Mini-batch gradient descent is a powerful option, because it enables multiple weight updates
before the full data set has been used once. More updates implies that the training can
converge faster. Therefore, the mini-batch method is often used in machine learning research
[44, 8]. A downside is that a mini-batch gradient might be a bad estimate for the gradient
of the whole data set. Hence, a weight update in the wrong direction could be carried out.
Especially for small batches this can be the case. On the other hand, a smaller mini-batch
results in more updates before all the data has been used. So, the selection of the mini-
batch size poses a trade-off. In addition, due to the possibility to step in a sub-optimal
direction, a mini-batch descent method has the potential to escape local minimum which
could be beneficial. In this thesis both the full- and mini-batch gradient descent method will
be studied.

The optimization framework has several hyperparameters. Hyperparameters are parameters
of the optimization problem and can thus influence the optimization performance. The hy-
perparameters can generally be grouped in two classes. There are hyperparameters of the
optimization problem and hyperparameters of the optimization method. When comparing
different optimization methods, the hyperparameters of the optimization problem should be
of less importance, since both methods work with the same problem.

The hyperparameters for the all-at-once optimization method are the step size a, the batch
size in case of mini-batch descent and the number of iterations. The ALS method only has
the number of iterations as a hyperparameter. The optimization problem has as hyperparam-
eters the CP-rank R and the regularization parameter A. Additionally, the Fourier feature
map of Eq. (3-8) introduces the feature map order M, length-scale [ and input bound U as
hyperparameters.
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The complete CPD all-at-once optimization framework is given in Algorithm 4.1. The number
of training samples might not be a multiple of the batch size. Therefore, the training data
is shuffled at each iteration and the remainder of the training samples that does not fit in
a multiple of the batch size is left out. Due to the shuffling a random portion is left out at
each time. When the batch size is chosen equal to the number of samples this corresponds
to the full-batch method. Due to this implementation the same number of samples is always
used to compute the gradient. This was done because it makes jitted code more efficient
compared to using batches of different sizes. In general, any weight update can be used with
this framework.

Algorithm 4.1 CPD all-at-once optimization framework for a full- or mini-batch method.

function BATCH__TRAINING(X, y, R, A\, a, Z, batch size, number of iterations)
> Parameters
D — X.shape[1]
N « X.shape[0]
M « Z.order() = Get order of feature map Z
W <« initial_weights(D, M, R)

number of batches = int (N /batch size)

for i < 1, number of iterations do
> Shuffle data to leave out random part when N is not a multiple of batch size
X5,y = shuffle(X,y)
for b — 0,number of batches — 1 do
Xpateh — Xs[b - batch size : (b+ 1) - batch size,:|
Yoateh < Ys|b - batch size : (b+ 1) - batch size]
Zpateh < Z(Xbatch)
W — weight_update(W, Ziaich: Yoatehs N Q)
end for
end for
return W
end function

4-1-2 Steepest gradient descent

The idea behind the Steepest Gradient Descent (SteGD) method is to take steps in the
opposite direction of the gradient of the loss function for the current weights. Namely, this
step direction is the steepest descent direction. Given the loss function f(W) the step direction
for the current weights W is given by

of (W)
= 4-3
Pk 0 vec(Wy) (4-3)
For the CPD specifically, the step direction can be computed for each factor matrix as follows:
@ _ _0fWe)
P, = aw(d),d—l,...,D. (4-4)
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So, to perform weight updates, the gradient of the KRR loss function given in Eq. (3-12) with
respect to the factor matrices of the CPD is needed. There are in general three options to
obtain a value of a gradient:

e Analytical: If an analytical expression for the gradient is available, this can be used.
o Finite difference: The gradient can be estimated using finite difference methods.

¢ Automatic differentiation: The value of the gradient can be computed by a software
program using automatic differentiation (AD). Note that this is not an estimation.

This thesis focuses on the analytical expression and AD, since these methods provide true
values for the gradient and not estimations. Both methods will be discussed in more detail
in the next sections.

For the second aspect of the update method, the step size, there is also a variety of options.
The step size can be selected up front and held fixed, the step size can be decreased each
iteration or the step size can be a function of the weights at the current and previous iterations.
In this thesis the SteGD method will correspond to a fixed step size, the most basic step size
variant. In Section 5-1 the selection of the step size is analyzed in more detail.

4-2 All-at-once CPD gradient

In this section the gradient of loss function with respect to the CPD weights is studied.
During this thesis an analytical expression was derived for the all-at-once gradient. First, this
analytical expression is presented. Secondly, automatic differentiation (AD) as an alternative
for obtaining a value for the gradient is discussed.

4-2-1 Analytical gradient

During this thesis an analytical expression for the all-at-once gradient was derived. The
resulting expressions will be presented here. In Section A-2-1 the derivations are presented
in more detail. First, the partial derivative of the loss function with respect to one factor
matrix is given. Instead of computing the partial derivative with respect to each factor
matrix separately, an algorithm is derived that efficiently reuses intermediate results. This is
presented in the second part of this section.

Partial derivative of loss function with respect to one factor

The partial derivative of the loss function with respect to a single factor matrix is defined as

of (W)
d) _ MxR
G — @ R (4-5)

and consists of a mean squared error (MSE) part and a regularization part.
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For a batch of samples of size N, {x,,y,}"_; the MSE term is given by

1 Y 1Y
mse = Z (yn — WV, Z(x0))p)* = N Z h
n=1 n=1
1 4-6
oL TR R (+6)
1 2
:NHy_ypred 27 y:[yl Y2 yN]T

In Eq. (3-6) the batch feature map Z(X?) is defined. With the batch feature map a batch
of predictions, y,,.q, can be computed as follows:

D
res = ( 200 WO ) 1 B, (47

Subsequently, the partial derivative of the batch MSE with respect to factor matrix W@ is
given by

omse -2 ~ D T
W = W (Z(X(d)) o (p_lﬁ)#dZ(X(p))TW(p)> ) X3 (y — ypred) € RMXR7 (4-8)

where x 3 is the mode-3 vector product defined in Eq. (2-15) and & is the batch outer product
defined in Eq. (2-13).

The partial derivative with respect to the regularization term is given by

ANV, W

W@ = AW, (4-9)

where I'; is defined as follows:

T, = i w®Twe)
p=1,p#d

Hence, the total partial derivative of the loss function with respect to a factor matrix is

_ D T
el — <Z(X(d>) 3 ( * Z(X(P>)TW<P>) ) %3 (Y = Yprea) + 2XW DTy (4-10)
N p=Lp#d

All-at-once gradient

With the expression for the partial derivative for a single factor matrix the all-at-once gradient
can be derived. The all-at-once gradient is defined as follows:

G _ G(d) _ af(W) c ]RMXR

. = W@ , G eRPXMxE (4-11)

The gradient is defined as a tensor, since the CPD weights are also represented as a the tensor
W. As a result, the gradient can easily be subtracted from the weights in a weight update.
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Furthermore, it allows for an efficient computation of the gradient without looping over the
factors.

The strategy for computing the gradient with respect to all factors at once, is to reuse as much
as possible. In particular, the Hadamard product sequences that appear in the MSE term
and the regularization term can be reused. Furthermore, Numpy/JAX functions are used to
efficiently compute components for all the factors at once using broadcasting!. The tensor
representation of a CPD, W, and the tensor representation of the batch feature map, Z(X)
are used to enable this. They were introduced in Section 2-2-3 and Section 3-1-2 respectively.

In Algorithm A.3 the full algorithm for computing the all-at-once gradient is presented. The
derivation is given in Section A-2-1. An important aspect of the algorithm is that no loops
are required?. This makes it an efficient and fast algorithm.

Finally, it is noted that the computation of the all-at-once gradient easily allows for paralleliza-
tion. The mapping of the data, Z(X(d)), can be done in parallel as well as the computations
of Z(XD)TW@ and W@TWI@ Once these individual products have been combined into
the full Hadamard sequences ZW and TI', and the residual r is computed, the gradient with
respect to each factor matrix can be computed in parallel. Even the weight update can also
be done in parallel. So, it is expected that it is possible to achieve a significant decrease in
run time for the SteGD with parallelization. This was not implemented for this thesis, but
could be studied in future research.

4-2-2 Automatic differentiation

An alternative to using an analytical expression is so-called automatic differentiation (AD).
AD can be used to obtain values for derivatives of functions without the need for explicit
expressions. Before it is introduced what AD is, it is also important to know what AD is not.
As mentioned in [45], AD is not symbolic differentiation of numerical differentiation. Rather,
numerical values of derivatives are computed by using the symbolic rules of differentiation.
Numerical values of derivatives are of interest, because they can be used in the iterative
optimization schemes.

Conceptually AD can be thought of as augmenting an existing programmed numerical func-
tion, such that the derivative of that function can be calculated when the function itself is
evaluated. Each function is in essence an combination of basic elements for which the deriva-
tives are known, such as addition and multiplication, or more complex operations like the
exponents and sines. Using the chain rule, the derivative of the total function can be com-
puted based on the derivatives of the function building blocks. Naturally, AD relies heavily
on the chain rule. Moreover, AD can also compute derivatives when control flow is used, such
as loops or conditional statements, making it a very versatile tool.

AD has been applied previously to tensors networks [46]. The authors describe how AD can
be applied to compute gradients for tensor networks. The tensor networks they focus on are

!See https://numpy.org/doc/stable/user/basics.broadcasting.html for more information about
Numpy broadcasting.

2Under the hood loops will be needed, but for Numpy these are written and optimized in C-code. So, it
is beneficial to use this instead of loops in Python. See https://numpy.org/doc/stable/user/whatisnumpy.
html#why-is-numpy-fast.
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more complicated than the earlier introduced tensor decompositions, but similar operations
are used to construct them. No reference was found in the literature of the combination of
AD and CPDs.

For an overview related to the programming implications of AD in general the reader is
advised to read [47]. For a general introduction and an overview of AD in machine learning
the reader is advised to read [45]. In this thesis the JAX library and its AD functionality are
used. This decision is discussed in Section C-3.

To demonstrate the ease of using AD an simplified example is given in Listing 4.1. It is
noted that this simplicity is not due to the use of a CPD as the weights or the nonlinear least
squares loss function. Any loss function and weight format can be used. It would, therefore,
also be possible to use a CPD in combination with a more complex loss function for a which
an analytical expression of the gradient is not readily available. Furthermore, another tensor
decomposition could be used as well, for example a Tensor Train.

Listing 4.1 Illustration of simplicity of using AD with JAX for a simplified Python example.

from jax import grad
def loss_function(weights, X, y, lambda_reg):
éééurn loss
def weight_update(weights, X, y, lambda_reg, learning_rate):

gradient = grad(loss_function) (weights, X, y, lambda_reg)
return weights - learning_rate * gradient

4-3 Proof of concept

In this section a proof of concept will be presented. For the proof of concept several experi-
ments are conducted in which all-at-once optimization is applied on two relatively small data
set. It is demonstrated that all-at-once gradient descent can be applied to CPD learning, but
there are challenges that need further investigation. First, the setup of the experiments is
described. Then the results are presented and points of interest are identified which will be
analyzed in more detail in the next chapter.

4-3-1 Experiment setup

For both data sets the same experiment set up was used. First the two data sets are introduced
as well as the preprocessing of the data. Then it is described in more detail how the earlier
introduced methods are applied and the definition of one iterations that is used in this thesis
is given. Finally, the hyperparameters of the optimization problem are discussed.
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Data sets Two data sets were used to study the applicability of the SteGD method. The
Banana data set has relatively larger number of samples, 5300, but only two features. The
Airfoil data set has less samples, 1502, but has five features. Moreover, the Banana data set
is a classification task and the Airfoil data set is a regression problem. See Section B-7 for
more information about the data sets.

For both data sets the input data is preprocessed in the same way. The input data is scaled
to the range [0, 1] for each feature separately. This is done as follows:

X(d) _ X(d) — mlH(X(d))
P max(X@) — min(X(@))’

(4-12)

where XI(,d) is the preprocessed data.

For the output data the preprocessing differs due to the different tasks. For the Banana data
set one of the class labels is set to -1 and the other label to 1. The is needed for classification
tasks as described in Section 3-1-1. For the Airfoil data set the output values are normalized
around zero by subtracting the mean output and dividing by the standard deviation of the
output:

_y —mean(y)
T sd(y)

The data is split up into a training data set and a validation data set. The validation split
determines which portion of the whole data set becomes the validation data set. A validation
split of 0.1 is used.

(4-13)

Methods The ALS method itself has no hyperparameters. For SteGD there are two hyper-
parameters, the batch size and the step size. The objective in this proof of concepts is to
investigate whether all-at-once optimization can be applied and not yet how it can be applied
optimally. The values for these hyperparameters were, therefore, chosen naively. The step
size is set to one for all iterations, ap = o = 1. For the batch size the performance of both
full-batch and mini-batch SteGD are compared. A mini-batch size of 100 is used. Finally,
both the analytical expression and AD are used to compute the values for the gradient to
analyze whether they produce the same results.

Due to the inherent difference between ALS and SteGD, there are multiple ways to define one
iteration of the training process. Furthermore, the usage of mini-batches further complicates
this definition. In this thesis the following definition of a iteration will be used.

Definition 4.1 (Iteration/Epoch). One iteration, or epoch, is defined as any number of
updates until all the training data has been used once.

This means that for the ALS method one iteration is equal to an update of one factor. For
the full-batch method one iteration is equal to one update of all factors. For the mini-batch
method one iteration implies multiple updates depending on the batch size. It is noted that
different definitions of an iteration are also possible. Furthermore, the choice of definition
might influences the perspective the training results offer. This is further deliberated in
Section B-1. This definition of an iteration allows for a detailed description of the training
progress of both methods. It is, for example, more detailed than the case where one update
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of all factors is one iteration. In the other hand, there will not be an information overload
which can occur when one weight update is one iteration and a mini-batch method leads to
tens of thousands of updates. So, it is believed that this definition of an iteration allows for
a fair comparison of the methods.

After each iteration the training and validation losses are computed. For the training loss
the full training data set is used even when the mini-batch method is used. Additionally, the
training and validation loss are determined before any updates are performed, so that the
loss at initialization is also taken into account.

Occasionally the loss after a weight update will be used, but this will be clearly stated. In that
case the loss is reported for the data that was used in that update. Hence, for the mini-batch
method the loss over that mini-batch is reported.

Finally, the ALS updates are performed in sweeps. One sweep is defined as updating the
factors in the order 1 — D. Note that this is different from the definition of a sweep in [6].
With this definition of a sweep all factor matrices have been updated once in one sweep. One
sweep is thus equal to D iterations.

Weight initialization As mentioned in Section 3-2-1, the weight initialization is an important
aspect of iterative optimization algorithms. For this proof of concept it was naively opted
to use random normalized uniform initial weights. Each vector in the CPD is drawn from
an uniform distribution in the range [—1, 1] and then normalized to unit length. Note that
normalized initial weights are used, but not a normalized CPD as described in Eq. (2-22).
The procedure for initializing random normalized uniform weights is given in Algorithm A.6.
To create a fair comparison between the different methods, in an experiment the same initial
weights are used for each method.

Hyperparameters of the optimization problem Besides the hyperparameters of the opti-
mization methods, the optimization problem itself also has hyperparameters. The hyperpa-
rameters are summarized in Table 4-1.

An important parameter of the CPD, and thus also the problem, is the CP-rank R. It was
chosen to use a CP-rank of 5 for both data sets. This was deemed an appropriate value, since
similar values worked well with in [6].

The Fourier feature map given Eq. (3-8) is used. For its parameters the values M = 12,
l=0.1and U =1 are used.

Finally, a number of parameters related to the training itself need to be chosen. A different
number of ALS sweeps are used for the Banana data set and the Airfoil data set, because
the Banana data set only has two features. As a result, only a few updates are needed to
reach convergence with ALS. For the Airfoil data set twenty sweeps were used for ALS and
a hundred iterations for SteGD such that the methods use an equal number of iterations.

4-3-2 Results

In this section the results of the proof of concept are presented and analyzed to identify
potential challenges of all-at-once optimization.
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Table 4-1: Hyperparameters used for training on two different data sets.

Data set
Parameter Banana  Airfoil
CP-rank R 5 )
Feature map size M 12 12
Feature map bound U 1.0 1.0
Feature map length scale [ 0.1 0.1
Step size « 1 1
Regularization A 0.00001  0.00001
Mini-batch size 100 100
Validation split 0.1 0.1
ALS sweeps 10 20
Number of iterations for SteGD 100 100

Banana data set

In Figure 4-1a the training loss during training on the Banana data set is shown for the
different methods. The final training and validation loss are given in Table 4-2. Additionally,
since the Banana data set only has two features, it is possible to plot the decision boundaries
of the resulting models. These are shown in Figure 4-1b.

It is first noted that two lines coincide in Figure 4-1a. As expected and desired, the full-batch
SteGD using the analytical expression, called plainly ‘SteGD’, and method using AD have
the same training loss trajectory. Both methods should produce the same gradient values and
thus the same training progress. This is confirmed by Figure 4-1a and the fact that the final
losses are equal. Although only three decimals are given in Table 4-2 the losses were in fact
identical for additional decimals.

Secondly, the mini-batch SteGD converges significantly faster than the full-batch method.
However, the definition of one iteration, Definition 4.1, needs to be taken into account. For
the mini-batch method the weights are updated 47 times in the first iteration, while for the full-
batch method only one update is performed. There are 47 updates, since the validation split is
0.1, there are 5300 samples in the full data set and the batch size is 100, so (5300-0.9)/100 =
47.7 — 47 updates. This explains why the convergence of the mini-batch method can be
so much faster. Moreover, it illustrates the effect of the definition of one iteration on the
depiction of the results. Nevertheless, this result suggests that is possible to use mini-batches
for efficient training. The ALS method works well as already shown in [6].

Finally, Figure 4-1b demonstrates that the CPD constrained kernel machine produces a com-
plex nonlinear decision boundary. It is concluded that the three different methods, counting
the two full-batch methods as one, result in different final models.The decision boundaries
produced by the final models are overall different. Interestingly, the mini-batch SteGD de-
cision boundaries seem closer to the ALS boundaries than the full-batch method. However,
in the areas where the two classes meet and the decision boundary is truly important, the
produced decision boundaries overlap mostly for all the methods.
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Figure 4-1: Training loss and the final decision boundaries on the Banana data set for different
methods. Analytical and AD SteGD overlap as expected. Figure 4-1a shows that SteGD works
and mini-batch descent converges faster. Figure 4-1b demonstrates that the CPD constrained
kernel machine produces a complex nonlinear decision boundary. Furthermore, the models overlap
in the critical regions which reflects their similar loss performance.

Table 4-2: Training and validation losses for different methods after training on the Banana and
Airfoil data set. The results show that the SteGD method can achieve similar final losses as ALS,
but it depends on the data set.

Banana Airfoil
Method Training Validation Training Validation
SteGD 0.317 0.321 0.554 0.467
AD SteGD 0.317 0.321 0.554 0.464
Mini-batch SteGD  0.315 0.311 0.550 0.464
ALS 0.303 0.296 0.551 0.463

Airfoil data set

The training progress on the Airfoil data set is shown in Figure 4-2 and the final losses are
given in Table 4-2.

First, it is noted that in Figure 4-2a the training failed for the full-batch SteGD. For the mini-
batch SteGD the training did succeed, but for the first fifteen iterations there is little progress.
Fifteen iterations correspond to 1502-0.9/100-15 = 202 weight updates. The same experiment
was run for more iterations and the results are shown in Figure 4-2b. Indeed, after more than
200 iterations the full-batch method does start to make progress as well. Furthermore, it can
be seen that the full-batch method becomes unstable around 500 iterations. The instability
could be due to the indeterminacies of the CPD. Alternatively, a local minimum or saddle
point could have been overshot. The instability was further investigated in Section B-2 and
it is likely that the spike in loss is indeed due to an overshoot. After the period of instability
the full-batch method converges to a similar loss as the other methods.

Again the full-batch method using the analytical expression and the AD method have almost
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the same result. In Table 4-2 it can be seen that the final losses differ slightly. This is most
likely due to the instabilities during training, since the gradient values are significantly larger
there. As a result, a small numerical difference likely occurred which caused a small difference
in the end. It was verified that before the instability the losses were still identical. Due the
results on the Banana data set and these results it is reasoned that the methods can be used
interchangeably.

To determine which method is better, the run time for both methods was evaluated. For both
methods it was timed how long it takes to complete a 100 iterations on the Airfoil data set
with the full-batch method. The results are summarized in Table 4-3. From these results it
can be concluded that the analytical expression is, at least on the Airfoil data set, faster. This
is also expected. Naturally, using the known explicit expression is expected to be faster than
letting the computer perform the derivation. Since faster training with the same performance
in terms of less is in general beneficial, it was opted to use the analytical expression for the
rest of this thesis.

Note that a comparison based on the run time is only one perspective. Alternatively, the mem-
ory complexity could, for example, have been used as the comparison criterion. Nevertheless,
it was concluded that the analytical expression is more advantageous.

Table 4-3: Mean training run time and one standard deviation on the Airfoil data set for two
gradient computation methods. The analytical run time is significantly faster than AD, so it is in
that regard more advantageous to use the analytical gradient computation.

Training run time

Analytical 0.582 (0.115)
Automatic differentiation 0.855 (0.192)
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Figure 4-2: Training loss on Airfoil data set for different methods. Analytical and AD SteGD
overlap as desired. Full-batch SteGD takes longer to convergence. Furthermore, it can be un-
stable which is likely due to an overshoot of a local minimum or saddle point. The mini-batch
implementation speeds up the training.

The effect of using mini-batches can be nicely seen when the training loss per weight update is
plotted. In Figure 4-3 the training loss is shown for full-batch and mini-batch SteGD for two
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different batch sizes. Note that the loss per weight update is given, so not per iteration. In
total a 100 iterations were used for each of the three runs. It can be seen that the trend in the
training loss is similar for the full-batch method as for the mini-batch methods. Especially
with a batch size of 500 the trend is very similar. The full training data set has 1502-0.9 = 1352
samples, so that means that 37% of the training data is used per weight update for a batch
size of 500. For a smaller batch size there are more oscillations in the loss. This is expected,
since it is more likely for smaller batches of data that the pattern in the batch deviates from
the overall pattern in whole data set. As a result, the mini-batch MSE deviates more from
the full-batch MSE and thus the loss deviates more as well. Nevertheless, the trend is still
comparable.

These results show why the mini-batch method works well. It can achieve a similar learning
curve as the full-batch method, but can speed up training by performing more weight updates
per iteration. So, mini-batch SteGD is deemed a viable and efficient alternative to the full-
batch method.

Training loss Training loss
Mini-batch: 200 Mini-batch: 500
100 —— Full batch 1004 —— Full batch
a @
96x107! S 6x107!
4x107 4x1071
3x1071— T ; ; v w v 3x1071— : T " " w
0 500 1000 1500 2000 2500 3000 0 200 400 600 800 1000
Weight update Weight update

Figure 4-3: Training loss for full-batch and mini-batch SteGD for different batch sizes on the
Airfoil data set. The loss is given per weight update, so not per iteration. The losses of the mini-
batch method follow a similar trend as the full-batch loss, but the mini-batch method performs
more updates for a set amount of iterations which speeds up training.

Another option to speed up the training would be to increase the step size a. Since a step
size of one, o« = 1, was already used, it is investigated whether an even larger step size
would be beneficial. To test this, models are trained again on the Airfoil data set using
full-batch SteGD with different step sizes. The step sizes o € [1, 2, 3, 4, 5] are used.
For the other hyperparameters the same values as previously are used. Both the training and
validation losses during training are shown in Figure 4-4. For larger step sizes the losses reduce
quicker. However, it can also be seen that training becomes unstable for both the training
and validation loss for larger step sizes. This demonstrates that selecting an adequate step
size can be challenging.

As mentioned earlier, a main difference between the Banana and Airfoil data set is the number
of features. The challenge of selecting a proper step size and its relation to the number of
features is analyzed in more detail in the next chapter, but first all-at-once optimization will
be compared with ALS based on the characteristics of the methods.
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Figure 4-4: Losses for different step sizes v during training with full-batch SteGD on the Airfoil
data set. For larger step sizes the training initially converges faster, but later becomes unstable in
both the training and validation loss. So, applying a larger fixed step size is not a straightforward
option.

4-4  All-at-once optimization characteristics compared to ALS

The SteGD and ALS method are inherently different methods that use different approaches
to solve an optimization problem. In this section the method will be compared based on their
characteristics. First, the theoretical computational and memory complexity of the methods
are compared. The computational complexity is then studied in more detail by timing the run
times of the two methods. Secondly, the implications of the difference in the weight update
approach are studied in more detail.

4-4-1 Theoretical complexity

The theoretical complexity of an algorithm or set of operations describes theoretically how
many elementary operations are needed to run the algorithm, the computational complexity,
or how many elements need to be stored, the memory complexity. Often not the exact
numbers are determined, but rather the order of magnitude as a function of the inputs of the
algorithm is used. This is denoted by the Big O notation O(-).

To compare ALS with SteGD the computational and memory complexity of both methods
are analyzed. The complexity of weight updates with IV samples is used. The complexity of
SteGD is derived in Table A-2 and for ALS in Table A-1.

Computational complexity

For SteGD the computational complexity of one weight update is O(DM RN), assuming that
N >» R. The complexity is dominated by the computation of the gradient of the MSE term,
since this complexity depends on the number of samples. Most importantly, the complexity
scales linear in all input parameters, D, M, R and N. Since the complexity scales linear in
the number of samples, this makes it a suitable method for large scale learning.
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The computational complexity of one update with ALS is O(M?R2N), assuming that N »
MR. The complexity is dominated by the computation of the components of the normal
equation that is used to solve the linear least squares (LLS) system. Thus, the complexity of
updating all factors once is O(DM2R?N). Again the complexity scales linearly in the number
of samples IV, so this method is also suitable for large scale learning.

So, the complexity of updating all the factors with SteGD is of a lower order than updating
all the factors with ALS. The difference is of order O(MR). Hence, from that perspective
it is more efficient to use SteGD. However, when the complexity of the update of one factor
with ALS is used, it depends on the relation between D and M R. Common values for M and
R are 20 and 5, respectively, or higher, while a hundred features is quite a lot. So, generally
D « MR. Thus, the computational complexity of one weight update with ALS is also higher
than the complexity of one update of all factors with SteGD.

As mentioned earlier, there are multiple ways to compare these methods. The decrease in
loss is, for example, not taken into account in this comparison. It is expected that the ALS
method has learned more after all factors are updated in one sweep than SteGD has after one
update. This can also be seen in the results presented in the previous section.

Since the complexity scales linearly with the number of samples, the complexity of n updates
with N/n samples is the same as one update with N samples. Hence, a mini-batch method
can be very efficient, because it can, theoretically, perform multiple updates in the same time
as one full-batch update. In practice, the mini-batch method might be even faster, because
the computer can more easily handle smaller batches of data due to the limited size of the
processors caches.

Memory complexity

While the computational complexity can easily be defined as the required operations needed
in an algorithm, this is more complicated for the theoretical memory complexity. Mainly, the
memory complexity can be defined for a given implementation of an algorithm or the most
memory efficient implementation. For example, the implementation of the all-at-once gradient
given in Algorithm A.3 computes the gradient in batches. Thus, its memory complexity is in
practice related to the number of samples N. Alternatively, the gradient can be computed for
each sample individually and summed. The memory complexity would then no longer scale
with N. The memory complexity of both versions is taken into consideration in the following
analysis.

The memory complexities for SteGD and ALS are derived in Table A-2 and Table A-1 respec-
tively per step of the algorithm. The memory complexity of a step is defined as the highest
order memory complexity of any intermediate results and the output of that particular step.
The input of the step is not considered, since this is taken into account in the previous step.

For the most memory efficient implementation the memory complexity is SteGD is O(DM R).
This is the same memory required to store the CPD weights. The memory complexity of the
batch implementation is O(DM RN) for a batch size of N. This illustrates a problem of the
batch implementation. For large data sets it can become infeasible to compute that gradient
for the whole data set in one batch due to limited memory. Alternatively, the gradient could
be computed in smaller subbatches and summed to obtain the total gradient. This approach
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would benefit from the efficiency of a batch implementation while requiring a smaller amount
of memory.

The memory complexity of the ALS method is O(M2R?) for the most memory efficient
implementation. Assuming N » M R, the complexity is O(M RN) for a batch implementation
with batch size N. The ALS memory complexity does not scale in D, since only one factor
is updated the time.

So, assuming again that D « M R, the SteGD method has a better memory complexity than
ALS. Batch implementations increase the memory complexity of both methods, but can
decrease the run time. This is a trade-off than needs to be taken into account.

Run time comparison

The earlier derived theoretical computational complexity indicates how the two methods scale
for different inputs and how they relate to each other. In this section the weight updates of
the two methods will be timed to investigate how their run times scale in practice.

The run time of one update of all factors is analyzed. This corresponds to D ALS updates
and one full-batch SteGD update. In the experiment one ALS update is timed and this is
multiplied by D. It is assumed that an update will take equally long for each factor. The
execution time is evaluated for different values of M and R. These parameters are varied,
since the two methods theoretically scale differently for them. A randomly generated data
set with NV = 10000 samples with D = 10 features is used. Random data is used, since the
value of the resulting weight update is not relevant. A relatively large number of samples was
used to ensure N » M R. When the CP-rank is varied, the feature map of order M = 20 is
used. For the CP-rank the values [5, 10, 15, 20, 25, 30, 40] are used. When the feature
map order is varied, the CP-rank R = 10 is used. For the feature map order the values
[10, 20, 30, 40, 50,60] are used.

Per variation the run time is evaluated 11 times, but the first timing is discarded. This is due
to additional overhead for the first run which is not taken into account. For each variation
the same randomly initialized weights are used. The other hyperparameters are the same for
each experiment; A = 0.00001, a = 0.1, [ = 0.1, U = 1. They are assumed to be irrelevant
for the run time. Finally, the jitted versions of the batch implementations are compared,
since these are also used for the other experiments in this thesis. Jitting can reduce the run
time, but should not decrease the order of the complexity. The experiments are conducted
on a CPU.

The results are shown in Figure 4-5 in log-logs plots. As can be seen, one update of all
the weights is significantly faster with SteGD than with ALS for all values of M and R.
Additionally, it was estimated how the run times scale as a function of the varied parameter
in practice. Since log-log plots are used, the scaling can be determined by fitting a linear line
through measurement points. The mean run times are used here as the measurement points.
The estimated scaling parameters are given in Table 4-4. The fits are plotted Figure 4-5. The
estimated parameter b is particularly of interest, because this parameter determines how the
run time scales for a given input.

From the estimated scaling parameters it can be seen that they are different from the expected
values of one for SteGD and two for ALS. An explanation for this could be that the computer
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Figure 4-5: Mean run time of one update of all factors with one standard deviation. Additionally,
a fit (dotted) through the mean run times is shown. The difference in the slope of the fit shows
that the SteGD update time scales favorably compared to ALS in terms of both the feature map
order M and the CP-rank R. This is expected based on the theoretical computational complexity.

is able to perform some computations in parallel. For example, in matrix-matrix products
computations could be done in parallel which would explain the lower scaling parameters.

Nevertheless, the estimated scaling parameter b for the input M is almost twice as large for
ALS as for SteGD. In other words, the scaling is twice the order which is also the case for
the theoretical computational complexity. For the CP-rank R ALS also scales worse than
SteGD, but the difference is of order 1.5 instead of two. This could be due to the complexity
of the regularization term which theoretically scales quadratically in R for both methods.
Although this term is not the decisive factor for the theoretical computational complexity, it

could dampen the difference in the practical complexity with regard to R between ALS and
SteGD.

Table 4-4: Estimated scaling parameters for the weight update run time (y) for two different
methods and inputs. The results for b verify that the SteGD update time scales favorably compared
to ALS in terms of M and R, like the theoretical computational complexity suggests.

y = ax®
Input (x) Method a b
CP-rank R ALS 2.4-107%  1.60
SteGD  3.1-107% 0.97
Feature map order M ALS 1.4-1073 1.40

SteGD 3.2-107% 0.73

4-4-2 Weight update comparison

The weight update method for SteGD and ALS are inherently different. The ALS method
involves solving a linear system of equations, while the SteGD requires the computation of
the gradient and the determination of a step size. In this section the implications that arise
from this are discussed.
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Stochastic updates

A considerable difference between ALS and SteGD is the possibility of applying stochastic
updates or mini-batch updates. Stochastic updates allow for multiple updates before the full
data set is used. In the proof of concept it was shown that the mini-batch method was able
to boost the performance of SteGD significantly.

In future research it could be investigated whether a stochastic version of ALS can be effective.
In [48] and [49] the authors propose stochastic ALS, but it is in the context of fitting a CPD
to a known tensor. For the CPD learning problem, the ALS algorithm could be adapted such
that it updates all the factors based on a mini-batch of the data and subsequently uses a
different mini-batch for the next D updates. It is reasoned that the mini-batch batch size
would need to be substantially larger than for SteGD. ALS minimizes the loss function in
each weight update which requires computational effort. It is, therefore, more important that
this update is performed in the correct direction. So, a larger mini-batch size is most likely
needed to ensure that the update direction is a good enough estimate of the update direction
for the whole data set. For SteGD only a small step is taken, so it is less costly if the step is
taken in the wrong direction.

Step size

An advantage of the ALS method is that the step direction and step size are computed at
once by finding the solution to the LLS subproblem. As a result, it is not necessary to select
a step size for ALS. Furthermore, ALS takes to most optimal step at each weight update.
So, the decrease in loss per weight update is expected to be in general much larger than for
SteGD.

In the proof of concept it was already shown that it is a challenge to select an suitable step
size for the SteGD method. So, it is beneficial that this is not needed with ALS. In the next
chapter different solutions for selecting a suitable step size for the gradient descent method
are studied.

4-5 Summary

In this chapter all-at-once optimization of the CPD constrained kernel machine was studied.
The general all-at-once optimization framework was introduced first. This thesis focuses on
all-at-once gradient descent methods in which the step direction is the negative gradient of
the loss function. The Steepest Gradient Descent (SteGD) method is the simplest of these
methods and is used to study the applicability of all-at-once optimization. SteGD can be
applied in an full-batch manner in which the full training data set is used to compute the
gradient. Alternatively, a mini-batch method can be used in which the gradient is computed
for a batch of the training data. As a result, multiple updates can be performed before the
full training data set has been used.

Two methods were discussed for obtaining a value for the gradient. First, an analytical
expression for the all-at-once gradient which was derived for this thesis is presented. It is
an algorithm that efficiently makes use of the tensor representation of the CPD and batch
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feature map. Furthermore, it reuses intermediate results as much as possible to compute the
gradient for the different factor matrices. Finally, it makes use of Numpy/JAX functionalities
to efficiently compute multiple terms at once.

Secondly, automatic differentiation (AD) was studied as an alternative to the analytical ex-
pression. It is shown that with JAX AD can be applied easily in Python. Moreover, AD can
be applied to compute the gradient of the CPD constrained kernel machine.

In a proof of concept it is shown with experiments on two small data sets that the SteGD
method can applied for CPD learning. It is shown that the analytical gradient expression
and AD have the same results. However, it is found that the run time of the analytical
expression is considerably shorter than that of AD. As a result, it is concluded that the
analytical expression for the gradient will be used for the rest of this thesis. It is shown that
the mini-batch version of SteGD can speed up the training and improve the final losses.

It is found in the experiments that the SteGD method does not perform as well for a larger
number of features, because the training is slower. It is shown that the selection of an
appropriate size, which could speed up the training, is difficult. This is studied in more detail
in the next chapter.

Finally, the characteristics of all-at-once optimization and ALS are compared. The theoretical
computational complexity of one SteGD update is O(DM RN), while the complexity of an
update of one factor with ALS is O(M?R2N). Generally, D « MR, so the computational
complexity of SteGD scales favorable compared to ALS. This is verified with experiments
for the run time of one update of all the factors. It is found that the SteGD run time scales
favorably compared to ALS as a function of M and R, just like the theoretical computational
complexity suggests.

Furthermore, it is reasoned that ability of SteGD to use mini-batch updates can given SteGD
an edge over ALS. On the other hand, the absence of a step size in the ALS method can be
an advantage.

Summary of contributions

e An analytical expression for the all-at-once gradient is presented. It is an efficient
algorithm that computes the gradient for all the factor matrices at once.

e It is shown in a proof of concept that all-at-once optimization in the form of
SteGD can be applied to the CPD constrained kernel machine. However, for a
larger number of features SteGD takes significantly longer to converge.

o It is shown that AD can be applied for the CPD constrained kernel machine.
e It is shown that mini-batch SteGD can be applied to speed up training.

o It is shown that the run time of an update of all the factors scales favorable for
SteGD compared ALS for the feature map order and the CP-rank.
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Chapter 5

Challenges of all-at-once optimization

In this chapter several challenges of all-at-once optimization for the Canonical Polyadic De-
composition (CPD) constrained kernel machine will be analyzed. First, the determination
of a suitable step size is studied. It is shown that this depends on the number of features.
Two methods for determining a step size, Line search and the Adam method, are introduced.
An general expression for the exact line search solution was derived for this thesis, so this is
presented. The performance in terms of the final losses and convergence of both methods is
evaluated with experiments. Secondly, the effect of the weight initialization on the perfor-
mance is studied. Thirdly, the normalization of the CPD is analyzed. In Section 2-2-1 it was
discussed that a normalized CPD does not have a scaling indeterminacy. Thus, it is inves-
tigated whether normalization influences the training performance. Finally, it is concluded
which of the studied all-at-once gradient descent methods is the best and will be used in the
next chapter as final method.

5-1 Step size

One of the hyperparameters in the Steepest Gradient Descent (SteGD) method is the step
size. So far, a fixed step size has been used during training. In Section 4-3-2 a potential
problem of using a fixed step size was identified. When the fixed step size is too small, the
training converges so slow that it is deemed unsuccessful. It is undesirable to need thousands
of iterations, since this implies that the training takes excessively long. On the other hand,
when the step size is too large the training becomes unstable. Selecting a suitable step size,
or learning rate, is a challenge in many machine learning problems. However, in combination
with a CPD an additional challenge arises.

In this section it will first be shown that a suitable value for the step size depends on the
number of features. Subsequently, two methods will be presented that can be used to compute
a suitable variable step size. Line search is first considered. An expression for the exact line
search solution was derived for this thesis and is presented here. Secondly, the Adam method
[8] is discussed. For both methods the training performance is studied using the same proof
of concept set up as in the previous chapter.
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5-1-1 Dependency on the number of features

The step size and the step direction are listed in Section 3-2-1 as two separate parts of the
general iterative optimization scheme, but the step direction does influence the step size. The
step direction is a direction, but it does have a magnitude. This magnitude affects what
suitable values for the step size are. Namely, when the magnitude is large it is likely more
sensible to select a smaller step size, while for a very small magnitude a larger step size might
be better. This relation is further complicated by the nature of the gradient. Near a minimum
the gradient is expected to be smaller. So, a small gradient could mean that the gradients
are small in general or that the current weights are near a minimum.

For SteGD the magnitude of the step direction is equal to the magnitude of the gradient.
The challenge for all-at-once optimization with a CPD is that the magnitude of the gradient
depends on the number of features. In particular, the gradient becomes smaller for a larger
number of features.

Without loss of generality, the gradient of the loss function for a single sample will be analyzed.
This gradient, as derived in Section A-2-1, is given by

ofV) _ 2 (@ D P T W P
RN A, w) AW w®Tw®) )
W@ N z(z,") o p:ff;#dz(:cn ) + p:fi#d

The gradient of the mean squared error (MSE) term for a single sample is an estimate for the
gradient for a batch of samples. The order of magnitude of the gradient is, thus, not expected
to be different for a single or multiple samples. So, the following analysis of the gradient of
the MSE for a single sample should hold for multiple samples as well.

In Section 3-1-2 it was shown that the values of the Fourier feature map, which is used in
this thesis, are always smaller than one and in general considerably smaller. Furthermore,
for the random weight initialization, as described in Section 4-3-1, values are drawn from the
uniform distribution on [—1,1]. The normalization step in the weight initialization further
diminishes the values. So, the values of the initial weights are also smaller than one.

During the normalization step the individual vectors of the rank-one tensors of the CPD are
divided by their norm. The vectors are of size M and their norm thus depends on the feature
map order M. Namely, a larger M implies that the vector contains more elements and, as
a result, will have a larger norm. Since the vectors are divided by their norm, a larger M
implies smaller elements in the initial factor matrices.

So,

| (z(x%d))>m| <1, | (W(d)>mr| «1,

where m=1,...M, r=1,...,R, d=1...,D. Therefore, it is reasoned that the values of
the product of these terms are also smaller than one:

|(z(a;§fl>)TW<d>) <1, r=1,...,R, d=1...,D.

Consequently, the Hadamard products of this term result in even smaller values. Given

max(| (z(asgd))TW(d» )=a«x1l, r=1,...R, d=1,...,D,

r
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then

N
S
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max<|( 2 z(xamfw(p’) ) (5-1)

p=1,p#d r

So, the number of features affects the maximum values in this Hadamard sequence and thus
influences magnitude the gradient of the MSE term. Since the feature map order influences
the values in W@ the number of features D and the feature map order M are expected to
influence the magnitude of the gradient of the MSE term.

The regularization term is less dependent on the number of features when the initial weights
are normalized. The regularization term is related to the norm of the CPD and this norm is
in turn determined by the normalization in the weight initialization. The norm of the CPD
is related to the CP-rank, since it determines the number of rank-one tensors. Due to the
normalization, the norm is not related to the number of features or the feature map order.
Therefore, it is expected that the gradient of the regularization term is less related to D and
M.

To confirm the presence of this issue the norm of the gradient is analyzed for different values
of M and D. The norm of the gradient of the MSE term and the norm of the gradient
of the regularization are analyzed separately. The norm of the gradient is used, since it
gives a good indication of the magnitude of the values in the gradient. A downside of the
norm is that it does not reveal information about the relative difference between values. The
norm is dominated by the largest elements and does not reveal the magnitude of the smallest
elements. However, the objective of this experiment is to illustrate the order of magnitude of
the gradient in general, so this downside is taken for granted.

The Fourier feature map with bound U = 1 and length-scale [ = 0.1 is used for all values of
M. For the CP-rank R = 10 is used. The weights are initialized randomly from a uniform
distribution on [—1,1] and then normalized as described in Section 4-3-1.

The Frobenius norm of the partial derivative of the particular term with respect to each factor
matrix W@ is computed. The mean of these norms is the result of one experiment:

t(W) = mse or t(W) = XOW, W),

W) || ||otW)
oW || oW @

ey

)

mean norm = mean <’ , )

F F
For each experiment for the MSE term a randomly generated data set with 100 samples and
D dimensions is used as input data and a randomly generated vector of size 100 is used as
output data. Random data is used, since the objective is to compute the magnitude of the
gradient that is not influenced by the presence of a local minimum. It is assumed that for
random input and output data this is indeed not the case. Both the input and output data
are drawn form a uniform distribution on the range [0, 1]. For the regularization parameter
a value of one is used, A = 1, such that the magnitude of the gradient is not influenced by
this. For M the values [10, 20, 40] are used and for D the values [2, 4, 8, 10, 20] are
used. These values were selected, because they are representative for values that occur in the
studied learning problems.

It is noted that the number of samples can affect the magnitude of the MSE term due to the
1/N factor. Nevertheless, when a constant number of samples is used it should not influence
the trend.
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The results of the experiments are shown in Figure 5-1. The results show that the norm of
the MSE and the regularization term clearly behave differently.

. Gradient of MSE term Gradient of regularization term
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Figure 5-1: Mean norm of the partial derivatives with respect to the factor matrices for the two
terms of the loss function, see Eq. (5-2). The dot is the mean of the mean norms and the error
bar depict the standard deviation of the different experiments. The magnitude of the gradient of
the MSE term is heavily dependent on the number of features, but this is not the case for the
regularization term.

For the MSE term, the mean norm of the gradient decreases significantly when the number
of features increases. In addition, the feature map order has an influence as well, but this
influence relatively smaller. For double the number of features the decrease is substantially
larger than for double the feature map order. This is expected, as D has an exponential
contribution as shown in Eq. (5-1). M just influences the values of the individual components
and thus has a smaller impact.

It can be seen that for a larger number of features the mean norm of the MSE gradient
becomes extremely small. Moreover, this is only the norm of the gradient, so the gradient
itself likely contains much smaller values. Furthermore, only up to twenty features were used
for this experiment while a data set could have a lot more features. Given the visible trend,
the MSE gradient would then be even smaller.

For the regularization term the number of features has no influence, except in the case of
two dimensions. This conforms with the expectation that M and D have less influence on
the regularization term due to the normalization of the initial weights. Furthermore, it was
found in additional tests that the CP-rank does influence the mean norm.

There is likely still an influence in the case of two features, because in that case there are
only two factor matrices. As a result, when the gradient is computed the Hadamard sequence
only contains a single term. It is reasoned that the initialization, therefore, has a larger
influence. The influence of the random initialization likely leads to the larger variance in the
mean norm. Furthermore, it would explain why M, which affects the initial weights, has a
substantial effect when only two features are used.

It is noted that a different initialization could be applied which might lessen the issue. For
example, a different initialization could result in a reduced dependency on M. Nevertheless,
it is expected that this will not remove the issue, since it is inherent to the model structure.
The model consists of a large number of products, so when values smaller than one are used
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this leads to exceedingly small final values. On the other hand, when values larger than one
are used the final values will blow up. Here values smaller than one are used, for example
in the feature map. Therefore, it is reasoned that this issue of diminishing gradient values is
inherent to the model structure.

Since the gradient can contain such small values, it was checked whether the floating point
precision of the implementation has an effect. By default JAX uses 32-bit floating point
precision, so it was studied if the training results were different for 64-bit precision. This
analysis is presented in Section C-4. It was found that for the all-at-once optimization methods
there is a notable difference, but not for Alternating Least Squares (ALS). Moreover, in some
cases the 32-bit precision resulted in NaN’s!, so the training failed. Therefore, it was decided
to use 64-bit precision throughout this thesis at the expense of an increase in computation
and memory load.

Besides the influence on the step size, another noteworthy outcome of this result is the relation
between the number of features and a suitable value for A. The total gradient consists of
the combination of the MSE term and the regularization term. The first determines the
step direction to minimize the error and the latter enforces a smaller norm. As a result,
the gradient of the MSE term should be of similar or larger order of magnitude than the
regularization term. Otherwise, gradient will solely point in the direction that minimizes the
norm and not take error minimization into account. To achieve this, the regularization term
has to be scaled appropriately with the regularization parameter A\. The required amount of
scaling is determined by the order of magnitude of the MSE gradient. Thus, a suitable value
for A is linked to the number of features.

Nevertheless, an appropriately scaled regularization gradient does not increase the overall
magnitude of the gradient. Hence, a suitable step size still needs to be determined. Since the
value of the gradient decreases with the number of features, naturally a large step size might
be required for data that has more features. However, this is not as straightforward as simply
using a larger step size. When the weights are near an minimum smaller steps are desired
as to not overshoot the optimum. In Figure 4-4 it was shown that a too large step size can
lead to instability. A solution could be to choose a varying step size that is larger at first and
then decreases as a function of the number of iterations. Alternatively, at each iteration the
optimal step size can be computed. This is called line search.

5-1-2 Line search

In the previous chapter the all-at-once optimization framework was introduced as well as the
SteGD method. Here it was assumed that a fixed step size « is used for all the iterations. In
the previous section it was shown that this can be problematic due to small gradient values.

Alternatively, the optimal step size for the current iteration could be computed. In other
words, given the current weights and step direction the optimal step size can be computed
by minimizing the loss function with respect to the step size. This is called line search or
specifically exact line search, since an exact solution is determined. With the CPD weight
update rule from Eq. (4-2) and the loss function given in Eq. (3-12) the following optimization

INaN: Not a Number; this means that the training has failed
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problem can be formulated:

N 2
g 160 = 5 37 (= (F, (k) W 4 ntel) 219 ) 1)

(5-3)

+ AL (d% (W<d> i aP(d))T (W(d) n aP(d))> 15.

For this thesis an expression was derived for the exact solution of this optimization problem.

First, a short literature overview of line search applied to a CPD will be presented. Then,
the expression for the solution of the line search problem will be presented. It is shown with
experiments in a proof of concept that the Line search method in combination with gradient
descent can be applied for learning with CPDs. Finally, the downsides of the Line search
method, in the particular context of learning with CPDs, will be discussed and demonstrated
with experiments.

CPD line search in the literature

Line search has been applied to CPD optimization before in the literature. It is noted that
in the literature the term line search is occasionally used to refer to updates with a fixed
step size as well, as in [50, 51]. However, in this thesis line search will only refer to exact
line search where an optimal step size is computed. In all the cases that were found in the
literature, line search is applied to the problem of fitting a CPD to a known tensor. In [50] line
search is combined with ALS to approximate real-valued tensors and in [52] this is extended
to complex-valued tensors. The Line search method derived in [50] is combined with the
Gauss-Newton step direction in [53].

The expressions for the line search solution that are presented in the cited papers are all for a
3-way CPD. No general expression for the line search solution for any number of dimensions
is given. In [50] line search is also applied to a 4 dimensional problem, but no formulation for
the solution of the line search problem is presented.

So, line search has so far only been applied in the context of fitting a CPD to a known
tensor and within in that context no general formulation of the line search solution has been
presented.

Expression for line search solution

Here the expression for the solution of the optimization problem of Eq. (5-3) will be presented.
As it turns out, h(«) is a 2D order polynomial in a:

2D
h(a) = Y hial. (5-4)
=0

As a result, the solution can be obtained by computing the roots of the derivative of h(a)) and
evaluating the function A for these roots to see which root results in the minimal value. Taking
the derivative of a polynomial is straightforward. The expression of the solution therefore
focuses on the computation of the coefficients h;.
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The computation of the coefficients is split up into two parts. The coefficients of the MSE
term w(ar) and the regularization term k(«) are computed separately and then combined such
that h(a) = w(a) + k().

The coefficients are computed by recursively expanding a polynomial that consists of many
terms. To illustrate this approach as small example is first given. Then the expressions for
the coefficients of k() and w(«) are presented. The full derivation of the line search solution
is given in Section A-3-1.

Recursive expansion of a polynomial A polynomial of several terms can be expanded recur-
sively. To demonstrate this a toy-example will be used. Given two second order polynomials
s1 and so

$1 = ag + a1 + asa®, s = by + bia + bea?, (5-5)

the multiplication of these polynomials results in a fourth order polynomial t. Since t is of
order four, t = Z?:o u; ', there are five coefficients that need to be computed:

t = 5189

= (ag + a1a + aza®)(by + b + baa?) (5.6)
= agby + (aoby + arbg)a + (aghy + a1by + agbg)a® + (a1by + azby)a® + agbya
=Uug +uijcx + u2a2 + U3a3 + U4a4.

The coefficients u; are a function of the coefficients a; and b;. This is called the Cauchy
product of power series [54]:

u; = Z A bn- (5-7)

m+n=q

To compute the coefficients of a polynomial ¢ = s1s9s3 where s3 = cg 4+ cia + co0?, the
coefficients of ¢ can be reused:

q = 5152583 = tSg

= (up + urav + usa® + usa® + u4a4)(co +cla+ 62(12) (5-8)
= upcy + (upey + uico)a + (upce + urey + uzco)a2 + (urco + ugcy + U3co)a3

+ (ugca + ugey + U4co)a4 + (ugco + U4c1)a5 + ugepal.
Again the same pattern appears. The subscripts of the multiplied coefficients are equal to the
corresponding order of a. Note that for the boundary coefficients, the first two and last two,
the pattern is the same, but less terms need to be added. This illustrates how coefficients of a
polynomial can be computed by recursively expanding the polynomial one term at the time.

Regularization term The objective is to compute the coefficients k; such that k(«) can be
expressed as

2D
k(a) = ) kia. (5-9)
=0
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The regularization term k(«) is given by

D T
k(a) = A1}, ( % (WO +aP@) (W4 aP(d))> 1n (5-10)
d=1
D
— A1}, < ¢ (Agd> +APa + Agd>a2)> 1, (5-11)
A(()d) = WOTw(@D), Agd) = w@Tp) | pdTyw(d) Agd) — p@Tp) (5-12)

The coefficients k; are computed as follows:
ki = MpKlg, i=0,...,2D, (5-13)

where the matrices K; are computed by recursively expanding the Hadamard product se-
quence as illustrated in the previous section. The only difference is that coefficients during
the expansion are not scalars, but rather matrices.

As with any recursive formula, initial values are needed:

Ko = WOTw® = AV,
K, = POTWOD L wTp®) Agl)’ (5-14)
K, = POTPM — A,
Then, the Hadamard product of the sequence can be expanded at a time using the coefficients
of the current factor given by Eq. (5-14) and the coefficients of the polynomial, K;, that have

been worked out so far. This corresponds to recursively looping over d from d = 2 to d = D.
At each loop the new coefficients are computed as follows:

Kiew — Ko e A1),

Krew — Ko« Al + Ky« ALY,
Bew) = Kogg * AYY + Kog o+ AL, (5-15)
9 = Kog_o * Aéd),

K =Ko Aéd) + Ki1* Aﬁd) + K; * A(()d), i=2,...,2d—2.

Note again that for the first two and last two coeflicients separate formulas are used, since
less terms are involved. The result of this loop is a 2D polynomial with matrix coefficients.
The final coefficients of k(«) are computed with Eq. (5-13).

MSE term The coefficients of the MSE term, w(«), can be computed in a similar fash-
ion. Since the MSE term is the averaged sum over all the samples, the coefficients for each
individual sample can be computed individually and then added:

2D ' N N 2D '
w(a) = Z wia' = Z wp(a) = Z Z wino,
=0 n=1 n=1:=0 (5—16)

2D '
wp () = Z Wi no.
=0
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For a single sample {x,, yn}, wn(@) can be expanded as follows:

1 2 D
wn(a) = Nyi — Un <di<1 (z(x;@)TW(d) n az(xgld))TP(d))> 1n
) (5-17)

S (( 2 (el W ¢ az<xgd>fp<d>)) 1R)

d=1

The computation of each individual coefficient w;, is split up into a linear part /;, and
quadratic part ¢; p:

1
wWo,n = 7(?]721 - 23Jnl0,n + (Jo,n),

N
1 .

Win = N(—2ynli,n +qin), i=1,...,D, (5-18)
1 .

wi»n:NQi,n7 /L:D+1,,2D

The coefficients of the second term of Eq. (5-17) are denoted by I; -

D
Z lina' = ( >{€ (z(a:;d))TW(d) + az(x%d))TP(d))> 1p. (5-19)
i=0 d=1

These coefficients are computed first, because they can be used in turn to compute the
coefficients ¢; ,. The coefficients are given by

li,n = li,n]-Ra 1= 07 cee 7D7 (5_20)

where the vectors 1; ,, are computed recursively. The components of the recursive formula are

D D
d>l< (z(xgd))TW(d) + az(:r,(ld))TP(d)) = k (bgdr)b + bﬁﬂa) , (5-21)
=1 ) )

by = 2(2®) "W, bl = 5(()TPW), (5-22)

1,n

and the initial coefficients are given by
lo = 2(z)) "W = bf!)

L, = z(xnl))TP(l) = bgl)

i

(5-23)

The recursion is similar to Eq. (5-15), only the coefficients are now vectors instead of matrices.
The new coefficients are computed by looping over d = 2,..., D:

15 = 1o, % by

0,n?
B = amra * bY, (5-24)
e =1, b 41, b0, i=1,..,d- 1.
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For the coeflicients g; ,, of the last term of Eq. (5-17) the coefficients ; ,, are reused:

2D ) D 2
N gina = ((d* 22 TW@ 4 az(xwpw) 1R>
i=0 =1

D 2
(2 liyno/) .
=0

The coefficients g; , can be computed by taking the convolution of the polynomial with coef-
ficients 1; ,, with itself2. This is done in Numpy/JAX with the convolve command.

Total solution The coefficients k; and w; are summed to obtain the coefficients h;:

hi=w;+k;, i=0,...,2D. (5—26)

The solution to the line search problem can then be determined by taking the derivative of
h(«) with respect to @ and computing the roots. Since h(«) is a polynomial in «, its derivative
can easily be computed. Furthermore, finding the roots of the resulting 2D — 1 polynomial is
a straightforward operation. It can be done with the roots command in Numpy/JAX.

After the roots have been found it needs to be evaluated which root does in fact minimize
h(a). Since only real step sizes are valid, only the real roots need to be tested. Using
the previously calculated coefficients h;, the value of h(«) for each real root can quickly be
computed. The real root that results in the lowest value of h(«) is the optimal step size at
the current iteration. So, it is used to update the weights. The full algorithm of the Line
search CPD weight update method is given in Algorithm A.4.

Note that throughout the computation of the coefficients a general step direction is used.
Thus, it is possible to apply the Line search algorithm with any step direction assuming that
this direction can result in an improvement. Furthermore, the derived expression can be used
with any number of features.

Proof of concept for Line search with gradient descent

To investigate the applicability of the Line search method for learning with a CPD, the
Line search method is combined with Steepest Gradient Descent (SteGD). So, the negative
all-at-once gradient derived in Section 4-2 is used as the step direction.

For this proof of concept the same data set, experiment setup and hyperparameters are used
as described in Section 4-3-1. Only full-batch methods are used in this case. For the Airfoil
data set a large number of iterations is used to allow for convergence. The training losses are
shown in Figure 5-2.

The Line search method works well compared to the standard SteGD in both cases. It must
be noted that for the latter the step size was chosen naively. Still, the Line search method
has removed the problem of selecting a suitable step size. Moreover, the Line search method

2See https://nl.mathworks.com/help/matlab/ref/conv.html.
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does not show any instabilities during training like SteGD which is an advantage. This is
expected, since the Line search method cannot increase the training loss due to the inherent
working of the method. A step size that increases the loss will never be selected. The Line
search method is in that sense similar to ALS, because for each weight update an optimization
problem is solved.

Nevertheless, in both cases the Line search method is not able to reach the same performance
as the ALS method. Moreover, the Line search method takes long to converge, especially
for the Airfoil data set. It might not be possible to run an experiment for 1000 iterations,
especially for large data sets.
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(a) Banana data set. (b) Airfoil data set.

Figure 5-2: Training loss for different methods on two data sets. The Line search method speeds
up the training compared to SteGD.

The final training and validation losses are shown in Table 5-1. It can also seen that the Line
search method achieves a similar final performance as SteGD. Thus, it is likely not able to
improve the performance in terms of loss, but simply speed up the training.

Table 5-1: Final losses for different methods after training on the Banana and Airfoil data set.
The Line search method does not notably improve the final losses of the SteGD method.

Banana Airfoil
Method Training Validation Training Validation
SteGD 0.317 0.321 0.565 0.476
ALS 0.303 0.296 0.551 0.463
Line search Gradient Descent 0.314 0.312 0.562 0.476

To further analyze the Line search method, the computed optimal step sizes are investigated.
The optimal step sizes during training on the two data sets are shown in Figure 5-3. It can
be seen that the step size is significantly larger at first and then decreases rapidly. F or the
Airfoil data set the difference between the first and last optimal step size is especially large.
These results further suggest that selecting and using a fixed step size can be complicated
and inefficient.

The sharp decline in the optimal step size magnitude might have an undesired effect. Since
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58 Challenges of all-at-once optimization

the first step size is so large, the first step and thus the first gradient have a big impact. The
first gradient is determined by the initial weights. The large initial step size can, therefore,
indicate that the long term performance of the Line search method is heavily influenced by
the initial weights. This and other challenges of the Line search method will be discussed in
the next section.

Finally, it was also tested whether Line search can be combined with mini-batch gradient
descent. The results for these experiments are shown in Section B-3. These results indicate
that it is possible to use the Line search method with mini-batch gradient descent. The mini-
batch method is able to converge faster at the start of the training. However, later in the
training process does the training loss of the mini-batch Line search method oscillate more.
This is most likely because the Line search method overfits on the mini-batch data and this,
thus, leads to a worse overall. Using mini-batches with Line search could be beneficial to
escape local minima which the full-batch method is not be able to do. In future research the
mini-batch Line search method could be further investigated.
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(a) Banana data set. (b) Airfoil data set.

Figure 5-3: Optimal step size determined by the Line search method while training on two
different data sets. For the Airfoil data set only the first 100 iterations are shown. The optimal
step size sharply decreases in magnitude, so the initial step is of great importance. Furthermore,
it indicates that a fixed step size is inefficient.

Challenges of line search

In this section two challenges of the Line search method are discussed. First, the influence
of the weight initialization is studied. Secondly, the complexity for the computation of the
optimal step size is derived theoretically and tested in practice.

Initial weights Due to the large initial step size for the Line search method, initialization of
the weights can have a large effect. While the initialization always has an effect, a large effect
would be undesirable. It would be necessary to train the model more times to ensure that the
achieved performance is not hindered by the choice initial weights. When the performances
for different initial weights are close to each other, this would not be so necessary.
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To investigate the dependence on the initial weights, the Line search method is trained ten
times on the same data set for different initial weights. Additionally, the ALS method is
trained using the same initial weights to asses the potential performance is for those particular
initial weights. The training is done on the Airfoil data set with the hyperparameters described
in Section 4-3. The weights are initialized as described in Section 4-3 in all the experiments.

The training losses are shown in Figure 5-4. The final training and validation losses are
shown in Table 5-2. The standard deviation of the training losses of the Line search method
is an order of magnitude larger than for ALS. This suggests that the performance of the
Line search method does indeed depend more on the initial weights. The standard deviation
for the validation loss is similar to that of ALS. This indicates that the Line search method
finds different local minima in the training data depending on the initial weights, but these
local minima generalize to a similar validation loss. Overall, the Line search method does
seem to indeed depend more on the initial weights, but when the validation loss is the only
performance criteria this does not have to be a problem. In future research this could be
studied in more detail. For example, it could be studied whether the dependence on the
initialization is similar for different initialization methods.
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Figure 5-4: Mean training loss (line) and one standard deviation (shaded area) during training
on the Airfoil data set for different methods. The larger standard deviation indicates that the
Line search method is more dependent on the initial weights than ALS.

Complexity The computation of the optimal step size adds both computational and memory
complexity to the weight update. The derivation of the additional complexity is given in
Section A-3-2. For the most memory efficient implementation the added memory complexity
is of order O(DR?). This is due to the memory required to store the intermediate values
of the coefficients during the recursion. The added computational complexity is of order
O(DMRN) assuming M » D, N » R. Since the complexity of the computation of the
gradient is also of order O(DM RN), the overall theoretical computational complexity does
not increase.
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Table 5-2: Mean final loss and one standard deviation for different methods on the Airfoil
data set. The validation standard deviations of the Line search method and ALS are of similar
magnitude. This suggests that the validation performance of the Line search method is not as
dependent on the initial weights as the training performance.

Airfoil
Method Training Validation
ALS 0.549 (0.0077) 0.581 (0.0086)

Line search Gradient Descent 0.569 (0.0192)  0.590 (0.0096)

However, it was found in practice that the Line search method slows down the training
considerably. To illustrate this the run times of one update with the SteGD method and the
Line search gradient descent method are evaluated. This is done for the parameters R = 10,
M =20 and D = 10 for randomly generated data and two different numbers of samples. The
run time is evaluated 11 times, but the first timing is discarded as was done previously. The
results are shown in Table 5-3. It can be seen that it takes significantly longer to perform
one Line search update compared to one SteGD update. It must be noted that Line search
run time includes the computation of the gradient which is needed for the update. So, it is
expected that the Line search update takes longer.

Although the theoretical computational complexity is of the same order, the Line search
method takes longer in practice. Given the two algorithms it is reasoned that this is due
to difference in number of operations. The SteGD update is composed of simple matrix
products for which the required number of operations is close to the corresponding theoretical
complexity. On the other hand, for the Line search method this deviates more. For example,
the computation of K" in Eq. (5-15) has a theoretical complexity of O(R?), but 3 - R?
operations are required for the Hadamard products and another -R? for the two additions.
This phenomenon occurs in several equations and accumulates due to the recursion. As a
result, the total number of operations is far larger in practice, but the theoretical complexity
still scales with O(DMRN).

Table 5-3: Mean run time and on standard deviation for one weight update for the two methods
for two different data set sizes. The Line search weight update takes significantly longer compared
to SteGD. This implies that the Line search method is too inefficient to be applied to large scale
learning problems.

Weight update time (s)

N = 1000 N = 10000
SteGD 0.00170 (0.000169) 0.0407 (0.00830)
Line search Gradient Descent 0.0120 (0.00220) 0.137 (0.0085)

Additionally, the training run time for SteGD and Line search were timed and it was found
that on the Airfoil data set Line search took 13 times longer than SteGD. For the Banana
data set this was more than a 100 times. This illustrates that the Line search method does
indeed slow down the training considerably. Furthermore, it means that the Line search
method can be infeasible for large scale learning due to the long run time.
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In future research it could be investigated whether the Line search run time can be improved.
A more efficient computation of the coefficients could be studied. Another bottleneck is that
the Line search method could not easily be run on a GPU, since the roots JAX command is
not yet implemented for a GPU. When it becomes possible to use a GPU it could be analyzed
whether this reduces the run time enough to make large scale Line search learning feasible.

5-1-3 Adam

Besides a fixed step size and line search various others step size schemes that are combined
with gradient descent have been derived by the machine learning community. One scheme
that is very popular at the moment is the Adam method [8]. The name Adam comes from
adaptive moment estimation. Adaptive means that the step size is not fixed, but variable.
Contrary to the Line search method, the step size is not based on the loss function, but is a
function of the gradients.

First, the Adam method is shortly presented and its characteristic are analyzed. Then, the
results of a proof of concept for the Adam method are presented.

The Adam method

The most significant difference between the Adam method and the two previously used meth-
ods, is that the Adam method determines a step size for each individual weight. Based on the
first and second moment of the gradients a step size is determined for each individual weight
at each iteration. By taking these moments into account the Adam method determines an ap-
propriate step size based on the change in the gradient compared to previous iterations. When
the gradient is similar for several iterations the step sizes increase. However, when gradient
changes the step sizes decrease. The Adam method algorithm is shown in Algorithm A.5.

The Adam method introduces three new hyperparameters. The step size qgdam iS not new,
but has a different role compared to the SteGD method. The parameters 81 and 2 are new
and they determine the influence of previous gradients on the current step. The authors
recommend the values 51 = 0.9 and 8 = 0.999. For the parameter € the authors recommend
the value 1078,

With € = 0 the authors define the effective step as Ay = qqgamMi/+/Vi. When the gradient
has remained similar for long, m; ~ +4/¥;. The parameter agqq,, determines in this case
thus the magnitude of the effective step. Moreover, it can be seen that the Adam method
performs a sort of scaling and can thus likely handle small gradients well.

The Adam method uses the gradient, but this gradient can be computed with the full-batch
or a mini-batch method. It is expected that the Adam method will also be effective with
mini-batch gradient descent, since this also applied in [8]. Moreover, all the operations in
the Adam method are element-wise. As a result, it is possible to work with the CPD factor
matrices directly without vectorizing them first.

The theoretical computational complexity of the Adam method without the computation
of the gradient is O(DMR), since only element-wise products of the gradient need to be
computed. The memory complexity is also O(DM R) which corresponds to the memory
required to store my and vi. Thus, the Adam method barely adds any computational or
memory complexity compared to SteGD which makes it a very efficient method.
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Proof of concept for the Adam method

In this section it is studied whether the Adam method can be effectively applied to the CPD
learning problem. Again the same proof of concept setup as described in Section 4-3-1 is
used. Only for the Adam method a different step size is used. The base step size parameter
Qgdam = 0.1 is used, while for the SteGD a = 1 is used. For the other hyperparameters
of the Adam method the default values suggested by the authors of the method are used.
Furthermore, full-batch gradient descent is used. In Figure 5-5 the training losses for the
Banana and Airfoil data sets are shown and in Table 5-4 the final losses are given. From the
results it concluded that the Adam method can achieve a similar performance as the ALS
method and can outperform the line search method. Moreover, the Adam method is able to
converge quickly, even when full-batches are used.

The Adam method also show instabilities during training, similar to SteGD. It seems that
they especially occur when the training has almost converged. In Section B-2 it is shown that
SteGD likely can overshoot a minimum, so it is probable that the same happens with the
Adam method. To prevent this an early stopping criteria could be implemented.
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(a) Banana data set. (b) Airfoil data set.

Figure 5-5: Training loss for different methods on two data sets. The Adam method reaches a
similar convergence and final loss as ALS.

Table 5-4: Final losses for different methods after training on the Banana and Airfoil data set.
For the Adam method with the Airfoil data set the minimum validation loss in last 150 iterations
is given, since the training was cut-off when the loss for the Adam method had just jumped as
can be seen in Figure 5-5b. The results show that the Adam method can reach similar final losses
as ALS.

Banana Airfoil
Method Training Validation Training Validation
SteGD 0.317 0.321 0.565 0.476
ALS 0.303 0.296 0.551 0.463
Line search Gradient Descent 0.314 0.312 0.562 0.476
Adam 0.307 0.302 0.551 0.462
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The Adam method is studied in more detail by analyzing the step sizes that it produces. The
effective step was previously defined as Ap = aggam™y/+/ Vi, but now e will be added, since
this is also added in practice. So, the new effective step is defined as Ak = QgdamMy/(V/ Vg +€).
Note that the effective step is in this case a tensor, because the gradient is as a tensor,
Ay € RD*XRxM, Additionally, the step size &g, for each weight is defined as the effective
step for that particular weight divided by the gradient value for that weight:

(Ak>d = &d,m,rgd,m,r - OA‘d,m,r = <Ak> /gd,m,’r,
7m7r

,T,T

d=1,....D,m=1,... M, r=1,...,R.

It is analyzed how the effective step and step size differ per weight during training on the
Airfoil data set. The smallest and largest effective step and step size are determined at each
weight update:

min(|Ay]), max(|Ag]), min(j&), max(|a]).

Here o € RP*XXM pag Qg m,r as elements.

The results are shown in Figure 5-6. It can be seen that the difference between the smallest
and largest values is multiple orders of magnitude. This further supports the conclusion
that selecting a fixed step size is inefficient and ineffective. Furthermore, it shows that the
Adam method is most likely so effective, because it can determine a step size for each weight
individually.
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Figure 5-6: The largest (solid) and smallest (dotted) effective step and step size magnitude per
weight update during training on the Airfoil data set. The difference between largest and smallest
magnitudes indicates why the Adam method works so well and that a fixed step size is inefficient.

Finally, the Adam method combined mini-batch gradient descent is studied. The results are
shown in Section B-3. From these results it is concluded that the Adam method can be
effectively combined with mini-batch gradient descent. Moreover, using mini-batch gradient
descent can speed up training significantly. Additionally, mini-batch gradient descent can be
combined well with large scale learning, since the number of samples in a data set is irrelevant
for mini-batch descent.

Master of Science Thesis E.A. van Mourik



64 Challenges of all-at-once optimization

5-2 Weight initialization

The initialization of the weights can influence the training. So far, the weights have been
initialized from a uniform distribution and were normalized. In this section other possible
initialization methods will be analyzed. First, the methods will be introduced and then it is
investigated what their effect on the training is for the different optimization methods.

5-2-1 Initialization methods

There are countless possible ways to initialize weights. For example, initial values can be
drawn from any random distribution or the initial weights can be based on an initial estimate
of the solution. Four possible methods will be studied; initial weights drawn from an uniform
distribution with and without normalization, and initial weights drawn from a normal distri-
bution with and with normalization. In Section 6-2-4 it is investigated whether the solution
of one method can be used as the initial weights for the next method and thus to combine
methods.

The uniform weight initialization was described earlier in Section 4-3-1. Random uniform
weights can simply be initialized in the same fashion by skipping the normalization step.
When the normalization is not applied the bounds of the uniform distribution become a
hyperparameter. Since the values are no longer scaled, the bounds determine the highest and
lowest values the initial weights can attain.

The normal weight initialization procedure is very similar to the uniform initialization pro-
cedure. Instead of a uniform distribution, the weights are drawn from a normal distribution
N (p,0?). The total initialization procedure including the normalization is given in Algo-
rithm A.7. So, this initialization method has two hyperparameters, i and o. Zero mean,
w = 0, will be used, because negative and positive weights are assumed to be equally likely.
So, during the initialization there is no preference for either one. The standard deviation
does, therefore, determine what are likely the highest and lowest values the initial weights
attain.

Finally, it is noted that initialization with a normal distribution is more logical. It is assumed
that the true weights of the model do not contain a certain cut-off like the uniform distribution
has. Thus, an initialization with a normal distribution would most likely better mimic the
distribution of the true model weights.

5-2-2 Effect on performance

The effect of the initialization method on the performance is investigated by analyzing the
effect on the training loss during training and the final losses. This is done for the ALS
method, the Line search method and the Adam method. It was chosen not to test this on
the SteGD method, because it was already identified that this method works only well for a
limited number of features.

A model is trained on the Airfoil data set ten times for each initialization method. The same
hyperparameters as in Table 4-1 are used. For the uniform initialization without normalization
the bounds [—0.25, 0.25] were used and for the normal initialization without normalization
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o = 0.5 was used. These bounds were used since they create a reasonable spread around zero
to draw the weights from, but don’t result in a CPD with a very large norm. A smaller norm
is desired, because otherwise the regularization term is dominating at the beginning of the
training. The first iteration would then only be an update to reduce the norm.

The results are shown Figure 5-7 and Table 5-5. The performance of the Line search method
is the most affected by the choice of the initialization method. In Section 5-1-2 it was already
discussed that the Line search method is prone to be influenced by the initial weights. These
results further confirm this. The final losses show that the uniform weight distribution results
in poorer performance for the Line search method.

For ALS and the Adam method the initialization method has little influence. There is lit-
tle difference during the training process. Furthermore, the final losses also do not differ
significantly. So, the choice of initialization method is less important for them.
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Figure 5-7: Mean training loss (line) and one standard deviation (shaded area) during training
on the Airfoil data set for different optimization methods using different initialization methods.
The subfigures share the same y-axis. The larger standard deviation indicates that the Line
search method is the most influenced by the initialization method. For the other two methods
the initialization seems to have no noteworthy impact.

5-3 Normalization of weights

In Section 2-2-1 it was mentioned that a CPD can be normalized which removes the scaling
indeterminacy. It is thus possible that the normalization improves the training performance.
First, the normalization approach will be discussed and then the effect on the performance is
studied.
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Table 5-5: Mean final loss and one standard deviation for different optimization and initialization
methods. norm. stands for normalized, unnorm. stands for unnormalized. For the Line search
method the mean final losses differ considerably, so the initialization has a large impact. For the
other two methods the difference is less than five thousandths, thus the initialization is of less

importance.
ALS Line search
Initialization method Training Validation Training Validation
Normal norm. 0.550 (0.0005)  0.575 (0.0081)  0.602 (0.0485) 0.612 (0.0107)
Normal unnorm. 0.550 (0.0083)  0.575 (0.0081) 0.601 (0.0368) 0.612 (0.0140)
Uniform norm. 0.546 (0.0005) 0.574 (0.0092) 0.614 (0.0499)  0.626 (0.0250)
Uniform unnorm. 0.546 (0.0000) 0.574 (0.0092) 0.627 (0.0410) 0.635 (0.0247)
Adam

Initialization method Training Validation

Normal norm. 0.540 (0.0166)  0.568 (0.0038)

Normal unnorm. 0.540 (0.0377)  0.568 (0.0053)

Uniform norm. 0.540 (0.0162)  0.571 (0.0100)

Uniform unnorm. 0.538 (0.0044) 0.569 (0.0057)

5-3-1 Normalization method

A CPD can be normalized by extracting the norm of the rank-one tensor components and
storing them in the separate vector u, see Eq. (2-22). To use a normalized CPD for CPD
learning it has to be ensured that the CPD stays normalized after each weight update. One
option would be to impose constraints such that the factors remain normalized. The vector
p would then become weights of the optimization problem as well and would be updated to
achieve the needed norm. This, however, would in a constrained optimization problem in
which the constraints cannot be substituted into the loss function. This is outside the scope
of this thesis.

Alternatively, the weights can be updated as before. The weights are then normalized again
after each update and the norm is transferred to p. In this case the vector p is not a weight,
so it is not updated like the other weights. This is done to prevent a double update of
1, namely a gradient based update and the update due to normalization. It was found by
experiment that the values of p explode with a double update. The general weight update
with normalization is shown in Algorithm A.8 and the normalization procedure itself is given
in Algorithm A.9.

To compute the gradient of the loss function with g as an additional parameter automatic
differentiation (AD) was used. This was done to quickly investigate the effect of the normal-
ization without having to derive the analytical expression for the gradient with p taken into
account. The computation of the optimal step size with Line search also needs to be adjusted
to take p into account. Theses adjustments are given in Section A-6.

Overall, this normalization approach is more of a brute force normalization approach. It
ensures that after a weight update the CPD is normalized, but it does not guarantee so
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during the weight updates. Since this approach is constraint-free and can thus be applied
with the earlier introduced methods, it was opted to use this approach to study the effect of
normalization.

5-3-2 Effect on performance

The effect of intermediate normalization was investigated for the Line search and the Adam
method. Each method is trained on the Airfoil data sets tens times with and without nor-
malization. The same hyperparameters as in Section 4-3 are used. The results are shown
in Figure 5-8. The Line search method with normalization performs significantly worse than
the method without normalization. For the Adam method there is no notable difference.
It is therefore concluded that it is not beneficial to apply normalization in between weight
updates.

The large difference for the Line search method could be due to the optimal step size. Since
the Line search method takes an optimal step at each iteration, it could be more thrown off
by the normalization step in between iterations.
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Figure 5-8: Mean training loss (line) and one standard deviation (shaded area) during training on
the Airfoil data set for different optimization methods without (standard) or with normalization in
between weight updates. The difference in the mean training loss indicates that the Line search
method performs worse with normalization. For the Adam method there is not notable difference.
So, overall the application of normalization is not preferred.

5-4 Conclusion: Best all-at-once optimization method

In this and the previous chapter various all-at-once optimization methods based on gradient
descent have been presented. In this section one method is selected that is applied to var-
ious learning problems in the next chapter to compare all-at-once optimization with ALS.
Additionally, the main findings of this chapter are summarized.

In the previous chapter the SteGD method was introduced. It was found that the SteGD
method works, but it is difficult to use due to the fixed step size. In this chapter the step
size was further analyzed. It was found that the magnitude of the gradient of the MSE
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term decreases significantly for an increasing number of features. For the regularization
term this is not the case. Therefore, finding a suitable step size is linked to the number of
features. Moreover, the regularization parameters needs to be selected carefully to ensure an
appropriate balance between the gradient of the MSE and regularization term and to avoid
that the regularization term dominates.

To overcome the step size challenge, the Line search method and the Adam method were
introduced. The expression for the exact line search solution that was derived for this thesis
was presented. It was shown that the Line search method can increase the performance
compared to SteGD. However, the Line search method is limited by its longer run time which
makes it, at the moment, unsuitable for large scale learning.

The Adam method barely adds any complexity. Furthermore, in the proof of concept it was
shown that the Adam method can reach similar performance as the ALS method. Moreover,
it was shown that the Adam method can be used with mini-batch gradient descent. Not only
does the mini-batch method speed up training, it can easily be applied to large scale learning.
Namely, the number of samples in a data set is irrelevant for the mini-batch method.

To conclude, the mini-batch Adam method is found to be the most effective and efficient
all-at-once gradient descent optimization method. It can be applied to large scale learning
problem and has shown to achieve similar performance as ALS in the first experiments. Since
the initialization method was shown to not have a significant effect for the Adam method,
normal normalized initialization will be used. It eliminates one hyperparameters, o, and a
normal distribution is more logical than a uniform distribution. Moreover, normalization in
between weight updates also has no noteworthy effect and will therefore also not be used.

Summary of contributions

e It is shown that the norm of the gradient of the MSE terms, and therefore the
values of this gradient term, decreases for an increasing number of features. For
the regularization term this is not the case. The implications for this on the step
size and regularization parameter are deliberated.

e An general expression for the exact solution of the CPD constrained kernel ma-
chine line search problem is derived.

o It is shown that the Line search method converges faster than SteGD but reaches a
similar final loss. Moreover, it is found that the required additional computations
slow down the Line search method to such an extent that it is infeasible for large
scale learning.

e It is shown that the Adam method can reach a similar performance as ALS,
both in terms of convergence and final loss. Furthermore, it is shown that the
Adam method can effectively be combined with mini-batch gradient descent for
the CPD learning problem.

o It is found that the Adam method is the best all-at-once optimization method
in terms of convergence and the final training and validation loss compared to
SteGD and the Line search method.
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o It is shown that the Line search method is impacted by the weight initializa-
tion method. For the Adam method and ALS there is no notable difference for
initialization methods that are studied

o It is shown that the normalization of the CPD in between weight updates has an
averse effect for the Line search method and has no notable effect for the Adam
method.

Master of Science Thesis E.A. van Mourik



70

Challenges of all-at-once optimization

E.A. van Mourik

Master of Science Thesis



Chapter 6

All-at-once learning performance

In this chapter the performance of all-at-once optimization is studied. The performance
of the mini-batch Adam method, in rest of this chapter simply called the Adam method,
and Alternating Least Squares (ALS) are compared on several learning problems. First, the
experiment set up is discussed, including the performance criteria that are used. Afterwards,
the results of the experiments are presented. During the experiments it was found that the
Adam method no longer works for a larger number of features. The results of this limiting
effect is first presented. Then the general performance of the Adam method and ALS is
compared. Thirdly, the training run times of the two methods for different CP-ranks and
feature maps orders are studied. Finally, the performance of a combination of the methods
is analyzed.

6-1 Experiment setup

The setup used for the following experiments is briefly described. First, the used data sets are
introduced. Secondly, the experiment procedure is discussed. Thirdly, the performance crite-
ria are introduced that are used to compare the two methods. Finally, the hyperparameters
are discussed.

6-1-1 Data sets

Nine data sets are used for the different experiments. They are summarized in Table 6-1.
The data sets have different characteristics and thus allow for different perspectives on the
methods. In particular there are both relatively small and large data sets and they have
different numbers of features. Moreover, both classification and regression tasks are included.

The SUSY data set [55] appears three times in the table. The full data set has 18 dimensions
of which 8 represent low level features and 10 are high level features. The data sets with
only low or high level features are used as well as the data set with all the features. For the
HIGGS data set [55] only the high level features are used to limit the number of features.
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The data is preprocessed in the same way as described in Section 4-3-1. The preparation of
the data sets is discussed in more detail in Section B-7. Moreover, it is listed where the data
can be obtained.

Table 6-1: Dimensions and learning task of the used data sets.

Data set Number of samples N Number of features D  Learning task
Elevators 16599 18 Regression
Protein 45730 9 Regression
Precipitation 628474 3 Regression
HouseElectric 2049280 10 Regression
SUSY Low 5000000 8 Classification
SUSY High 5000000 10 Classification
SUSY Full 5000000 18 Classification
Airline 5929413 8 Regression
Higgs High 11000000 7 Classification

6-1-2 Experiment procedure

For each data set and hyperparameters combination the models are trained ten times with
different initial weights. The weights are initialized from a normal distribution and normal-
ized. For each experiment the same initial weights are used for both methods. Furthermore,
the data set is split up into a training and validation set based on the validation split. The
methods use the same training and validation set, but for each experiment a different random
split is made.

In each experiment a set number of iterations is. One iteration, as defined in Definition 4.1, is
any number of updates until the full training data set is used once. Since mini-batch gradient
descent is used with the Adam method, this implies that numerous updates are performed
within a single iteration. For ALS one iteration corresponds to the update of one factor.
Early stopping based on a convergence criterion is not used.

The experiments are run on the dcscgpuserver4 of the Delft Center for Systems and Control
(DCSC). The server has 4 Intel Xeon E7-4809 8-core CPUs, 256 GB memory, 2 TB SSD,
4 14 TB hard disks and a NVIDIA GeForce RTX3090 GPU. The implementations of both
methods make use of jitting where possible and all experiments are run on the GPU with the
help of JAX. The floating-point precision is set to 64-bits.

6-1-3 Performance criteria

Different performance criteria are used to compare the methods. Naturally, the training
and validation loss are performance criteria. The training loss is evaluated over the whole
training data set, so not a mini-batch. The validation loss is evaluated on the validation
data set. The stochasticity of the Adam method can lead to an increase in the losses after
reaching a minimum. It was, therefore, decided to use the minimum of the mean validation
loss during training as the validation loss performance. Furthermore, the mean training
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loss at the iteration where the mean validation loss is minimal is used as the training loss
performance. The validation loss is used to determine the final loss, since it represents the
performance of the model on unseen data. It is a metric about the real-world performance of
the model and is, therefore, in the machine learning community commonly used to compare
models and methods. The training loss is used to compare the training progress of the two
optimization methods, since the training loss reflects the ability of the method to solve the
optimization problem.

The total training run time is also evaluated. The training run time is the run time it has taken
to perform all the iterations. Additionally, the run time until convergence is also determined.
The convergence is determined after training based on the mean training loss. Since early
stopping is not implemented in the algorithms, the convergence is used as an indicator when
an early stop could have happened. This notion of convergence is used to analyze how fast
the methods reach convergence and thus which method is more efficient in terms of training
run time until convergence.

The convergence is defined as follows:

Definition 6.1 (Convergence of mean training loss). The mean training loss of a method has
converged at a particular iteration when the difference between the minimum mean training
loss and the mean training loss at the current iteration is less than € = 0.0005.

This definition of convergence is used for several reasons. First, it can deal with plateaus in the
loss during training, because it takes the minimum training loss into account. Secondly, the
stochasticity of the Adam method is less of a problem with this definition. A difference in loss
between consecutive iterations was also considered. However, this does not work well when the
losses oscillate like with a stochastic method. By using the relation with the minimum loss the
convergence indicates when the stochastic method has reached a similar loss as the minimum
loss. Finally, the value e = 0.0005 is used, because the losses are reported in thousandths.
So, this value means that the minimum loss and loss at convergence are the same up to a
thousandths without rounding taken into account. It is noted that the minimum losses do
not need to coincide with the losses at convergence. Moreover, it is noted that this definition
of convergence can only be applied after the experiments have been completed. So, although
it can indicate when early stopping might have happened, this definition can in itself not be
applied as an early stopping criterion. Finally, it is noted that other definitions of convergence
could also be used and that they result in a different perspective of the results. Nevertheless,
it was found that this definition of the convergence, and the resulting the training run times
until convergence, is a good measure to illustrate the differences between the two methods.

The training run time until convergence is computed by multiplying the total training run
time with the number of iterations until convergence and dividing by the total number of

iterations: .
lterconvergence (6 1)

timeconve'rgence = timeypqr - -
1teryotal

The implementation of the methods has an effect on the run time. For example, the training
loss can easily be evaluated in the ALS method by reusing the components of the algorithm.
For the Adam method, on the other hand, the full training data set needs to be evaluated
from scratch which enlarges the run time. So, the effect of the implementation should be
taken into account when analyzing the run time.
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6-1-4 Hyperparameters

The hyperparameters can affect the learning performance. However, for several hyperparam-
eters it is assumed that they will not influence the relative performance of the methods. The
same values are, therefore, used for all the experiments. This applies to the bound and the
length-scale of the feature map and the validation split. The values [ = 0.1, U = 1 and a
validation split of 0.1 are used.

For the Adam method the learning rate, aggqm = 0.05 was used in all cases, since this worked
well. Furthermore, for 81, f2 and € the values suggested by the authors of the method are
used. ALS has no hyperparameters.

The other hyperparameters, the feature map order M, the CP-rank R, the batch size and the
regularization parameter A are varied per data set. The used values are listed in Table 6-2.
For the batch size a smaller batch size is used for the smaller data sets and a large batch size
for the larger data sets. Other than that, the batch size value was not tuned.

The parameters M and R affect the model, but both methods use the same model. Thus,
their values should not affect the relative performance in terms of loss. It is therefore reasoned
that a hyperparameter search was not necessary for M and R to compare the methods in
terms of loss. The values M € [20,40] and R € [10, 20] are used, since similar values are used
in [6]. It was found that for the data sets with five million or more samples M = 40 could
not be used with the current implementation due to a memory limit. Therefore, M = 20 was
used for these data sets and a larger value of R was used. The theoretical complexity of the
methods scales different for M and R, so their values do affect the performance in terms of
run time. This is further investigated in Section 6-2-3.

The regularization parameter A is tuned with a rudimentary search to ensure that the training
succeeds for both methods. This is explained in more detail in Section 6-2-1. However, this
parameter is again used by both methods. So, when training succeeds, it should not affect
the relative performs of the methods. In Section 5-1 the relation between the regularization
parameter and the number of features was discussed. It can be seen in Table 6-2 that the
chosen regularization parameters are related to the number of features.

Table 6-2: Hyperparameters that are used for each data set for the
experiments in this chapter.

Data set N D R M ) Batch size
Elevators 16599 18 10 20 107161 500
Protein 45730 9 10 20 1077 500

Precipitation 628474 3 10 20 107° 500
HouseElectric 2049280 10 10 40 10~ 5000
SUSY Low 5000000 &8 20 20 1079 5000
SUSY High 5000000 10 20 20 107! 5000
SUSY Full 5000000 18 20 20 10~'"! 5000
Airline 5929413 8 20 20 107! 5000
Higgs High 11000000 7 20 20 10~'9 5000

1 See Section 6-2-1.
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6-2 Results

Numerous experiments are conducted to investigate the performance of the Adam method
and compare it to the performance of ALS. The results are shown in this section. First, it is
shown that the Adam method can no longer train successfully for a larger number of features.
Thus, there is a limiting effect of the number of features. Then, the general performance the
Adam method and ALS on a number of data sets is studied. Thirdly, it is investigated how
the training run time of both methods scale for various values of the CP-rank and the feature
map order on the HouseElectric data set. Finally, it is analyzed whether the Adam method
and ALS can be combined to obtain the best of both methods.

6-2-1 Limiting effect of number of features

In Section 5-1-1 it was shown that the number of features affects the magnitude of the gradient
which in turn influences the choice of the step size and the regularization parameter. When
the number of features increases, the magnitude of the gradient of the mean squared error
(MSE) decreases significantly. For the gradient of the regularization term this is not the
case. Since the MSE gradient determines direction to take to reduce the error, there should
be a reasonable balance between the gradient of the MSE term and the regularization term.
To achieve this the value of the regularization parameter is paramount. Furthermore, an
exceedingly small gradient could lead to additional problems.

To study the effect of a large number of features in more detail, the Elevators and SUSY Full
data sets are used. A data set with fewer features can artificially be created by leaving out
features of a data set. This was done with the Elevators data set to create data sets with 15,
16 and 17 features and with the SUSY Full data set for 16 and 17 features. It is assumed
that it does not matter which feature is left out, so the last features are left out.

For each data set it is attempted to tune the regularization parameter A such that training
succeeds. The regularization parameter is tuned by trying different orders of magnitude.
When the training has made no progress after a 100 iterations is it deemed to have failed. In
case the ALS method succeeds, but the Adam method does not for a particular regularization
parameter, a regularization parameter of one and two orders smaller is also tried. So, when,
for example, A = 10716 succeeds for ALS but not the Adam method, 1077 and 1078 are
also tried. For the other hyperparameters the values given in Section 6-2 are used.

The results are shown in Table 6-3. For a larger number of features ALS still succeeds, but
the Adam method does not. These results suggests that around 16-17 features the Adam
method does not perform well anymore. Since the Elevators data set and the SUSY Full
data set have a significant difference in number of samples it is reasoned that the number of
samples is not causing this. Furthermore, they are a regression and classification task, so the
learning task is most likely not the issue.

In Figure 6-1 the training loss and Canonical Polyadic Decomposition (CPD) norm during
training on the SUSY Full data set with only 16 features are shown. The results show a
distinct difference between the Adam method and ALS. The norm increases rapidly with
ALS at the start of the training. Moreover, it was found that for the final ALS weights
the norm of the first factor is significantly larger than the norm of the other factors. This
corresponds to the large jump in the CPD norm after the first iteration.
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Table 6-3: Training success and corresponding regularization parameter for two data sets. A
data set with fewer features is artificially created by leaving out the last feature(s). The Adam
method can no longer train successfully for a larger number of features while ALS can.

(a) Elevators. (b) SUSY full.
D D
15 16 17 16 17 18
A 1071610719 10716 A 10717 1071 1071
Succeeded Adam Vv v Succeeded Adam Vv v
ALS v v v ALS v v v
Training loss and CPD norm Training loss and CPD norm
2x10° 2 x 10°
6x1071
1012_ 1012_
£ £
2 104 S 1081
100+ y y y y 100+ T y y y
0 20 40 60 80 0 20 40 60 80
Iteration Iteration
(a) Adam. (b) ALS.

Figure 6-1: Training loss and CPD norm on the SUSY Full data set with only 16 features for
two runs (solid/dotted) for different methods. The difference in the training progress for the two
Adam method runs indicates that the Adam method struggles more with the training. For ALS
there is no noteworthy difference, so this suggests that it can still train well. Interestingly, the
downward jump in the training loss for the Adam method coincides with an increase of the CPD
norm.

The Adam method requires several iterations before the training practically starts. In the
worse case this is after 17 iterations, so there have been 5000000-0.9/5000-17 = 15300 weight
updates before then. Thus, the value of the gradient is most likely so small that all-at-once
gradient descent becomes inefficient and for more features probably infeasible. The downward
jumps in training loss are accompanied by a significant increase of the CPD norm. Moreover,
the factors of final weights of the Adam method all have a similar norm. Since all factors
are updated simultaneously with the same regularization it is logical that the norms of the
factors are of similar order.

The observed behaviour is similar to the swamps mentioned in Section 3-2-2 where a region
of slow convergence is followed by a region of fast convergence. However, swamps are usually
due to a wrongly chosen CP-rank or an unfortunate initialization. Since these are the same
for both methods it is reasoned that they should suffer from this equally, but this is not the
case. It is therefore unclear whether this corresponds to swamp.

To investigate this further the same experiment is redone without the normalization at the
initialization of the weights. The results are shown in Figure 6-2. The weights are initialized
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Training loss and CPD norm Training loss and CPD norm
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Figure 6-2: Training loss and CPD norm on the SUSY Full data set with only 16 features for two
runs (solid/dotted). The weights initialized identically as in Figure 6-1, but without normalization.
So, the initial CPD factors have the same direction but a much larger norm. The norm with the
Adam reaches a order of magnitude close to the final one, but this does not speed up the training.
To the contrary, training takes longer, so an appropriate initial norm does not have to speed up
the training. The training progress of ALS after the first iteration is very similar to Figure 6-1b
which suggest that ALS can quickly recover from an initial bad scaling.

identically as before only without the normalization. For the initialization from the normal
distribution o = 1 is used, since this was also used for the initialization with normalization.
Since the initialization is identical, the direction of the factors is the same, only the norm is
different. Without the normalization, the initial norm is much larger which can also be seen
in Figure 6-2.

The results show that both methods are able to reduce the initial norm significantly in the
first iteration. Moreover, for ALS the results for the experiment with and without normaliza-
tion are almost identical after the first iteration. Since both experiments start with weights
that point in the same direction, but that have a different norm, this suggests that ALS is
unaffected by the scaling of the initial weights. Subsequently, it can easily overcome bad
initial scaling. Additionally, it shows that the absence of a step size hyperparameter for ALS
can be a big advantage.

Although the CPD norm of the Adam method reaches an order closer to the final norm quicker
than before, this does not improve the training. On the contrary, it takes more iterations
before the downward jump in training loss happens. Thus, the initial weights are most likely
not the only factor that cause this slow training.

As mentioned earlier, the gradient becomes smaller for an increasing number of features. So,
this is probably an important cause of the slow training. Due to the small gradient the step
size becomes crucial. Although the Adam method performs a sort of scaling of the gradient,
this seems not to be enough anymore. Moreover, in Section B-4 it is shown that the Line
search gradient descent method is also not able to learn on a data set with 18 features. It
is shown that even with an optimal step size there is almost no training progress due to the
small gradient. Additionally, the outcomes indicate that the floating-point precision might
be an issue. It could be studied in future research whether the gradient can be scaled before
the step size is determined in order to maintain its direction but increase its magnitude. For
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example, the gradient could be normalized.

The results suggests that ALS is not, or at least less, limited by the number of features. In
[6] data sets with a significantly larger number of features were also used, but it is noted
that their loss function differs slightly from the one used in this thesis. It could be due to
the weight update method. The ALS method solves a linear least squares (LLS), which is
done with the Numpy/JAX solve command. This method and its implementation might
be better equipped to deal with the exceedingly small values in the components of the LLS,
which are caused by the Hadamard sequences and the large number of features. For example,
it might apply some sort of scaling. Moreover, where the Line search method has to find one
optimal step size to update all DM R weights, the ALS update optimization only has to take
M R weights into account. This could explain why ALS is able to perform effective updates,
but the Line search method is not.

Overall, it is concluded that the studied all-at-once optimization methods do not perform well
anymore for a larger number of features. The ALS method does still works, so this method
is preferred in those cases.

In future research this limiting effect of the number of features for all-at-once optimization
could be investigated further. First, it could be studied more precisely for which number of
features this effect truly starts to come into effect. In this thesis it is only shown that for
10 features the Adam method still performs nicely, which is done in the next section, and
that for 16 features problems arise. In future research numbers of features in between 10 and
16 could be analyzed. Secondly, the origin of the swamp-like behaviour could be studied in
more detail. Thirdly, it could be investigated whether a different initialization method could
prevent the problem. A new initialization method should not focus on the norm as illustrated
with the experiment, but an initialization from a different distribution or an initialization
based on the data might be a solution. Finally, it could be studied whether other all-at-once
methods do not suffer from this limiting effect.

In the next section the Elevators data set will no longer be used. For the SUSY Full data
set, the artificial variant with only 16 features will be used to evaluated the performance for
a large scale data set with a relatively large number of features.

6-2-2 General performance

In this section the performance of the Adam method and ALS on the earlier introduced data
sets is analyzed. In Figure 6-3 the training losses on a selection of the data sets are shown.
The training losses for all the data sets are shown in Figure B-5. In Table 6-4 the training and
validation performance losses are presented. The training run times including the convergence
run times are given in Table 6-5.

Protein and Precipitation

For the two smaller data sets, Protein and Precipitation, ALS performs similar in terms of
convergence and has a lower final loss than the Adam method. Figure 6-3a illustrates this.
Furthermore, for both data sets the total training run time and the convergence run time
are significantly lower for ALS. This suggests that for relatively small data sets it is more
beneficial to use ALS compared to the Adam method.
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HouseElectric, Airline, SUSY Low and SUSY High

For the large scale data sets HouseElectric, Airline, SUSY Low and SUSY High the training
trajectories are noticeably different from the smaller data set. Figure 6-3b and Figure 6-3d
illustrate typical training progresses for these data sets. They show that the Adam method
results in a remarkably sharp decline in the training loss in the first few iterations. As a
result, the Adam method reaches its convergence faster than ALS. This is due to the mini-
batch aspect of the Adam method. As a result, it can perform thousands of updates within a
few iterations leading to the rapid decrease in the training loss. For the ALS method this is
not the case, as one iteration corresponds to one update. As a result, multiple iterations are
required to reach convergence. However, the decrease in loss per update is significantly larger
compared to the Adam method. This is also expected, since each ALS update is optimal. So,
the Adam method thanks its performance to the ability to perform a huge amount of updates
and ALS works so well due to its update effectiveness.

Table 6-4: Mean loss and one standard deviation for the Adam method and ALS on different data
sets. The losses for a method are reported for the iteration where the mean validation loss for that
particular method is minimal. In case training was not possible a dash is used. The results show that
for all the data sets except for the Protein and SUSY Full data set, the Adam method can reach similar
performance as ALS in terms of both the training and validation loss. The difference is at most two
thousandths.

Training loss Validation loss
Data set D Adam ALS Adam ALS
Protein 9 0.545 (0.0113)  0.521 (0.0031) 0.552 (0.0151) 0.530 (0.0158)
Precipitation 3 0.955 (0.0029)  0.953 (0.0033) 0.954 (0.0281) 0.952 (0.0279)
HouseElectric 10 0.155 (0.0007) 0.155 (0.0004) 0.155 (0.0009) 0.155 (0.0009)
SUSY Low 8 0.600 (0.0005) 0.599 (0.0008) 0.601 (0.0011) 0.600 (0.0011)
SUSY High 10 0.600 (0.0009) 0.599 (0.0007) 0.601 (0.0014) 0.600 (0.0013)
SUSY Full* 161 0.621 (0.0337)  0.594 (0.0019) 0.621 (0.0338)  0.594 (0.0023)
Airline 8 0.854 (0.0012) 0.852 (0.0010) 0.855 (0.0069) 0.853 (0.0074)
Higgs High 7  0.804 (0.0012) - 0.804 (0.0014) -

L' An artificial data set with only 16 features is created by leaving out the last two
features of the SUSY Full data set.

This difference is also reflected in the training run times. It can be seen in Table 6-5 that
the total training run times of ALS are all lower than those of the Adam method. However,
for the run time until convergence the opposite is true. The Adam method is able to reach
convergence significantly faster than ALS. So, the Adam method is beneficial when the time
to convergence is important. The hyperparameters M and R can affect the run time which
is further investigated in the next section.

Moreover, it can be seen in Table 6-4 that the Adam method achieves a very similar perfor-
mance in terms of loss as ALS. The differences in the losses are only one or two thousandths
and the standard deviation are of similar order. Therefore, one method is not regarded as
better than the other in terms of loss performance. Additionally, for both methods the vari-
ance of the loss is small, especially for the training loss. Thus, for both methods the loss
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Table 6-5: Mean training run times and one standard deviation for the Adam method and
ALS on different data sets. The total run time is the time to complete all iterations. The
convergence is defined in Definition 6.1 and the convergence run time in Eq. (6-1). Note that
different numbers of iterations are used per data set, so the performance of different data sets
cannot be directly compared. For the data sets with over a million samples the Adam method
reaches converge significantly faster than ALS.

Convergence

Total run time (s) Iteration Run time (s)
Data set D Adam ALS Adam ALS Adam ALS
Protein 9 23.4(1.06) 2.77 (1.226) 169 174 22.0 2.68
Precipitation 3 90.0 (2.86)  8.90 (2.217) 9 29 135  4.30
HouseElectric 10 259.0 (4.42) 143.9 (3.31) 25 80 64.8 1151
SUSY Low 8 621.1 (7.22)  276.2 (5.96) 14 74 90.6  212.9
SUSY High 10 612.6 (4.59) 346.6 (5.73) 33 90 202.2 3119
SUSY Full*  16' 699.6 (7.26)  340.3 (5.51) 32 92 233.2 326.1
Airline 8  748.0 (6.57) 391.7 (7.43) 12 89 124.7 693.5
Higgs High 7 1297.9 (7.17) - 42 - 548.1 -

L' An artificial data set with only 16 features is created by leaving out the last
two features of the SUSY Full data set.

performance is not really affected by the particular initialization. As a result, for similar data
sets it is most likely not necessary to conduct many experiments with different initializations
to ascertain that the performance is not due to an unfortunate initialization.

For both methods the mean validation loss and the mean training loss are quite close and
differ only a few thousandths. So, the regularization of the model works well. This is due to
the regularization term, but the CPD structure can also have a regularizing effect.

Interestingly, with the Adam method the training loss can increase again after reaching a
minimum. This it most noticeable for the Airline data set in Figure 6-3d due to the scaling of
the plot. This might be due to the stochastic nature of the Adam method, but it is unexpected
that this upward trend seems to keep going. So, it seems not to be just a temporary bump.
An increase in validation loss would be due to overfitting, but an increase in training loss
is happening here. The difference between the minimum and the final loss is only a few
thousandths though. It could be investigated in future research why this is happening. Due
to this increase in loss it could be beneficial for the Adam method to implement early stopping,
although this can be difficult due to the stochasticity of the method.

HIGGS High

For the HIGGS High data set the ALS method was not able to train. In the current imple-
mentation of the ALS algorithm the feature mapping is applied for one feature on all the data
samples simultaneously. Due to the large number of sample in the HIGGS High data set this
resulted in a memory overload. The Adam method was able to train, because it uses batches
of data instead of the full data set at once.
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The training progress of the Adam method is very similar to the other large scale data sets.
Moreover, the Adam method is able to reach convergence in less than 10 minutes on a data
set with 11 million samples. Based on Figure B-5d, it could even be reasoned that the method
converges quicker. This truly shows that the Adam method can be applied effectively and
efficiently to large scale learning. In future research the implementation of ALS could be
adapted to work regardless of the number of samples and then be compared with the Adam
method on such large data sets.

SUSY Full

The performance of the SUSY Full data set with 16 features is more difficult to analyze,
particularly for the Adam method. It can be seen in Figure 6-3c that the variance during the
during is significantly larger for the Adam method compared to the other experiments. In
Figure 6-1 it was already shown that there can be a big difference in terms of training progress
on this data set with the Adam method for different initializations. This is also why there is
such a large variance in the results of the ten experiments. Furthermore, one experiment did
not convergence to a loss similar to ALS while the other nine did. As a result, the mean loss
is higher and the variance larger than ALS. Nevertheless, this shows the downside of using
the Adam method for data sets with a larger number of features. Then multiple experiments
will have to be conducted to ensure that a seemingly converged training loss is not due to an
unfortunate initialization. The ALS method is not affected by the large number of features
and works similarly as for the other data sets. Note that due to the large number of features
each factor is updated only 96/18 = 6 times with ALS. This is why the training progress
seems to converge slower than for the data sets with fewer features.

Conclusion

From these results it can be concluded that ALS is superior to the Adam method for relatively
small data sets. For large scale learning with a moderate number of features, around 10 or
less, the Adam method and ALS perform similar in terms of loss, but the Adam method
can reach convergence more quickly. The Adam method should thus be preferred in those
cases. For a larger number of features ALS is preferred, since the Adam method performs less
robustly and thus more training experiments will be required. Moreover, the Adam method
might not succeed at all for a larger number of features.

6-2-3 Training time for varying CP-ranks and feature map orders

It was shown in Section 4-4-1 that theoretical computational complexity of Steepest Gradient
Descent (SteGD) and ALS scale differently for R and M. Since the computational complexity
of the Adam method is equal to the complexity of SteGD, the effect of R and M on the total
training run time for the Adam method and ALS is investigated in more detail.

To study this, both methods are trained on the HouseElectric data set for different values
of M and R. The HouseElectric data set is used, because it is relatively large scale which
corresponds to the focus of this thesis. Furthermore, it was found that for the current imple-
mentation of the ALS method it is not possible to use larger values of M and R for the larger
data sets due to a memory limit.
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Figure 6-3: Mean training loss (line) and one standard deviation (shaded area) on different
data sets with Adam and ALS. The identified convergence points for each method are also
drawn. Figure 6-3a shows that for smaller data sets ALS works better in terms of final loss and
has similar convergence. Figure 6-3b demonstrates that for large data sets the Adam method
converges significantly faster than ALS while achieving a similar final training loss. The large
standard deviation in Figure 6-3c shows that for a larger number of features the Adam method
struggles with training while ALS does not. Figure 6-3d shows again the fast convergence of the
Adam method, but it also shows that the training loss of the Adam method can increase again.

The hyperparameters given in Table 6-2 are used. For each combination of M and R ten
experiments are conducted. The loss performance of the method is practically equal for in all
combinations, like in Figure 6-3b. They are reported in Section B-6.

In Table 6-6 the total run times are reported for the different combinations. It can be seen
that when M R is the same value, the resulting run time is also similar. This corresponds to
the theoretical complexity which scales the same in M and R for both methods. It can be
seen that for MR of 40 or smaller the Adam method is slower than the ALS method. Once
M R becomes larger, the Adam method becomes faster.

In Figure 6-4 the training run times are plotted as a function of M R. Furthermore, a fit
through the mean run times is plotted. The estimated parameters of the fit are given in
Table 6-7. The results show that the Adam method and ALS have a significantly different
scaling. The scaling of the ALS method is of a similar order as the weight update time scaling
determined in Table 4-4. The Adam method, however, scales an order smaller. This suggests
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that for more complex models where MR is larger, it is more advantageous to apply the
Adam method for large scale learning compared to ALS.

The notable small scaling parameter of the Adam method is most likely due to the use of
mini-batches and the batch implementation in combination with the application of a GPU.
The computation of the all-at-once gradient and Adam update are both implemented in a
batch manner and require relatively simple operations that are repeated often. Furthermore,
they are applied on relative small batches due to the mini-batch method. It is reasoned that
the Adam method can, therefore, make excellent use of a GPU to speed up the training.
The experiment presented in Table 4-4 was not run with a GPU, so this could explain the
difference in scaling. Since the ALS method still scales similarly as in Table 4-4 it is reasoned
that the ALS implementation can only make sub-optimal use of the GPU, likely due to the
more complex operation of solving a linear system.

It is noted that the convergence has not been taken into account in this analysis. Moreover,
it was earlier mentioned that the computation of the training loss slows down the Adam
method more than ALS. So, the Adam method could already be faster than ALS smaller
values of M R when a record of the training progress is not needed and the training is stopped
at convergence.

Here the mini-batch Adam method is compared to ALS. In future research the run time of the
full-batch Adam method could also be compared to ALS. Additionally, it could be studied
whether the full-batch Adam method scales similarly as the mini-batch method which it
should do theoretically.

Table 6-6: Mean total training run time and one standard deviation for training on the House-
Electric data set for different values of M and R. ALS is faster for smaller values of M R. For
more complex models with larger values for M and R the Adam method is faster which can make
it more advantageous to use.

M =10 M =20 M = 40
R Adam ALS Adam ALS Adam ALS

10 245 (2.7) 23.7 (3.18) 245 (3.6) 47.2 (2.78) 259 (2.4) 144 (3.2)
20 249 (3.6) 46.0 (2.23) 254 (4.7) 142 (3.0) 272 (6.7) 481 (2.1)
40 259 (3.8) 144 (32) 279 (3.1) 482 (2.0) 320 (2.0) 1858 (2.9)

Table 6-7: Estimated scaling parameters for the training run time (y) on the HouseElectric
data set as a function of M R, the product of the feature map order M and CP-rank R. The
difference in the found values for b is a factor 20 instead of 2 as is expected from the theoretical
computational complexity. It is reasoned that the Adam method is be able make more efficient
use of a GPU than ALS.

y = az’
Input (z) Method a b
MR ALS 1.01-107% 1.61
Adam 154 0.0891
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Figure 6-4: Mean total training run time on the Household data set with one standard deviation.
Additionally, a fit (dotted) through the mean run times is shown. The difference in the slopes of
the fit demonstrates that the run time of the Adam method scales favorable compared to ALS in
terms of M R.

6-2-4 Combination of methods

In this thesis the different characteristics of the Adam method and ALS have been discussed
multiple times and have been illustrated with experiments. Since the methods both have
advantages and disadvantages, it is shortly studied whether they can be combined to get
the best of both worlds. The mini-batch implementation of the Adam method enables quick
learning, but due to the stochasticity it does not converge unless the learning rate is decreased.
ALS is monotonically decreasing and thus converges, but the convergence can be slower,
especially for large scale learning.

Combination approach

Based on these characteristics and the results shown in Figure 6-3 it is reasoned that it would
be beneficial to use the Adam method at first to quickly reduce the training loss in a few
iterations and then switch ALS to achieve convergence.

This approach was tried for the HouseElectric data set and the Airline data set. The com-
bination of methods is compared to the performance of each method separately for a similar
number of iterations. The same hyperparameters as listed in Table 6-2 and the same initial-
ization as before are used. As a result, for the individual methods the results will be the same
as in the previous section. The iteration to switch methods at is determined based on the
training loss of the Adam method using the results of the previous section. So, it is deter-
mined beforehand. For the HouseElectric data set the methods switch after 10 iterations, for
the Airline data set this is at 25 iterations.
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Results

The training results are shown in Figure 6-5. The losses are given in Table 6-8. The results
show that for the HouseElectric data set there is no advantage to using the combination of
methods compared to solely using the Adam method. Only the standard deviation of the
losses is decreased slightly. Furthermore, the combination of methods does not reach the
minimal validation loss earlier than the combination of methods. So, for this particular case
the combination is not useful.

For the Airline data set the performance does improve compared to solely using the Adam
method. By switching to the ALS method the increase of the training loss of the Adam method
is prevented. Hence, the combination of methods makes use of the monotonically-decrease
property of ALS as desired. Moreover, the ALS combo is able to improve loss compared
to the minimal loss that the Adam method achieves. The final training and validation loss
of ALS are similar to that of the Adam-ALS combination. Furthermore, given the training
loss trajectory of the ALS method alone, it is expected that it can converge to the same
losses as the combination. Nevertheless, the combination of methods reaches the minimal
loss significantly quicker.

From these two experiments it is concluded that the combination of first using the Adam
method and then ALS can be beneficial for large scale learning to reach the final loss perfor-
mance quicker. The substantial initial decrease due to the Adam method can effectively be
combined with the monotonic decrease in the training loss of ALS to improve the final con-
vergence. However, it seems that the combination of methods is not able to achieve a better
performance in terms of the training and validation loss compared to the ALS method alone.
So, the combination of methods can be used to speed up training, but does not improve the
loss performance.

In these experiments the switch moment was set beforehand based on the training trajectories
of the individual methods. In practice it will be unknown beforehand what the training tra-
jectories of the individual methods are. Thus, it cannot be determined from these trajectories
when to switch or whether a combination of methods is beneficial at all. An implementation
of a combination of methods in practice, therefore, needs to switch during training. It is
suggested to incorporate an earlier stopping criterion for the Adam method and switch to
ALS after this criterion is met. In future research this can be investigated further.

Finally, in future research it could be investigated whether it is beneficial to apply ALS
first and then the Adam method. For example, when the number of features is large as in
Section 6-2-1 it might be beneficial to use ALS first.

6-3 Summary

In this chapter the performance of all-at-once optimization was studied and compared to ALS.
The Adam method is used as the all-at-once update method. To evaluate the performance
experiments are conducted on different data sets. Several data sets with over a million samples
are used to test the large scale learning performance.

Different performance criteria are applied to compare the methods. Naturally, the training
loss and validation loss are criteria. The total training run time, the run time to complete all
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Table 6-8: Mean loss and one standard deviation for the Adam method, ALS and a combination
of the methods for different data sets. The losses for a method are reported for the iteration where
the mean validation loss for that particular method is minimal. The combination of methods does
not lead to a higher final loss, but the amount of added benefit depends on the data set.

Loss

HouseElectric Airline

Method Training Validation Training Validation

Adam  0.155 (0.0007) 0.155 (0.0009) 0.849 (0.0009)  0.850 (0.0073)
ALS 0.155 (0.0004) 0.155 (0.0009) 0.854 (0.0012)  0.860 (0.0069)
Combo  0.155 (0.0002) 0.155 (0.0008) 0.848 (0.0011) 0.849 (0.0071)
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Figure 6-5: Mean training loss (line) and one standard deviation (shaded area) on two data sets
for the Adam method, ALS, and a combination. For the combination the Adam method is applied
first and then, after a set number of iterations, ALS is used which is denoted as ALS combo. The
results show that the combination of methods does likely not improve the final loss compared to
ALS alone, but it can converge faster to the final loss.

iterations, is also used. Additionally, the run time until convergence is used. Convergence is
determined based on the mean validation after the experiments have been conducted.

It is found that the Adam method does not perform well on data sets with around 16 features
or more while ALS does. This is most likely due to exceedingly small gradient values that
are caused by the large number of features. Additionally, it is shown that the Line search
method also is not able to train on a data set with 18 features. This further confirms that
the small gradient is most likely the issue. It is reasoned that ALS still works well due to the
inherent difference in the update method between ALS and all-at-once optimization.

On small data sets ALS is found to be superior compared to the Adam method, both in
terms of loss as well as run time. On the large scale data sets the Adam method achieves
similar performance in terms of loss as ALS. The training progress of the Adam method
shows a sharp decline in the first few iterations. As a result, the Adam method is able to
reach convergence quicker than ALS. So, while the total run time of ALS is lower, the Adam
method has a considerably lower run time until convergence. For example, the Adam method
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was able to reach convergence in less than 10 minutes on a data set with 11 million samples.

Furthermore, it is found that the training run time of the Adam methods scales favorable
compared to ALS. The scaling for the feature map order and CP-rank of the Adam method
is more than an order of magnitude lower than ALS. It is reasoned that this is because the
Adam method can profit more from the GPU capabilities compared to ALS. This shows that
for more complex models the Adam method is more advantageous.

Finally, it was investigated whether the methods could be combined to obtain the best of
both worlds; the rapid initial decline in loss of the Adam method and the monotonic decrease
of ALS. The Adam method is used for the first few iterations and then it switches to ALS.
It is found that this combination can reach convergence quicker than the individual methods.
However, the results suggest that it does not improve the performance in terms of loss compare
to ALS alone. Moreover, it was found that the added benefit differed for the two data sets
this was tested on. For one data set there was no additional benefit while for the other there
was.

Overall, it is concluded that for smaller problems and problems with around 16 or more
features it is beneficial to use ALS. For large scale learning with fewer features the Adam
method is preferred. Moreover, for more complex models with larger feature map orders
and CP-ranks it is more advantageous to use the Adam method as well. A combination of
methods can be applied, but this does not necessarily perform better than the individual
methods. Nevertheless, it should not perform worse. So, all-at-once optimization in the form
the Adam method can effectively and efficiently be applied to solve the CPD constrained
kernel machine and thus to enable large scale learning for kernel machines.

Summary of contributions

o It is shown that the Adam and Line search method do no longer perform well for
data sets with around 16 or more features while ALS does.

o It is shown that on small data sets ALS is superior to the Adam method in terms
of loss performance and has similar convergence.

It is shown that on large scale data sets the Adam method achieves similar perfor-
mance as ALS in terms of the final losses, but it reaches convergence significantly
quicker.

e It is shown that the training run time of the Adam method scales favorably
compared to ALS for the feature map order and CP-rank. So, for more complex
models on large scale data set it is more advantageous in terms of the training
run time to apply the Adam method.

e It is shown that the Adam method and ALS can be combined by first applying
the Adam method and then switching to ALS. Does not seem to improve the
performance in terms of loss, but can allow for quicker convergence compared to
the individual methods.

e It is shown that all-at-once optimization in the form of the Adam method can
effectively and efficiently be applied for learning with a large number of samples
with the CPD constrained kernel machine.
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Chapter 7

Conclusion and Recommendations

7-1 Conclusion

In this thesis it has been investigated whether all-at-once optimization can be applied to
the Canonical Polyadic Decomposition (CPD) constrained Kernel Ridge Regression (KRR)
optimization problem. Moreover, the goal was to enable learning with a large number of
samples for kernel machines. The KRR problem is solved in the primal space such that the
complexity of the solution does not scale cubically with the number of samples, which the
kernel trick in the dual space does. Product feature maps are used to represent the kernel in
the primal space. To reduce the number of weights of the optimization problem, a CPD is used
to represent the weights. As a result, the number of weights scales linearly in the number of
features of the input data instead of exponentially. However, the CPD introduces nonlinearity
into the optimization problem and thus complicates the computation of a solution.

The Alternating Least Squares (ALS) method is the state-of-the-art optimization method for
this problem. ALS updates one factor of the CPD at a time. In this thesis the application
of all-at-once optimization in the form of gradient descent has been studied as an alternative
for ALS. The main goal of this thesis was:

In which situation is it more advantageous to apply all-at-once opti-
mization compared to ALS to solve the CPD constrained kernel ma-
chine problem?

An efficient algorithm for the computation of the all-at-once gradient was derived for this
thesis. The CPD and the product feature map are stored as tensors, so the gradient can
be computed without looping over the factors in Python. This significantly speeds up the
computation. It was shown that automatic differentiation (AD) can also be used to compute
the gradient. However, the computation time for the analytical algorithm was found to be
considerably lower, so this was used.
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With experiments that served as a proof of concept, it was found that Steepest Gradient
Descent (SteGD) can be used to find a solution to the CPD constrained optimization problem.
However, it was also found that the selection of a suitable step size is a challenge of all-at-once
optimization. It was shown that the magnitude of the gradient of the mean squared error
(MSE) term decreases with an increase in the number of features. As a result, determining
a good step size becomes very challenging for a larger number of features. It was found that
SteGD with a fixed step size already becomes ineffective for five features. Since most data sets
have more than five features, SteGD is generally ineffective for large scale learning. Moreover,
the gradient of the regularization term does not decrease for more features, while the gradient
of the MSE term does. As a result, this needs to be taken into account when determining an
appropriate value for the regularization parameter.

To overcome the challenge of selecting a step size, the use of line search was studied. An
expression for the exact line search solution was derived for this thesis. By recursively ex-
panding the Hadamard sequences in the loss function, an exact value for the optimal step size
for a given step direction can be computed. It is a general expression, so it can be used for
any number of features and any step direction. It was found that the Line search method in
combination with gradient descent can be used to speed up training compared to SteGD with
a fixed step size. However, it was also found that the Line search method is more sensitive to
the weight initialization due to the optimality of the Line search method and, consequently,
the inability to escape a local minimum. Moreover, the Line search method requires signif-
icantly more run time for training which makes the Line search method ineffective for large
scale learning.

The Adam method was investigated as another alternative for the determination of the step
size. The Adam method determines a step size for each weight individually depending on
the evolution of the gradient for that particular weight. It was found that the Adam method
reaches similar performance in terms of loss as ALS and barely increases the complexity
compared to SteGD. Moreover, the Adam method can be combined with mini-batch gradient
descent in which batches of the data set are used to compute the gradient, instead of the full
training data set. This can speed up the convergence and make the Adam method effective
and efficient for large scale learning. Thus, it was concluded that the mini-batch Adam
method is the best all-at-once optimization method for large scale learning of the methods
researched in this thesis.

Finally, the performance of all-at-once optimization in the form of the Adam method for large
scale learning was studied and compared to the performance of ALS. For performance, both
the training and validation losses were taken into account as well as the total training run time
and training run time till convergence. The convergence was determined after the experiments
were conducted, and was used to indicate when early stopping could have happened if it had
been used.

It was found that the Adam method does not longer perform well for data sets with around
16 features or more while ALS does. This is most likely due to the exceedingly small gradient
values which are a result of the large number of features. It was verified with a different data
set that the Line search method is also not able to train successfully on a data set with 18
features. It is reasoned that ALS still works well due to the inherent difference in the update
method between ALS and all-at-once optimization.

For large scale data sets with 10 features or less, it was found that the Adam method can
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achieve similar performance as ALS for both the training and validation loss. Due to the
mini-batch implementation, the Adam method can converge within a few passes over the
whole data set for large data sets. As a result, the training run time until convergence is
significantly lower for the Adam method than ALS for these large data sets. For small data
sets the ALS method is quicker.

Furthermore, the total training run time for the Adam method scales favorable compared to
ALS for the feature map order and CP-rank. The scaling parameter of the Adam method
was found to be an order smaller when both methods are run on a GPU. It is thus concluded
that for larger, more complex models where the CP-rank and feature map order are large, it
is advantageous to use the Adam method.

Finally, it was investigated whether the Adam method and ALS can be combined to exploit
the benefits of both methods. The Adam method can be used for the first iterations to make
use of its initial rapid decrease in loss and ALS can be used afterward for its monotonically
decreasing property to achieve convergence. This was tried on two large scale data sets and
it was shown that the combination worked. The combination of methods did not lead to
improved performance in terms of loss compared to solely using ALS. However, it was able to
reach the final convergence loss faster than the individual methods could. The added benefits
differed for two data sets that this was tried on. When the Adam method was able to converge
on its own, it did not help to switch to the ALS method. Nevertheless, it did not have an
adverse effect.

To conclude and to answer the goal of this thesis, all-at-once optimization in the form of the
mini-batch Adam method can be effectively and efficiently applied for large scale learning
with kernel machines. The ALS method is superior on smaller problems, but on data sets
with over a million samples it was found that the Adam method can outperform ALS in terms
of training run time until convergence and can achieve similar performance in terms of loss.
Furthermore, for more complex models the Adam method is favorable compared ALS due to
its more advantageous scaling for the training run time in terms of the feature map order and
the CP-rank.

7-2 Recommendations for future research

In this thesis a first study into all-at-once optimization for the CPD constrained kernel ma-
chine is done. Many aspects of the all-at-optimization method and the optimization procedure
in general were analyzed, but a lot can still be studied. Given the numerous choices and as-
sumptions that are made and used for the implementation of a machine learning algorithm,
there are many areas that could be researched further.

First, potential future research areas for all-at-once optimization in general are presented.
Secondly, the optimization methods studied in this thesis in specific are considered. Finally,
suggestions that reach beyond the focus of this thesis are discussed.

7-2-1 All-at-once optimization in general
Several aspects of all-at-once optimization in general could be studied in more detail.
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Methods In this thesis only three all-at-once optimization methods were analyzed, SteGD,
Line search and the Adam method. In future research other methods could be studied such
as the Gauss-Newton method or the Levenberg-Marquardt method, or other gradient based
methods similar to the Adam method.

Effect of a large number of features In this thesis it was shown that the number of features
has an influence on the performance of all-at-once optimization. Although this was investi-
gated briefly, a conclusive answer why this is happening was not yet determined. Therefore,
this could be studied in more detail. Furthermore, it was shown that for the Adam method
this influence occurs for more than 10 features and likely starts to occur around 16-17 features.
It could be studied in more detail when exactly this starts happening.

Additionally, it could be studied whether a different initialization method could help prevent
this problem.

Finally, it could be studied whether the gradient can be scaled before the step size is deter-
mined. The direction of the gradient would then be maintained while its magnitude increases.
For example, the gradient could be normalized.

Parallelization As mentioned earlier, the algorithm for the computation of the all-at-once
gradient lends itself for parallelization. This could be implemented in the future and its effect
on the training run time could be investigated. With the expected speed up, the application
of all-at-once optimization on even larger data sets could be studied.

7-2-2 Methods discussed in this thesis

Line search An expression for the exact Line search solution was derived for this thesis.
However, it was found the Line search algorithm is too slow in its current implementation to
be applicable to large data sets. In future research the implementation could be improved.
Furthermore, it could be studied whether the Line search algorithm could be implemented
with JAX in such a way that it can be run on a GPU to speed it up.

The derived Line search expression was combined with the gradient in this thesis. In fu-
ture research a different step direction could be tried, for example the Gauss-Newton step.
Alternatively, the Line search method could be combined with ALS as in [50] and it could
be studied whether this method works well for the CPD constrained kernel machine. The
combination of the Line search method with mini-batch gradient descent was briefly investi-
gated for this thesis, but it could be studied in more detail. In particular, it could be studied
whether the mini-batch version of the Line search method is able the escape local minima
and is, therefore, less dependent on the weight initialization.

Adam The Adam method was found to be the most effective all-at-once optimization method
studied in this thesis. However, no hyperparameter search for the Adam method itself was
conducted. For 31, B2 and € the standard values recommended by the authors were used. In
future research it could be investigated whether different values lead to better results.
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Secondly, the experimental results indicated that the training loss of the Adam method could
start increasing again after reaching a minimum. Although this increase was only a few
thousandths, it did not seem like a temporary bump due to stochasticity. It could be analyzed
further why this is happening.

Combination of methods The combination of the Adam method and ALS was studied
where they were used in that order. However, the moment to switch from Adam to ALS
was determined based on the training results of the individual methods. In practice it would
be desirable to switch without knowing the results of the individual methods. A switching
criteria and its effects could be studied.

Secondly, a different order of the methods and its effect could be studied. It might be beneficial
to start with ALS, for example when there are a larger number of features, and then use the
Adam method.

Comparison of methods Lastly, the optimization methods were compared with each other.
In this thesis the losses and training run times were mostly used to compare to the methods.
In future research the resulting models could be studied. It could be analyzed whether the
resulting models are close to each other where the definition of close has yet to be determined.

Besides that, the current implementation of ALS limited the number of samples that could
be used. The implementation could be adapted to allow for any number of samples such that
ALS can be compared to the Adam method on the largest data sets.

7-2-3 Beyond this thesis

Finally, there are possibilities for future research that go beyond the focus of this thesis.

Other loss function In this thesis the KRR problem with an MSE term was the optimization
problem that was studied. This problem had a convenient loss function, since it was relatively
straightforward to derive its gradient. The choice of loss function affects the results. For
example, the MSE error is susceptible to outliers. In future research the use of a different loss
function could be studied. Its gradient could be obtained with AD which was shown to work
well in this thesis. In that case, it is not necessary to have an expression for the gradient of
the loss function, so a more complex loss function could be applied.

Other tensor decompositions In this thesis the CPD was used to constrain the weights.
However, other tensor decompositions also could be used. It was already quickly investigated
whether a Tensor Train (TT) could be combined with AD and it was found that the gradient
can be computed and that all-at-once SteGD can be applied for a T'T constrained kernel ma-
chine as well. Other tensor decompositions have different characteristics which could be more
beneficial than those of the CPD. Therefore, the application of other tensor decomposition to
the constrained kernel machine in combination with all-at-once optimization could be studied
in future research.
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Appendix A

Algorithms and Derivations

In this chapter of the appendix the algorithms that are used in this thesis are presented in
more detail. Furthermore, several derivations of expressions that are used in the thesis are
presented. First, Alternating Least Squares (ALS) for the Canonical Polyadic Decomposi-
tion (CPD) constrained kernel machine is discussed. Secondly, all-at-once optimization with
gradient descent is discussed. Then, the Line search and Adam method are discussed. Lastly,
the CPD weight initialization and the normalization of the CPD are discussed.

A-1 CPD ALS

In this section the CPD ALS algorithm is derived first. Secondly, the theoretical complexity
of the ALS algorithm is discussed.

A-1-1 CPD ALS algorithm

The ALS algorithm for the CPD constrained kernel machine is based on [6]. However, in [6]
the summed squared error is used while in this thesis the mean squared error (MSE) loss is
used, so there are slight differences.

The ALS optimization problem that is used to update factor W@ is given by

N 2
min LY (yn_<vec<w<d>>,z<x;d>>®( 2 z<mgp>>Tw<p>>>>
n=1

vec(W@) p=tpzd (A-1)

D
+)\<Vec(W(d)TW(d)),vec(< s W(p)TW(p)>)>.
p=1,p#d
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For ease of notation the following expressions are introduced:

2W = % 2(2@)TW, Wo= *  2(@?) WO, (A-2)
r— % WOTW@, .= % WOTWO), (A-3)
d=1 p=1,p#d

So, the optimization problem becomes
1 X

vec(W@) N = (A-4)

This optimization problem is a linear least squares (LLS) in vec(W(®) and is thus convex.
Its exact solution can be found by setting the gradient with respect to V€C(W(d)) to zero.

The gradient with respect to one factor in matrix format is given by

of(w -2 ~ D T
a{ﬁf(d)) = W (Z(X(d)) o (p_fxflyyédZ(X(p))TW(p)) ) X3 (y - ypred) + 2)‘W(d)]-‘da (A_5)

which is derived in Section A-2-1.

To be able to set the gradient to zero this expression needs to be reformulated in terms of
vec(W(®), The solution can then be obtained by solving a linear system.

For the regularization term this can be done as follows by making use of the Kronecker
property given in Eq. (2-12):
2Avec(WDTy) = 2\ vec(I, WL )
= 2\(I; ®T)) vec(W D)
— 2A(I3y @ Tg) vec(W@),

For the MSE term it is noted that only the term y,,.., contains vec(W (@), Furthermore, the
batch outer product can be rewritten with the Khatri-Rao product as mentioned at Eq. (2-13):

<Z(X<d>)a< 2 Z(X<P>)TW<P>)T>—><Z(X(d>)®< 4 Z(X@))TW@)>T>,

p=1,p#d p=1,p#d
such that
D T D T
Z(XD) 5 < * Z(X(p))TW(p)) x3y = [ Z(XD) @ < % Z(X(p))TW(p)> y.
p=1,p#d p=1,p#d

Furthermore, the predictions can also be formulated as follows:

T
Ypred = (Z(X(d)) © ( i Z(X(p))TW(p)> ) vec(W@),
p=1,p#d
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For convenience the matrix C is defined as follows:

T
C-= Z(X<d>)@< % Z(X<P>)TW<P)> e RV*ME, (A-6)
p=1,p#d

Hence, the gradient given in Eq. (A-5) can be rewritten as:

?;%3 = _Wz(CTy — CTCvec(W®D)) + 2\(Iyr ® Ty) vee(W@), (A-T)

To solve for Vec(W(d)) such that the gradient becomes zero the following linear system needs
to be solved:

(CTC+ ANy ®Ty)) vec(W@) = CTy. (A-8)

Since one factor is updated at the time, the ALS algorithm can reuse the Hadamard sequences
that are needed to compute C and I'y. To that extent the full Hadamard sequences ZW and
I' as defined in Eq. (A-30) and Eq. (A-31) respectively are computed first. The needed
Hadamard sequences are then obtained by dividing the full Hadamard sequences by the
appropriate term. After a factor has been updated the full Hadamard sequence can be
computed efficiently by using the Hadamard sequence without that factor and the newly
updated factor.

The full ALS algorithm for optimizing the CPD constrained kernel machine is given in Algo-
rithm A.1 and Algorithm A.2.

A-1-2 Theoretical complexity

The theoretical computational and memory complexity of the CPD ALS algorithm are given
in Table A-1. For the memory complexity both the complexity is given for the batch imple-
mentation as well as the most memory efficient implementation.

Only the complexity of the weight update step is included, since these operations are con-
ducted multiple times. The complexity for each step in Algorithm A.2 is given. The compu-
tation of the full Hadamard sequences at the startup of the algorithm are left out.

In general, the computational complexity for a matrix multiplication of a matrix of size I x I
times a matrix of size Iy x I3 is O(I1I213). The computational complexity of solving a linear
system Ax = b with matrix A of size I x I is O(I®).

A-2 All-at-once CPD learning

In this section the algorithms and derivations for all-at-once gradient descent are presented.
First, the derivation of the all-at-once gradient is presented. Then the total algorithm is
given. Finally, the theoretical complexity of computing the gradient is discussed.
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Algorithm A.1 CPD ALS algorithm based on [6].

function ALS__TRAINING(X, y, R, A, Z, number of sweeps)
> Parameters
D « X.shape[1]
N < X.shape[0]
M <« Z.order() = Get order of feature map Z
W «— initial_weights(D, M, R)

> Compute full ZW and TI' sequence
ZW — 1
'—1
for d — 1,D do
ZW «— ZW  Z(X D)W, ..
' ~T= WJ;,;Wd,:,:
end for

> Update loop
for i — 1,number of sweeps do
for d — 1,D do
W, ZW, T — als_weight_update(W, Z(X¥),y, ZW,T, ), d)
end for
end for
return W
end function

A-2-1 All-at-once analytical gradient derivation

During this thesis an analytical expression for the all-at-once gradient was derived. The
derivations are presented here in more detail. First, the partial derivative with respect to one
factor matrix W@ will be derived and then it will be shown how the gradient with respect
to all factor matrices can be computed efficiently. The derivation starts at Eq. (3-12) and for
simplicity the derivation will first be done for a single sample. The loss function can be split
up into the MSE term and the regularization term. The partial derivatives for each term are
derived separately. Finally, the all-at-once gradient expression will be presented.

MSE term gradient

The MSE term for a single sample is given by:

1 D S|
mse, = N (yn — <d>i<1 z(m%d))TW(d)> 1R> = —p? (A-9)

where 7, is the residual for sample {x,,, y,} for the current weights. The partial derivative of
this term with respect to the vectorized factor matrix vec(W(®) can be expanded with the
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Algorithm A.2 CPD ALS weight update based on [6].
function ALS_WEIGHT UPDATE(W, Z(X(), y, ZW, T, \,d)
ZW, «— ZW/(Z(XDYTW,. )
Fd <« F/(WJ:,:Wd#ﬂ)

—I— T
C <Z(X(d)) © (*1)D=1,p¢dZ(X(p)>TW(p)> )

Areg — A (IM ® Fd)

A—CTC+N- A,

b—Cly

Whew = solve(A, b) = Solve linear system

W e = reshape(Wyew, (M, R)) = Reshape vector back into factor matrix
> Update full Hadamard sequences

ZW — ZW, + Z(XDYTW .y

I' =Ty = Wlewwnew

WId,:,:] — Whew

return W, ZW, T’

end function

chain-rule as follows:

omsey, 2 D oW, 2(x))
_ Yt o 2 _ (NTWw() )1, ) N2 R
ety =~ (= (ot ) 10) S (A-10)

2 W, Z(x))
N’ 0 vec(W(d)

The prediction term (W, Z(x)). can be written as an inner product of vec(W(?)). Hence,
the partial derivative can easily be derived:

W, Z(x))p = <Vec(W(d)),z(x£Ld)) ®sz>,

oW, Z(x))p () MR (A-11)
NS ol S0 S W RMR
0 vec(W(d) 2(2,”) @2Wa €

Here zZWy; is defined in Eq. (A-3).

In Eq. (2-10) it is shown that the Kronecker product can be matricized using the vector outer
product. Subsequently, the partial derivative can also be computed directly with respect to
W (@ without vectorizing:

oW, Z(x))p
oW ()

= z(z\) 0 zW,; e RM*E (A-12)
Regularization term gradient

Following Eq. (A-4) the regularization term (A, W) can be written as follows:

W W) = <vec(W(d)TW(d)), Vec(I‘d)>

(A-13)
= vec(WDTWE)T vee(Ty),
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Table A-1: Theoretical complexity of the ALS method. The individual steps correspond to the
steps given in Algorithm A.2.

Complexity
Operation Computational Memory impl. Memory eff. Note
Z(X (D) O(MN) O(MN) O(M)
ZW O(MRN) O(RN) O(R)
ry O(MR?) O(R?) O(R?)
C O(MRN) O(MRN) O(MR)
A,y O(M?R?) O(M?R?) O(M?R?)
A O(M?R2N) O(M?R?) O(M?R?)
b O(MRN) O(MR) O(MR)
Whew O(M3R3) O(MR) O(MR)
W ew O(1) O(MR) O(MR) Computer operation
ZW O(MRN) O(RN) O(R)
r O(MR?) O(R?) O(R?)
Overall O(M?R?N) O(MRN) O(M?*R?) Assuming N » MR
For D updates O(DM?R?N) O(MRN) O(M?*R?)

where I'y is defined in Eq. (A-3). With the Kronecker matrix-vector product property intro-
duced in Eq. (2-12) this can be rewritten as:

W W) = vece(WID) T (WD @ 1)) vee(Ty). (A-14)

Therefore, the partial derivative with respect to vec(W(@) is:

jgvc(’ww(flf) = 2(WD @1y,) vee(Ty) (A15)

= 2vec(WTy).

The factor two in the partial derivative is due to the chain-rule. Since W@ occurs twice in
Eq. (A-14) the chain rule results in two identical terms, hence the factor two.

The partial derivative with respect to the factor matrix itself is:

W W) o)
Overall the partial derivative of the loss function for one sample, f, (W), with respect to
factor matrix W(@ is:

fn(W) 2

W@ = —Nrnz(x;@) 0zZWy + 22WAT,, (A-17)

Batch MSE gradient

In the previous section the partial derivative of the MSE term for a single sample was derived.
To compute the partial derivative for a batch of samples the derivatives for the individual
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samples can be summed. Alternatively, the partial derivative for a batch of samples can be
computed at once by adding the samples as an extra dimension in each computation. This is
only necessary for the MSE term, since the regularization term is independent of the samples.
In the derivation of the following equations a batch size N is assumed. Following the notation
in this thesis this corresponds to the full batch of samples. However, any batch size can be
used.

The batch MSE term can be given as the sum of the individual residuals, but alternatively it
can be formulated in vector notation:

N 1 N
mse = Z — W, Z2(Xp)) ) = N Z r2
n=1 n=1
1 ]
= Gl e=Trn ] (A1%)
1 2
=N \y—ypred ,o Y=1lmy . yn]

The vector y,,..q contains the individual predictions:
Ypred = Wipred - Ynpreal' = [V, Z(x1))p .. WV, Z(xn))p]" (A-19)

In Eq. (3-6) the batch feature map Z(X (@) is defined. It contains the transformed data for
all the samples for one feature:

Z(XD) = [2(z\") 2(2{V) .. 2(2\P)] e RM*N, (A-20)
Subsequently, the product z(x (d ))TW( ) can be computed for all the samples at once:
Z(XD)TWD = [2(z\D)TWD z(2)TWD 52 D)TWD] e RN*R, (A-21)

By taking the Hadamard products of Z(X(@)TW(® for d = 1,..., D a batch of predictions
can be computed as follows:

-
= [<d§lz($(1d))Tw(d)> 1n (dglz(xgd))Tw(d)> 1z ... <U§1Z($§3))Tw(d)> 1R] )
(A-22)

The partial derivative of the batch prediction with respect to one factor follows Eq. (A-12)
and is given by:

ayp d D
et — z(X )z Z(XPHTWP) ) g RM*ExN A-23
such that 5
Yopred X
<6Wp u)) = a(2l?) 0 zaWy e RM*F. (A-24)

R
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To compute the final partial derivative, the partial derivatives of each sample need to be
multiplied with the corresponding residual and summed. This can be done by contracting
the tensor of Eq. (A-23) with the error vector y — y,,.c4:

omse -2 ~ D
aw ~ v 2X)e (l,_ﬁ#dz(x(m)TW(p)) X3 (Y = Yprea) € RN (A-25)

Here x3 means that tensor contraction is computed along the third axis of the left tensor
which in this case corresponds to the axis that contains the samples. Since the right side of
the contraction is a vector, the tensor loses one dimension.

So, the total partial derivative of the loss function with respect to a factor matrix for a batch

of samples is

_ D T
G = =2 <Z(X(d>) 5 < 2 Z(X<P>)TW<P)> >x3<y_ymd>+%w<d>rd. (A-26)
N p=1,p#d

All-at-once gradient

With the expression for the partial derivative for a single factor matrix the all-at-once gradient
can be derived. The all-at-once gradient is defined as follows:

af(w)

_ d _ MxR DxMxR B
Ga.. =G W@ eR , GeR . (A-27)
The gradient is defined as a tensor, since the CPD weights are also represented as a the tensor
W. As a result, the gradient can easily be subtracted from the weights in a weight update.
Furthermore, it allows for an efficient computation of the gradient without looping over the
factors.

The strategy for computing the gradient with respect to all factors at once, is to reuse as
much as possible. In particular the Hadamard product sequences that appear in the MSE term
and the regularization term can be reused. Furthermore, Numpy/JAX functions are used to
efficiently compute multiple parts at once using broadcasting!. The tensor representation of
a CPD, W, and the tensor representation of the batch feature map, Z(X) are used. They
were introduced in Section 2-2-3 and Section 3-1-2 respectively.

First, the relevant parts that are needed for the all-at-once algorithm will be defined. Then
the whole algorithm is presented.

The tensors ZW and T are defined for d = 1,..., D as follows:

ZWa,.. = Z(XNTWED c RVXE - z)p ¢ RPXNXE, (A-28)
Ta..= W(d)TW(d) e RRXR, T e RDxRxR (A—29)

!See https://numpy.org/doc/stable/user/basics.broadcasting.html for more information about
Numpy broadcasting.
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They can be used to compute the Hadamard product sequences:

D
ZW = * EWa = Z(X D) Tw), (A-30)
= =1

D D
= * Ta, :dilw(d”w(d). (A-31)

The tensors ZW and 7 can be computed at once in Numpy/JAX using W and Z(X). The
matmul command is used to perform the matrix multiplications simultaneously. The swapaxes
command can be used to perform the transpose of a batch of matrices that are stacked to
form a 3-way tensor.

WT = swapaxes(W, 1, 2), T = matmul(W', W),
Z(X)" = swapaxes(Z(X), 1, 2), ZW = matmul(Z(X)", W).

Note that the transpose sign in W' and Z(X)" is a slight abuse of the notion of a transpose.
Here it means that matrices that are stacked along the first dimension are transposed. Further-
more, zero-indexing of the axes is used, since this is also used in Python. So swapaxes(-,1,2)
corresponds to swapping the second and third axis of the 3-way tensor.

The full Hadamard sequences of Eq. (A-30) and Eq. (A-31) can be used to compute each
Hadamard sequences where one factor is left out. This is, for instance, needed in Eq. (4-10).
These sequences are represented by ZWg € RP*NXE and T; € RP*EXE for the MSE and
regularization term respectively:

(ZWa)a,.. = (ﬁ Z(X(p))TW(p)>/(Z(X(d))TW(d))

p_
D
= % ZXHTw®), (A-32)
p=1,p#d
D WO TW® (&) Ty
(7:1)d,:,: = >E W Wp /(W \%\% )
— 2 wWeTwe. (A-33)
p=1,p#d

The divisions are done element-wise here.

The full tensors ZW, and T3 can be computed at once using the Numpy/JAX broadcasting?
functionality as follows:

ZWa=ZW/Z2W, (A-34)

Ta=T/T. (A-35)

The division / in these equations follows the broadcasting rules, since, ZW and ZW, are not
the same shape. It is thus also an slight abuse of the division operator.

For the regularization term, the gradient can now be computed as in Eq. (A-16) for all factors
at once:

Greg = 2X - matmul(W, 7). (A-36)

2See https://numpy.org/doc/stable/user/basics.broadcasting.html for more information.
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To compute the gradient of the MSE term as given in Eq. (A-25) for all factors at once, the
batch outer product and mode-d vector product need to be computed with an extra dimension
in mind. Let the intermediate tensor V € RP*M*EXN he defined as follows:

Vs = (2(X)ay: 8 (2Wa)g..) e RN g =1, D. (A-37)

The tensor V can be computed at once with Numpy/JAX as follows:
ZW) = swapaxes(ZWy, 1,2), (A-38)
V = Z(X)[:,:, jnp.newaxis, :| * ZW] [:, jnp.newaxis, :, :

This expression again makes use of Numpy/JAX broadcasting by adding an extra axis with
jnp.newaxis where appropriate.

The MSE gradient can be computed at once by
-2
gmse = WV X4 (y - ypred)' (A_Sg)

The total all-at-once gradient is simply the sum of the two components and can be used to
compute the step direction of Eq. (4-4):

g = greg + gmsea P(d) = —gd~ . d= 1, ...D. (A—40)

[REE)

In Algorithm A.3 the full algorithm for computing the all-at-once gradient is presented.

A-2-2 Theoretical complexity

In this section the theoretical complexity of the Steepest Gradient Descent (SteGD) weight
update is presented. The theoretical complexity determined for the individual steps for com-
puting the gradient and then the overall complexity is determined. The results are shown in
Table A-2.

As mentioned previously in Section A-1-2, the computational complexity for a matrix multipli-
cation of a matrix of size I x [ times a matrix of size I x I3 is O([;I213). The computational
complexity of solving a linear system Ax = b with matrix A of size I x I is O(I?).

A-3 Line search

The Line search method computes an optimal step size at each iteration given the current
weights and a step direction. The corresponding optimization problem in given by

1N 2
min h(o) = N,;l (yn - <d% (z(:r,(ld))TW(d) + az(m%d))TP(d)>> 1R>

(A-41)

+ A1 < % (W(d) + aP(d))T (W(d) + aP(d))> 1g.

It turns out that h(«) is a polynomial in . An expression for h(«) was derived for this thesis
which can be used to compute the exact solution to the line search problem. The solution is
presented in Section 5-1-2. Here the derivation will be presented in some more detail. Then,
the theoretical computational and memory complexity of the computation of the solution is
discussed.
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Algorithm A.3 All-at-once gradient for the CPD Kernel Ridge Regression (KRR) problem.
The algorithm makes use of the Numpy/JAX functions matmul and swapaxes to compute the
matrix-matrix products and the transpose for batches of matrices. Moreover, broadcasting is
used for the division of tensors of different shape.

function GRADIENT(W, Zpaich, Yoatchs N)
> Regularization gradient
WT «— swapaxes(W, 1, 2)
T <« matmul(W', W)
I' — *dD=1 7ZZ,:7:
Ti T/T
G <« 2X\ -matmul(W, Ty)

> MSE gradient

Niateh < Yparen-shape[0] = Batch size

leztch - Swapaxes(zbatcha 1, 2)

ZW « matmul(Z,, . W)

ZW — *dD:I de,:,:

Yopred < ZW 1r

T < Ybatch — Ypred

ZW, — ZW/ZW

ZW] « swapaxes(ZWy, 1, 2)

V = Zpatenl:, s, jnp.newaxis, :| = ZWdT[:, jnp.newaxis,:,:|

> Compute final gradient
G «— G —2/Niggen, - (V x41)
return §

end function

A-3-1 Line search solution derivation

The loss function h(«) is a 2D order polynomial in «, so it can be written as follows:
2D .
h(a) = > hia'. (A-42)
i=0

As a result, the solution can be obtained by computing the roots of the derivative of h(a) and
evaluating the function A for these roots to see which root results in the minimal value. Taking
the derivative of a polynomial is straightforward. The expression of the solution therefore
focuses on the computation of the coefficients h;.

The computation of the coefficients is split up into two parts. The coefficients of the MSE
term w(«) and the regularization term k(a) are computed separately and then combined such
that h(a) = w(a) + k().

In Section 5-1-2 it was illustrated how a polynomial with scalar factors can be expanded
recursively. The same approach is used to expand the Hadamard sequences in Eq. (A-41).
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Table A-2: Theoretical complexity of one weight update for SteGD. The individual steps corre-
spond to the steps given in Algorithm A.3 and the SteGD weight update. The memory complexity
of each step is defined as the memory complexity of the intermediate values and output of that
step, not the input. Both the memory complexity of used implementation and the most memory
efficient possibility are given.

Complexity
Operation Computational Memory impl. Memory eff. Note
Reg. gradient
wr O(1) O(DMR) O(DMR) Computer operation
T O(DM R?) O(DR?) O(DR?)
r O(DR?) O(R?) O(R?)
Ta O(DR?) O(DR?) O(DR?)
g O(DM R?) O(DMR) O(DMR)
Overall O(DM R?) O(DMR) O(DMR)  Assuming M » R
MSE gradient
Zpatch O(DMN) O(DMN) O(DM)
Z) O(1) O(DMN) O(DM) Computer operation
2ZW O(DMRN) O(DRN) O(DR)
W O(DRN) O(RN) O(R)
Yopred O(RN) O(N) O(]—)
r O(N) O(N) O(1)
ZWq O(DRN) O(DRN) O(DR)
ZWT o(1) O(DRN) O(DR) Computer operation
1% O(DMRN) O(DMRN) O(DMR)
g O(DMRN) O(DMRN) O(DMR)
Overall O(DMRN) O(DMRN) O(DMR)
Weight update O(DMR) O(DMR) O(DMR)
Overall O(DMRN) O(DMRN) O(DMR) Assuming N » R

Regularization term The regularization term k(«) is given by

=

2
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W@ 4 ()4P(d>)T (W<d> + aP<d>)> 1x

(A-43)

WOTWE@ 1 (WOTp@ L pdTwd), 4 P<d>TP<d>a2)> 1r (A-44)

A + AP + Agd)oﬂ)) 1z,

(A-45)

(A-46)
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The goal is now to compute the coefficients k;, such that k(a) can be expressed as:
2D '
k(a) = ) k. (A-47)
i=0

The coefficients k; can be computed by expanding the Hadamard sequence recursively. The
only difference is that the coefficients are now not scalars, but matrices and the product is a
Hadamard product. For example, for three dimensions, D = 3, this would look as follows:

3
* <A(()d) + Agd)a + Agd)a2>

— (A7 + Ao+ Aa?) « (AP + AP0 + APa?) « (AFY + A0 + Aa?)
- ((Ag” «A) + (A AP + AP <A ) a
+ (AL« AP + AP AP + AL AP 02 + (A« AL + Al < AP 0
+ A5 Ag°>a4> « (A + Ao+ ADa?)

= (ngw + Ko + ngwoz2 + ngwa?’ + Kffewo/l) * (A(()S) + A§3)a + Agg)oz2)

This illustrates how the Hadamard sequences can be expanded recursively. The recursive
formula starts with initial values. For the first dimension:

Ko =w®OTwl)
K, = POTWOD L whTp), (A-48)
K, = POTPM),
Then, one multiplication at a time of the Hadamard product sequence can be worked out
using the coefficients of the current factor given by Eq. (A-48) and the coefficients of the

polynomial K; that are worked out so far. This corresponds to recursively looping over d
from d = 2 to d = D. At each loop the new coefficients are given by:

Kjv = Ko A,
K =Ko+ A + K« A{,
new _ Kog g x ALY+ Kog g5 ALY, (A-49)
hq = Kog—2 * Aéd)v
K =K o« AW + K« AD 1K« AW, i=2. . 24-2.
Note again that for the first two and last two coefficients separate formulas are used, since

less terms are involved. The result of this loop is a 2D polynomial with matrix coefficients.
The final scalar coefficients can then be computed by taking the sum:

ki = MpK1g, i=0,...,2D. (A-50)
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MSE term The coefficients of the MSE term, w(«), can be computed in a similar fash-
ion. Since the MSE term is the averaged sum over all the samples, the coefficients for each
individual sample can be computed individually and then added:

2D N N 2D
w(a) = Z wial = Z wp () = Z Z Wina',
1=0 n=1 n=11=0 (A—51)

2D '
wp () = Z Wi no.
i=0
For a single sample {x,, yn}, wn() can be expanded as follows:

_ Ll 2 (D ()T (D) (T p(d)
wp(a) = Ny" Nyn <d>1<1 (z(acn ) WY+ az(z,V)' P ) 1p

R ) (A-52)
+ (( % (z(a:%d))TW(d) + az(mgd))TP(d))> 1R> .

d=1

The computation of each individual coefficient w;, is split up into a linear part /;, and
quadratic part ¢; p:

1

wWon = 55 W = 2unlom + Go),
1 .

wi,n = N(_Zynll,n + qi,n)a 1= 17 oo 7D, (A_53)
1 )

Win = 3rlin;, 1= D+1,...,2D.

In Section 5-1-2 it is presented how the coefficient [;,, can be computed, so this is noted
repeated here. For the coefficients g; ,, of the last term of Eq. (A-52) the coefficients [; ,, are
reused:

2D ' D 2
Z gine' = <(d>i< z(z( ) TW@D 4 az(x%d))TP(d)) 13)
i=0 =1

D 2
= (Z l¢7nai> .
1=0

The coefficients g; , can be computed by multiplying the polynomial with coefficients [; ,, with

itself:
2D D D
2 qmai = (2 li,no/) . (Z lmai) . (A-55)
i=0 i=0 i=0

The values for ¢; , can be computed with the Cauchy product of power series:

Qin = Z la,nlb,n

i=a+b
a
= Z la,n li—a,n .
=0
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The last formulation of the series is similar to the convolution operation. The convolution of
two discrete signals f and g is given by

(f@g)lil= ), flalgli—al, (A-57)

a=—00

where ® is the convolution operator [56]. The similarities between this and the Cauchy
product of power series can already be seen. The coefficients g;, can be computed by taking
the convolution of the signal with /; , as its elements with itself. The signal is padded with
zeros outside the coefficient [; ,,.

Line search algorithm The complete Line search method algorithm is given in Algorithm A.4.
It can be used in combination with any step direction.

Algorithm A.4 CPD line search weight update for KRR.

function WEIGHT UPDATEW, Ziatch, Yiatchs s )
> Note that input « is not used, but passed to be consistent with other weight updates
> Compute step direction, can be any step direction in general
P «— step_direction(W, Zpatch, Yn, )

> Compute coefficients and roots
k « regularization_coefficients(W, P, \) = Eq. (5-13).
w0
for n — 1, number of samples do
w «— w + residual_coefficients(W, P, Ziuichs Yoaren) = Ed. (5-16).
end for
h—k+w
dh — 2
roots < compute_roots(dh) = Roots of polynomial that has dh as coefficients.

> Find best root
Qpest < 0
best loss « compute_lossW, Zpatch, Yoatchs )
for root in roots do
if is_real(root) then
loss < h(root) = Using Eq. (5-4).
if loss < best loss then
Qlpest < T00L
best loss < loss
end if
end if
end for
Whew < W + Qpest P
return W
end function
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A-3-2 Theoretical complexity

For each weight update the optimal step size needs to be computed. This adds computational
and memory complexity to the weight update. The complexity per step in computation of
the optimal step size is determined. The results are shown in Table A-3.

Due to the recursive nature of the method the complexity is harder to determine. The
amount of products that need to be compute increases as the recursion progresses. For the
regularization term, the complexity of computing a new term K% is R? which corresponds
to the element-wise operations. The term K?“* is defined in Eq. (A-49). For the first loop of
the recursion, d = 1, 3 new terms need to be computed, for the second loop, five terms, for the
third loop seven terms. After the recursion is completed O(D?) terms have been computed,
which is given by the sum of odd numbers®. So, the computational complexity of the whole
recursion is O(D?R?). The memory complexity is O(DR?), since each term is of size R? and
there are 2D terms in the end.

For the coefficients of the MSE term [; ,,, the complexity can be determined in a similar fashion.
For the first loop there are 2 terms, for the second loop there are three terms, for the third
loop four terms. After the recursion is completed O(D?) terms have been computed, which is
given by the sum of the natural numbers®. The computational complexity of a single term is
R and this needs to be computed for N samples. So, the overall computational complexity of
the recursion is O(D?RN). The memory complexity is O(RN) for a batch implementation
where the coefficient of each sample is computed simultaneously. For a memory efficient
implementation the memory complexity is O(R).

For the evaluation of the loss for each root the Horner’s method is used®. Since the derivative
polynomial is of order 2D — 1, there are generally O(D) real roots.

A-4 The Adam method

The Adam method algorithm is shown in Algorithm A.5.

A-5 Weight initialization

In this section the algorithms are presented for the two weight initialization methods that are
used for this thesis. In Algorithm A.6 the procedure for initializing random uniform CPD
weights is given with the option to normalize or not. The procedure for initializing weights
from a normal distribution is given in Algorithm A.7 including the option to normalize or
not.

3See https://www.cuemath.com/algebra/sum-of-odd-numbers/.
1See https://www.cuemath.com/sum-of-natural-numbers-formula/.
5Seehttps://eli.thegreenplace.net/2010/03/30/horners-rule-efficient-evaluation-of-polynomials.
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Table A-3: Theoretical complexity of the computation of the optimal step size with the Line
search method. The individual steps correspond to the steps given in Algorithm A.4. The memory
complexity of each step is defined as the memory complexity of the intermediate values and output
of that step, not the input. Both the memory complexity of used implementation and the most
memory efficient possibility are given. For some steps more explanation is given in the text.

Complexity
Operation Computational Memory impl. Memory eff. Note
Reg. coeft.
AW AW AD o(DMR?) O(R?) O(R?) Computed 2D times
Recursion O(D?R?) O(DR?) O(DR?) Explanation in the text
k; O(DR?) O(DR?) O(DR?)
Overall O(DMR?) O(DR?) O(DR?) Assuming M » D
MSE coeff.
bo ., b1y O(DMRN) O(RN) O(R) Computed D times
Recursion O(D?RN) O(DRN) O(DR) Explanation in the text
li O(DRN) O(D) O(D)
i O(D?) O(D) O(D) Standard convolution
Overall O(DMRN) O(DRN) O(DR) Assuming M » D
Derivative O(D) O(D) O(D)
Compute roots O(D?) O(D?) O(D?)
Evaluate roots O(D?) O(D) O(D) O(D) roots
Overall O(DMRN) O(DRN) O(DR?) Assuming N » R

A-6 Normalization

In Section 5-3 it is studied whether the normalization of the CPD improves the learning
performance. In this section the weight update with normalization and the normalization
method itself are presented first. The computation of the gradient for the normalized CPD
was done with automatic differentiation (AD), so no analytical expression was derived. As a
result, the SteGD method and Adam method can be readily applied. For the computation of
the step size with the Line search method, the step size loss function has to be adapted, so
this is presented here.

Weight update with normalization The algorithm for the general CPD all-at-once weight
update with the normalization step is given in Algorithm A.8. The algorithm to renormalize
a CPD after a weight update is given in Algorithm A.9.

Line search solution with normalization In Section 5-1-2 the solution of the line search
optimization problem is derived for a CPD that is not normalized. The solution can easily
be adapted to apply for a normalized CPD.
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Algorithm A.5 Adam method [8]. All vector operations are element-wise.

Require: 444, = Step size hyperparameter
Require: (1, f2 € [0,1) = Exponential decay rates of moment estimates
Require: f(w) = Loss function for weight vector w
Require: wq = Initial values
mg < 0 = Initialize first moment vector
vy < 0 = Initialize second moment vector
k<0
while wj, not converged do
k—k+1
g, — Vfi(wi_1) = Compute gradient for current weights
my «— 31 -my_; + (1 — 1) g
Vi < B2 vim1 + (1= B2) - g % 8
iy, — my/(1 - f7)
V), — vi/(1 - B5)
Wg < Wi — aadammk/(m + 6)
end while
return wy

An not-normalized CPD is in essence a normalized CPD of which the factors are not nor-
malized and the norm vector p is a vector full of ones. With this in mind, the loss function
can easily be adapted to include the norm vector pu by simply replacing any 1z with . So,
the general loss function of the CPD constrained kernel machine given in Eq. (3-12) for a
normalized CPD is given by

N 2
1 D D
fw) =+ > (yn - (dﬁz(xgdww(d)) u> +au’ (Jfl W<d>TW<d)> p.  (A-58)
n=1 - =

Hence, the line search optimization problem of Eq. (5-3) becomes:

1 N

min h(a) = v Z (yn _ <d%1z(x%d))TW(d)> “>2

n=1

(A-59)
ot (Cgl W(d)Tw(d)> L.

The computation of the coefficients K; and 1;,, does not change. Only the computation of
the final scalar coefficients must be adapted. Again, the products with 1 are replaced with

o

ki = ' Kijp, i=0,...,2D,

) (A-60)
l@n :li,nﬂa 1 = 1,...,D.

These are the only adaptations that are needed to compute the line search solution for the
normalized CPD.
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Algorithm A.6 Uniform CPD weight initialization with the option to normalize or not.

procedure UNIFORM__ WEIGHTS(D, M, R, bounds, normalize = True)

low, high = bounds = Get high and low bounds
W «— zeros(D, M, R) = Initialize CPD in tensor format
> Loop of factor matrix and then individual vectors
for d — 1,D do

W@ — zeros(M, R)

for r — 1,R do

(d)

wy ~ «—uniform(M) = Draw from standard [0, 1) uniform distribution.
wgd) « w,(nd) - (high — low) + low = Shift bounds of distribution
if normalize tglen

Wy — W > Normalize
Wi
end if
W((i) — Wﬁd)
end for
Wa,:.. < W(d)
end for
return W

end procedure

Algorithm A.7 Normal CPD weight initialization with the option to normalize or not.

procedure UNIFORM__WEIGHTS(D, M, R, u, o, normalize = True)

low, high = bounds = Get high and low bounds
W «— zeros(D, M, R) = Initialize CPD in tensor format
> Loop of factor matrix and then individual vectors
for d — 1,D do

W@ — zeros(M, R)

for r — 1,R do

W7(~d) « N(u,0?) = Draw from normal distribution.

if normalize then
(d) wi?

W || (d)H > Normalize
Wi
end if
W-((qi) - wfad)
end for
Wd [ W(d)
end for
return W

end procedure
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Algorithm A.8 General CPD all-at-once weight update with normalization step.

function WEIGHT UPDATEW, i, Zbatch, Yoatchs N> &)
g = gradient(w7 K, ZbatCh; Ybatchs A)
a < ... > Determine step size: fixed/Line search/Adam
Wnew =W-— ag
Whew, Hpey = normalize_cpd(Whpew, M)
return Wnewa Hpew
end function

Algorithm A.9 Normalization of CPD.

function NORMALIZE__CPD(W, )
D «— W.shape[0]
R — )V .shape|2]
for d — 1,D do
for r — 1,R do

W7(“d) <~ Wd o

norm <«— HW(d) H
T

Wa,:,. < W7(~d) /norm = Update factor matrix
n, — p, - norm > Move norm to norm vector
end for
end for
return W, p

end function
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Appendix B

Training and results

In this chapter of the Appendix more experiment results are presented. Furthermore, several
aspects of the training are discussed in more detail. First, it is shown with a small experiment
what the effect of the definition of an iteration is. Secondly, the instability of the full-
batch Steepest Gradient Descent (SteGD) method during training on the Airfoil data set is
investigated. Thirdly, the mini-batch Line search and Adam method are studied. Fourthly,
it is shown that the Line search method cannot train successfully on a data set with a large
number of features. Fifthly, additional results for the experiments conducted in Section 6-2-2
are presented. Then, the training losses for the run time experiments conducted in Section 6-
2-3 are shown. Lastly, for the used data sets it is listed where they can be accessed and what
preparation of the data was applied.

B-1 The perspective of one iteration

In Definition 4.1 an iteration is defined. Moreover, it is mentioned that the definition of an
iteration can have an effect on the perspective of the results. This is briefly illustrate here.
For convenience the definition of an iteration is repeated here:

Definition B.1 (Iteration/Epoch). One iteration, or epoch, is defined as any number of
updates until all the training data has been used once.

Alternative definitions of an iteration could be:

1. One iteration is defined as any number of updates until all the factors have been updated
and all the training data has been used once.

2. One iteration is defined as one weight update.

More definitions are possible, but these two are used as examples. To demonstrate how this
influences the perspective on the results, the results of an experiment are shown for the used

Master of Science Thesis E.A. van Mourik



116 Training and results

definition and the two alternatives. The mini-batch SteGD method and Alternating Least
Squares (ALS) are applied on the Airfoil data set with the hyperparameters given in Section 4-
3-1. These two methods are used, since they lead to a clear demonstration. For Alternative
2 only, the training loss for the mini-batch method is evaluated for the mini-batch that was
used to perform the weight update.

The results are shown in Figure B-1. It can be seen that Alternative 1 has similar results
as the used definition, only the ALS training loss is squeezed together. It was chosen not to
use this definition, since detail is lost due to this squeeze. Furthermore, with ALS often 5,
10 or 20 twenty sweeps are performed. A sweep is D updates such that all the factors are
updated once. On the other hand, for SteGD around a hundred passes over the training data
are usually performed which implies a hundred iterations. As a result, Alternative 1 leads to
a difference between the amount of iterations that are performed by the two methods. This
could make it more difficult to compare the methods.

Alternative 2 also leads to a difficult comparison of the methods. Since the loss of the mini-
batch method is evaluated on a batch, the training loss shows a lot of oscillations. This makes
is difficult to see a clear trend in the loss, especially when the batch size is small compared to
the training set size. Moreover, the mini-batch method performs significantly more updates
than ALS, so has a lot more iterations with Alternative 2 as iteration definition. This further
complicates the comparison. The latter would also hold when the training loss would have
been evaluated on the whole training set.

So, the used definition allows for enough detail to compare the methods, but does not result
in an information overload. Furthermore, with the used definition both methods converge
within the same order of iterations. As a result, an equal amount of iterations can be used.

Training loss Training loss Training loss
10° —— SteGD 10° —— SteGD —— SteGD
9x107 ALS 9x107 — ALS 10° — ALs
,8x107" , 81071 ”
§ § § 6x107!
7x1071 7x10-1
4x107t
1 -1
6x 10 6x 10 3% 10-1
0 20 40 60 80 100 0 20 40 60 80 100 0 250 500 750 1000 1250
Iteration Iteration Iteration
(a) Used definition. (b) Alternative 1. (c) Alternative 2.

Figure B-1: lllustration of the effect of the definition of an iteration for the training loss on the
Airfoil data set with the mini-batch SteGD method and ALS. The definition used in this thesis is
shown as well as the two listed alternatives.

B-2 Instability during training

It was found in Section 4-2 that the SteGD method could exhibit instabilities. The instability
is briefly investigated here. The full-batch SteGD method is applied to the Airfoil data set with
the parameters listed in Section 4-3-1. The norm of the Canonical Polyadic Decomposition
(CPD) is registered as well as the gradients. The angle between two gradients ,Gi, Go, is
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computed by vectorizing the tensor gradient:

_ (vec(G1), vec(Ga))
1Gallp 1G]l

(B-1)

The angle between the gradient vector at iteration 475 and the gradient that particular
iteration is computed. It was chosen to use an absolute angle instead of a relative angle so
that the change in gradient after the instability can also be seen.

The results are shown in Figure B-2. It can be seen that the spike in training loss is ac-
companied by a change in the gradient direction and sharp decrease in the CPD norm. The
gradient direction first starts changing and then the spike loss follows. The change in direction
is almost half a pi, which implies that the gradient is perpendicular to what it was before.
Moreover, after the spike the gradient is still direction to what it was before, because there is
still an absolute difference. The results suggest that it is likely that the spike is an overshoot.
It is imagined that there might be an overshoot occurring in sort of a saddle point. After the
overshoot has been correct the gradient points in a different direction, since it is continuing
in the other direction of the saddle point. The progress of the gradient direction gives an
interesting glance at the CPD optimization landscape.

This instability is only shortly studied here, but could be studied in more detail in future
research.

B-3 Mini-batch training

In this section it is shown that the Line search method and the Adam method can be used
with mini-batch gradient descent. In Chapter 5 it was already shown that the methods work
with full-batch gradient descent.

The same experiments as in Section 5-1-2 and Section 5-1-3 are conducted, but now with
both full-batch and mini-batch gradient descent. The results are shown in Figure B-3 and
Table B-1. Note that with the used definition of one iteration, see Definition 4.1, one iteration
in with a mini-batch method corresponds to multiple weight updates.

From the results it can be seen that both the Line search method and the Adam method
converge faster at first. For the Line search method the loss oscillates more once the training
has almost converged. This is most likely because the method overfits on the mini-batch
due to the optimality of the method. As a result, the overall loss worsens. Nevertheless the
mini-batch version of the Line search method allows the method to escape local minima which
the full-batch method cannot. This could be a benefit and could be investigated further in
future research.

For the Adam method the full-batch and mini-batch convergence is similar later in the train-
ing process. There are oscillations, but they are less severe than with the Line search method.
Moreover, the authors of the Adam method also suggest to use mini-batch gradient descent.
So, it is concluded that the Adam method can effectively be combined with mini-batch gra-
dient descent to speed up the training. In Chapter 4 it is shown that the mini-batch Adam
method performs well for large scale learning.
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Figure B-2: Training progress during training on the Airfoil data set with the full-batch SteGD

method. For the angles between gradients, the angle between the gradient at iteration 475 and
that particular iteration is shown.

B-4 Line search with a large number of features

In Section 6-2-1 it is shown that the Adam method no longer performs well when the data
set has around 16 or more features. It is suggested that this is due to the exceedingly small
gradient. To further investigate this, the Line search method is applied to a data set with 18
features. A different data set with less samples is used to limit the training run time of the
Line search method.

The Statlog Vehicle data set is an UCI data set and originally has 846 samples and four
classes. To create a binary classification task, the samples of two classes are discarded. This
results in data set with 435 samples and 18 features. For the hyperparameters the values
R=5 M=20,U =1,1=0.1 and a validation split of 0.1 are used. For the Adam method
Qadam = 0.05 is used and for its other hyperparameters the values suggested by its authors
are used.
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Table B-1: Final losses for different methods after training on the Banana and Airfoil data set
for full-batch and mini-batch methods.

Banana Airfoil
Method Training Validation Training Validation
ALS 0.303 0.296 0.557 0.465
Line search GD full-batch  0.314 0.312 0.614 0.523
Line search GD mini-batch 0.340 0.349 0.582 0.493
Adam full-batch 0.307 0.302 0.558 0.473
Adam mini-batch 0.314 0.303 0.566 0.483
Training loss Training loss
1001 | — ALS 10°
1 ——— Line search GD
----- Line search GD, batch size: 100 9x107!
Adam GD
Adam GD, batch size: 100 8x 1071
@ 6x107t @
S S
7x1071t
4x107t
" . 6x1071
3x107t : i : i B i == i ‘ i ‘ i ‘
0 20 40 60 80 100 0 20 40 60 80 100
Iteration Iteration
(a) Banana data set. (b) Airfoil data set.

Figure B-3: Training loss for different methods during training on the Banana and Airfoil data
set.

For the regularization parameter A different orders of magnitude were tried to investigate
whether successful training could be achieved. The values A € [1071%,10717, 10719 1072!] are
used. The intermediate orders are also tried, but their results show a similar trend, so they
are not shown.

The results are shown in Figure B-4. The training of the ALS method succeeds in all cases.
The training of the Adam method makes no progress at all. In all cases does the Line search
method not train successfully. For A = 107!® some progress is made, but very little compared
to ALS. Moreover, the Line search method shows strange behaviour. The training loss of
the Line search method should not be able to increase due to the optimality of the method.
A step size that increases the loss cannot be chosen. It is, therefore, peculiar that it does.
This could suggest that there are floating-point issues that result in the increases. The small
gradient values combined with the recursive nature of the computation of the step size could
result in such small values that floating-point errors become dominating. Alternatively, it
could of course be an issue in the implementation. It is implemented that no improvement is
also possible, but the implementation did not indicate that it found no improvement in any
of the cases.

It is noted that the ALS method, and the Line search method for A = 1071, resulted high
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validation losses. This is likely due to the small data set size and consequently the ease of

overfitting.
Training loss Training loss
—— SteGD 10°4 —— SteGD
— ALS — ALS
—— Line search GD —— Line search GD
Adam GD 1025 Adam GD
& 100_ &
| S 104
10 Ik
0 100 200 300 400 500 0 100 200 300 400 500
Iteration Iteration
(@) x=10""5. (b) x=10""".
Training loss Training loss
1034 —— SteGD 1054
— ALS
—— Line search GD 1044
102 Adam GD
1034 = SteGD
0 ") — ALS
w v
S 1014 S 102 —— Line search GD
Adam GD
L 101_
100_
& 10°5 k
; . T . T T 1071~ T + : - :
0 100 200 300 400 500 0 100 200 300 400 500
Iteration Iteration
(c) x=10""7. (d) x =102

Figure B-4: Training loss on the Vehicle data set for different methods and regularization pa-
rameters.

B-5 General performance results

In this section the results of the experiments conducted in Section 6-2-2 are shown for the
data sets that were not shown in Section 6-2-2. So, the results for the Precipitation, SUSY
Low, SUSY High and HIGGS Highs data set are shown.

B-6 Results for HouseElectric data set for different CP-ranks and
feature map orders

In Section 6-2-3 the Adam method and ALS are applied to the HouseElectric data set for
different values of the feature map order M and CP-rank R. In that section only the training
run times are reported. Here the losses are given. The experiment setup is given in Section 6-
2-3.
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Figure B-5: Mean training loss (line) and one standard deviation (shaded area) on different data
sets with Adam and ALS. The identified convergence points for each method are also drawn.

The training losses are given in Figure B-6 and Figure B-7. It can be seen that the relative
progress is similar for the different combinations of M and R. Only the loss that the methods
converge to changes notably. The final losses are given in Table B-2. It can be seen that the
mean losses are identical or differ at most a two thousandths for all combinations. So, the
Adam method and ALS have a similar performance in terms of loss for all combinations of
M and R.

B-7 Data preparation

Several data sets are used in this thesis. In this section it will be shown where the data sets
can be accessed. Furthermore, any data preparation is also discussed. This is, for example,
the splitting or removing of features. However, it does not include preprocessing of the data
itself, such as the normalization of the output.

Vehicle data set The Vehicle data set is an UCI data set which can be accessed at https:
//archive.ics.uci.edu/ml/datasets/Statlog+%28Vehicle+Silhouettes’%29. The data
set on the UCI website contains 9 separate files that need to be merged. Furthermore, the
data set contains four classes. All the samples that correspond to the "Van’ and 'Opel’ class
are discarded. The remaining data set has 435 samples.
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Training loss

Validation loss

R M Adam ALS Adam ALS

10 10 0.197 (0.0004) 0.197 (0.0005) 0.197 (0.0008) 0.197 (0.0009)
20 0.163 (0.0002) 0.163 (0.0003) 0.163 (0.0008) 0.163 (0.0006)
40 0.156 (0.0007)  0.155 (0.0004) 0.155 (0.0008) 0.155 (0.0009)

20 10 0.195 (0.0002) 0.194 (0.0002) 0.196 (0.0008) 0.195 (0.0008)
20 0.162 (0.0003) 0.162 (0.0002) 0.162 (0.0009) 0.162 (0.0007)
40 0.154 (0.0003)  0.153 (0.0002) 0.154 (0.0007) 0.153 (0.0008)

40 10 0.194 (0.0002) 0.192 (0.0003) 0.195 (0.0009) 0.193 (0.0007)
20 0.162 (0.0003)  0.161 (0.0001) 0.162 (0.0009) 0.161 (0.0007)
40 0.153 (0.0002) 0.153 (0.0001) 0.153 (0.0007) 0.153 (0.0007)

Table B-2: Mean final loss and one standard deviation for the Adam method and ALS on the
HouseElectric data set for different values of M and R.

Banana data set The Banana data set can be accessed at https://www.kaggle.com/code/
saranchandar/standard-classification-with-banana-dataset/data. The class labels

are already [—1, 1], so no additional preparation is needed.

Airfoil data set The Airfoil data set is an UCI data set and can be accessed at https:
//archive.ics.uci.edu/ml/datasets/airfoil+self-noise. No preparation is needed.

Elevators data set The Elevators data set seems to be an old UCI data set. It can be ac-
cessed at https://github.com/treforevans/uci_datasets/tree/master/uci_datasets/
elevators. No preparation is needed.

Protein data set The Protein data set refers to the UCI data set ‘Physicochemical Properties
of Protein Tertiary Structure Data Set’. It can be accessed at https://archive.ics.uci.
edu/ml/datasets/Physicochemical+Properties+of+Protein+Tertiary+Structure.

Precipitation data set The Precipitation data set was obtained from Frederiek Wesel, the
author of [6]. The preparation had already been done.

HouseElectric data set The HouseElectric data set refers to the UCI data set 'Individual
household electric power consumption Data Set’ and can be accessed at https://archive.
ics.uci.edu/ml/datasets/Individual+household+electric+power+consumption. This
data set requires some preprocessing.

The first two columns/features of the data set are the date and time stamp respectively. The
date stamp is split into a day and a month. The time stamp is split into an hour and a minute.
These are included as features, but the date stamp and time stamp itself are discarded.
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Figure B-6: Mean training loss (line) and one standard deviation (shaded area) on HouseElectric
data set with Adam and ALS for different values of the feature map order M and CP-rank R.

SUSY Low, High and Full The SUSY data set [55] can be accessed at https://archive.
ics.uci.edu/ml/datasets/SUSY. It has 8 low level features and 10 high level features. To
create SUSY Low, the first 8 features are used, for SUSY High the last 10 are used and for
SUSY Full all the features are used.

Airline The Airline data set was obtained from Frederiek Wesel, the author of [6]. The
preparation had already been done.

HIGGS High The HIGGS High data set is obtained from the HIGGS data set [55] which
can be accessed at https://archive.ics.uci.edu/ml/datasets/HIGGS. The full data set
has 28 features. In this thesis only the high level features are used which results in the HIGGS
High data set with 7 features.
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Figure B-7: Mean training loss (line) and one standard deviation (shaded area) on HouseElectric
data set with Adam and ALS for different values of the feature map order M and CP-rank R.
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Appendix C

Python implementations

In this chapter of the appendix details related to the Python implementations are discussed in
more detail. First, Just-In-Time compilation is discussed. Then it is shown how a Canonical
Polyadic Decomposition (CPD) can be represented as a tensor under certain assumptions.
It is demonstrated with an experiment that the representation can significantly decrease the
run time of CPD functions. Thirdly, automatic differentiation (AD) in Python is discussed.
Finally, the effect of the floating point precision on the training is investigated with experi-
ments.

C-1 Just-In-Time compilation

Just-In-Time compilation, jitting in short, means that a function is compiled during the
execution of the program such that the compiled function can be reused for additional calls
to the function. The execution of the compiled function is in general much faster, which
makes jitting useful.

As long as similar inputs are used a function only needs to be compiled once. Similar inputs
are, for example, arrays of the same size and data type. The compilation takes time, so it is
important that similar data is used. The weight update function in an iterative optimization
scheme is an example of such a function. When input data of the same size and shape is
used, the weight update only needs to be compiled once and can then be reused for the entire
training process. Thus, the benefit of jitting code is that it can result in significant reduction
of the training time.

An additional major benefit of the jit functionality in JAX] is that it automatically allows for
execution of the code on a GPU or TPU. This results in an additional significant speed up of
the training time. No extra adjustments of the code are needed. It is only, at the moment,
not possible to compute the eigenvalues of a non-symmetric matrix on a GPU with JAX. As
a result, the Line search method which uses this functionality, can not be run on a GPU.

A downside of the JAX package and its jit functionality is that it requires functionally
pure code. So, any function that is to be jitted needs to follow the functional-programming
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paradigm. This entails that writing code with JAX can be tricky at times. However, almost
all the functionality required for this thesis could be implemented with JAX.

For more information about jitting and JAX, see the JAX documentation and tutorials.

C-2 CPD as a tensor

A straightforward way to represent a CPD as a variable in a software program is to have a list
of the factor matrices A@. To perform computations with the CPD the program would then
needs to loop over this list to access the individual factors. Alternatively, with the assumption
that each dimension of the tensor has the same size, I; = Is = ... = Ip = I, the CPD can
also be represented as a tensor.

When the dimensions of the tensor all have the same size I, all factors have the same size,
A e RI*E g =1, ..., D. The CPD can then be represented as a tensor by stacking all
factors along a new dimension. Note that this is not possible when the factors have different
sizes. The tensor representation of a CPD is illustrated in Figure C-1. It can be seen that
the factors are stacked along the first axis. As a result, the first axis is of size D. Overall, the
tensor representation of the CPD is a tensor of size D x I x R. This particular order of axes,
number of dimensions, tensor dimension and CP-rank, will be used throughout this report.

A(l) c RIXR — R4x3

Figure C-1: The representation of a CPD as a D x I x R tensor. It is assumed that the factors
of the CPD all have the same size.

The benefit of this representation is that the CPD can now to be stored as a Numpy/JAX
ndarray. Consequently, the standard Numpy/JAX functions can be used to perform the
operations and no loops are required. Since these functions are written and optimized in C
code, this results in faster operations'. The Python implementation of the Frobenius norm of
(2-25) is shown in Listing C.1 to illustrate how the basic Numpy/JAX functions can be used.

1See https://numpy.org/doc/stable/user/whatisnumpy . html#why-is-numpy-fast.
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Listing C.1 Python implementation of the Frobenius norm of a CPD that is represented as
a D x I x R tensor.

# factors is DzIzR ndarray

def cpd_norm(factors):
# Transpose factors by swapping aztis I and R aztis (with zero-indezing)
factors_T = jnp.swapaxes(factors, 1, 2)

# Compute matriz products
gamma = jnp.matmul (factors_T, factors)

# Hadamard product along D azts
gamma_full = jnp.prod(gamma, axis=0)

# Compute squared norm by summing
norm = jnp.sum(gamma_full)
return norm

To illustrate the effect of representing the CPD as a tensor, the run time of Listing C.1
is compared with the run time of the same function that uses the CPD as a list. The
implementation of the latter is given in Listing C.2. Both functions are executed a 1000
times for the same random CPD and the total run time is recorded. In every case factors
of the same size I = 20, R = 10 where used, but a different number of dimension D was
used. A different number of dimensions was used specifically, because this is the axis that a list
representation has to loop over. For each CPD size ten experiments are conducted. The mean
run time and one standard deviation are given in Table C-1. Besides the implementations
given in Listing C.1 and Listing C.2, the jitted? version of these function are also timed. The
experiments are run on a CPU.

It can be seen that there is a serious reduction in the run time when the CPD is represented
as a tensor compared to the list implementation for the normal Python implementation. Ad-
ditionally, it can be concluded that jitting the function speeds up the implementation signif-
icantly for both implementations. Nevertheless, even after jitting the tensor implementation
is still faster. Especially for a larger number of dimensions this is the case. This is in line
with what was expected, because for a larger number of dimensions the list implementation
needs to loop longer.

Since the computation of the Frobenius norm of a CPD is only one of several operations used
in this thesis that involve looping over the factors, the tensor representation of the CPD is
used in this thesis to speed up the run time.

C-3 Automatic differentiation in Python

Since AD is used for functions implemented in a software program, AD itself is naturally
also implemented as a software program. As mentioned Section 1-3 Python is used in this

2Using the JAX jit functionality. See Section 1-2 for more details
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Table C-1: Mean run time and one standard deviation for computing the squared Frobenius
norm of a CPD a 1000 times for two representations of a CPD.

Run time (s)

Implementation D=5 D =10 D =20
CPD as tensor 0.0473 (0.00574)  0.0530 (0.00281)  0.0765 (0.0255)
CPD as list 1.10 (0.148) 1.88 (0.263) 3.31 (0.220)

CPD as tensor, jitted 0.0162 (0.00153) 0.0227 (0.00337) 0.0320 (0.00419)
CPD as list, jitted  0.0191 (0.00137)  0.0300 (0.00392)  0.0432 (0.00403)

Listing C.2 Python implementation of the squared Frobenius norm of a CPD that is repre-
sented as a list of D factors.

# factors is list of D IzR ndarrays
def cpd_norm(factors_list):
gamma = 1

# Loop over factors
for factor in factors_list
gamma = gamma * jnp.matmul (factor.T, factor)

# Compute squared norm by summing
norm = jnp.sum(gamma)
return norm

thesis and especially the JAX library. The JAX library offers AD functionality and that is
one of the reasons it was opted to use it. Nevertheless, several other Python libraries offer
AD functionality. A short overview of TensorFlow [57], Autograd/JAX [58, 9] and PyTorch
[59, 60] and their AD functionality is given in the next paragraphs. For a more general
overview of AD tools for different programming languages the reader is advised to read [45].

TensorFlow TensorFlow uses a graph to represent a model. When implementing a model in
TensorFlow the user uses Python as a metalanguage to create this model out of existing nodes
[61]. To use AD with TensorFlow, the TensorFlow syntax has to be used. As a result, any
existing code based on Numpy cannot be directly used and has to be rewritten. The basic
operations such as matrix multiplication and the dot product are available as TensorFlow
functions, so the objective function of Eq. (3-11) can be implemented in TensorFlow. Only
the feature map Z might be more difficult to implement in TensorFlow. However, this could
possibly be done in Numpy and then it can be casted to a TensorFlow variable, since no
derivatives with respect to the data are needed. Additionally, by default TensorFlow has
eager execution, but it is possible to use graphs for custom functions as well. This can be
advantageous for the performance. Lastly, using TensorFlow has the additional benefit that
many iterative optimization schemes are already implemented in TensorFlow. As a result,
they can be used directly.
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Autograd/JAX Autograd, developed at the Harvard Intelligent Probabilistic Systems Group
(HIPS) is a tool that enables AD for standard Python and Numpy code. So with Autograd,
it is possible to use most of the functionalities of Numpy and apply AD directly. Functions
written using Numpy can in most cases be used directly by using Autograd’s Numpy wrapper
instead of Numpy itself. Most Numpy functions are implemented, but there are some things
that need to be taken into account. See the Autograd documentation on Github for more
details. For example, in-place operations such as a -= b as should not be used. The explicit
version a = a - b should be used instead. However, besides these technicalities it is possible
to directly obtain gradients without having to adapt already existing Numpy code.

Currently, the main developers of Autograd are working on JAX, which combines a newer
version of Autograd with XLA [62]. XLA is compiler specifically designed for linear algebra.
Besides the AD functionality, JAX can be especially useful for speeding up execution times and
allows for code to be run on a GPU and a TPU as well. To make use of these functionalities
additional programming constraints need to be taken into account.

PyTorch Similarly as with TensorFlow, to use AD with PyTorch [59, 60] the PyTorch syntax
and functions needs to be used. PyTorch has the basic operations implemented. The objective
function can therefore be implemented and its gradient can be computed. Furthermore, the
many iterative optimization schemes are also readily available in PyTorch.

C-4 Effect of floating point precision

In Section 5-1 it is discussed that the gradient values can be exceedingly small. It is, therefore,
investigated whether there is a difference between using a 32-bits or a 64-bits representation.
By default JAX uses 32-bit precision, but this can be adjusted to 64-bits precision. The
downside of using 64-bit precision is that it requires more memory and computations can
take longer.

To study the difference between 32-bit and 64-bit precision training is performed with both
precisions. This was tested on the Airfoil data set for the Steepest Gradient Descent (SteGD)
method, the Line search method, the Adam method and Alternating Least Squares (ALS).
Additionally, it is tested on the Protein data set for the Adam method and the ALS method.
For the hyperparameters, the values listed in Table 4-1 and Table 6-2 are used for the Airfoil
and Protein data set respectively. In all cases the full-batch method was used. For each
method ten experiments were run.

The results are shown in Figure C-2 and Figure C-3. It can be seen that for ALS the
differences are relatively small. However, for the Line search method and SteGD there is
quite a significant difference. For the Adam method the difference is smaller. However, on
the Protein data set 60% of the experiments with 32-bit precision resulted in NaN’s?. They
are left out of the plot, but this implies that with this precision the training can fail.

From these results, it is concluded that 64-bit precision must be used to fairly evaluate the
methods and to ensure that the training does not fail. The added computational and memory
load are taken for granted.

3NaN: Not a Number; this means that the training has failed
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Figure C-2: Mean training loss (line) and one standard deviation (shaded area) on Airfoil data
set for different methods and floating point precisions.
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Figure C-3: Mean training loss (line) and one standard deviation (shaded area) on Protein data
set for different methods and floating point precisions. Experiments that contained NaN losses

were omitted.
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Appendix D

Feature map

In this section several aspects of the Fourier feature map are discussed in more detail. For
convenience the Fourier feature map that is used throughout this thesis is repeated here
[26, 6]:

(z(aﬁ(d))>m = L S'sin <7Tm(x(d) - Ud)) )

VU, 20U,
' 2,2 Z (D-1)
—m“m~l
S=+2m-1- — .
VI 1 exp ( = )
In this thesis the same values for Uy are used for all dimensions, so Uy =U, d =1,...,D.

First, it is shown that this feature map can approximate the radial basis function (RBF)
kernel and it is visualized what the influence of the feature map parameter M is on this
approximation. Secondly, the output values of the feature map are discussed. Specifically,
the magnitude of the output is analyzed.

D-1 Kernel approximation

In Section 3-1-2 the concept of product feature maps is introduced. Product feature maps are
useful, because their structure can be combined with the Canonical Polyadic Decomposition
(CPD) structure. However, product feature maps are also useful, because they can be applied
for kernel approximation. This is not discussed in the main body of this thesis, since it is not
the focus of this thesis. It will shortly be deliberated here.

Kernel approximation entails that a feature map is used primal space such that it approxi-
mates a given kernel were the problem to be solved in the dual space. So, a feature map can
be used to a resemble the behaviour of a kernel and thus benefit from its useful properties.
For more information about kernel approximation, see [63].
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The product feature map z(-) given in Eq. (D-1) can be used to approximate the RBF kernel
[26]. This feature map is especially useful for kernel approximation, because the approxi-
mation error bound decreases exponential in M [26, Theorem 8]. This is another reason to
specifically use product feature maps.

So, accuracy of the approximation depends on the feature map order M. For the one dimen-
sional case this can be visualized. The RBF kernel is given by [25]

2
~ll==="]]

k(z,2') =e 22 . (D-2)

To visualize the value of the kernel the given formula is evaluated for 2’ = 0 and different
values of z. Furthermore, the kernel approximation is also computed using (z(x), z(z’)). This
is done for different values of M. For the length-scale [ the value 0.1 is used and a bound of
one, U =1, is used. In Figure D-1 it can be seen that for a higher value of M approximation
becomes better. For this length-scale the approximation is already very close for M = 16.

Kermnel approximation for different order feature maps

101 % — M=4
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Figure D-1: Approximation of the RBF kernel for feature maps with a different order M. The
kernel is evaluated for z, =’ where 2’ = 0.

D-2 Feature map value

In Section 3-1-2 it is mentioned that the value of the Fourier product feature map is smaller
than one when U = 1. This is further worked out here. The bound U = 1 is reasonable, since
this entails that the input z(? is scaled to to lay within -1 and 1 for each feature d = 1,..., D.
This is a common practice within the machine learning community. As a result, the amplitude
of the feature map is given by \/@ with S defined in Eq. (D-1). From the expression for S
it can be deduced that for m = 1 the amplitude is the largest. Hence, the largest amplitude

is given by
122
V2m -l exp 5 ) (D-3)
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In Figure D-2 the value of VS is plotted as a function of [. The maximum value occurs at

1 =0.64, VS = 0.9838.
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Figure D-2: Amplitude /S of feature map as a function of the length-scale [ for U = 1 and

m = 1.

To analyze the values of the feature vector z(z), the values are plotted for two values of [
assuming that U = 1. In Figure D-3 the values of the feature map are shown for [ = 0.1 and
[ = 0.64 for the input x = 0.1. The input x = 0.1 is used for this illustration, because for
x = 0 the sine in the feature map is zero half of the time. It can be seen that the values of
the feature vector are always smaller than one. For [ = 0.1 the values are in between -0.5 and
0.5. When [ is larger, a large part of the feature vector is close to zero. A value of [ = 0.1
is used, because the input bounds Uy are one. So, the length-scale is one tenth of the bound

which is deemed reasonable.
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Figure D-3: Values of feature vector z(z) for two different length-scales for the input = 0.1

with U = 1.
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singular value decomposition
Support Vector Machine
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nonlinear least squares
Alternating Least Squares

Tensor Train

Canonical Polyadic Decomposition
Kernel Ridge Regression
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o) Big O notation

®, @5:1 Kronecker product and sequence of Kronecker products
o, o Vector outer product and batch vector outer product
A Tensor

A(i1,42,...,iD) = Qi 4s,...ip Element of tensor

X Mode-d vector product

1 Vector of ones of length M

a Vector

vec(A) Vectorization of tensor A

a, A Scalar

1, Size of dimension d of a tensor

iq Index of dimension d of a tensor
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