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SUMMARY

In order to improve anti-cancer treatment, we need to better understand why some pa-
tients respond to a given anti-cancer treatment, while others do not. To this end, several
large-scale drug response screens have been performed in recent years, in which hun-
dreds of tumor cell lines have been characterized for many molecular features (e.g. mu-
tations, CNAs, methylation and gene expression), as well as for response to hundreds of
anti-cancer drugs. By statistically associating these molecular features with the drug re-
sponse, we can identify biomarkers of drug response: markers that (after thorough test-
ing) can ultimately be used to help identify which treatment should be given to which
patient.

While performing such statistical analyses, we found that there are strong relation-
ships between the different molecular datasets (e.g. mutations, CNAs, methylation and
gene expression) and that these relationships can negatively affect our ability to identify
biomarkers. Following these results, we have developed TANDEM, a method to identify
biomarkers while taking into account these relationships between datasets, and iTOP, a
method to infer how different datasets are related to each other.

For difficult cases where the number of cell lines is very small, we have developed a
method that predicts drug response simultaneously for all drugs in the screen, thereby
gaining statistical power. We based this method on a machine learning methodology
called multi-task learning. In contrast to other multi-task learning methods, our ap-
proach provides insight into which features are important for a given treatment, thereby
allowing us to identify biomarkers from these models.

Finally, we analyzed a screen of 54 drug combinations across 765 cell lines. We report
which combinations show synergy (i.e. where the effect of the combination was larger
than one would expect based on the individual drug effects) most frequently, hence mak-
ing them broadly applicable. In addition, for each drug combination, we statistically as-
sociated molecular features (i.e. mutations, copy number aberrations, gene expression
and proteomics) with the synergy, from which the strongest associations may be good
candidate biomarkers.

ix






SAMENVATTING

Om kankerbehandeling te verbeteren moeten we beter begrijpen waarom een gegeven
medicijn sommige patiénten helpt, maar anderen niet. Hiertoe zijn de afgelopen ja-
ren verscheidene grootschalige experimenten uitgevoerd, waarbij honderden tumorcel-
lijnen zijn gekarakteriseerd voor vele moleculaire kenmerken (bijv. mutaties, CNA’s, me-
thylatie en genexpressie), evenals voor respons op honderden kankermedicijnen. Door
deze moleculaire kenmerken statistisch te associéren met de medicijnrespons kunnen
we biomarkers identificeren: markers die (na grondig testen) kunnen worden gebruikt
om te helpen identificeren welke behandeling aan welke patiént moet worden gegeven.

Bij het uitvoeren van dergelijke statistische analyses ontdekten we dat er sterke rela-
ties zijn tussen de verschillende moleculaire datasets (bijv. mutaties, CNA’s, methylatie
en genexpressie) en dat deze relaties ons vermogen om biomarkers te identificeren ne-
gatief kunnen beinvloeden. Naar aanleiding van deze resultaten hebben we TANDEM
ontwikkeld, een methode die bij het identificeren van biomarkers corrigeert voor de re-
laties tussen datasets, en iTOP, een methode om te bepalen hoe verschillende datasets
gerelateerd zijn aan elkaar.

Voor moeilijke gevallen waarbij het aantal cellijnen erg klein is hebben we een me-
thode ontwikkeld die de statistische kracht vergroot door tegelijkertijd de medicijnres-
pons voor alle geteste medicijnen te voorspellen. We hebben deze methode gebaseerd
op een machinaal leren methodologie die multi-task learning wordt genoemd. In tegen-
stelling tot andere multi-task learning methoden geeft onze aanpak inzicht in welke mo-
leculaire kenmerken belangrijk zijn voor een bepaalde behandeling, waardoor we deze
methode kunnen gebruiken om biomarkers te identificeren.

Ten slotte hebben we een experiment van 54 medicijncombinaties in 765 cellijnen
geanalyseerd. We rapporteren welke combinaties het vaakst synergie vertonen (d.w.z.
waar de respons op de combinatie groter was dan verwacht op basis van de individuele
medicijnen) en dus potentieel breed toepasbaar zijn. Daarnaast hebben we voor iedere
medicijncombinatie moleculaire kenmerken (mutaties, CNA’s, genexpressie en proteo-
mica) statistisch geassocieerd met de synergie, waarvan de sterkste associaties goede
kandidaat-biomarkers kunnen zijn.

Xi






1

INTRODUCTION

NANNE ABEN, LODEWYK F.A. WESSELS



2 1. INTRODUCTION

1.1. CANCER AND ITS TREATMENT

Cancer is a disease that arises due to genetic aberrations, such as mutations. Certain
genetic aberrations allow a cell to start proliferating (i.e. dividing uncontrollably) and
the resulting mass of cells then forms a tumor. Anti-cancer drugs aim to specifically kill
these cells, either by targeting rapidly dividing cells, as is done in chemotherapy; or by
specifically targeting the genetic processes that these cells depend on.

Each of these anti-cancer drugs only works in subsets of patients. Unfortunately,
it is often not known which patients will benefit most from a given drug. Therefore,
in order to select the best treatment for each patient, we aim to identify biomarkers of
drug response: genetic features (e.g. mutations) that can predict whether a patient will
respond to a given drug.

—>» Activating relation
— Inhibiting relation

= Relation strength

<€— BRAF mutation <— BRAF mutation

—— MEK inhibitor

i

Proliferation ro tion

Figure 1.1: Illustration of a biomarker in a well-studied signaling pathway. A mutation in BRAF leading to
increased signalling, which eventually results in cell proliferation. B The increased signalling from BRAF is
stopped using a MEK inhibitor, which in turn stops the proliferation.

An example of a biomarker is the BRAF mutation, which usually indicates sensitivity
to a class of drugs called MEK inhibitors. BRAF mutations activate a signaling path-
way through MEK (Figure 1.1A), which ultimately results in cell proliferation. By using
a drug to inhibit MEK, the signalling coming from BRAF is blocked and the prolifera-
tion typically gets halted (Figure 1.1B). Therefore, patients whose tumor harbors a BRAF
mutation would be eligible for treatment with a MEK inhibitor.

While the BRAF mutation - MEK inhibitor provides a clear example of a biomarker,
we do not always have such a good understanding the relevant signaling pathway. This
means that for many drugs no (good) biomarkers are known, and hence there is a great
need for new biomarkers.
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1.2. CELL LINES AS A MODEL SYSTEM FOR ANTI-CANCER DRUG

RESPONSE

One approach to identifying new biomarkers of anti-cancer drug response is to use cell
lines as model system (Figure 1.2). These cell lines are tumor cells that have been derived
from (patient) tumors and have subsequently been cultured in a dish in the lab. They
make great model systems for studying cancer: even though cell lines may not perfectly
capture all of the biology of a patient tumor (e.g. since they are not in a patient, they do
not capture interactions with immune cells or surrounding non-tumor tissue), they are
very useful for experiments that would be impossible in patients. For example, since cell
lines will keep on growing in the lab, we can always produce more of a certain cell line,
which allows us to test many different treatments on the same tumor material. While
such studies can also be done in other model systems (e.g. in mice), the main advantage
of cell lines is that they can be used on a very large scale (which would otherwise be
unethical and/or impractical).

A B S FLC ol ol o4 o4

& <
‘o°°‘7 & \oe‘\' l l
&’b (\?4 0‘\'@
° W & ¢
Inl - = 01,0 0204 = ———
°
) = 01T 0203 S
c
GJ
5 e
5
= w L= 1110 02,08 SS=—=————— 5 —
°
Inl_> == 0.01..  .0101 SN
Molecular features Drug response

Figure 1.2: Simplified example of a drug response screen. (A) Derivation of cell lines (tumor cell that can be
cultivated in a dish in the lab) from patient tumors. (B) These cell lines are characterized for molecular features,
such as mutations, gene expression or protein expression. (C) In addition, these cell lines are profiled for their
sensitivity to several anti-cancer drugs.

In recent years, several groups have performed large-scale drug response screens us-
ing cell lines [1, 3, 4, 6]. The cell lines in these studies have been profiled for molecular
features (e.g. mutations, gene expression, protein expression), as well as response to
many anti-cancer drugs. By identifying statistical associations between the molecular
features and the drug response, new biomarkers of drug response can be identified.

1.3. DRUG RESPONSE PREDICTION

Drugresponse prediction, a subfield of computational biology, aims to identify biomark-
ers of response by analyzing the drug response screens using machine learning algo-
rithms. These machine learning algorithms identify putative biomarkers by modeling
the relationship between the molecular features and the drug response as follows:

y=fX
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Where y represents the drug response (e.g. the concentration at which the cell line show
response to the drug), X represents the molecular features (e.g. mutations, gene expres-
sion and proteins expression in the cell line), and f() represents a function that can pre-
dict the drug response y from the molecular data X.

We can use machine learning models to find this function f (). The challenge in iden-
tifying this function is that it should not only fit the available data, but it should also
generalize to unseen data: given molecular data of a new, unseen cell line, it should be
able to accurately predict the drug response for this cell line. We note that this is a hard
problem and that the function f() is never perfectly identified.

Since the function f() is trained on cell lines rather than patient tumors, we can-
not directly apply this model to patients to decide which therapy they should receive.
Instead, we aim to use these models to understand why some cell lines respond to the
drug, while others do not. However, using these models to improve our understanding of
why some cell lines respond is by no means a simple task. The main challenge here lies
in the number of molecular features: we often have tens of thousands of these, and most
machine learning models will use all of these to explain the drug response. This results
in models that are so large that they do not really give us a clue about which processes in
the tumor cells are associated with drug response.

a wv
£ — 2
3 -
[v] U
Molecular features Drug
response
B Selected features
4 ¢
£ — <
% =
o —3
Molecular features Drug
response

Figure 1.3: Graphical representation of drug response prediction. (A) The goal in drug response prediction is
to find a function f() that can map the molecular features of each cell line to their drug response. (B) In feature
selection we optimize both the function f() and the subset of features that is used in the model.

To reduce the size of these models, a machine learning technique called feature se-
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lection is typically used to identify the subset molecular features that is most predictive
of the drug response (Figure 1.3). This subset can then be further investigated to gain
insight into why some cell lines respond to the drug, and to assess whether any of the
associations in the subset could be used as a biomarker. In drug response prediction,
the most commonly used feature selection algorithm is Elastic Net regression [1-5].

A  Chapter2
TANDEM: defining interpretable drug response models

Selected features Selected features

-ua -

4 4 ]
£ — £ —
E — @ — E
Elastic Net TANDEM
Upstream features  Gene expression features Upstream features  Gene expression features Dru
i (lessi i (less i 9
Molecular features Molecular features response
B  Chapter3 D Chapter5
iTOP: identifying relationships between Response to drug combinations
molecular datasets
Upstream data d+d d+é) d+d d+é)
(e.g. mutations) l l
Gene expression Protein expression

~ 7

Drug response

C Chapter4
Simultaneously predicting response for multiple drugs

Cell lines
Cell lines

Molecular features Drugs

Figure 1.4: Illustration of the different chapters in this thesis.

1.4. THESIS OUTLINE
In this thesis, we focus on the prediction of drug (combination) response through data

integration. We split this in three parts:

1. Data integration (Chapter 2 & 3)
2. Prediction (Chapter 2 & 4)
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3. Drug combination response (Chapter 5)

1.4.1. CHAPTER 2

The data from drug response screens typically consist of multiple parts (to which we will
refer as datasets), which each characterize different molecular features (e.g. mutations
or gene expression). We typically want to integrate all these molecular datasets in our
model, such that we get the most complete description of the drug response. But to
our surprise, when we applied Elastic Net regression to all these datasets combined, we
found that the resulting models that were almost completely based on one dataset: gene
expression.

This result surprised us, because drug response is typically interpreted in the context
of the other datasets (e.g. mutations), for instance in the BRAF mutation - MEK inhibitor
example from Figure 1.1. Hence, we prefer to have models that make use of all datasets
(and not only gene expression), as this closer to our current understanding of cancer
biology and hence enhances the interpretability of these models.

To better understand the above result, we had a look at the overlap in information
between datasets. We found that the information that was shared between any of the
datasets and the drug response was fully contained in gene expression. This explains
why an Elastic Net regression model can be based on only gene expression: in terms
of predictive performance there is no added value (no extra information) in the other
datasets. However, as argued above, in terms of interpretability of the model, there is
added value in using the other datasets.

To this end, we developed TANDEM: a method that preferentially uses the upstream
datasets (i.e. datasets other than gene expression) to predict drug response. We show
that in TANDEM upstream data contributes to a larger extent to the response prediction,
thereby enhancing the interpretability of these models, while maintaining the same pre-
dictive performance as Elastic Net regression.

1.4.2. CHAPTER 3

Our work in Chapter 2 shows how the different datasets in drug response screens have
complex relationships between them, and how these relationships can affect statistical
analyses performed on them (e.g. Elastic Net regression models being almost completely
based on gene expression). In addition, Chapter 2 showed that if we have a way of iden-
tifying these relationships between datasets, we can adapt our methods (e.g. as we have
done in TANDEM).

However, the approach we used in Chapter 2 to identify the relationships between
the datasets becomes increasingly more difficult as the number of datasets increases.
Therefore, in the third chapter of this thesis, we propose iTOP, a much faster and much
simpler approach to identify these relationships.

In iTOP we combined matrix correlations (which quantify the overlap in information
between two datasets, such as mutation data and gene expression data) with partial cor-
relations (which quantify the correlation between x and y corrected for z, or cor(x, y | 2))
into partial matrix correlations. These allow us, for example, to quantify how much in-
formation is shared between mutation data and drug response data, but is not present in
gene expression data. In other words: cor(mutation data, drug response | gene expres-
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sion). We then use the PC algorithm, a method typically used to reconstruct networks
based on partial correlations, to infer the topology between datasets, such as the one
depicted in Figure 1.4C.

1.4.3. CHAPTER 4

When the number of screened cell lines is extremely small, it becomes hard to accurately
predict drug response, i.e. to accurately identify the underlying function f(). However,
when the number of screened drugs is big, this problem can be addressed using multi-
task learning [7, 8], a machine learning approach that leverages its statistical power by
simultaneously learning over multiple tasks (or in this case: over multiple drugs).

Multi-task learning can most easily be explained using an analogy. Suppose we want
to learn Spanish and suppose we would need thousands of examples to properly learn
Spanish. However, we might only have hundreds of examples available. But if we also
have hundreds examples from Italian, Portuguese and French, we might be able to lever-
age those examples to better learn Spanish as we can exploit some of the commonalities
in vocabulary and grammar between the languages. Similarly, with drug response pre-
diction, we borrow information from other (similar) drugs to predict the response to a
specific drug of interest.

A drawback of applying multi-task learning to drug response prediction is that pre-
viously available methods do not provide insight into which features are important for
a given drug and hence are not suitable for biomarker identification. To overcome this
limitation, we developed the DVI, a modified version of the Random Forest variable im-
portance score, in which we can compute the importance for each variable and drug
separately, even when the underlying Random Forest is jointly trained on all drugs.

1.4.4. CHAPTER 5

Many tumors are dependent on a signalling pathway, such as the one from Figure 1.1,
and hence using drugs to inhibit that pathway is a good therapeutic strategy. Unfor-
tunately, there are many examples where using one drug by itself is not effective. For
example, the tumor may activate a second pathway as a backup mechanism when the
first pathway is inhibited. In these cases the addition of a second drug that inhibits the
backup pathway can increase the treatment efficacy.

Drug combinations like the one described above have been extensively researched
in recent years. Many of them have been described as showing synergy: an effect on cell
kill greater than you would expect based on the sum of the effects of the individual drugs.
However, the efficacy of these combinations has usually only been shown in a small sub-
set of tumor cell lines, hence it is not clear to what extent these synergies generalize to
a larger set of tumors. In addition, many combinations lack a biomarker that allows us
to identify patients that are likely to respond to the combination, and those that should
preferably receive a different treatment.

To help address these problems, we performed a screen of 54 drug combinations
across 765 cell lines. We report which combinations show synergy most frequently, hence
generalizing to a large set of tumors. In addition, we statistically associated molecular
data (i.e. mutations, copy number aberrations, gene expression and proteomics) with
synergy to a given drug combination, to identify candidate biomarkers.
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ABSTRACT

Motivation: As patient response to anti-cancer treatment is highly variable, predictive
biomarkers are required to identify which patients are likely to benefit. To aid biomarker
identification, the DREAM challenge consortium recently released data from a screen con-
taining 85 cell lines and 167 drug combinations. The main challenge of these data is the
low sample size: a median of 14 cell lines have been screened per drug combination.
Results: To utilize all data types in a more balanced way, we developed TANDEM, a two-
stage approach in which the first stage explains response using upstream features (mu-
tations, copy number, methylation and cancer type) and the second stage explains the re-
mainder using downstream features (gene expression). Applying TANDEM to 934 cell lines
profiled across 265 drugs (GDSC1000), we show that the resulting models are more inter-
pretable, while retaining the same predictive performance as the classic approach. Using
the more balanced contributions per data type as determined with TANDEM, we find that
response to MAPK pathway inhibitors is largely predicted by mutation data, while predict-
ing response to DNA damaging agents requires gene expression data, in particular SLEN11
expression.

Availability: TANDEM is available as an R package on CRAN (for more information, see
https://cran.r-project.org/package=TANDEM).

Contact: m.michaut@nki.nl and l.wessels@nli.nl

2.1. INTRODUCTION

Large-scale pharmacogenomics screens provide a wealth of information about potential
mechanisms of drug response. In these screens, cell lines of different cancer types have
been profiled molecularly (mutations, copy number alterations, DNA methylation and
gene expression), as well as pharmacologically (response to anti-cancer drugs) [3, 15].
Using drug response prediction models, statistical associations can be identified be-
tween the drug response and the molecular data. For example, the presence of a BRAF
mutation predicts sensitivity to Vemurafenib in melanoma cell lines and a mutation in
TP53 predicts resistance to Nutlin-3a [11]. By combining various data types in an in-
tegrative analysis, all molecular data can be employed to explain drug response. This
is commonly achieved by performing Elastic Net regression [28] on all molecular data
types simultaneously [3, 5, 11, 15, 16]. Throughout this work, we will refer to this ap-
proach as the ‘classic approach’ (Fig. 2.1). While this approach could, in theory, use
information from all molecular data types, we find that it typically leads to models that
are mostly based on gene expression data. For instance, a BRAF mutation activates, via
a cascade of signaling events, the transcription of many genes. As a result, the expres-
sion of these genes is tightly linked to the mutation status of the BRAF gene, and thus
also predictive of response to Vemurafenib. When all molecular data are combined to
build a predictive model for response to Vemurafenib, expression of these genes may be
selected instead of the BRAF mutation, which would make the resulting model more dif-
ficult to interpret. Instead, selecting the BRAF mutation as a feature in the model would
be more informative about the mechanism of the drug and thus lead to a more inter-
pretable model.

We propose TANDEM, an approach that employs a two-stage analysis to improve
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Figure 2.1: Illustration of TANDEM and the classic approach. (A) The classic approach: an Elastic Net regres-
sion trained on all data types simultaneously. (B) The information predictive of drug response contained in the
upstream data types is also present in the gene expression data. (C) TANDEM: our two-stage approach, which
first uses the upstream data types to explain as much of the drug response as possible, and then uses the gene
expression to explain the remainder.

the interpretability of prediction models by preferentially using the data types upstream
of gene expression. To this end, we first split the molecular data types into ‘upstream
data’ (somatic mutation, copy number alteration (CNA), methylation and cancer type)
and ‘downstream data’ (gene expression) (Fig. 2.1B). This separation is based on the
idea that mutation status, for example, affects the transcription of genes downstream of
the pathway in which the mutation resides. TANDEM analyzes the upstream and down-
stream data ‘in tandem’: it first explains as much of the drug response as possible using
the upstream (more interpretable) data and then explains the remainder using gene ex-
pression data (Fig. 2.1C). Applying TANDEM to a panel of 934 cell lines profiled across
265 drugs [15], we find that the upstream data types contribute more to the prediction
than in the classic approach. At the same time, TANDEM retains the same predictive
performance as the classic approach. The features selected by TANDEM result in twice
as many significant pathway enrichments compared to the classic approach, implying
that the selected features are more informative about the mechanisms of drug response.
Additionally, using the more balanced contributions of the various data types, we find
that response to MAPK targeting drugs is mostly explained by mutation data, while pre-
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dicting response to DNA damaging agents requires gene expression data.

2.2. METHODS

2.2.1. DATA SET

The Genomic Determinants of Sensitivity in Cancer 1000 (GDSC1000) data comprises a
panel of cell lines screened for 265 anti-cancer drugs [15]. This panel contains 926 cell
lines that are fully characterized for point mutations, copy number alterations (CNAs),
methylation status and gene expression profiles. Based on human tumor data from The
Cancer Gene Atlas (TCGA) [26], Iorio et al. [15] have performed feature selection re-
sulting in a set of 305 mutation, 409 CNA and 312 methylation features, all of which are
binary. Additionally, we considered 29 binary features indicating the cancer type and
17,737 continuous gene expression features. The drug response was summarized by the
IC50 (concentration that inhibits 50% of the target).

2.2.2. DRUG RESPONSE PREDICTION USING THE CLASSIC APPROACH

For drug response prediction models based on the classic approach, we used linear Elas-
tic Net regression [28] implemented in the R package glmnet [8]. The hyper-parameter
A was optimized using 10-fold cross-validation and a was set to 0.5. Predictive perfor-
mance estimates were made using double-loop cross-validation.

2.2.3. PREDICTING THE BINARY VALUE OF UPSTREAM FEATURES FROM GENE
EXPRESSION

e first identified upstream features that are associated with drug response using a Mann-
Whitney U test, and only selecting features significantly associated with response to at
least one drug (Benjamini-Hochberg corrected p < 0.05). For each of the identified up-
stream features, we then predicted its binary value using logistic regression of the gene
expression data. Again, we used the implementation from the R package glmnet (Fried-
man and Hastie, 2009), optimized A using 10-fold cross-validation and set « to 0.5. The
classification performance (Area Under the ROC, AUROC) was determined using double
loop cross-validation. Because the classes are often highly unbalanced (i.e., a mutation
typically only occurs in tens of samples out of 926), we used stratified cross-validation
for the outer loop. This way, we ensured that each outer loop contains at least one sam-
ple per class. For the same reason, we omitted all upstream features that appear in fewer
than ten samples in total.

2.2.4. RELATIVE CONTRIBUTION OF EACH DATA TYPE TO THE PREDICTION
In order to determine the relative contribution of each data source, we created a predic-
tion per data source. We determined the relative contribution RC; for each data source
by dividing the sum-of-squares of a prediction from a certain data type by the sum-of-
squares of the overall prediction (see Supplementary Materials and Methods). We only
took into account drugs for which we achieved a predictive performance r > 0.4. This
prevents models with poor predictive performance from confounding the analysis.
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2.2.5. THE TANDEM ALGORITHM

We used a two-stage approach to predict drug response: i) Fit an Elastic Net model to
predict the drug response using the upstream data types; ii) Fit an Elastic Net model to
predict the residuals from the first stage using the gene expression data. Like in the clas-
sic approach, A was optimized using cross-validation and a was set to 0.5. We used the
same separation in cross-validation folds for both stages. Similar to the classic approach,
we used a double-loop cross-validation to estimate performance.

2.2.6. FEATURE IMPORTANCE SCORE
The feature importance F1I for feature j was determined as follows:

1Bl

112
171>

Where X is the column j of X. Without loss of generality, we assume that all columns of

X and the prediction y are mean-centered.

2.2.7. PATHWAY ENRICHMENT

We downloaded version 5 of the KEGG pathways from MSigDB [23] and used a hyper-
geometric test to quantify the enrichment of selected features within a pathway. The
p-values were controlled for FDR by applying Benjamini-Hochberg correction per drug.
For more details, see Supplementary Materials and Methods.

2.3. RESULTS

2.3.1. THE INFORMATION IN ALL DATA TYPES IS CAPTURED IN THE GENE

EXPRESSION DATA

For each of the 265 drugs of the GDSC1000 pharmacogenomics panel, we first built drug
response models for each drug and each data type separately using Elastic Net regres-
sion. We assessed the predictive performance of these models using the Pearson corre-
lation coefficient between the observed and the predicted IC50s (Supplementary Table
S2.1). The most predictive data type was found to be gene expression data: the median
predictive performance of these models is higher compared to models based on other
data types (Fig. 2.2A). This finding is consistent with previous work by Costello et al. [5]
and Jang et al. [16]. Subsequently, we built drug response models using all data types
simultaneously, referred to as the ‘classic approach’. We found that the predictive per-
formance of models based on only gene expression and models based on the classic
approach was nearly identical (median difference across drugs: 0.001, Fig. 2.2A). The
predictive performance of these two methods is not only comparable at the median, but
it is also highly correlated across all drugs in the panel (Pearson correlation coefficient
across drugs: 0.99, Supplementary Fig. S2.1A), indicating that both methods achieve
similar performance for the same drugs. Altogether, we found that adding upstream data
does not improve a model based on gene expression only, implying that the information
from the upstream data types is already contained in the gene expression data.

To investigate the possible redundancy between the upstream and the downstream
data, we attempted to predict the upstream features (e.g. aberration status or cancer
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Figure 2.2: Predictive performance of individual molecular data types. (A) Predictive performance (Pearson
correlation between measured IC50s and predictions from the classic approach) across 265 drugs using in-
dividual data types (mutation, CNA, tissue of origin, methylation, gene expression) or a combination of all
data types (combined) with the classic approach. (B) Relative contribution of each data type in the combined
models, across all drugs for which we achieved a predictive performance r > 0.4.

type) from downstream data (gene expression). For the 503 upstream features associated
with drug response, predicting the aberration status or cancer type from gene expres-
sion resulted in a median AUROC (Area Under the ROC curve) of 0.88 (Supplementary
Fig. S2.1B). Hence, we found that it is indeed possible to predict the upstream features
with high accuracy from downstream data, which further corroborates that the infor-
mation in the upstream features is also present in the gene expression data. Finally, we
investigated the relative contribution of each data type to models based on the classic
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approach. To assess the relative contribution of a given data type, we determined what
fraction of the prediction using all data types is explained by that particular data type
(Methods) (Supplementary Table S2.1). Despite the redundancy between the upstream
and the downstream data, the models preferentially select gene expression features (Fig.
2.2B). For 89% of the drugs, more than 90% of the variation in the prediction was at-
tributed to gene expression. To investigate whether the high dimensionality and the
continuous nature of the gene expression data had an effect on this result, we reduced
the number of features and discretized the gene expression (Supplementary Methods).
In both cases, we still observed the domination of the gene expression in the models
(Supplementary Fig. 52.1C). We concluded that neither the dimensionality nor the con-
tinuous nature of the data explain the high relative contribution of gene expression in
the models based on the classic approach.

Altogether, we have shown that, in the context of drug response prediction, gene
expression recapitulates the information contained in upstream data. Thus, we set out
to exploit the redundancy between the upstream and downstream data to create more
interpretable models.

2.3.2. TANDEM PRODUCES A MORE BALANCED CONTRIBUTION OF DIF-
FERENT DATA TYPES WHILE MAINTAINING THE SAME PERFORMANCE

To utilize the information from gene expression data, without allowing it to completely
dominate the models, we propose a two-stage approach to predict drug sensitivity. In
the first stage, TANDEM constructs a model to predict as much of the variation in the
drug response as possible using the — more interpretable — upstream data types only. In
the second stage, TANDEM explains the remainder of the variation in the drug response
using gene expression data. We illustrate the results of our method and its differences
with the classic approach using three well-characterized drugs: Trametinib (a MEK in-
hibitor), Nutlin-3a (an MDM2 inhibitor) and Nilotinib (a BCR-ABL inhibitor). Using the
classic approach, gene expression accounts for most of the prediction (Fig. 2.3A). For
Trametinib 94% of the prediction is attributed to gene expression data and only 6% is
attributed to the upstream data types. In contrast, using TANDEM, we obtain a model
where 32% of the prediction is attributed to gene expression and 68% to the upstream
data types (Fig. 2.3B). The same holds for Nutlin-3a and Nilotinib: when employing TAN-
DEM, the contribution of upstream data types increases dramatically, albeit in different
proportions, while maintaining the same level of predictive performance (Fig. 2.3A, 3B).

Across all drugs for which we obtained a predictive performance r > 0.4, the median
percentage of variation attributed to gene expression was 100% when using the clas-
sic approach, while it dropped to 52% when using TANDEM (Fig. 2.3C). In the latter
case, the median percentage of variation explained by mutations, CNAs, methylation
status and cancer type was 3%, 2%, 20% and 11%, respectively (Fig. 2.3C). In addition,
TANDEM obtains virtually the same predictive performance as the classic approach (Fig.
2.3D) (Pearson correlation: 0.99, median difference: 0.002). In summary, TANDEM re-
sults in models that use all data types in a more balanced fashion, while retaining the
same predictive performance as the classic approach.
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ative contribution of each data type in TANDEM, across 265 drugs, across all drugs for which we achieve a
predictive performance r > 0.4. (D) Predictive performance of the classical approach vs. TANDEM.

2.3.3. TANDEM PRODUCES MORE INTERPRETABLE MODELS

TANDEM produces models that are mostly based on upstream data features. As these
upstream features are more likely causally related to drug response, the resulting mod-
els are easier to interpret. To demonstrate the improved interpretability, we performed
a pathway enrichment analysis of the genes identified by TANDEM as being associated
with drug response. Using the KEGG pathways [18, 19], we tested all drug-pathway pairs
for enrichment of predictive genes (i.e. genes associated with response to the drug in our
model) amongst the genes annotated to this pathway. Since TANDEM preferentially uses
the upstream data, which is enriched for well-studied genes, we were concerned with
selection bias when testing for pathway enrichment against a genome-wide background
distribution. To account for this bias, we instead defined the background distribution
using only genes present in at least one KEGG pathway (Methods). After correcting for
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multiple testing, TANDEM yielded more than twice (164 versus 64) the number of sig-
nificant enrichments as compared to the classic approach (Supplementary Fig. 52.2A
& 52.2B). The features selected by TANDEM can thus be related to existing knowledge
(pathways) more easily than those selected by the classic approach, implying that the
resulting models are more easily interpreted.

We illustrate these results using two significant enrichments from TANDEM: the fea-
tures in the MAPK pathway associated with response to the MEK inhibitor Trametinib
(Benjamini-Hochberg FDR corrected p: 1.0e-3, Fig. 2.4A) and the features in the B cell
receptor signaling pathway associated with the HDAC6 inhibitor Tubastatin (Benjamini-
Hochberg FDR corrected p: 5.3e-5, Fig. 2.4B). In both examples, the features selected by
TANDEM resulted in a significant enrichment, whereas the features selected by the clas-
sic approach did not.

For Trametinib (a MEK inhibitor), both methods identified KRAS, NRAS and BRAF
mutations to be associated with sensitivity (Supplementary Fig. S2.3A, S2.3B & 52.3C).
This is expected as these mutations all activate MAPK signaling through MEK, and inhi-
bition of MEK shuts down the pathway, thereby mitigating their effect and rendering mu-
tated cell lines sensitive to Trametinib. TANDEM selected two additional mutations in
the pathway: HRAS and MY C (Supplementary Fig. S2.3D & S2.3E). Like the aforemen-
tioned mutations, HRAS signals through MEK and hence HRAS mutations are associ-
ated with sensitivity. Myc proteins can harbor a mutation in their regulatory phosphory-
lation site, which allows them to escape ubiquitin/proteasome-mediated turnover and
leads to accumulation of Myc protein [2]. Because the mutated Myc proteins activate
the downstream targets of the pathway independently of MEK, mutated cell lines are in-
sensitive to the MEK inhibitor. Thus, this mutation is associated with resistance to MEK
inhibition. In addition, both methods identified DUSP6 as a predictive feature (Sup-
plementary Fig. 52.3F). DUSP6 transcription is induced by ERK activation [9]. Hence,
by proxy, high DUSP6 expression is an indication of high phospho-ERK levels. Since
phospho-ERK can be attenuated by MEK inhibition, high DUSP6 expression is associ-
ated with sensitivity to MEK inhibition [17]. DUSP6 is an example of a gene expression
feature whose selection not only increases the predictive performance, but also benefits
the interpretability.

Our second example models the response to the HDAC6 inhibitor Tubastatin (Fig.
2.4B), an anti-inflammatory drug [4, 24] that has shown anti-cancer potential [20, 22].
Unlike other members of the HDAC family, HDACS is exclusively localized in the cyto-
plasm and hence does not have a histone deacetylase function [10, 13]. Instead, Gao, et
al. [10] have proposed that HDACS is required for efficient Racl activation. Interestingly,
TANDEM identifies RAC1 amplifications to be associated with resistance to Tubastatin
(Supplementary Fig. S2.3G), whereas the classic approach does not. This could mean
that when Racl is available in abundant levels, efficient activation of Racl by HDACS is
not required anymore and hence HDACS6 inhibition has little effect, causing resistance.
Both methods associated PKCf expression with sensitivity to Tubastatin (Supplemen-
tary Fig. S2.3H). One additional gene expression feature was uniquely identified using
TANDEM: the expression of Igf (Supplementary Fig. S2.3I). As PKCf and Igf both
reside in the B cell receptor signaling pathway, their selection could mean that Tubas-
tatin is especially potent in B cell derived lymphoid cancers with active B cell receptor
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Figure 2.4: Features selected by TANDEM in the context of two pathways. Representation of (A) the MAPK
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associated with response to (A) Trametinib or (B) Tubastatin by TANDEM (dark green) or by both approaches
(light green).

signaling. This is further supported by a negative correlation between the expression of
Igp (a component of the B cell receptor) and response to Tubastatin within the 68 B cell
derived lymphoid cell lines in the GDSC1000 data set (Pearson correlation coefficient:
-0.49, Supplementary Fig. S2.3]).

Altogether, we found that the features identified by TANDEM can be interpreted
in the context of pathways. Due to the more balanced contributions of upstream and
downstream data types, we show that our method leads to improved interpretability of
the drug response models, while achieving the same predictive performance.

2.3.4. DIFFERENT DATA TYPES PREDICT RESPONSE TO DIFFERENT DRUG
CLASSES

To test if certain data types better predicted response to certain classes of drugs, we

used the drug classification provided with the GSDC1000 data [15], where all 265 drugs

are categorized into 21 classes, based on either the mechanism of action (e.g. DNA dam-

aging agents) or the pathway in which the drug target resides (e.g. MAPK pathway). For

a given drug class, we considered the relative contribution each data type makes to the
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prediction using TANDEM, using only the drugs for which a model could be built with
predictive performance r > 0.4. Using these relative contributions, we tested each drug
class for association with each data type (Supplementary Fig. 52.4). We further inves-
tigated two associations: the most significant association using upstream data (MAPK
pathway inhibitors and mutation data) and the most significant association using down-
stream data (DNA damaging agents (DDAs) and gene expression). For these drug classes,
we determined the top 10 most important features using both the classic approach and
TANDEM. The feature importance was assessed based on the size of the regression co-
efficient, corrected for the variance of the corresponding feature (Supplementary Table
S2.1).

2.3.5. GENE EXPRESSION DATA IS THE BEST PREDICTOR OF RESPONSE TO

DNA DAMAGING AGENTS

For the 10 drugs from the DDA drug class, the response models produced by TANDEM
had a higher contribution of gene expression compared to other drug classes (Benjamini-
Hochberg corrected p: 0.046, one-tailed Mann Whitney test, Supplementary Fig. S2.5A).
Given that our method preferentially uses upstream features, we found it intriguing that
gene expression still accounts for a median 76% of the explained variation. In fact, the
contribution of gene expression is mostly due to the expression of SLFN11, which is the
most important predictor of response to DDAs in both the classic approach and TAN-
DEM (Fig. 2.5A & 2.5B). Part of the information contained in the expression of SLFN11
is also present in some upstream features, which results in a lower feature importance for
SLFN11 when using TANDEM. For example, SLFN11 expression is significantly higher
in the ALL (p-value: 5.2e — 9, Supplementary Fig. S2.5B). However, as TANDEM selects
SLFEN11 expression after the acute lymphoid leukemia (ALL) cancer type has been se-
lected, we can rule out that SLFN11 is merely selected as a proxy for ALL. Altogether,
this points to an important role for SLFN11 in DDA response. Indeed, Zoppoli et al. [27]
have found that knockdown of SLFN11 leads to increased resistance to many DDAs,
indicating a causative role for SLFNN11 expression.

2.3.6. MUTATIONS ARE THE BEST PREDICTORS OF RESPONSE TO MAPK PATH-
WAY INHIBITORS
For the 16 drugs from the MAPK pathway inhibition class, the response models produced
by TANDEM had a significantly higher contribution of mutation data compared to other
drug classes (Benjamini-Hochberg corrected p: 1.1e-5, one-tailed Mann Whitney test,
Supplementary Fig. 52.5C). Investigating the most important features obtained using
both methods (Fig. 2.5C & 2.5D), we found that they both identified the BRAF muta-
tion as the strongest predictor of response, as expected (Downward, 2003). The remain-
ing part of the top 10 features is completely different between the two methods: for the
classic approach, it solely consists of gene expression features, whereas for TANDEM it
consists of upstream features. TANDEM identifies KRAS and NRAS, two canonical mu-
tations known to modulate response to MAPK pathway inhibitors (Downward, 2003),
while the gene expression features identified by the classic approach do not give clear
insight into the mechanisms of drug response. Consistent with the literature, TANDEM
also associates a number of cancer types with response to MAPK inhibition: melanoma
(SKCM), acute myeloid leukemia (LAML) and chronic myeloid leukemia (LCML) are as-
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Figure 2.5: Most important features for predicting response to DNA Damaging Agents and MAPK pathway
inhibitors. Top ten most important features (based on their average feature importance score) for predicting
response to MAPK-targeting drugs (A, B) or DNA damaging agents (C, D) using the classic approach (A, C) or
TANDEM (B, D).

sociated with sensitivity [12, 14], whereas small cell lung cancer (SCLC) is associated with
resistance [7, 21].

2.3.7. TANDEM PREVENTS CANCER TYPE SPECIFIC EXPRESSION FROM CON-
FOUNDING THE RESULTS

Using cancer type as an upstream feature, TANDEM avoids the selection of genes whose
expression is specific to one cancer type. In the MAPK inhibitors example above, the
classic approach selects LAIR1 and PRSS57 as important features (positions 3 and 10 in
the top 15 classic approach features). However, these genes are preferentially expressed
in LAML and LCML (p < 2.2e — 16, Mann Whitney U test, Supplementary Fig. S2.6A &
S2.6B). Thus, the selection of LAML and LCML cancer types as important features by
TANDEM is much more informative. Similarly, the classic approach selects BIN3 expres-
sion, but BIN3 is preferentially expressed in SKCM (p < 2.2e — 16, Mann Whitney U test,
Supplementary Fig. 52.6C). The selection of SKCM by TANDEM is therefore more infor-
mative.

To further look for a possible link between expression of these genes and drug re-
sponse as identified by the classic approach, we investigated whether these three genes
are involved in the resistance mechanism in the cell lines of the corresponding can-
cer type. To do this, we tested the correlation between these genes and response to
MAPK pathway inhibitors within the respective cancer type. None of these genes showed
a significant correlation with the drug response (Supplementary Fig. S2.6D, S2.6E &
S2.6F) (Benjamini-Hochberg corrected p > 0.05, Pearson correlation). Unless this is due
to small sample size and multiple testing correction, this supports the conclusion that



2.4. DISCUSSION 21

these gene expression features are selected as a proxy for cancer type and are not directly
associated with drug response. Hence, TANDEM more accurately indicates the cancer
type as a predictive feature. Altogether, we have shown that by using the different data
types in a more balanced fashion, TANDEM replaces part of the gene expression signa-
tures by various upstream features, such as mutations and cancer type features (MAPK
pathway inhibitors). At the same time, for the gene expression features that are selected
by TANDEM, such as DUSP6 (Trametinib) and SLFN11 (DDAs), we can rule out that
they are merely selected as a proxy for a specific cancer type.

2.4. DISCUSSION

Large-scale pharmacogenomics screens can offer insights into relations between molec-
ular data and drug response. By integrating the various data types, the molecular data
can be comprehensively associated to drug response. However, we have shown that the
classic approach for data integration (Elastic Net regression on all molecular data types
simultaneously) results in models that are largely based on gene expression. This can
be attributed to the redundancy in information between the upstream and downstream
data. Here, we introduced TANDEM, an approach that preferentially uses the upstream
data types, and only adds gene expression when necessary. The resulting models have
a much larger contribution of upstream data types, while retaining the same predictive
performance as the classic approach.

The main advantage of TANDEM is that the resulting models are more interpretable.
By focusing on the upstream data types first, the analysis is prevented from being con-
founded by the expression of genes that are either specific to the cancer type or serve
as ‘signatures’ of the aberration status of upstream genes. Yet, because the model uses
gene expression in the second stage, our method also identifies relevant genes, such as
SLFEN11 (DNA damaging agents) or DUSP6 (Trametinib), based on their gene expression
patterns. De Bin et al. [6] have investigated additional strategies to combine redundant
data, in particular clinical and molecular data. In their ‘favoring’ strategy, they remove
the regularization penalty from the clinical data to ‘favor’ clinical data over the rest. This
approach was not feasible in our setting, as the upstream data is high-dimensional and
removing the regularization would result in the inversion of a singular matrix. Similar
to their ‘dimension reduction’ strategy, we reduced the dimensionality of the gene ex-
pression data, but we found that this still leads to models that are dominated by gene
expression data (Supplementary Fig. S2.1C). For the combination of multiple molecu-
lar data types, we found that a two-stage approach (in their terminology: a ‘residuals
strategy’) works well to combine upstream and downstream data types.

Redundancy between molecular data types has been explored before. Wang et al.
[25] have shown that the information from methylation status is captured in gene ex-
pression profiles. Although they did not study drug response prediction in cell lines, but
rather investigated clinical outcome in patients, their results support our idea of redun-
dancy captured by upstream and downstream data types. In the model by Wang et al.
[25], the gene expression is decomposed in two parts, based on whether it can be mod-
ulated by methylation. This can provide insight in relations between methylation and
gene expression features. Explicitly modeling the relations between gene expression and
upstream data could be an interesting extension for TANDEM.
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Similar to the redundancy between methylation and gene expression, Iorio, et al. [15]
observed that, in GDSC1000, the gene expression data captures a large fraction of the in-
formation regarding the cancer type. In agreement with the observations made by Iorio
et al. [15], we found that the cancer type features show the strongest redundancy with
gene expression. We extended these ideas by considering not only the redundancy be-
tween gene expression and either methylation or cancer type, but by jointly considering
all other data types. In the future, it would be interesting to assess whether gene ex-
pression also captures information from other molecular effects, such as miRNAs. In
this work, we have introduced TANDEM, a two-stage approach that improves the in-
terpretability of the resulting drug response models by focusing on upstream features,
while retaining good predictive performance. We believe that advances in the integrated
analysis of multiple molecular data types will lead to a better understanding of the mech-
anisms of drug response and ultimately to improved treatments in the clinic.
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2.5. SUPPLEMENTARY METHODS & MATERIALS

2.5.1. RELATIVE CONTRIBUTION OF EACH DATA TYPE TO THE PREDICTION
Throughout, all columns of X and y are assumed to be of zero mean. Consider a feature
matrix X that consists out of g concatenated data types.

X= [XI)XZy te rXq]

Consequently, § can be interpreted as a concatenation of g data type specific coefficient
vectors.

ﬁ = [ﬁl!ﬁZ;"' ,,Bq]
A prediction from a linear regression model can be made by:
y=Xp

In order to determine the relative contribution of each data type, we created a predictive
model per data type.

$1=Xp1,0,---,01"
JA/Z:X[O,ﬁZ;"‘;O]T

JA/q:X[O,Oy;,Bq]T
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Meaning that:

V=Ehnt+iet+ig

1715 = 1131+ 52+ -+ 345

Next, we quantified the relative contribution RC; of each data type (i = 1:--q) to the
prediction by taking the sum-of-squares of a prediction from a certain data type (j;)
over the sum-of-squares of the prediction (). This is analogous to the coefficient of
determination (R?), in which the sum-of-squares of a prediction is divided by the sum-
of-squares of the original.

o112
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When all projections j; are uncorrelated to each other, the angle between them is 90

degrees. Using Pythagoras’ Theorem, we can then show that the relative contributions
RC; sum to 1 (Supplementary Fig. S2.7A).

RC;

17115 = |71+ 92+ + 345
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However, in most practical cases, j; are correlated and the relative contributions as de-
termined above do not sum to one. We used the Law of Cosines, a generalization of
Pythagoras’ Theorem for vectors whose angle is not 90 degrees, to adjust for these corre-
lations (Supplementary Fig. S2.7B).
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When H )7||§ is small and the inner product between two predictions )7iT Vi (i # j) is neg-
ative, the relative contribution RC; can be negative. This is infrequently observed (n =
4/265 for the classic approach, n = 0/265 for TANDEM) and if observed the magnitude is
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small (< 0.1% of }° RC;). To maintain consistency, we use the absolute value of the RC;
and normalize it such that the RC; sum to one.

RC;
RC; = —ql il
T71IRC)]

For all results where we consider the relative contribution per data type, we only took
into account drugs for which we achieved a predictive performance r > 0.4. This pre-
vents models with poor predictive performance from confounding the analysis.

2.5.2. RULING OUT DIMENSIONALITY, CONTINUOUS AND SCALING AS A

CAUSE FOR THE DOMINATION OF GENE EXPRESSION
We aimed to rule out three factors that could influence the contribution of gene expres-
sion. Since the gene expression data has a much higher dimensionality than the other
data types, we tested whether reducing the number of features would affect the contribu-
tion of gene expression data. To this end, we selected the top m features with the highest
variance (m = 16,000, 8,000, 4,000, 2,000 and 1,000). Subsequently, we predicted drug
response using the reduced gene expression data and the upstream data and assessed
the relative contribution of each data type.

Likewise, to rule out that the gene expression dominates the analysis because its fea-
tures are continuous (whereas all upstream data types are binary), we binarized the gene
expression features. For each gene, we replaced the corresponding feature with two bi-
nary features: one indicating low expression and one indicating high expression. We
have observed that across upstream features, the average percentage of cell lines en-
coded with a one was four percent. Therefore, for each gene we determined the 4th and
the 96th percentile of the expression values and used those values as thresholds for the
low and high expression features of that respective gene.

Finally, the binary features and the continuous features have very different ranges
of values, which could lead to differences in scaling and thereby affect the relative con-
tribution of the data types. However, these differences in scaling are corrected for by
auto-scaling all features. Doing so is common practice in machine learning and is used
per default in the glmnet package.

2.5.3. PATHWAY ENRICHMENT

We have downloaded version 5 of the KEGG pathways from MSigDB [23]. From these
data, we excluded all pathways that are directly related to a disease, such as 'Pathways in
Cancer’ and "Type 1 Diabetes Mellitus’ (full list can be found in the Supplementary Data
of Aben et al. (2016) [1]).

We used a hypergeometric test to test for enrichment of selected features within a
pathway. Since both the upstream features and the KEGG pathways contain many well-
studied genes, preferentially using the upstream features for drug response prediction
could introduce a bias in the pathway enrichment. To correct for this bias, we created a
background distribution using genes that are present in at least one KEGG pathway. We
controlled the p-values for FDR by applying Benjamini-Hochberg correction per drug.



2.6. SUPPLEMENTARY TABLES

25

2.6. SUPPLEMENTARY TABLES

Measure Defined as Scale Example of scale
Predictive = perfor- The Pearson cor- Perdrug Trametinib
mance (R) relation coefficient

between the ob-

served and the

predicted IC50s
Relative contribu- The portion of the Per drug & per data Trametinib & muta-
tion per data type prediction using all type tion data

Feature importance

data types that is ex-
plained by a given

data type

The size of the
regression coef-
ficient, corrected
for the variance of
the corresponding
feature

Per drug & per fea-
ture

Trametinib BRAF

mutation

Table S2.1: Throughout this work, we use the measures listed in this table to compare TANDEM with the classic

approach.
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Figure S2.1: (A) Predictive performance (Pearson correlation between measured IC50s and predictions) across
265 drugs of models based on gene expression only versus models that combine all data types. (B) Predictive
performance (AUROC) obtained when using gene expression data to predict upstream features related to drug
response. (C) Relative contribution of gene expression under different scenarios. We reduced the number
of features, to test the influence of the high dimensionality of gene expression data. Likewise, we converted
the gene expression to binary format, to rule out effects from mixing binary and continuous features. For
the binarized gene expression, each gene was encoded using two binary features (indicating high and low
expression respectively), hence the total number of features was twice as high compared to the continuous
setting.



2.7. SUPPLEMENTARY FIGURES 27

A

I significant association (p < 0.05)
No significant association (p

WPS- -1 (Pt}
Ep——
XUDH1-850 (BRI, FITA, WAL, PRKGD, RET SPRKT)
[} 535 nkrown )
Z6-10 (A
WZ3105 0Lz, ONSKIE, FLT3,ULKY)
TROA 16
LT85 AP (KT

- UNLI24 (19AC, FAR)

Methtroxato (Dot rducaso OHFY)
Nutin-3a (OVE2)
- TRAIL(TR10A (DR, TRIGR (ORS)
- 713 62800
GSK2120458 (PIoK,MTOR)
CAL-101 Pkt
¥-50980 (ROCK)
AT (Rotinic i and rtnia X ocptoragrist
2810674 P10
K 10
[Ap—
K560 LG
- IDLATYD ascrson) (4AP2KT (MK, MAP2K2 (MEKZ)
PD-0E5001 (MAP2K1 (HEKY), AP (MEK?)
- At (wscton) (FRBE2, EGFF)
N7 (PRDC ONAPK)
aNo1-241 (DK (PO
AZD244 A2 (MEKT), MAP2KG (VEKD)
K003 T)

L

3ANOsodIH
SH3ILHOdSNYHL 0av

NOILOVHILNI HOLd303d WO3
SISOLdOdY

AVMHLYd ONITYNDIS €5d
NOIS3HAY TvO04
W3 LSAS ONITYNOIS TOLISONITAAILYHdSOHd

SISFHLNASOIE YNYL TAOVONIAY

ISIT0AVIIN FIVIANVLNTO ANV 31VLIHVYISY ININVIY
WSINOgVvLIN AidIT ¥3H13

NOL313XSOLAD NILOV 4O NOILYIND3H
AVMHLYd DNITYNDIS HO1d3034 1130 L
NOILVHOIN TVITIHLOANISNYH.L 3LA0O0MNIT
AVMHLYd DNITYNOIS 493A

AVMHLYd ONITYNDIS 14 NOTISd3 04
AVMHLYd ONITYNDIS XdVYIN

AVMHLYd DNITYNOIS 9943

AVMHLYd ONITYNDIS NITNSNI
NOILVILNILOd WH3L ONOT

AVMHLYd ONITYNDIS NIHJOY LOHN3N
SISOLADOOVYHd A3 LVIA3N H YWNVYD Od
WSINOgVLIW 3LYHISOHd TOLISONI
AVMHLVYd ONITYNDIS INIMOWIHO
AVMHLYd ONITVNDIS HO1d3034 11309

ALIDIXOLOLAD Q3 LVIA3N 1130 HITTIM TVHNLYN

B I Significant association (p < 0.05)

No significant association (p >=0.05)

Tametinh (MAP2KT (MEK), MAP2K? (MEKZ)
17-MG HSP50)

AZDR204 (MAPZKI (MEKT), MAP2K? (MFK)

FIDEATIO (rescroen) (MAP2KT (MEKI), MAP2K2 (MEKZ)
NU-7441 (PRKDC (ONAPK))

10 24504 (ABL)

XMD11-850 (BFISK2, £ L1A, MATIKA, PFKCD HE T, SPFK1)
QS11 (ARFGAP)

F11535 (unknown

XL-164 (VEGFR, MET, RET, KIT. FLT1, FLT3, FLT4, Tie2 AXL)
PI-103 (PI3Ka, PAKDC (ONAPK))

Dasatiib (ABL SRC, KIT. POGFY)
(CX-5461 (RNA Pol )

AT {Retinoic acid and retinoid X roceptor agonis)
FTRAIL (TRI0A (DRY), TRI0B (DRS)

FIK (ASK)

1Y317615 (PRIKC (PKGbels))

BIMS-345541 (IKEKB)

- | |
L= -~
l. .
! :
i
N
&
e eE¥Z2E53E

sz i
APDR APPKI MEK, MAP2IG (MEK)
K006 (AKT)
KNooT-250 K
B EE33928532 822553828232 ¢ sezge:
§EEI3JURatREE 2 IRd00EGE i353:8¢f
6F8383882R8233322807cd0E02 2923855 ¢
gaigizessliedaiggez g2885" 253123
sEroEg 282883 EEh 2002 EEERE]
E%2 282 3592452223 BzEz5%E 22i32%
8g: FI EGEFZ3:z853 256883753 £5zH2¢%
22 F Es) = z 251 FEE] 2 282 z232 =3
222 £8 z 223:833% “2d33:% 23822
2% Bo 5 ST%d3I:i F2338F n;gézs
$88 25 g Bé FfE3%  : 33fg EE L
FEZ ER 2 ze Hg= = oRggt %2753
8L 8 5 x5 B2 2548 3
ER] 2 E G2 g 3 %
ER T B ] EERS H
£z L T N
O] g a g
g S = a 2
L 8 = E
3 z 2
z £

Figure S2.2: Heatmaps indicating significant pathway enrichments of the genes associated with response to a
drug in (A) the classic approach and (B) TANDEM. Drugs and pathways without significant enrichments were
left out of the figure.
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Figure S2.3: (A-E) Sensitivity to Trametinib (IC50) of mutant versus w.t. cell lines for (A) BRAF, (B) NRAS, (C)
KRAS, (D) HRAS and (E) MYC. (F) Sensitivity to Trametinib (IC50) plotted against DUSP6 expression. (G)
Sensitivity to Tubastatin (IC50) of RAC1 copy number neutral versus RAC1 copy number gain cell lines. (H-])
Sensitivity to Tubastatin (IC50) plotted against expression of (H) PRKCB, (I) BTK and (J) CD79B.



2.7. SUPPLEMENTARY FIGURES 29

I—’—_l_‘ — -log10(p-value)

ABL signaling 35
IGFR signaling 3
p53 pathway
WNT signaling 25
chromatin histone methylation 2
metabolism 1.5
JNK and p38 signaling 1

- Genome integrity 0.5

- cytoskeleton

chromain histone acetylation

chromatin other
other

apoptosis regulation
TOR signaling
EGFR signaling
RTK signaling

_—_— =

DNA replication

mitosis

1,

cell cycle

— PI3K signaling

_ ERK MAPK signaling

VYND
uoneInp

uoissaldxg
adA} Jeouen
uonelAuyaN

Figure S2.4: Heatmap of significant enrichments between drug classes and data types. For each drug class,
TANDEM was used to determine the relative contribution that each data type makes to the prediction, using
only the drugs for which a model could be build with predictive performance r > 0.4.



30 TANDEM: DEFINING INTERPRETABLE DRUG RESPONSE MODELS

2
8 . . o |

g .
g 5
2 8 vy g o
@ o - c B
g % _ : o -
] 2 z
@ @ - - 5 o
5 2 @ M A et E ¥ ¥
& 5 =
= =
= @ - £E o
-5 ém— %n*
g o g £
= -1 c
- 2 87

2
2 . g
= 5 2 -
@ @
o

{
I

DDA Other drugs ALL Other lineages MAPK inhibitors ~ Other drugs

Figure S2.5: (A) Relative contribution of gene expression data, using the two-stage approach, for DNA dam-
aging agents (DDA) versus all other drugs. (B) SLFN11 expression of ALL (acute lymphoblastic leukemia) cell
lines versus those of other tissue of origin. (C) Relative contribution of mutation data, using the two-stage
approach, for MAPK pathway inhibitors versus all other drugs. For (A) and (C), only compounds for which we
obtained a predictive performance of r > 0.4 were taken into account.



2.7. SUPPLEMENTARY FIGURES

LAIR1 expression

AZE28
response (IC50)

PLX4720 VE-11e
response (IC50)

response (IC50)

Trametinib
response (IC50)

LAML /LCML  Other lineages

0.02 1.00

1.00

0.05

100

5 20

0.500

0.001

R: -0.16, p: 0.59

LIl pintnl
»

w
5]
-
©

LAIR1 expression

R: -0.059, p: 0.8

w
o
-
©

LAIR1 expression

R: 0.43, p: 0.24

LAIR1 expression

R:-0.21, p: 0.59

w
5]
-
©

LAIR1 expression

response (IC50)

HG-6-64-1

FR-180204

PD-0325901
response (IC50)

response (IC50)

Dabrafenib
response (IC50)

5e-03 1e+00

0.001 0.100

20

11 1111
.

@
o
- kl
: H
c ~ - = ® -
2 2
a
¥ o+ 5
far]
z @ o -
@ &
o a
<+
<«
L]
SKCM Other lineages
R: 0.15, p: 0.59 R: 0.19, p: 0.59
1 ., " g§ B .
i IR ACE
7 Fa @]
. 7 o
(N 2 T T T T

3 5 7 9

LAIR1 expression

R: -0.12, p: 0.62

LAIR1 expression

R: -0.16, p: 0.59

LAIR1 expression

R: 0.13, p: 0.62

LAIR1 expression

RDEA119
response (IC50)

SB590885

response (IC50)

AZDE244
response (IC50)

0.0

100

1.00

0.02

3 5 7 9

LAIR1 expression

R: -0.22, p: 0.59

LAIRT expression

R: -0.0068, p: 0.97

LAIR1 expression

R: -0.3, p: 0.46

INEANANEET]
0
&

w
w
~
@

LAIR1 expression

FMK
response (IC50)

Cl-1040
response (IC50)

PLX4720 (rescreen)

RDEA119 (rescreen)

LAML/LCML  Other lineages

response (IC50)

response (IC50)

5 20 100

5.0

0.1

0.02 1.00

R:-0.18, p: 0.59

LAIR1 expression

R: =0.09, p: 0.71

LAIR1 expression

R: 0.15, p: 0.59

LAIR1 expression

R:-0.32, p: 0.46

w
o
-
©

LAIR1 expression




32

TANDEM: DEFINING INTERPRETABLE DRUG RESPONSE MODELS

AZ628
response (IC50)

PLX4720 VX-11e
response (IC50)

response (IC50)

Trametinib
response (IC50)

1.00

0.02

1.00

0.05

100

5 20

0.500

0.001

R: -0.16, p: 0.87

1 T T
4 6 8 10

PRSS57 expression

R: -0.059, p: 0.87

- T T T T
4 6 8 10
PRSS57 expression
R: 0.43, p: 0.87
B
4 6 8 10
PRSS57 expression
R: =0.21, p: 0.92
B B .

PRSS57 expression

HG-6-64-1
response (IC50)

PD-0325901 FR-180204
response (IC50)

response (IC50)

Dabrafenib
response (IC50)

5e-03 1e+00

50

[ |

0.001 0.100

5 20

1

R:0.15, p: 0.19

|

T T 1
4 6 8 10

PRSS57 expression

R: -0.12, p: 0.87

T T T T
4 6 8 10

PRSS57 expression

R: -0.16, p: 0.87

1111 11

1 T 1
4 6 8 10

PRSS57 expression

R:0.13, p: 0.87

11 1111

T T T 1T
4 6 8 10

PRSS57 expression

TL-2-105
response (IC50)

RDEA119
response (IG50)

SB590885

response (IC50)

AZDB244
response (IC50)

05 5.0

1.00

0.01

1.00

0.02

R: 0.19, p: 0.87

L B —
4 6 8 10
PRSS57 expression

R: -0.22, p: 0.87

PRSS57 expression

FMK
response (IC50)

Cl-1040
response (IC50)

R: -0.0068, p: 0.87

PRSS57 expression

R: -0.3, p: 0.95

T
4 6 8

PRSS57 expression

PLX4720 (rescreen

RDEA119 (rescreen)

response (IC50)

response (IC50)

100

5 20

50

100

5 20

1.00

0.02

R: -0.18, p: 0.87

1 T T
4 6 8 10

PRSS57 expression

R: -0.09, p: 0.87

-
- -
B T T T
4 6 8 10
PRSS57 expression

R: 0.15, p: 0.95

T T T
4 6 8 10

PRSS57 expression

R: =0.32, p: 0.87

PRSS57 expression



2.7. SUPPLEMENTARY FIGURES 33
R: -0.41, p: 0.11 R: -0.17, p: 0.27 R: 0.043, p: 0.77 R: 0.069, p: 0.65
g g 3 g g
28 g3 18 5 3 . gg BT S g | e
%; 7 ?e o 7 Te 2 . » X, o ¥
g8 ° 9 © 8 o “ S A =g - .
<5 3 [ ] e s i e
¢ 81 25 .3 SO B - g 81
£ o T L 2 T T T T 2 T T T T
5 6 7 8 9 5 6 7 8 9 5 6 7 8 9 5 6 7 8 9
BIN3 expression BIN3 expression BIN3 expression BIN3 expression
R: -0.12, p: 0.43 R: -0.068, p: 0.64 R: -0.12, p: 0.47 R:-0.12, p: 0.43
s 2 s 8 s 5 o
o - — d
08 = 7 . %3 i plies| 26 3 28 &7
-= - . = o : = = = - »
1% 23 oo B3 * 1 I 23 ol T8 e oty
>§:u‘?: =5 s E%g— “:u%g: ve ol o:&,ﬁ:
g o T T T 1 2 T T T T 2 3 T T T 1 g g T T T T
5 6 7 8 9 5 6 7 8 9 5 6 7 8 9 5 6 7 8 9
BIN3 expression BIN3 expression BIN3 expression BIN3 expression
R: 0.071, p: 0.66 R: -0.26, p: 0.12 R: -0.041, p: 0.81 R: -0.039, p: 0.79
=1 = o
g g - 5 4 g 55 o -
g€ 7 -1 88 g g8 37 g8 77 e
S o ° Ay = - 8% &7 £ o 7 d
T8 & w® o o 2y 2 2 <21 an
55 B T5 - > B 5 = ! 85 ‘4 o
“8 « g ¢ 2g o7 - Ea 7 v
e o I I I 1 1 2 § - Ll Ll T T T 2 E 1 1 1 T 1 ég - T T I I I
5 6 7 8 9 5 6 7 8 9 5 6 7 8 9 5 6 7 8 9
BINS expression BIN3 expression BIN3 expression BIN3 expression
R: -0.17, p: 0.25 R:0.015, p: 0.92 R: =0.15, p: 0.32 R: -0.17, p: 0.27
=
— — — 5~
(=] (=] - (=] - [ N=]
28 81 28 3] 38 _ 3 , g8 .1
53 - o | 23 @ g3 83 ol &5 &3 ;
3 Rl -1 - 1. 85 T3 pho2s T e
£ - - T, — -» = " - = .
e 3] o SRR 05}‘?“._ e | T8 o 3 .~".. 58 8 1 .
2= I e e & o T T T g 2 T og g o T T T
5 6 7 8 9 5 6 7 8 9 5 6 7 8 9 5 6 7 8 9

BIN3 expression

BIN3 expression

BIN3 expression

BIN3 expression

Figure S2.6: (A) LAIR1 expression for LAML and LCML cell lines versus cell lines of other cancer types. (B)
PRSS57 expression for LAML and LCML cell lines versus cell lines of other cancer types. (C) BIN3 expres-
sion for SKCM cell lines versus cell lines of other cancer types. (D & E) Pearson correlation between the drug
response, for each of the 16 MAPK pathway inhibitors, and the expression of (D) LAIR1 and (E) PRSS57 in
LAML and LCML cell lines,. (F) Pearson correlation between the drug response, for each of the 16 MAPK path-

way inhibitors, and the expression of BIN3 in SKCM cell lines.
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Figure S2.7: Geometric interpretation of the relative contribution per data type, for the 2D case (i.e. for two data
types). We distinguish between two cases: the types are either (A) uncorrelated or (B) positively correlated.
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ABSTRACT

Motivation: In biology, we are often faced with multiple datasets recorded on the same set
of objects, such as multi-omics and phenotypic data of the same tumors. These datasets
are typically not independent from each other. For example, methylation may influence
gene expression, which may, in turn, influence drug response. Such relationships can
strongly affect analyses performed on the data, as we have previously shown for the iden-
tification of biomarkers of drug response. Therefore, it is important to be able to chart the
relationships between datasets.

Results: We present iTOB a methodology to infer a topology of relationships between
datasets. We base this methodology on the RV coefficient, a measure of matrix correlation,
which can be used to determine how much information is shared between two datasets.
We extended the RV coefficient for partial matrix correlations, which allows the use of
graph reconstruction algorithms, such as the PC algorithm, to infer the topologies. In
addition, since multi-omics data often contain binary data (e.g. mutations), we also ex-
tended the RV coefficient for binary data. Applying iTOP to pharmacogenomics data, we
found that gene expression acts as a mediator between most other datasets and drug re-
sponse: only proteomics clearly shares information with drug response that is not present
in gene expression. Based on this result, we used TANDEM, a method for drug response
prediction, to identify which variables predictive of drug response were distinct to either
gene expression or proteomics.

Availability: An implementation of our methodology is available in the R package iTOP
on CRAN. Additionally, an R Markdown document with code to reproduce all figures is
provided as Supplementary Material.

Contact: a.k.smilde@uuva.nl and l.wessels@nlki.nl

3.1. INTRODUCTION

Rapid developments in high throughput measurement techniques together with rapid
reduction in profiling costs have, for many biological problems, endowed us with mul-
tiple molecular datasets recorded on the same set of objects. For example, pharma-
cogenomics data contain, in addition to cancer type and drug response, various omics
datasets (mutation, copy number aberration (CNA), methylation, gene expression and
proteomics) recorded on the same set of tumor cell lines [5, 7]. While this provides an un-
precedented view on the underlying biological problem, it also comes with some unique
challenges. Specifically, the recorded datasets are not independent of each other, but
are characterized by specific relationships. For example, copy number alterations and
methylation changes may influence gene expression, which may, in turn, influence drug
response. As we have demonstrated earlier [1], these relationships can have profound
effects on further integrative analyses, especially biomarker discovery. It is therefore im-
perative to obtain a full quantitative characterization of these relationships, such as the
illustrative topology of relationships between datasets depicted in Figure 3.1A.

Here we set out to characterize the relationships between datasets in terms of the
amount of information that is shared between a pair of datasets, and, more importantly,
how this shared information manifests itself in the relationship of a pair of datasets to
a third dataset. For example, suppose we have two datasets, X; and X,. Suppose we
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Figure 3.1: High-level overview of this work. (A) The goal of this work is to infer a topology of relationships
between pharmacogenomics datasets (an example topology is illustrated here). (B) When two datasets share
information (i.e. when their RV coefficient is non-zero), we will indicate them as connected in a topology. (C)
A topology of three datasets that all share information. We will convert this topology to the one depicted in
(D) if the shared information between X; and X3 is fully contained in Xp. (E) To create these topologies we
will draw on methods for inferring a topology between single variables using partial correlations. Top: the
original causality graph. Middle: the topology as inferred using correlations. Bottom: the inferred topology
using partial correlations.

can characterize the amount of shared information between X; and X, by a number be-
tween 0 and 1, with 0 being no shared information and 1 representing maximal overlap
in information (Figure 3.1B). This characterization of pairwise relationships can be in-
formative as such, as it can reveal whether, for example, there is any shared information
between gene expression and mutation data. If we now introduce a third dataset, X3, we
can also quantify the amount of information shared between X; and X3 and X, and Xs.
Assuming that these relationships are non-zero, we obtain the graph in Figure 3.1C. Now
it becomes particularly interesting to know whether the shared information between X;
and X3 depends on X,. Specifically, is the shared information between X; and X3 con-
tained in the information in X,? In other words, does X, mediate the effect between X;
and X3? When these questions can be answered for all datasets at hand, it reveals the
minimal graph that represents the conditional relationships between all datasets. As the
number of datasets grows, such a graph not only gives a very concise overview of the re-
lationships, but it is also an important guide in structuring the analyses aimed at finding
biomarkers of a given phenotype. More specifically, suppose that X;, X» and X3 represent
mutation, gene expression and drug response data for a cell line panel, and that our goal
is to extract molecular biomarkers of drug response. Assume that, from our analyses, it
emerged that all the information shared between mutation (X;) and drug response (X3)
is contained in the gene expression data (X,) (Figure 3.1D). This implies that we only
need to employ gene expression data to find biomarkers of drug response.

To infer dataset topologies, we draw upon the approaches employed to infer topolo-
gies between single variables (instead of matrices). Specifically, for our earlier example,
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we can employ partial correlation, e.g. cor(x;,X3|X2), to quantify the amount of infor-
mation that is shared between two variables (x; and x3) that is not present in the other
variable (xp). If the effect of x; on x3 is (almost fully) mediated through x,, it follows that
cor(x1,X3|x2) = 0, which implies that we can remove the direct link between x; and x3
(Figure 3.1E). Graph reconstruction algorithms, such as the PC algorithm [3, 13], use this
property to infer the topology between multiple variables.

Here, we propose iTOP, a methodology for inferring topologies between datasets. As
with topology inference for single variables, this methodology consists of two compo-
nents: 1) a measure of (conditional) similarity between datasets and 2) the PC algorithm
that employs the (conditional) similarity measure to perform structure learning, i.e. to
infer the topology. As similarity measure we employ the RV coefficient [10], a measure
of matrix correlation. The basic idea of the RV coefficient is that datasets are correlated
when they have a similar configuration (e.g. similar clustering) of the objects. We extend
the RV coefficient to be applicable to binary data by using Jaccard similarity to determine
the configuration of objects. This allows us to measure the shared information between
any of the molecular datasets, including intrinsically binary datasets such as mutation
data. In addition, to measure conditional matrix similarity, we extend the RV coefficient
for partial matrix correlations. This allows us to quantify the amount of information that
is shared between two datasets (matrices), but not present in the other dataset, analo-
gous to single variables.

We employ iTOB i.e. partial matrix correlation in conjunction with the PC algorithm,
to infer a topology of relationships between datasets. First, we will demonstrate the RV
coefficient with both extensions (i.e. for partial matrix correlations and for binary data)
on artificial data. Subsequently, we will use this to infer the topology of relationships
between the pharmacogenomics datasets. We show that gene expression acts as a me-
diator between most other datasets and the drug response, and that only proteomics
clearly shares information with drug response that is not present in gene expression.
Based on this result, we will employ TANDEM, a method for drug response prediction
from multiple datasets [1], to identify markers predictive of drug response that are dis-
tinct for proteomics and gene expression.

3.2. METHODS AND MATERIALS

3.2.1. MATRIX CORRELATION USING THE RV COEFFICIENT

For dataset i, consider X; the n x p; data matrix with objects in the rows and variables
in the columns. Here, we assume X; to be column-centered (of note, there is no need to
scale the columns of X;). We define the corresponding n x n configuration matrix S; as
follows:

S =X;X]
Now consider a second dataset j, whose data matrix X; has the same objects on the

same rows as X;, but has a different set of variables. Hence, X; is of size n x p ;. Analogous
to X;, we will define a configuration matrix S; for X;.

_ T
Sj—Xij
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Using the configuration matrices §; and S, we can then determine the matrix corre-
lation between these matrices using the RV coefficient:

vec(S;)Tvec(S;)
RV(S;,S)) = ’ S

\/vec(Si)Tvec(Si) x vec(Sj)Tvec(S))

Where vec(S) is the n? x 1 vector in which the columns of S are stacked on top
of each other. When X; and X; are column-centered, then mean(vec(S;)) = 0 and
mean(vec(S;)) = 0, which means we can interpret the above as a Pearson correlation
coefficient.

RV (S;,S;) = cor(vec(S;), vec(S;))

3.2.2. THE MODIFIED RV COEFFICIENT

For data matrices X where the number of variables is much greater than the number of
objects (i.e. p > n), the RV coefficient is known to be biased upwards [9, 11]. To account
for this bias, we subtract the diagonal from the configuration matrix, as in the modified
RV coefficient [11].

S,‘ =S;—-diag(S;)

gj = Sj —diag(Sj)
oL vecS;))Tvec(S)
RV(S;,S)) = ’ .

\/vec(S,-)Tvec(S,-) x vec(Sj)Tvec(S))

For a more complete discussion of the modified RV coefficient, as well as our ratio-
nale for not using the adjusted RV coefficient [9] instead, we refer to the Supplementary
Material.

3.2.3. PARTIAL MATRIX CORRELATIONS
We extend the above matrix correlation formulation to partial matrix correlations. Con-
sider a third dataset, the n x py matrix Xy, that will be processed as above.

Sk =XiX;
St =Si—diag(Sy)

We can then compute the partial matrix correlation between dataset i and j, cor-
rected for dataset k, as

RV(S;:,8ISk) = cor(vec(S;), vec(Sj)|vec(Sy))

Of note, the concept of partial matrix correlations has been explored previously by
Smouse et al. (1986) [12], who based their measure on the Mantel Test [8]. For a discus-
sion of the Mantel Test and why we prefer to base our measure of partial matrix correla-
tion on the RV coefficient, we refer to the Supplementary Materials.
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3.2.4. STATISTICAL INFERENCE FOR PARTIAL MATRIX CORRELATIONS
We provide two methods for statistical inference for partial matrix correlations: signif-
icance estimates and confidence intervals. We note that these cannot be determined
analytically (e.g. using Fisher Transformation, which is commonly used to derive a p-
value for Pearson correlations), as the entries in vec(S) are not i.i.d.: multiple entries in
vec(S) correspond to the same object in S. Instead, we will discuss a permutation test
for significance estimates and a bootstrapping procedure for calculating confidence in-
tervals.

We used a permutation test to assess significance of a (partial) matrix correlation.
In every permutation, the objects of every dataset were independently shuffled and the
(partial) matrix correlation was computed on the shuffled data. Subsequently, the ob-
served (partial) matrix correlation was compared to the permuted values, and the p-
value was set to

Y Mgy, <rv;
—_— >
B perm , for RV,ps=0
P= o™ 1py,, ony,
i=1 obs i
nperm , for RVyps <0

Where 1 4 is the indicator function that equals 1 when A is true, RV, is the observed
(partial) matrix correlation, RV; the permutated (partial) matrix correlation from the ith
permutation and nperm the number of permutations. Throughout the manuscript, we
used nperm =1000.

We used a percentile bootstrap procedure to calculate confidence intervals. In each
bootstrap, objects were obtained by drawing complete cases randomly (with replace-
ment) from the dataset, after which the (partial) matrix correlation was calculated as
defined above. The 99% percentile interval of the obtained (partial) matrix correlations
was then used as a confidence interval. Throughout the manuscript, we used 1000 boot-
straps to determine a confidence interval.

We note that row-wise permutation of the data matrices (X[ind,], with ind the in-
dices of the objects after permutation) is equivalent to permutation of both the rows
and the columns of the configuration matrices (S[ind,ind]). Using this property, we
decided to permute the configuration matrices, as this prevents having to calculate the
configuration matrix in each permutation and hence greatly speeds up the calculations.
A similar approach was used for bootstrapping.

3.2.5. BINARY SIMILARITY MEASURES
An advantage of converting the data matrices X to configuration matrices S is that it
allows us to use different similarity measures for different data types. For example, for
continuous data, we use:

s=xx"

Note that each entry of S corresponds to an inner product between different objects
inX i.e.

xlT X xlT Xy e xlT Xp
szxl szxz szxn
T
S=XX' = .
T T T
X,X1 X,Xo - XXy
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Where x; is the i’th row in X and 7 is the number of rows in X. We will refer to this
similarity measure as ‘inner product similarity’.

JACCARD SIMILARITY

For binary data, we use Jaccard similarity. Jaccard similarity is defined as the ratio of
the number of elements where these vectors have ones in common and the total num-
ber of positions where ones occur in any of these two vectors. Consider the following
contingency table.

x=0
x=1

Where a is the number of elements where x = 0 and y = 0, b is the number of ele-
ments where x = 1 and y =0, etc. The Jaccard Similarity can then be written as:

ax,y)=———
Jaccard(x,y) hicrd

Whenall x=0and all y =0, then b = ¢ = d = 0, which would resultin Jaccard(x, y) =
9/¢. In these cases, we define the Jaccard similarity as Jaccard(x, y) = 0.

Note that the Jaccard similarity is based on the number of positive matches (d) and
not at all on the number of negative matches (a). This is in line with our intuition of
similarity in the binary data at hand (mutation, CNA and cancer type). For example,
when two objects share the same mutations, we think this should contribute more to
their similarity than the number of mutations that both objects lack.

We define configuration matrices using the Jaccard similarity in the following way:

S=Jaccard_configX)
Jaccard(x;,x1) Jaccard(x;,xp) --- Jaccard(Xy,X;)
Jaccard(X,,x1) Jaccard(Xz,Xp) --- Jaccard(Xz,X;)
Jaccard(x,,x1) Jaccard(X,,X») --- JaccardXy,X;)

KERNEL CENTERING

We used kernel centering to center the configuration matrix S rather than the underlying
data matrix X. Essentially, kernel centering is double centering (i.e. column- and row-
wise centering) of the configuration matrix S (or in other words: the kernel), which we
will show to be equal to first column-centering the data matrix X and then computing
S = XX”. Consider X the original data matrix and X the column-centered data matrix.
Likewise, consider S the original configuration matrix and S the centered configuration
matrix. Finally, consider m the column-wise means of X and »n the number of rows in X.
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We will first consider an example using inner products as a similarity measure.

s=xx"
S=XX"

= (X-1m")(X-1m")"

o

n n
Cur  11TXXT XxT11T+11TxxT11T
n n n2
117s s117 117s11”
=S- - +
n n n?

Interestingly, the final term expresses the kernel centered S in terms of the non-
centered S. This allows us to center configuration matrices that are not based on inner-
product similarity, such as S = Jaccard_config(X). Column-centering X (the input
space) makes no sense here, as the resulting matrix would not consist of 0s and 1s any-
more and hence Jaccard_config(X) is not defined. However, we can use kernel cen-
tering here to center the so-called kernel space corresponding to S.

S=Jaccard_configX)
117s s1n? N 1178117

S=§
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3.2.6. PHARMACOGENOMICS DATA

The mutation, copy number aberration (CNA), methylation, cancer type, gene expres-
sion and drug response data were sourced from GDSC1000 [5], and the proteomics data
were sourced from MCLP [7] (Table 3.1). For the mutation and CNA data, we used the
reduced set of Cancer Functional Events (CFEs) [5], resulting in 300 and 425 binary vari-
ables respectively. For the methylation data, we used the CpG-island summarized data,

Dimensionality = Source Type Missing values
Mutation 300 GDSC1000 Binary No
CNA 425 GDSC1000 Binary No
Methylation 14,429 GDSC1000 Continuous No
Cancer type 31 GDSC1000 Binary No
Gene expression 17,419 GDSC1000 Continuous No
Proteomics 452 MCLP Continuous  Yes
Drug response 265 GDSC1000 Continuous Yes

Table 3.1: Overview of the pharmacogenomics datasets used in this manuscript.



3.2. METHODS AND MATERIALS 47

resulting in 14,426 continuous variables. For the cancer type data, we used the classi-
fication into 30 TCGA cancer types or ‘OTHER], resulting in 31 binary variables [5]. For
gene expression data, we used the gene level summarized data, resulting in 17,419 con-
tinuous variables. The proteomics data consist of 452 variables, of which 108 represent
phospho-protein levels and the remaining 344 represent protein abundance levels. For
the drug response data, we used the IC50-values (concentration at which half of the cells
are killed) for all 265 drugs.

Of the 282 cell lines that were profiled in both GDSC1000 and MCLP, 266 cell lines
were characterized across all seven datasets. This number was further reduced due to
missing values in the proteomics and drugs response data. For the proteomics data,
after removing all variables with >30% missing values, we retained 186 variables. Sub-
sequently, after removing all objects with >30% missing values, we retained 221 objects.
We then intersected all datasets with these 221 objects and applied the same two steps
to the drug response data, where we retained 206 objects and 217 variables. These 206
objects cover 27 of the 31 cancer types in the GDSC1000 data. The remaining missing
values (1% for the proteomics and 5% for the drug response) were imputed using SVD
imputation [14] as implemented in the R package bcv.
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Figure 3.2: The RV coefficient explained using three simple example datasets. The data matrices Xj, X and
X3 (represented in A-C) are converted to configuration matrices S1, Sp and S3 respectively (D-F). Using the
configuration matrices, it can be readily seen that RV (X;,X2) = 1 and RV (X2,X3) = 0.
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3.3. RESULTS

3.3.1. THE RV COEFFICIENT

To illustrate the RV coefficient, consider the following example. Figure 3.2A represents
data matrix X;, a dataset with two variables and 100 objects, where the first 50 objects
form the green cluster and the second 50 objects form the purple cluster. The second
data matrix, X, (Figure 3.2B), also consists of two variables and the same 100 objects
with the same clustering as in X;. The third data matrix, X3 (Figure 3.2C), is again a
dataset with two variables and the same objects as before, but now without any apparent
clustering. When converting these data matrices to configuration matrices (similarity
matrices), which indicate the configuration of the different objects with respect to each
other, it can be readily observed that X; and X, contain the same information in terms of
clustering (Figure 3.2D & E). Indeed, when computing the RV coefficient between X; and
X, (by computing the Pearson correlation of the vectorized forms of the corresponding
configuration matrices, see Methods and Materials), we obtain an RV coefficient close
to one, indicating a strong relationship. Conversely, when computing the RV coefficient
between X, and X3, where the latter contains no clustering information, we see that the
configuration matrices are very different and RV (X»,X3) = 0 (Figure 3.2C & F).

3.3.2. EXTENDING THE RV COEFFICIENT FOR PARTIAL MATRIX CORRELA-
TIONS

We illustrate partial matrix correlations using the following example. Consider three
datasets: Xj, Xo and X3. Let Xj affect Xy, and let X, affect X3 (Figure 3.3). Observe that,
consistent with the proposed causality, X; is most similar to X, (only the purple cluster
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Figure 3.3: Illustration of the partial matrix correlation. (A) We will create artificial data such that X; influences
X5, which in turn influences X3. (B) Artificial data consistent with the abovementioned causality, resulting in
RV (X1,X3/X5) = 0.
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in the bottom-left has been moved) and X3 is most similar to X, (only the blue cluster in
the bottom-right has been moved). This of course means that RV (X;,X>) and RV (X»,X3)
will be non-zero. However, note that also RV (X;,X3) will be non-zero, as X; and X3 do
share information: the top three clusters have the same configuration in both datasets.
Therefore, if we were to infer a topology based on the matrix correlations, we cannot rule
out a direct link from X; to Xs.

Using the partial matrix correlation RV (X;,X3/X,), we can rule out a direct link from
X; to X3. As X, has the same configuration in the top three clusters, correcting for Xp
results in RV (X;,X3/X») = 0.005, which is not significantly different from zero (p-value:
0.354, 99% confidence interval: -0.27 - 0.28). Therefore, using partial matrix correlations,
we can indeed reconstruct the original topology.

3.3.3. EXTENDING THE RV COEFFICIENT FOR BINARY DATA

The RV coefficient has been proposed for comparing data matrices containing contin-
uous values. Specifically, in the original formulation of the RV coefficient, the configu-
ration matrices are determined using the inner product between objects (Methods and
Materials), which is tailored to comparing continuous values. To determine (partial) ma-
trix correlations for datasets containing binary values, we propose to create the config-
uration matrices using Jaccard similarity, which determines similarity between binary
variables (Methods and Materials). We assessed the performance of this approach using
a simulation study.

First, to establish a reference, we performed a simulation study in which two contin-
uous valued matrices were compared. In this simulation, the values in X; and X, were
randomly drawn from N(10,1) and N(0, 1) respectively, where N(u, o) represents a Gaus-
sian distribution with mean p and standard deviation o. Subsequently, we defined a
third matrix as X3 = (1 — @)X; + aXz. We compared RV (X;,X3) for different values of «,
and both with and without column-wise centering of the data matrices (Figure 3.4A).
Regardless of centering, we found that RV (X;,X3) = 1 for @« = 0 and RV (X;,X3) = 0 for
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Figure 3.4: Artificial data experiment in which the RV coefficient (y-axis) is measured at different levels of
similarity (a, x-axis), both with and without centering, for (A) two continuous datasets and (B) two binary
datasets.
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a =1, as expected. For intermediate values of a however, we see big differences be-
tween the approach using centering and the one without centering. Without centering,
RV (X;,X3) remains very close to 1 for values of a approaching 1, which is counterintu-
itive. With centering, RV (X;,X3) slowly decreases to 0 as & increases, which is according
to expectation. These differences can be attributed to the fact that inner product dis-
tance is dependent on the relative position of the objects with respect to the origin: in
the uncentered case, for a < 0.9, the vectors representing the objects in X; and X3 will be
highly collinear, resulting in an RV coefficient close to one (Supplementary Figure 3.6).
This experiment emphasizes the importance of centering the data prior to applying the
RV coefficient.

We then performed a simulation in which two binary valued matrices were com-
pared. Values in X; were randomly drawn from Binom(0.5) (Binomial distribution with
p =0.5). X, was set equal to X;, but with a the fraction of binary values that were flipped.
We varied a only up to 0.5, as this is the point at which the configuration of objects in X;
and X is maximally apart (at @ = 1, X; and X are simply inverted and, given that the RV
coefficient is rotation independent, the resulting RV coefficient will be 1 again). Again
RV (X;,X5) was compared for different values of a and both with and without centering
(Figure 3.4B). As binary data cannot be column centered (it would not be binary anymore
after centering), we instead used kernel centering to center the configuration matrix ob-
tained using the Jaccard similarity (Methods and Materials). For @ = 0, RV (X;,Xp) =1,
both with and without centering, as the two matrices are exactly the same. However, for
a in (0,50], RV (X;,X>) remained very close to 1 in the uncentered case, while it slowly
decreased to 0 in the centered case. Hence, as at a = 0.5 the configuration of X; and X,
is maximally apart, the centered case is preferable.

Using these simulation experiments, we have shown that the Jaccard similarity can
be used to construct configuration matrices for binary data. Additionally, we have shown
the importance of centering and that kernel centering can be used for the binary case.

3.3.4. APPLICATION TO PHARMACOGENOMICS DATA

We applied the RV coefficient with both extensions to a collection of pharmacogenomics
data (a combination of GDSC1000 [5] and MCLP [7], see Methods and Materials) to infer
how the different datasets in this collection are related to each other. This collection
consists of 3 binary datasets (mutation, CNA and cancer type) and 4 continuous datasets
(methylation, gene expression, proteomics and drug response). Intersecting the objects
that are present in all datasets resulted in data for 206 objects.

We used the PC algorithm [3, 13] (Supplementary Materials) to study the relation-
ships between datasets. Briefly put, this algorithm starts out with a fully connected
graph, where each node corresponds to a dataset, and removes the edge between two
datasets X; and X, when RV (X;,X>|C) = 0 (i.e. when it is not significantly different from
0). This step is repeated for increasingly larger sets of C, from C = @ (no datasets) to
C=U\{X;, X} (all datasets except X; and X»), until either the edge is removed or all pos-
sible sets have been assessed. Finally, the PC algorithm attempts to, under certain as-
sumptions, determine the directionality of the edges (Supplementary Materials). How-
ever, for the pharmacogenomics data, the algorithm was unable to infer the directional-
ity of any edge in the graph.
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Figure 3.5: Relationships between datasets in the pharmacogenomics data, as determined using the PC algo-
rithm run on the partial matrix correlations. An edge indicates that two datasets share information that is not
present in any of the other datasets.
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Figure 3.6: The (partial) matrix correlations for different RV (X;,X2|X3) in the pharmacogenomics data. For
each bar in the barplot, X; and X, are indicated by the black blocks, and X3 is indicated by the red block. A
(partial) matrix correlation was significant when p < 0.01. The error bars indicate the 99% confidence inter-
val. Abbreviations: mut, mutation; meth, methylation; expr, gene expression; prot, proteomics; drug, drug
response.
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Using the approach outlined above, the PC algorithm essentially summarizes the set
of all 560 partial matrix correlations in a topology. An important caveat of this approach
is that it uses the absence of a significant association to determine the absence of a rela-
tion between two datasets. As this may not always be true (there may be such a relation,
but we may not have enough objects to detect it), we will also inspect the underlying
(partial) matrix correlations and their confidence intervals for the most important hy-
potheses generated from the topology.

Figure 3.5 shows the topology resulting from the PC algorithm. Gene expression
takes up a strikingly central position in the graph, being connected to all other data
types. Using the underlying partial correlations and their confidence intervals, we verify
that gene expression acts as a mediator between the ‘upstream data’ (mutation, CNA,
methylation and cancer type) on the one hand and the drug response data on the other
hand: the partial matrix correlations between these datasets and the drug response drop
to nearly zero when correcting for gene expression (Figure 3.6A).

Proteomics also takes up an interesting position in the graph. The proteomics
data shows a very strong relationship with gene expression (RV = 0.76). Interest-
ingly, using the underlying partial matrix correlations, we see that this relationship
fully contains the information shared between the upstream data and proteomics:
RV (X;, proteomics | expression) = 0, for each dataset X; in the upstream datasets (Fig-
ure 3.6B). Finally, gene expression and proteomics share information with drug response
that is not present in the other dataset: RV (expression, drug response | proteomics) > 0
and RV (proteomics, drug response | expression) > 0 (Figure 3.6C). Hence, even though
gene expression and proteomics share a large amount of information, they both contain
unique information with respect to drug response.

Overall, we have shown here that our methodology can be used to infer how different
datasets are related to each other.

3.3.5. IDENTIFYING WHICH VARIABLES PREDICTIVE OF DRUG RESPONSE ARE

DISTINCT TO EITHER GENE EXPRESSION OR PROTEOMICS

The topology that we have inferred suggests that for accurate prediction of drug response
we only need gene expression and proteomics. Indeed, when we train Elastic Net mod-
els [18] (Supplementary Materials) to predict the drug response from either all datasets
(other than drug response) or from only gene expression and proteomics, we found that
they result in virtually identical predictive performance (Supplementary Figure S3.2A).

We then asked which variables are both predictive of drug response and distinct to
either gene expression or proteomics. To answer this question, we used TANDEM [1]
(Supplementary Materials). Briefly, given a response vector y (e.g. drug response of a
single drug) and two datasets X; and X; (e.g. gene expression and proteomics), TANDEM
uses two stages of Elastic Net regression to first identify all variables in X; that are asso-
ciated with y, and then identify all variables in X, that are associated with y but whose
information is not present in Xj.

For each drug, we trained two TANDEM models:

* GEXunique: @ model that uses proteomics in the first stage and gene expression in
the second stage, thereby identifying variables with information that is unique to
the gene expression data.
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* PROTypique: the counterpart of GEXynique, With gene expression in the first stage
and proteomics in the second stage.

We found that GEXynique mostly uses proteomics data and PROT ypjque mostly uses
gene expression data, while both achieve similar predictive performance (Supplemen-
tary Figure S3.2B-D. This is of course not very surprising, as we have already seen using
the RV coefficient that a lot of information is shared between the gene expression and
proteomics data.

For each drug and for both TANDEM models, we then determined variable impor-
tance scores (Supplementary Materials) and averaged these over drugs to identify vari-
ables that made the largest overall contribution to the prediction of drug response. For
GEXunique, the most important gene expression variable was ABCB1 expression. ABCB1
is a protein in the cell membrane that pumps foreign substances (including drugs) out
of the cell. As such, it is known to be associated with resistance to a wide range of drugs
[4]. The proteomics data we considered here did not contain ABCB1, hence it is not un-
expected that this information is not present in the proteomics data.

For PROT ynique, the most important variable was MEK1 $217/5221 phosphorylation
(pMEK1). The phosphorylation of MEK1 indicates MAPK pathway activation and is hence
associated to sensitivity to MAPK pathway inhibitors, such as BRAE MEK and ERK in-
hibitors. As the proteomics data contains both phosphorylation and protein abundance
variables, we wondered whether one of these classes might be enriched in the distinct
proteomics — drug response part. However, we found no significant difference between
the variable importance scores in the PROT pique models for these two classes (p = 0.68,
Mann-Whitney U Test) (Supplementary Figure S3.2E).

Altogether, we have shown here that, informed by the topology of the datasets we in-
ferred with iTOP, we can identify which variables correspond to distinct gene expression
- drug response and proteomics — drug response relationships.

3.4. DISCUSSION

In this work, we have introduced iTOP, a methodology to infer a topology of relation-
ships between datasets. To this end, we have extended the RV coefficient for partial ma-
trix correlations, allowing one to identify how much information is shared between two
datasets, but not present in other datasets. In addition, we have also extended the partial
RV coefficient for binary data, using the Jaccard coefficient. We have tested both exten-
sions using artificial data and used them to infer a topology of the pharmacogenomics
data. Finally, we have zoomed in on part of the topology and have identified variables
predictive of drug response that are distinct to either gene expression or proteomics us-
ing TANDEM.

An important caveat of the PC algorithm used in our approach is that the absence of a
significant p-value does not necessarily mean the absence of a relationship between two
datasets: it can also mean this relationship is present, but that we did not have enough
power to detect it. Of note, this also means that the inferred topology can change as
the number of objects increases, simply because this enhances our ability to detect very
small effects. For these reasons, we suggest to not solely rely on p-values to determine
the absence or presence of these links. Instead, we suggest using the PC algorithm as
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a tool to summarize the results from the numerous possible partial matrix correlations
into a topology, after which the hypotheses generated from this topology should also
be assessed by inspecting the relevant (partial) matrix correlations and their confidence
intervals. These values will give an indication of both the strength of the associations and
how well we can estimate these, and may hence suggest the inclusion of an association
that is strong but uncertain, or the exclusion of a certain — but weak — association.

We note that there are other options for binary similarity measures besides the Jac-
card coefficient. For example, we have considered the phi coefficient, which is the Pear-
son correlation applied to binary measurements [16, 17]. The main benefit of the phi
coefficient is that it is a centered measure and hence kernel centering of the resulting
configuration is not required. A minor disadvantage of the phi coefficient is that it is
not defined in cases where objects consist of only zeroes or only ones. This can be easily
circumvented however, for example by defining phi(x,y) = 0 in these cases. The main dis-
advantage of the phi coefficient lies in its definition of similarity: for the phi coefficient,
both coinciding zeroes and ones contribute towards similarity, whereas for the Jaccard
similarity only coinciding ones do. We believe objects are similar when they share the
same mutations (rather than the absence of mutations) and hence prefer the Jaccard
similarity here.

In future work, the RV coefficient could be further extended for other types of data.
For example, a matrix with ordinal data could be converted into a configuration ma-
trix using the Spearman rank correlation or the rpz coefficient similarity [15, 17]. Addi-
tionally, other semi-positive definite kernels that describe the similarity between objects
could be used as a configuration matrix. For example, if we were to consider a dataset
that is represented as a graph (where each node corresponds to an object), then a config-
uration matrix could be constructed using a graph diffusion kernel [6]. Finally, as many
multi-omics data contain patient survival data, defining a configuration matrix for sur-
vival data opens up interesting avenues for future research. For each of these extensions,
careful assessment of the need of kernel centering will be required.

We believe that iTOP can be applied to a broad range of data, beyond the pharma-
cogenomics data analyzed here. Essentially, for all data in which the same objects have
been characterized in multiple modalities, this methodology can be used to infer a topol-
ogy of relationships between the resulting datasets. Hence, as multi-omics and pheno-
typic data is collected for increasingly more experiments, we believe our methodology
will be highly relevant and widely applicable.
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3.5. SUPPLEMENTARY MATERIALS

3.5.1. THE MODIFIED RV COEFFICIENT
For data matrices X where the number of variables is much greater than the number of
objects (i.e. p > n), the RV coefficient is known to be biased upwards [9, 11]. To account
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for this bias, we remove the diagonal of the configuration matrix, as in the modified RV
coefficient [11].

S;=S; —-diag(S;)

S]' =Sj —diag(Sj)
o VecS)TVec(S))
RV(S;,S)) = : !

\/Vec®)TVecS) x Vec@ )T Vec())

We note that for the modified RV coefficient, the average of Vec(S) is not zero. This
means that RV (S;,S ;) is actually not equal to the correlation (but rather to the congru-
ence) between Vec(S;) and Vec(S;). Regardless, for simplicity, we do describe the RV
coefficient in terms of the correlation between Vec(S;) and Vec(S;) in the introduction
and the first results subsection.

Mayer et al. (2011) [9] have reported that the modified RV coefficient does not correct
all of the abovementioned p > n bias. They propose the adjusted RV coefficient, based
on the adjusted > measure. However, the adjusted RV coefficient requires the data to be
column-wise centered and autoscaled (i.e. scaled such that each column has a standard
deviation of one). As we have shown in the Methods and Materials of the main text, bi-
nary datasets can be centered by kernel centering the configuration matrix (essentially
using a set of linear transformation to center the kernel space (corresponding to S) rather
than the input space (X)). However, a similar approach cannot be taken with autoscaling,
because determining the standard deviation (by which each column needs to be scaled)
is a non-linear operation and hence cannot be performed in kernel space. Similarly, the
adjusted RV coefficient requires one to take the adjusted r? between columns in the in-
put space, which is also a non-linear operation that hence cannot be performed in kernel
space. Finally, the benefit of the adjusted RV coefficient over de modified RV coefficient
is extremely small when using a sufficient number of objects (e.g. n > 50) [9]. Therefore,
we prefer to use the modified RV coefficient, which does not have the aforementioned
limitations, while practically correcting the same amount of bias.

3.5.2. PARTIAL MANTEL TEST

The concept of partial matrix correlations has been explored previously by Smouse et al.
(1986) [12], who based their measure on the Mantel Test [8]. The Mantel test essentially
measures the correlation on the vectorized form of the distance matrices (rather than
configuration matrices) corresponding to X; and X,. We prefer to base the partial matrix
correlation on the RV coefficient instead because of two disadvantages of the Mantel
Test. First, the Mantel Test does not necessarily result in a correlation close to zero for
orthogonal data, while the RV coefficient does. Second, the Mantel Test always results in
high matrix correlations when applied to high-dimensional matrices. While the original
RV coefficient also suffers from the second limitation, the modified RV coefficient [11]
alleviates this problem. Notably, this modification does not alleviate the problem for
the Mantel Test. While both issues do not affect significance estimates resulting from
a permutation test, they greatly affect the interpretation of the coefficients. Hence, we
prefer to base our work on the RV coefficient rather than the Mantel Test.
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3.5.3. PC ALGORITHM

We used the order-independent PC algorithm proposed by Colombo and Maathuis (2014)
[3], that was implemented in the R package pcalg. This algorithm uses partial correla-
tions to infer a topology between variables (or in our work: partial matrix correlations
to infer a topology between datasets). After inferring the topology, the PC algorithm can
also attempt to infer causality between nodes in the topology, using two additional as-
sumptions: 1) the causality graph underlying the data is a DAG (Directed Acyclic Graph);
and 2) all variables are observed (or in our work: there are no hidden / unobserved
datasets). It is important to keep these assumptions in mind when interpreting causality
inferred by the PC algorithm.

3.5.4. ELASTIC NET REGRESSION

We used Elastic Net regression [18] as implemented in the R package glmnet, with A set
to A;uin and a set to 0.5. Predictive performance was assessed by using nested cross-
validation, as implemented in the R package TANDEM, where the inner cross-validation
loop was used to optimize the A parameters for each stage, and the outer cross-validation
loop was used to determine the predictive performance.

3.5.5. TANDEM

TANDEM [1] is a variable selection method that prioritizes variables selection from cer-
tain datasets over others. Consider a response vector y (e.g. drug response of a sin-
gle drug) and two datasets X; and X,. TANDEM performs the variable selection in two
stages. In the first stage, Elastic Net regression [18] is used to explain as much of'y as pos-
sible using X; . In the second stage, Elastic Net regression is used to explain the residuals
from the first stage (i.e. the part of y that could not be explained using X;) using X».

We used the implementation from the R package TANDEM, with A set to A,,;, for
both stages and « set to 0.5. Predictive performance was assessed by using nested cross-
validation, where the inner cross-validation loop was used to optimize the A parameters
for each stage, and the outer cross-validation loop was used to determine the predictive
performance.

The relative contribution of a dataset was determined by dividing the sum-of-squares
of the prediction from one dataset divided by the sum-of-squares of the overall predic-
tion. For more information, we refer to Aben et al. (2016) [1].

We determined the variable importance VI of variable j in the same way as in our
previous work on TANDEM [1], using:

=Bl

-~ |xel;

Where X is the input matrix for TANDEM, defined as X = [X},X>]; X; is the j’th variable of
X; and B is the regression coefficients estimated by TANDEM.
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Figure S3.1: Illustration accompanying Figure 4A. (A) Cartoon of the densities of X;, X» and X3 in a two-
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ABSTRACT

Motivation: In biology, we are often faced with multiple datasets recorded on the same set
of objects, such as multi-omics and phenotypic data of the same tumors. These datasets
are typically not independent from each other. For example, methylation may influence
gene expression, which may, in turn, influence drug response. Such relationships can
strongly affect analyses performed on the data, as we have previously shown for the iden-
tification of biomarkers of drug response. Therefore, it is important to be able to chart the
relationships between datasets.

Results: We found that methods widely used in single drug response prediction, such as
Elastic Net regression per drug, are not predictive in this setting. Instead, we propose a
multi-task learning approach: training a single model simultaneously on all drug combi-
nations, which we show results in increased predictive performance. In contrast to other
multi-task learning approaches, our approach allows for the identification of biomarkers,
by using a modified random forest variable importance score, which we illustrate using ar-
tificial and DREAM challenge data.

Availability: A Python implementation of our approach is available on Github.
(https://github.com/NKI-CCB/multitask_vi/)

Contact: l.wessels@nki.nl and m.michaut@nlki.nl

4.1. INTRODUCTION

Combining drugs is a promising strategy for cancer treatment, as drug combinations can
increase the efficacy of treatment. For example, Prahallad ef al. (2012) [21] have shown
that combining a BRAF inhibitor with an EGFR inhibitor shows synergy in BRAF mutant
colorectal cancer. However, for most drug combinations it is not known what subset
of patients will respond. By identifying biomarkers (e.g. mutations in the tumor’s DNA
that are associated with a favorable response to the drug combination), the selection
of a given patient’s treatment can be improved. To facilitate biomarker identification,
data from a large-scale drug combinations screen were recently released as part of the
AstraZeneca-Sanger DREAM challenge [18], containing 85 cell lines with their response
to 167 drug combinations.

While the data from this screen can provide information on potential biomarkers
of synergy, it is not yet clear what is the best way to identify them. In the context of
single drug response prediction, the default approach is to fit ‘individual models’ that
are trained separately per drug. We applied a similar approach here in the context of
drug combinations, training ‘individual models’ for each drug combination separately
(Fig. 4.1A). However, we show that such an approach is unsuitable for the dataset at
hand due to the extremely low sample size: a median number of 14 cell lines have been
screened per drug combination.

We propose to alleviate the problem of low sample size by training ‘joint models’
that use information from all drug combinations simultaneously (Fig. 4.1B). In the liter-
ature, this is known as multi-task learning [5, 19]. This approach has been employed
before in single drug response prediction by Gonen ef al. (2014) [10], Menden et al.
(2013) [17] and Yuan et al. (2016) [26], and in synergy prediction by other participants in
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Figure 4.1: Overview of the models used in this work. (A) Graphical representation of g individual models, in
which a different model is trained independently for each of the g drug combinations. (B) Graphical represen-
tation of the joint model, in which a single model is jointly trained on all g drug combinations simultaneously.

the AstraZeneca-Sanger DREAM challenge [18]. What distinguishes our approach from
other multi-task learning approaches is that we are able to identify biomarkers, whereas
others have proposed black-box models. Specifically, the Joint Random Forest model we
propose is simultaneously trained on all drug combinations, after which we apply our
Drug-combination-specific Variable Importance (DVI) score to the trained Joint Ran-
dom Forest to identify biomarkers of synergy.

We show that the joint model outperforms individual models in terms of predic-
tive performance. Using the joint model together with the DVI, we are able to identify
biomarkers of response on both simulated and real data. Finally, we found that MYO15A
mutations associate with synergy between an ALK / IGFR dual inhibitor and PI3K path-
way inhibitors in triple-negative breast cancer.

4.2, METHODS & MATERIALS

4.2.1. INDIVIDUAL AND JOINT PREDICTION MODELS
Predictive models are typically trained per drug combination (Fig. 4.1A). We refer to
these models as ‘individual models’. In this work, we propose a ‘joint model’, which is si-
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multaneously trained on data from all drug combinations (Fig. 4.1B). Such an approach
can be viewed as multi-task learning, where each drug combination represents a task.

The joint model takes an augmented matrix X as input, in which each sample rep-
resents a cell line, drug combination pair. We used an indicator variable to code the
different drug combinations. The remaining variables are either:

1. Private to a cell line, drug combination pair (i.e. monotherapy and pathway rules),
and hence unique to every sample in X.

2. Private to a cell line only (i.e. mutation and CNA data), and hence repeated across
drug combinations.

These two categories are visualized in Supplementary Fig. 4.6 in purple and green re-
spectively.

The response vector y was defined as the concatenation of the response values, such
that each sample corresponds to a cell line, drug combination pair. The resulting input
data X can be fitted onto y using standard machine learning algorithms. In this work, we
have compared three different algorithms:

e Elastic Net [27], as implemented in the R package glmnet [7], with « set to 0.5 and
A optimized in a nested cross-validation loop.

* SVM [4] with RBF kernels, as implemented in the Python package scikit-learn [20],
optimizing the hyper-parameters C over [50, 100, 200, 300] and y over [0.001, 0.0001,
0.0005, 0.00005, 0.00001] in a nested cross-validation loop.

* Random Forest [12], as implemented in the Python package scikit-learn, using de-
fault parameters.

We compared these joint models to ‘individual models’, which are trained per drug com-
bination and contain the same variables, except the drug combination indicator vari-
ables (which are constant within a given drug combination). Predictive performance
was assessed using 2-fold cross-validation with the ‘primary score’ (a weighted average
of the correlation between the observed and predicted synergy scores) as defined in the
AstraZeneca-Sanger DREAM challenge [18] as endpoint. The exact definition of the pri-
mary score is

Y Vi=Tryi 9)
VTS

4.1)

where g is the number of drug combinations, n; the number of cell lines in drug
combination 7, r a function that computes the Pearson correlation, y; the synergy scores
for drug combination i and j; the predicted synergy scores for drug combination i. For a
fair comparison, all different models (individual and joint; Elastic Net, SVM and Random
Forest) were tested using the same cross-validation folds.
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4.2.2. VARIABLE IMPORTANCE MEASURES

We found that the Random Forest obtained the best predictive performance and hence
decided to use this model for biomarker identification. To this end, we compared three
Random Forest variable importance measures (Fig. 4.2).

A
Individual Random Forest models Joint Random Forest models
Individual model Variable Importance (V1) Joint model Variable Importance (JVI)
Feature importance Features
Feature importance ~ Features Joint model
Individual model | ———) 3
Individual mode| 2—— % c?r o
: . 3 g Drug-combination-specific Variable Importance (DVI)
3 Features
Individual model q ——— 2 3
Feature importance 3 o
Joint model 52
]
z
=3
2
B Drug-combination-specific

Joint Variable Importance (JVI) Variable Importance (DVI)

N LN TN

High AMSE

Low AMSE

/N /N RN
- i o i EE f BB ocowm

(different drug combination)

Figure 4.2: Overview of variable importance scores used in this work. A: Illustration of variable importance
scores. Applying the variable importance score normally used with Random Forests to the Joint Random For-
est model yields the Joint model Variable Importance (JVI), a measure of variable importance across all drug
combinations. Applying the variable importance score normally used with Random Forests to Individual Ran-
dom Forest models yields the Individual model Variable Importance (IVI), a measure of variable importance
per variable and per drug combination. In order to obtain a variable importance for each drug combination
using the Joint Random Forest model, we propose the Drug-combination-specific Variable Importance (DVI).
B: llustration of the JVI and the DVI in a single decision tree from the random forest. For both variable impor-
tance scores, the importance is assessed by permuting the values of the given variable (a permuted variable
is indicated by a horizontal arrow here) and then calculating for each sample (a sample is indicated by a box
at the bottom of the tree) the difference between the permuted and unpermuted errors. In the given exam-
ple, variable A is more important than variable B, as indicated by the higher difference in error (AMSE) when
permuting variable A.

In all three variable importance measures, a variable is considered important if it has
a positive effect on the predictive performance. More specifically, the importance of a
variable X; for a given tree in the forest is evaluated by calculating the prediction accu-
racy of the tree on out-of-bag (OOB) samples before and after permuting the values of
variable X;. The absolute difference between the two accuracy values is then the per-
muted variable importance for the given tree. These steps are repeated for every tree in
the Random Forest, after which the resulting scores are averaged, resulting in the per-
muted variable importance for the whole Random Forest.

Applying the permutated variable importance to individual Random Forest models
results in the Individual model Variable Importance (IVI), which gives us variable impor-
tance scores per variable and per drug combination. Applying the permutated variable
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importance joint Random Forest models results in the Joint model Variable Importance
(JVI), which gives us variable importance scores per variable, but not per drug combi-
nation. Though useful for comparisons, these two variable importance scores have two
important caveats: i) the IVI is based on individual models, which we show have lower
predictive performance than the joint models; and ii) the JVI uses the joint model, but
the resulting variable importances cannot be traced back to a specific drug combination.

For these reasons, we propose the Drug-combination-specific Variable Importance
(DVI), which leverages the performance of the joint models while maintaining drug com-
bination specificity. The DVI uses a modified version of the permuted variable impor-
tance, in which the prediction accuracy is calculated using only the samples that corre-
spond to the combination of interest. More specifically, this accuracy is calculated using
a weighted mean square error, in which OOB samples belonging to the combination
have a weight of 1 and all other samples have a weight of 0. A Python implementation of
the DVI is available at https://github.com/NKI-CCB/multitask_vi/.

4.2.3. THE ASTRAZENECA-SANGER DREAM CHALLENGE DATA

In order to predict synergy from molecular data, we have used the data from the
AstraZeneca-Sanger DREAM challenge (from here on referred to as: DREAM data) [18].
The goal of this community challenge was to create models that predict whether a given
drug combination will show synergy in certain cell lines. The DREAM data include 85 cell
lines and 167 drug combinations, with a median of 14 cell lines screened per drug combi-
nation. The dataset consists of three parts: synergy scores, monotherapy response data
and molecular data of the cell lines (e.g. mutations and copy number alteration data).

As the response variable for our model, we used the synergy scores as provided in the
DREAM data, which were based on a Loewe additivity model [6, 9]. For each cell line,
drug combination pair, monotherapy data were available, quantifying the response of
a cell line to each individual drug in the drug combination by the 50% Inhibitory Con-
centration (IC50) or the Area Under the dose-response Curve (AUC). For each cell line,
molecular data were provided in the form of mutation, copy number alteration (CNA),
methylation and gene expression data. Because of the high dimensionality and the low
sample size, we restricted mutations and CNAs to a reduced set of potential driver genes.
Finally, we defined ‘pathway rules’ that integrate the mutation and CNA data with in-
formation from KEGG [14, 15]. More information on how these data were processed is
provided in the Supplementary Materials.

We used the monotherapy and the molecular data of the cell lines to predict drug
synergy (Fig. 4.1). More formally, we defined the input matrix X using 382 mutation,
76 copy number, 23 monotherapy, and 16 pathway rule variables. The response vector
y was defined using the synergy scores. Each of the input data types explain a part of
the synergy and are therefore useful to include in a predictive model. For biomarker
identification we focused on genomic variables only, as monotherapy data are unlikely
to be useful as clinical biomarkers (this information is typically not available for most
drugs for a given patient).
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4.3. RESULTS

4.3.1. PER-COMBINATION INDIVIDUAL MODELS PERFORM POORLY

For our initial approach, we used the DREAM data to create ‘individual models’ that are
trained separately per drug combination (Fig. 4.1A). To test the variability across dif-
ferent prediction methods, the individual models were trained using either Elastic Net,
SVM (with RBF kernels) or Random Forest. For each method, predictive performance
was assessed using cross-validation with the ‘primary score’ (a weighted average of the
correlation between the observed and predicted synergy scores) defined in the DREAM
challenge (18] as endpoint.

Overall, the predictive performance of the individual models was low for all methods
(0.04 on average) (Fig. 4.3A), most likely due to the extremely low sample size (median of
14 cell lines per combination). We also observed that the predictions from the individ-
ual SVM models resulted in negative correlations between the observed and predicted
synergy scores (Fig. 4.3A). This is due to a cross-validation artifact that leads to negative
correlations when the model is unable to detect structure in the data (Supplementary
Materials), which likely mostly affected the SVM due to the high complexity of the RBF
kernels.

4.3.2. SIMULTANEOUSLY LEARNING ACROSS DRUG COMBINATIONS IM-
PROVES PREDICTIVE PERFORMANCE

To alleviate the low sample size problem, we created ‘joint models’, which are trained
on all drug combinations simultaneously, thereby leveraging the information from the
entire dataset. Using cross-validation, we found that the joint models achieve higher
predictive performance compared to individual models (Fig. 4.3A), regardless of the un-
derlying method (Elastic Net, SVM, Random Forest).

A drawback of the standard cross-validation scheme is that the same cell line can be
in different cross-validation folds (but for different drug combinations), which could bias
the predictive performance. To test for this, we also performed leave-one-cell-line-out
cross-validation, in which all data associated with a given cell line were left out from the
training step of a given fold. Overall, we found that joint models were more predictive
than individual ones using leave-one-cell-line-out cross-validation too (Fig. 4.3B), rul-
ing out this bias. We also observed that the individual Random Forest models resulted in
negative predictive performance in this setting (Fig. 4.3B), whereas the predictive perfor-
mance was positive using regular cross-validation (Fig. 4.3A). This too can be attributed
to the aforementioned cross-validation artifact (Supplementary Materials).

To determine whether the joint models were predictive for specific classes of drug, we
grouped the 119 drugs into 19 drug classes and checked whether the difference in predic-
tive performance between the individual or joint models was associated with any of the
drug classes. This showed that drug combinations containing IGFR inhibitors are sig-
nificantly better predicted using the joint model (Mann-Whitney U test, FDR-corrected
p = 0.047) (Fig. 4.3C). Furthermore, for drug combinations containing DNA damaging
agents (DDA), the joint model showed on average no increase in predictive performance
(Fig. 4.3D, bottom panel). Compared to the overall increase in predictive performance
between individual and joint models, this effect was significant (Mann-Whitney U test,
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Figure 4.3: Predictive performance of the joint and individual models. Performance was measured using the
‘primary score’ defined in the DREAM challenge [18], i.e. the weighted sum of correlations between the ob-
served and predicted synergy scores. (A) Predictive performance stratified by method (Elastic Net, SVM, Ran-
dom Forest) and model (individual, joint). (B) Predictive performance for individual and Joint Random Forest
models, assessed using leave-one-cell-line-out cross-validation. (C&D) Association between a specific drug
class and the difference in predictive performance between individual and joint models (top panel). How the
predictive performance changed between the individual and joint models is illustrated in the bottom panel.
Each dot represents the predictions for a given drug combination. Predictions for the same drug combination
are connected between the individual and the joint models. The size of the dot is proportional to the number
of cell lines the model was trained on. From left to right: combinations containing IGFR inhibitors (IGFRi), all
other drug combinations (not containing IGFRi), combinations containing DNA damaging agents (DDA), and
all other combinations (not containing DDA). Note that the extreme correlations (i.e. correlations close to 1 or
-1) can be attributed to small sample size (indicated here by the size of the dot in the bottom panel).
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FDR-corrected p = 0.036) (Fig. 4.3D, top panel).

To further characterize the joint model predictive performance improvement, we
used a simulated dataset and assessed under which conditions joint models outperform
individual models using Random Forests. In this simulation, we created a data set of sim-
ilar size as the DREAM data and then varied the sample size or the number of features
(Supplementary Materials). We found that simultaneously learning across drug combi-
nations was most beneficial in highly underdetermined cases, i.e. when the sample size
was low or the number of variables was high (Supplementary Fig. 54.2). Interestingly,
when the number of samples was sufficiently high (e.g. n = 100), the individual and
joint Random Forest models achieved virtually identical predictive performance.

Altogether, our results show that, for most combinations, joint models obtain a higher
predictive performance compared to individual models by simultaneously learning across
drug combinations. As the joint Random Forest model obtained the highest predictive u
performance, we decided to further use this joint model for biomarker identification.
4.3.3. JOINT MODEL VARIABLE IMPORTANCE SCORES ARE NOT SUFFICIENT

TO IDENTIFY BIOMARKERS OF SYNERGY

In an initial attempt to identify biomarkers of synergy using the joint model, we first
computed the Random Forest’s variable importance score (VI), referred to as the joint
model VI score (JVI) (Fig. 4.2A). Ranking the variables by their JVI, we identified vari-
ables that had a large impact on the prediction of many different drug combinations. We
found that the monotherapy variables were the most important variables overall (highest
JVI scores in Supplementary Fig. 4.6) (one-tailed Mann-Whitney U test, p = 2.474e-16),
followed by pathway rules (one-tailed Mann-Whitney U test, p = 6.248e-06) (Supple-
mentary Materials).

A major drawback of the JVI is that the associations cannot be traced back to specific
drug combinations, limiting its use for finding biomarkers of synergy for specific drug
combinations. For example, the highest-ranked molecular data variable was mutations
in ATADS5, which we are unable to link to a specific drug combination using the JVI. To
identify biomarkers, we needed a drug-combination-specific variable importance score.
Although this could be achieved by computing Random Forest VI scores for the individ-
ual models, referred to as Individual model VI score (IVI) (Fig. 4.2A), we preferred to
do this using the Joint Random Forest model because of its superior predictive perfor-
mance. Thus, we needed to define a measure of variable importance per drug combina-
tion and per variable using the Joint Random Forest model.

4.3.4. DRUG-COMBINATION-SPECIFIC VARIABLE IMPORTANCE IDENTIFIES
BIOMARKERS OF SYNERGY
To identify biomarkers for a specific drug combination using the Joint Random Forest
model, we developed a Drug-combination-specific Variable Importance score (DVI) (Fig.
4.2A). The DVI determines the contribution of each variable to the prediction in the same
way as the original Random Forest VI score, but only considers the samples from one
drug combination at a time (Fig. 4.2B). To evaluate the DVI, we created a simulated
dataset in which we engineered a biomarker with two parameters: 1) e: the effect size
of the association of the biomarker with synergy; and 2) d: the number of drug combi-
nations for which this biomarker was engineered to be associated with synergy (Supple-
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mentary Materials). As expected, increasing either one of these enhances the ability of
the DVI to identify the biomarker (Fig. 4.4B).

We then used the simulated dataset to compare the DVI to the Individual model Vari-
able Importance (IVI, Random Forest VI score on individual models). This showed that
the ability of the IVI to identify the engineered biomarker is correlated with the effect
size (e), but not with the number of drug combinations (d) (Fig. 4.4A). This is expected,
since the Individual Random Forest models (underlying the IVI scores) do not share in-
formation across different drug combinations. Hence, increasing d has no effect on the
model’s ability to recover the biomarker. Interestingly, we found that biomarkers with a
sufficiently large effect size are identified by both the IVI and the DVI. We found that the
DVI is significantly better than the IVI at identifying the biomarker in scenarios where e
is small and 4 is high (Fig. 4.4C).

These findings were reflected in the DREAM data. For example, ranking the asso-
ciations by their DVI, the highest-ranking molecular data variable was the association
of ATAD5 mutation status with synergy between IAP inhibitors and TNF inhibitors (Fig.
4.4D). As ATADS5, IAP and TNF are all part of the apoptosis pathway, this illustrates that
the DVI is able to identify interesting associations. Given the large effect size, it is not
surprising that this association is ranked high for this drug combination by both the DVI
(ranked #3) and the IVI (ranked #1). Using the effect size from this association (Glass’
A = 2.8) and assuming that the biomarker is not shared with any other drug combina-
tions, we related this example to the simulated data and found that this example falls in
the region where the DVI has little added value (Fig. 4.4C).

In addition, we identified a biomarker (MYO15A mutations) that is exclusively iden-
tified by the DVI. Given that we observed this association in four related drug combina-
tions and an average Glass’ A of 0.87, this example indeed falls in the region where the
DVI improves over the IVI (Fig. 4.4C).

4.3.5. MYO15A MUTATIONS ASSOCIATE WITH SYNERGY BETWEEN AN ALK
/ IGFR DUAL INHIBITOR AND PI3K PATHWAY INHIBITORS IN TRIPLE-
NEGATIVE BREAST CANCER

We set out to identify biomarkers that were exclusively identified by the DVI. To this end,
we decided to focus on the drug combinations containing IGFR inhibitors, for which
the joint model obtained the largest increase in predictive performance over the indi-
vidual models (Fig. 4.3C). Using the DVI to rank all non-monotherapy variables for each
of these drug combinations, we found that MYO15A mutations had the highest average
rank. The association between MYOI5A mutations and synergy was strongest in com-
binations of an ALK / IGFR dual inhibitor with PI3K pathway inhibitors (two AKT in-
hibitors, one PIK3CB / PIK3CD inhibitor and one mTOR inhibitor), hence we decided to
further focus on these. These combinations were tested in 23 breast cancer cell lines, of
which 20 were triple negative.

The association between MYOI15A and the synergy score was strongest in the com-
bination containing the PIK3CB / PIK3CD inhibitor (Fig. 4.5A). For the other combina-
tions, the effect was in the same direction and hence in support of this association. Even
though these effects would not have been considered significant individually, the model
leverages the information across the drug combinations.
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Figure 4.5: MYO15A mutations associate with synergy between ALK / IGFR dual inhibitors and PI3K pathway
inhibitors. (A) Synergy scores for combinations of ALK / IGFR dual inhibitors and PI3K pathway inhibitors,
stratified by MYOI5A mutation status. (B) Venn diagrams illustrating the overlap in cell lines screened for
these four drug combinations. Top panel: MYOI15A mutant cell lines, bottom panel: MYO15A wild-type cell
lines.

Of the cell lines in which these combinations have been screened, only five cell lines
(two MYOI15A mutant lines, three wild-type lines) were screened in all combinations;
the remaining 18 cell lines (two mutant, 16 wild-type) were not (Fig. 4.5B). Hence, by
combining these different combinations, the sample size is effectively increased to 23
cell lines. Altogether, this illustrates how the DVI can be used to identify biomarkers of
synergy using the joint Random Forest model.

4.4. DISCUSSION
Drug combinations are of great interest in cancer care, as they can increase treatment
efficacy. However, without specific biomarkers, it is difficult to predict which drug com-
binations will have a synergistic effect in a given patient. Most current approaches for
identifying biomarkers of single drug response fit a separate model for each drug. We
have shown that such an approach does not obtain good prediction performance for
predicting synergy in the DREAM data, likely due to the low sample size. To alleviate this
limitation, we used multi-task learning to leverage the information contained in several
drug combinations. Compared to previous work [10, 17, 18, 26], our model has the ad-
vantage that it is not a ‘black-box method’ and hence can identify biomarkers.

In our models, we found that monotherapy data are important for predicting syn-
ergy. Recently, Gayvert et al. (2017) [8] have analyzed a similar drug synergy screen, in
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which they report the same, but do not offer a rationale. We believe that the link between
monotherapy and synergy could be attributed to both biological and technical reasons.
A biological explanation may be that a small reduction in viability using monotherapy
can be evidence of target engagement by the drug, which is required for synergy. On the
other hand, the high variable importance of monotherapy can also be technical. When
one of the drugs is very potent (e.g. kills 80% of the cells by itself), the expectation is
that the combination will kill most cells even if the effect is only additive. Hence, de-
tecting the difference between synergy and additivity would become very difficult in this
scenario, as this difference may not exceed the noise level. We note that both scenarios
are supported by the data: some drug combinations show positive correlation between
monotherapy sensitivity and synergy (corresponding to the first scenario), while others
show a negative correlation (supporting the second scenario) (Supplementary Materi-
als).

Another interesting observation is that, on average, using a joint or individual Ran-
dom Forest model leads to similar predictive performance for drug combinations con-
taining DNA damaging agents. This may reflect previous observations that monotherapy
response to DNA damaging agents is notoriously hard to predict [2, 22], which might also
apply to synergy prediction.

An interesting extension of our method would be the inclusion of variables specific to
single drugs or drug combinations, such as chemical structures. These variables could
be encoded for each drug or drug combination, similar to the way information is cur-
rently encoded specifically for cell lines. While such variables would be correlated with
the drug combination indicator variables used in the current model, they could contain
additional information, for example when two drug combinations are chemically simi-
lar to each other. As chemical information was only available for a subset of the drugs
in the DREAM data, we were unable to use this information efficiently. This could be
investigated in future work.

In summary, we have presented a method that circumvents the problem of low sam-
ple sizes by combining information across drug combinations. In contrast to previous
work, our method allows for the identification of biomarkers. With the large number of
possible drug combinations, many future drug combination screens are likely to be per-
formed in a small number of cell lines. We believe that our approach can aid to identify
biomarkers specifically in such screens.
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4.5, SUPPLEMENTARY METHODS & MATERIALS

4.5.1. SUPPLEMENTARY METHODS

DATA DESCRIPTION

We used the data from the AstraZeneca-Sanger DREAM challenge [18], which were re-
leased as part of a community challenge to create models that predict whether certain
drug combinations show synergy in some cell lines. These data were split over two chal-
lenges (challenge 1 and challenge 2) and were then split again in so-called training,
leaderboard and test data. An extensive description of how these parts are defined is
beyond the scope of this work, for more details we refer to [18]. For this work, it suffices
to state that we used the training and leaderboard data (at the time of writing, the test
data had not been publically released yet) from challenge 1. Of note, the drug names
were not disclosed in the DREAM data. Instead, each drug is indicated by its target.

The DREAM data consists of 85 cell lines and 167 drug combinations. For 2790 cell
line, drug combination pairs, synergy scores have been given. We removed data that
failed QC, which left us with 2386 cell line, drug combination pairs. From these data, we
defined mutation, copy number aberration (CNA), pathway and monotherapy variables.
For each of the 2386 cell line, drug combination pairs, for both drugs in the combination,
we used the following monotherapy data:

» Relative cell viabilities at five different concentrations;
* Curve fitting parameters (EC50, Emax and slope) as provided in the DREAM data;

* Additional curve fitting parameters (IC50, AUC) as determined using the algorithm
by Vis et al. (2016) [24]; and

° Maximum concentration at which a drug was given (which was not always con-
stant for a given drug).

Finally, we defined one variable as the maximum viability at the three highest drug con-
centrations of both drugs. The underlying rationale is that when both drugs are very
potent (i.e. kill many cells by themselves), it becomes technically very difficult to detect
synergy.

Additionally, for each of the cell lines, molecular data (mutation, copy number aber-
ration, methylation and gene expression) were available. Due to the high dimensionality
of these data and the low sample size, we decided to only use mutations and copy num-
ber aberrations as direct input variables. We converted the mutations data provided in
the DREAM data to Annovar’s input format and subsequently re-annotated the muta-
tions using Annovar (version 2015-06-17) [25]. For the re-annotation we used the fol-
lowing databases: refGene, ljb26all, avsnp142, cosmic70 and clinvar20150629 (genome
build hg38). These extra annotations were then merged with original mutation annota-
tions from the DREAM data. Using these re-annotated variants we created two binary
mutation matrices (of cell lines by genes): a ‘strict’ variant containing high confidence
disease-related/drug-response-related mutations and a ‘deleterious’ variant containing
a larger list of deleterious mutations. For the strict matrix, we only selected mutations
that occurred at least three times in the COSMIC database and any mutations that were
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annotated with the following keywords in ClinVar: drug-response, inhibitor, cancer, car-
cinoma, leukaemia, melanoma, tumor, neoplasm. For the deleterious matrix we also
(in addition to the strict mutations) selected mutations that were missense mutations
according to the AZ-Sanger DREAM annotation and were deleterious according to the
FATHMM [23] prediction in the Annovar annotation, and mutations that resulted in
frameshifts or nonsense mediated decay. The strict mutation matrix was used for defin-
ing the pathways rules (see below). A filtered version of the deleterious matrix, which
only considered genes mutated in at least 4 cell lines, was used as a direct input variable
in the predictive models.

We considered a list of regions with recurrent copy number aberrations identified by
Iorio et al. (2016) [13], from which we focused on the region’s annotated putative driver
genes. The resulting list contained 76 genes (Supplementary Table 1 of Aben et al. (2018)
[1]). We defined a binary matrix indicating the presence of a gain or loss in that gene in
that cell line, using the PICNIC [11] predicted copy number of = 6 for amplifications and
< 2 for deletions.

Finally, we defined a set of pathway rules, which were used as input variables. We
selected 39 KEGG [14, 15] pathways related to cell growth and signaling. We mapped
the driver mutations (using the ‘strict mutation matrix’) and drivers CNAs onto these
pathways, defining a binary matrix of cell lines by pathways, where 1 indicates that at
least one gene from the given pathway is altered (mutation or CNA) in that given cell
line. In addition, we mapped the suggested drug targets to official gene symbols and
used these to map the drugs onto the same selected pathways, defining a binary matrix
of 119 drugs by 39 pathways, where a 1 indicates that at least one of the targets of the
given drug is part of the given pathway. All these data were evaluated on the training and
leaderboard sets. We defined the following six criteria:

* Does the pathway harbor a mutation and is it targeted by both drugs in the com-
bination?

* Does the pathway harbor a mutation and/or CNA and is it targeted by both drugs
in the combination?

* Does the pathway harbor a mutation and is it targeted by at least one drug in the
combination?

* Does the pathway harbor a mutation and/or CNA and is it targeted by at least one
drug in the combination?

¢ Is the pathway targeted by both drugs in the combination?
* Is the pathway targeted by at least one drug in the combination?

For each pathway and each criterion, we compared different groups of cell lines and drug
combinations (criterion true vs. criterion false) and tested for difference in the mean of
the synergy scores using a t-test. We defined a given pathway and a given criterion as
a pathway rule when the difference in synergy score exceeded 10 and the false discov-
ery rate was below 0.05. Using this approach on the training and leaderboard sets, we
selected 29 pathway rules as a new set of variables.
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SIMULATION STUDY TO COMPARE THE PREDICTIVE PERFORMANCE OF INDIVIDUAL AND
JOINT RANDOM FOREST MODELS

To assess in which situations the joint model outperformed the individual one, we sim-
ulated a dataset with 14 cell lines, 497 variables and 10 drug combinations. This dataset
closely follows the DREAM dataset in terms of number of samples (median number of
cell lines per drug combination is 14) and number of variables (497). For the number of
drug combinations, we have limited ourselves to 10, to reduce the computational bur-
den.

For each entry in the input matrix X, a value was drawn from a Bernoulli distribution
with p = 0.5. For each entry in the response vector y, a value was drawn from a standard-
normal distribution. We then engineered an association between the synergy scores (for
all drug combinations in the simulation) and variable j by setting y = y + 2X, resulting
in an average effect size of two.

Subsequently, we trained an individual and a joint Random Forest on these data.
We evaluated the predictive performance by generating a separate test set, using the
same characteristics as the ones used to create the training data. The performance was
measured using the ‘primary score’ described above.

To study the effect of sample size on the predictive performance, we varied the sam-
ple size between 14, 25, 50 and 100. Likewise, to study the effect of the number of vari-
ables, we varied the number of variables between 125, 250, 497 and 1000.

SIMULATION STUDY TO COMPARE THE INDIVIDUAL VARIABLE IMPORTANCE AND THE DRUG-
COMBINATION-SPECIFIC VARIABLE IMPORTANCE

We generated a simulated dataset as above (14 cell lines, 497 variables and 10 drug com-

binations; values in X drawn from a Bernoulli distribution with p = 0.5; and values in

y drawn from a standard-normal distribution). We then engineered an association be-

tween drug combination i and variable j by setting y; = y; + eX;, where e is the effect

size. To compare the individual and joint models in different configurations, we varied

the effect size of the association between e = [0,1,2,3,4] and we varied the number of
drug combinations in which the association occurred between d = [1,3,5,7,9], leading

to a total of 25 configurations. To estimate the variability in each configuration, we re-

peated the aforementioned process 50 times for each configuration, leading to a total of
1250 datasets. Each of the 1250 datasets was analyzed using:

* A Joint Random Forest, followed by DVI to rank the variables per drug combina-
tion.

* 10 Individual Random Forest models, followed by IVI to rank the variables per drug
combination.

For each of the parametrizations (e and d), we determined:
* The median rank of the engineered association using a Joint Random Forest.

* The median rank of the engineered association using an Individual Random For-
est.
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 The significance of the difference between these two medians, using a Wilcoxon
signed-rank test.

When d = 1, we determine median rank of the engineered association using the 50 re-
peats. When d = 3, we use the ranks for the 50 repeats in each of the 3 drug combinations
in which the association was engineered, essentially yielding 150 repeats. In general, for
each parameterization we determine the median rank of the engineered association us-
ing the 50d repeats.

We determined the significance of the difference between the individual and the joint
model as follows. For each repeat and for each parametrization of e and d, we deter-
mined the median rank of the association across the d drug combinations in which the
association was engineered. For each parametrization of e and d, we then determined
the significance using a Wilcoxon signed-rank test (across the 50 repeats). The resulting
p-values were corrected for multiple testing using a Benjamini-Hochberg correction.

4.5.2,. NEGATIVE CORRELATIONS IN CROSS-VALIDATION RESULTS

We observed negative correlations between the observed and predicted synergy scores
in the main text. These can be attributed to an artifact in cross-validation, which can
be illustrated using the following example. Suppose we have a predictive model that
simply always returns the average of its training data as a prediction (i.e. an intercept-
only model). This model can be viewed as giving the best possible prediction in case
there is no detectable structure in the training data. We now apply this model in a cross-
validation to dataset with two samples, where y = [1, 2] (note that the values in X do not
matter using this predictive model). In the first cross-validation fold, we train on sample
1 and test on sample 2, hence y;4i, = 1 and j» = 1. In the second cross-validation fold,
we train on sample 2 and test on sample 1, hence y;r4i, = 2 and y; = 2. We now have
¥ =12, 1] and correlation(y, ) = —1. Informally speaking, by taking the average of the
training data, the predictive model overshoots in the first fold and undershoots in the
second fold.

To show that this also holds in cases with more than two samples, consider the fol-
lowing experiment. Define y as 100 samples drawn from N(0,1). Again, we use the
same intercept-only model in a cross-validation setting. Fig. 4.6A shows that, when us-
ing leave-one-out cross-validation, correlation(y, ) = —1. In addition, we observe that
these negative correlations are dampened when the the number of folds is decreased
(Fig. 4.6B&C).




80 IDENTIFYING BIOMARKERS USING MULTI-TASK LEARNING

A B C
LOOCV, r=-1 10-fold CV, r = -0.22 2-fold CV, r = -0.041
L] L]
2 2 .« ° 2 H
> . o [ ] N
14 1 —; ) .g : 14 i
5w i
> 04 > 0 _'\“\'l\'\l > 04
:‘ ® .‘ i :
-1 -1 - ¢ . -1
. N L .
L] L]
—2 24, . —2 :
T T T T T T T T T T T T T T T T
0.09 0.11 0.13 008 010 012 014 008 010 012 0.14
y y y

Figure 4.6: Correlation between the observed y and the predicted j, using an intercept-only model with either
(A) leave-one-out cross-validation (LOOCV), (B) 10-fold cross validation (CV), or (C) 2-fold CV.
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4.5.3. ASSOCIATION OF MONOTHERAPY VARIABLES WITH SYNERGY

Ranking the variables by their JVI, we found that the monotherapy variables were the
most important variables overall (one-tailed Mann-Whitney U test, p = 2.474e-16) (Sup-
plementary Fig. 4.6). The top 21 variables contain only monotherapy variables, with
the remaining two monotherapy variables in the top 27. Interestingly, the direction of
the association varied per drug combination: for some drug combinations monother-
apy sensitivity associated with synergy while for others it associated with antagonism
(Fig. 4.7).
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Figure 4.7: Pearson correlation between monotherapy variables and synergy scores for each of the drug com-
binations.

We note that the variation in the direction of the association is in line with the two
hypotheses (the biological and the technical explanation) raised in the discussion in the
main text. In the biological explanation, a small reduction in monotherapy viability can
mean that the target is being engaged by the drug, which would be required for synergy

Pearson correlation
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to occur. Hence, in this scenario, sensitivity would be associated with synergy. Con-
versely, in the technical explanation, when one drug kills most cells by itself (e.g. 80% of
cells), it becomes very difficult to determine synergy, as most cells will already be dead
when the two drugs are additive. Hence, in this scenario, resistance will be associated
with resistance.

4.5.4. DESCRIPTION OF THE PATHWAY RULES

The pathway rules uncover some interesting global patterns about the contexts in which
certain kinds of drugs tend to be synergistic. For instance, we find that pairs of drugs
that both target the MAPK pathway are often synergistic, but only in cell lines that have
mutations or copy number aberrations in the MAPK pathway. This is in line with ex-
pectation, as MAPK targeting drugs are typically only effective if the MAPK pathway is
activated and many of the most prominent examples of synergy are between MAPK tar-
geting drugs, e.g. BRAF and EGFR inhibitors in colorectal cancer [16, 21].

There are several other potentially interesting examples. For instance, if one of the
drugs in the combination targets p53 signaling, the drug combination is likely to be
antagonistic. Conversely, when both drugs target the p53-signaling pathway, the com-
bination tends to be synergistic. Both of these associations are significant regardless
of whether the cell line has any alterations in the p53 signaling pathway. Finally, the
strongest association, in terms of effect size, is the synergy observed for TGFf targeting
drugs in cell lines that have an alteration in this pathway. The full list of pathway rules is
given in Supplementary Table 2 of Aben et al. (2018) [1].
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4.6. SUPPLEMENTARY FIGURES
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Figure S4.1: Overview of models used in this work. This figure is similar to Fig. 4.1, but with the added value of
showing which variables are private to a cell line, drug combination pair (purple), private to a cell line (green)
or private to a drug combination (blue). A: Individual models B: Joint model.
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ABSTRACT

Single-agent anti-cancer treatments are often ineffective by themselves, for example due to
the tumor bypassing the drug blockade by activating an alternative signaling pathway. Si-
multaneously inhibiting the alternative pathway using a second drug can result in a more
effective treatment, a concept known as synergy. Previous reports on synergistic drug com-
binations were often limited by the small number of combinations and tumor cell lines
tested. Additionally, many combinations lack a biomarker that allows for identification
of responders. We performed a large-scale drug combination screen of 54 combinations
across 765 cell lines. We found that synergies are rare events and generally not cancer
type specific. Rescreening 20 combination in 736 cell lines showed reproducibility is as-
sociated with the strength of the synergy. Five combinations showed synergy in >10% of
the cell lines, including several combinations of AZD7762 (CHEKI/2) with a DNA dam-
aging agent (DDA) and the combination of Olaparib (PARP) with Temozolomide (DDA).
We found high SLFN11 and low NQOI expression to be associated with synergy to Ola-
parib+Temozolomide, and TP53 mutations with synergy to AZD7762+DDA.

5.1. INTRODUCTION

A RTK
MAPK PI3K
Q} Drug1 — [T—
e.g. MEK inhibitor pathway pathway grE?K’%hﬁ,
Proliferation
B

Mutation — DDR1 DDR2 —— Drug 1 &

e.g. TP53 mutation e.g. CHEKT inhibitor

DNA damage <«— Drug?2 /9
e.g. DNA damaging agent
DU

Figure 5.1: Illustration of synergistic interactions between anti-cancer drugs. (A) Example using parallel sig-
naling pathways. (B) Example using DNA damage response (DDR) pathways.

Anti-cancer therapies aim to kill tumor cells by targeting their vulnerabilities. For ex-
ample, many tumors depend on the MAPK pathway, hence inhibiting this pathway has
the potential to eradicate them [21] (Figure 5.1A). Similarly, tumors often lose the func-
tionality of a particular DNA damage response (DDR) pathway, resulting in a stronger de-
pendency on the remaining DDR pathways. Hence inhibiting these pathways becomes
an interesting treatment option [16] (Figure 5.1B).

Unfortunately, there are many examples were these treatments are not effective by
themselves. For instance, MAPK pathway inhibition may be rendered ineffective by the
activation of a parallel pathway, such as the PI3K pathway [17] (Figure 5.1A). Similarly,
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while the tumor may have developed an increased sensitivity to DNA damage upon in-
hibition of a DDR pathway, it may not accumulate enough DNA damage to die [16].

In these cases, the treatment efficacy can be increased by adding a second drug. In
the first example we may add a PI3K inhibitor, thereby inhibiting both the dependency
(MAPK) and the backup (PI3K), hence killing the cancer cells [17] (Figure 5.1A). Similarly,
for the DDR pathway inhibition example, we may add a DNA damaging agent (DDA),
enforcing accumulation of DNA damage to the point of no return and subsequent cell
death [16] (Figure 5.1B).

Drug combinations like these are often referred to as synergistic combinations, where
the combination response is greater than one would expect based on the response to the
individual drugs. The concept of synergy is clearly illustrated in the first example, where
neither the MAPK nor the PI3K pathway inhibitor were effective by themselves, but the
combination was effective. In the second example, the DDA may have been effective
by itself, but by inhibiting a DDR pathway, the DDA can be used at a much lower dose,
thereby limiting the toxicity to non-cancer cells. Hence, in this case, we observe synergy
between the DDR pathway inhibitor and a low dose of the DDA.

Many synergistic combinations of anti-cancer drugs have previously been reported
(e.g. [5,7,13, 19, 22]). However, these combinations have often only been tested in small
subsets of tumor cell lines, hence it is not clear to what extent these synergies generalize
to a larger set of tumors and across a larger amount of genetic variation. In addition,
many combinations lack a biomarker that allows us to stratify which patients are likely
to respond to the combination. Even when we have an intuition for the mechanism by
which a given drug combination works (like in the examples above), this mechanistic
insight may not readily function as a biomarker, as these backup pathways are often
unknown until their activation upon first treatment.

To help address these problems, we have performed a large-scale drug combination
screen, in which we screened 54 drug combinations across 765 tumor cell lines, repre-
senting 42 cancer types. In addition, to assess the reproducibility of our screen, we have
rescreened 20 combinations and 736 cell lines. We report which combinations showed
synergy most frequently, thus indicating their relevance to a large and diverse set of tu-
mors. Finally, we statistically associated molecular data (i.e. mutations, copy number
aberrations, gene expression and proteomics) with synergy to a given drug combination,
from which the strongest associations may be good candidate biomarkers.

5.2. RESULTS

5.2.1. THE SCREENING APPROACH

We have screened 54 drug combinations across 765 cell lines, resulting in 40,850 unique
cell line - drug combination pairs (Figure 5.2A) (Supplementary Data 1-6). These cell
lines span 42 different cancer types, of which the largest sets include breast carcinoma
(47 cell lines), lung adenocarcinoma (47), colorectal carcinoma (45), small-cell lung can-
cer (40) and melanoma (31) (Figure 5.2B). Drug combinations were chosen based on key
cancer pathways, with a preference for using drugs that have high target specificity and
are either approved or in late-stage clinical trials. Screening was performed using 2,972
1536-well plates, from which drug response was determined using a CellTiter-Glo (CTG)
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Figure 5.2: Overview of the screening approach. (A) Number of cell lines and drug combinations screened. (B)
Number of cell lines per cancer type. (C) Schematic overview of the anchor - library approach. (D) Cartoon
representing curve fits and synergy estimation (E) Examples of synergy from our data.

readout 72h after drug treatment (Methods).

To enable screening at this scale, we used an ‘anchor - library’ approach, in which
the ‘anchor drug’ is screened at two concentrations and the ‘library drug’ is screened at
seven concentrations (Figure 5.2C). For each cell line - drug combination pair, this re-
sults in three different seven-point dose response experiments: one for the library alone,
one for the combination at the low anchor dose, and one for the combination at the
high anchor dose (Figure 5.2D.1). Each of these dose-response experiments was sum-
marized by fitting a sigmoidal curve, from which we derived two parameters: the IC50,
which is the concentration that leads to a 50% reduction in cell viability (relative to 100%
for the library or to the anchor viability for the combination; concentration is expressed
in fold-changes, see Methods); and the emax, the viability corresponding to the high-
est concentration of the library drug. For the library curves, we call these parameters
library_IC50 and library_emax. For the combination curves, we call these parameters
combi_IC50 and combi_emax.

Rigorous quality checks were performed throughout, for example using viability and
curve fit quality statistics (Supplementary Figure 5.5A-C). In addition, we used the li-
brary_IC50 and anchor_viability parameters to verify that we recover known associ-
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ations between molecular data and monotherapy response, such as the association be-
tween BRAF mutation and Dabrafenib (BRAF) response (Supplementary Figure 5.5D).
Finally, we checked the concordance of anchor_viability, IC50 and emax parameters
between biological replicates (median correlation: 0.84) and technical replicates (me-
dian correlation: 0.96) (Supplementary Figure 5.5E&F).

To use the IC50 and emax parameters to detect synergy, we first determined what the
combination curves would look like under additivity (i.e. in the absence of synergy). To
this end, we used Bliss independence [3] of the response to the anchor and the library
drug alone. From the resulting curves we determined the IC50 and emax parameters, to
which we will refer as Bliss_IC50 and Bliss_emax, respectively (Figure 5.2D.2).

We quantified synergy by considering the difference between the observed param-
eters and the parameters derived from the Bliss combination curve. Specifically, we
used two measures: the AIC50, which is defined as the difference between the Bliss_IC50
and the combi_IC50; and the Aemax, which is defined as the difference between the
Bliss_emax and the combi_emax (Figure 5.2D.3).

To focus on strong synergies, we set thresholds for AIC50 and Aemax at three stan-
dard deviations above the population mean (Methods) (Supplementary Figure 5.5). For
the AIC50, this corresponds to a difference of 5.2 fold-changes between the Bliss_IC50
and combi_IC50, or equivalently, a 22 = 37-fold difference in concentration (when the
library_IC50 is outside of the screening range, this threshold was set to a 256 = 49-fold
difference in concentration, see Methods). For the Aemax, the threshold corresponds to
a difference of 33 percentage points between the Bliss_emax and the combi_emax. We
considered a cell line - drug combination pair as synergistic when, for at least one of
the two anchor concentrations, either the AIC50 or the Aemax was higher than these
thresholds.

We found that 23% of the synergistic cases passed both the AIC50 and the Aemax
thresholds, whereas 12% passed the AIC50 threshold only and 65% passed the Aemax
threshold only, indicating that combining these two measures captured different types
of synergies (Supplementary Figure 5.5D-E).

The anchor doses were optimized such that the anchor by itself would result in roughly
20% cell kill (Supplementary Figure 5.5A). This way, the anchor drug is likely to be given
at a functional concentration at which it engages the target, while not killing most cells
by itself (in which case it becomes very hard to reliably detect synergy). Indeed, we find
that synergy was most frequently observed when the anchor viability was between 50%
and 80% (Supplementary Figure 5.5B). Interestingly, the majority of synergistic cases
(80%) were based on a single anchor dose only, with 22% being based on the low anchor
dose only and 58% being based on the high anchor dose only. This further underlines
the importance of optimizing the anchor doses.

Figure 5.2E shows two examples of synergistic cell line - drug combination pairs that
pass the AIC50 / Aemax thresholds. Plots similar to these ones can be made using Com-
biXplore, a web interface that we have developed to efficiently browse and visualize our
anchor - library combination data. CombiXplore allows the user to filter (e.g. on cell line,
anchor and library names, as well as on curve fit statistics such as AIC50); create sum-
mary statistics; visualize dose response curves; inspect replicates; and perform simple
biomarker identification.
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5.2.2. THE SCREENING APPROACH

12
A AZDTT624MK-1TT5 »———Olaparib+Temozolomide B e——————OQlaparib+Temozolomide C 5 +—————AZD7762+Cisplatin
MR- +———Olaparib+Temozolomide
o Taselisib+Trametinib ) ,,/Tase\\swb+Tf§mel{"'b = o Taselisib+Trametinib
e—————AZD77624Cisplatin '——“:‘\Zz%%?%‘lﬁﬂa'% s & 100 ————— AZD7762+5-Fluorouracil
T o———AZD7762:5-Fluorouracil - 5 ’*.\ +MK— > Trametinib+Taselisib
< S Trametinib+Taselisib < AZD7762+5-Fluorouracil 2
Z 2z Trametinib+Taselisib & 7.5
3 3 . 2
3 3 2
<] <] g 50
8 20 8 20 €
[i4 -~ & ?';
T 25 .
o Ssv———————AZD7762+MK-1775
- . .
04 -ws e 04 omee ..
0.0
0 5 10 15 20 25 20 30 40 50 20 30 40 50
Frequency of synergy (%) Average Aemax in synergistic cell lines (viability, %) Average Aemax in synergistic cell lines (viability, %)

Figure 5.3: Drug combinations that are more frequently synergistic are also more reproducible. (A) Relation
between reproducibility and the frequency at which synergy is observed. The dashed line indicates the re-
producibility rate expected by chance (Methods). (B) Relation between reproducibility and the effect size of
the synergy (in this case Aemax). (C) Relation between effect size of the synergy (in this case Aemax) and the
frequency at which the synergy is observed.

In order to assess the reproducibility of our screen, 20 combinations and 736 cell
lines were rescreened (Supplementary Figure 5.5), from which we determined the repro-
ducibility rate by considering how many of the cell line - drug combination pairs that
were synergistic in the original set were also synergistic in the validation screen (Meth-
ods). While the overall reproducibility rate was 36%, we found that combinations that
were more frequently synergistic also showed a higher reproducibility than expected by
chance (e.g. Olaparib+Temozolomide: 58%) (Figure 5.3A) (Methods). This appeared to
be related to the effect size of the synergy (e.g. Aemax): larger effect sizes are more likely
to validate (Figure 5.3B), and in combinations that frequently showed synergy, the ef-
fect size of the synergy also tended to be larger (Figure 5.3C). Given these reproducibility
rates, we decided to focus on the top 10 most frequently synergistic combinations.

5.2.3. LANDSCAPE OF SYNERGY
Using the combined data from the original and the validation set, we determined how
frequently each combination resulted in synergy (Figure 5.4A&B). The most frequently
synergistic combination was AZD7762+Gemcitabine, a combination of a CHEK1/2 in-
hibitor with a DDA, which showed synergy in 14% of the cell lines. CHEK1 controls the
G2/M checkpoint, hence inhibition of CHEK1 reduces the cell’s ability to detect DNA
damage, especially when the G1 checkpoint has also been lost, for example due to inacti-
vation of TP53 [8, 11, 23]. Interestingly, other combinations of AZD7762+DDA (AZD7762+Cisplatin
and AZD7762+5-Fluorouracil) also frequently showed synergy (in second and fifth place,
at 12% and 10% of the cell lines respectively), further corroborating that CHEK1/2 inhi-
bition in combination with a DDA is a potent strategy.

In third place, at 11% of the cell lines, is Olaparib+Temozolomide, a combination of
a PARP inhibitor and a DDA. Many tumors have lost their ability to perform homologous
recombination, a pathway for error-free DNA damage repair, making them dependent
on an alternative pathway that uses PARP to perform error-free DNA repair. Hence, if
PARP is inhibited, these cells have to resort to inaccurate forms of DNA repair, making
them more sensitive to DDAs [16].
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Figure 5.4: Overview of synergy in the screen. (A) Heatmap with anchor drugs on the rows and library drugs on
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resulted in synergy. (B) Barplot indicating for each combination how frequently it showed synergy. The colors
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synergy for the Olaparib (PARP) + Temozolomide (DDA) combination. (D) Overlap in synergistic cell lines be-
tween similar drug combinations. (E) Dose-range screened for Taselisib+Trametinib and Trametinib+Taselisib

combinations.

The combination Taselisib+Trametinib, a combination of a PI3Ka inhibitor with a
MEK inhibitor (targeting the MAPK pathway), ranked in fourth place, showing synergy
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in 10% of the cell lines. This combination is an instance of the example used in the intro-
duction where two parallel pathways (MAPK and PI3K) are inhibited (Figure 5.1A). Inter-
estingly, unlike the other combinations, this combination was also screened with the an-
chor and the library swapped, as Trametinib+Taselisib, which was also frequently syner-
gistic (6th place, 9% of the cell lines). In addition, the combination Trametinib+MK2206,
combining a MEK inhibitor with an AKT inhibitor (another PI3K pathway inhibitor) was
also frequently synergistic (9th place, 7%). Interestingly, Trametinib+Pictilisib (a PI3K
Class I inhibitor) was not frequently synergistic (19th place, 3%). These results suggest
that inhibition of the MAPK pathway and the PI3K pathway is a potent strategy, but that
the exact drugs with which the pathways are inhibited (which may have different speci-
ficity, potency and targets) make a big difference.

Though many of the frequently synergistic combinations were very similar to each
other (e.g. the AZD7762+DDA combinations), they often did not show synergy in the
same cell lines (Figure 5.4D). For example, for the cell lines that showed synergy to at
least one of the two combinations of Trametinib and Taselisib (with the library and
anchor roles of the drugs swapped), only 22% showed synergy to both combinations,
whereas 34% of the synergies was specific to Trametinib+Taselisib, and 44% of the syn-
ergies was specific to Taselisib+Trametinib. We believe this is due to differences in the
concentrations at which the drugs were screened (Figure 5.4E), similar to how we of-
ten observe synergy at only one of the anchor doses. We see a similar pattern for the
AZD7762+DDA combinations, and while these DDA drugs may result in synergy through
different modes of action, we think the lack of overlap is also largely due to differences in
the effective dose range (i.e. at the administered doses, one DDA leads to more cell kill
by itself than another DDA).

Interestingly, we observed that combinations were not highly specific to a given can-
cer type, but showed synergy across cancer types. Figure 5.4B illustrates this for the five
biggest cancer types. More systematically, we tested, for each drug combination and
each cancer type, whether there are more synergistic cell lines in a given cancer type than
one would expect by chance. Focusing on the top 10 most frequently synergistic drug
combinations, we found three statistically significant enrichments (FDR-corrected p-
value (q-value) < 0.05, Fisher exact test), all with Olaparib+Temozolomide (Figure 5.4C).
Of these, the enrichment with Ewing’s sarcoma corroborates what has previously been
found [4], whereas the enrichments with lymphoblastic leukemia may be novel. If we
extend our scope to all 54 drug combinations, we find one more enrichment (Lapatinib
(EGFR, ERBB2) + Linsitinib (IGF1R) in Oral Cavity Carcinoma, Supplementary Figure
5.5), though given the reduced reproducibility rate we urge caution with the interpreta-
tion thereof. Overall, since these enrichments are small in number and in effect (a single
cancer type accounts for only up to 21% of the synergistic cell lines for a drug combina-
tion (Figure 5.4C, Supplementary Figure 5.5)), we conclude that synergy is not strongly
associated with cancer type.

5.2.4. BIOMARKER IDENTIFICATION

To identify putative biomarkers, we evaluated the association between the molecular
data (mutations, CNA, gene expression and proteomics) and the synergy. In light of the
reproducibility rates, we again focused on the top 10 most frequently synergistic combi-
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Figure 5.5: Associations between molecular data and synergy using only the top 10 most frequently synergistic
drug combinations. (A) Pan-cancer associations for mutation and CNA data. (B) Pan-cancer associations for
gene expression data. (C) Comparison of statistically significant pan-cancer and per-cancer associations.

nations, though results were very similar when we extended the analysis to all 54 combi-
nations (Supplementary Figure 5.5). For each combination and each molecular feature,
we evaluated the association between the molecular feature and the synergy status us-
ing either a Mann-Whitney U test (for continuous features, such as gene expression) or
a Fisher exact test (for binary features, such as mutations). We performed this analy-
sis both pan-cancer (across all cancer types) and per-cancer (per cancer type). This re-
sulted in 9,312,756 statistical tests, of which 499 were significant (FDR-corrected 