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SUMMARY

Topological materials are novel phases of quantum matter that have attracted consider-
able interest within condensed matter physics in recent years. In this context, topological
classification applies to Hamiltonians with an energy gap, such that it is the topological
classification of the bulk material Hamiltonian that distinguishes nontrivial topological
phases of matter and the ordinary, trivial phase. Transitions between distinct topological
phases thus always involve a closing and reopening of the energy gap. A consequence
of this simple fact is that edge states appear at interfaces where the topological phase
changes, including interfaces of topological materials with the vacuum, which is a trivial
insulator. These topological edge states are a manifestation of nontrivial bulk topology,
and therefore robust to any perturbations that do not alter the topological classification,
which makes them attractive for applications.

In many cases, the topological classification only applies to Hamiltonians that respect
certain symmetries, in which case the topological phase is robust to perturbations that
do not alter the topological classification or break the protecting symmetries. For the
edge states of symmetry-protected topological phases, the symmetry classification of the
edge itself also plays a role. If the edge itself breaks any protecting symmetries, the edge
states lose their topological protection, even though the bulk Hamiltonian still respects
the symmetries.

The topic of this thesis is the interplay of topology, symmetry and edges, both in
general theoretical terms, and applied to a few specific materials or heterostructures
of contemporary relevance in condensed matter physics. This thesis starts with a brief
introduction to symmetries in quantum mechanics, and a glimpse into the world of
topology in condensed matter. In addition, an example is given of how topology, symmetry
and edges combine in a material that at first sight seems like an unlikely candidate -
graphene.

Because the proper symmetry classification of Hamiltonians is crucial to the search
for new topological phases, it is useful to have general and reliable tools that automate the
process. Accordingly, we describe an algorithmic approach to the problem of symmetry
classification of Hamiltonians, by proposing algorithms to automatically generate all
Hamiltonians compatible with given symmetries, or to find all the symmetries of a Hamil-
tonian. The algorithms apply to all continuous unitary symmetries, as well as spatial or
nonspatial discrete symmetries that are unitary or antiunitary.

We then turn to the analysis of a particular symmetry-protected topological phase,
the one-dimensional topological superconductor, which has been a popular research
topic globally in recent years, including here in Delft. The standard experimental tool to
detect the topological edge state of topological superconductors, namely the Majorana,
is to tunnel-couple the edge of the superconductor to a normal electrode, and to search
for a resonant conductance peak in the middle of the superconducting gap. Such a
measurement probes the density of states near the superconductor edge and can therefore
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x SUMMARY

be unreliable, because it also measures accidental low-energy states that may resemble
Majoranas if they happen to be localized near the edge. We propose an alternative
electrical measurement using the nonlocal two-terminal conductance, which has the
advantage of probing the bulk topological phase transition instead of the Majoranas
themselves.

Having seen that the detection of topological edge states can be unreliable because
of effects local to the edge, we turn to an investigation of edges in more general terms
through a systematic study of boundary conditions for continuum Hamiltonians. We
parametrize the most general boundary conditions that conserve probability current,
through a matrix parameter that is either skew-Hermitian or unitary. The parametrization
allows one to easily classify boundary conditions by symmetry, and thus identify which
boundary conditions are compatible with a given symmetry-protected topological phase.
In addition, we show how to construct a boundary condition for a continuum model from
the edge of a corresponding tight binding model, and present an algorithmic approach
to computing the spectrum of a continuum Hamiltonian confined between two parallel
boundaries with arbitrary boundary conditions.

We then utilize the general approaches to symmetry and edge classification in the
study of a particular family of materials, and describe a previously unknown topological
phase in monolayer molybdenum dichalcogenides. These materials have strong intrinsic
spin-orbit coupling and can become superconducting when doped into the conduction
band, with a superconducting critical in-plane magnetic field that greatly exceeds the
Pauli limit. The combination of these features makes it possible to engineer a nodal topo-
logical phase that is protected by a combination of mirror and time-reversal symmetry.
The topological edge states form dispersionless flat bands that extend between nodal
points, and lie in the middle of the superconducting gap.

Finally, we turn to a different and well-known monolayer material, in a study of
electron reflection from disordered edges in graphene. Graphene has a Dirac low-energy
dispersion, similar to that of light, but with a smaller velocity. The Fermi wavelength
thus diverges in the continuum limit, which by the law of reflection implies that electron
reflection from graphene boundaries is largely specular, even in the presence of edge
disorder. However, we identify a regime in which a disordered graphene edge never
reflects specularly, thus breaking the law of reflection, and propose a magnetotransport
experiment to detect this peculiar phenomenon. The origin of this breakdown of specular
reflection is resonant scattering off bands of edge states, which are a generic feature of
graphene boundaries, and are in fact related to topological phase of the bulk graphene
Hamiltonian.



SAMENVATTING

Topologische materialen zijn nieuwe soorten quantum materialen die de afgelopen jaren
erg veel aandacht hebben gekregen binnen vaste stof fysica. De topologische fase van deze
materialen slaat terug op Hamiltonianen met een energiekloof, zodat de topologische
staat van de Hamiltoniaan in de bulk van de materie onderscheid maakt tussen de niet
triviale topologische fase en de normale triviale fase. Overgangen tussen onderscheidbare
topologische fases brengt dus altijd een sluiting en heropening van de energiekloof met
zich mee. Een resultaat hiervan, is dat rand niveaus verschijnen op grensvlak waar de
topologische fase verandert. Inclusief raakvlakken van topologische materialen met
vacuüm; wat een triviale isolator is. Deze topologische rand niveaus komen voort uit de
niet-triviale bulk topologie, en zijn daarom robuust tegen alle verstoringen die niet de
topologische staat veranderen, waardoor ze interessant zijn voor toepassingen.

In veel gevallen is de topologische staat alleen van toepassingen op Hamiltonianen
die onderhevig zijn aan bepaalde symmetrie eigenschappen. In dat geval is de topo-
logische fase robuust tegen versturen die niet de topologische staat veranderen of de
beschermende symmetrie eigenschappen breken. Voor de rand-niveaus van de door
symmetrie beschermde topologische fases, speelt de symmetrie classificering van de
rand zelf ook een rol. Als de rand een van de beschermde symmetrieën breekt, verliezen
de rand niveaus hun topologische bescherming, zelf als de Hamiltoniaan in de bulk van
het materiaal nog wel onderhevig is aan deze symmetrie. Het onderwerp van deze thesis
is een wisselwerking tussen topologie, symmetrie, en rand niveaus. Zowel in algemene
theoretische zin, als toegepast op een paar specifieke materialen of heterostructuren die
momenteel relevant zijn in vaste stof fysica.

Deze thesis start met een korte introductie van symmetrieën in de quantum me-
chanica, en een vluchtig blik in de wereld van vaste stof fysica. Daarnaast wordt een
voorbeeld gegeven hoe topologie, symmetrie en rand niveaus gecombineerd kunnen
worden in een materiaal wat op het eerste oog een onlogische kandidaat is – grafeen.

Omdat de goede symmetrie classificatie van de Hamiltoniaan cruciaal is voor het
zoeken naar nieuwe topologische fases, is het nuttig om algemene betrouwbare hulp-
middelen te hebben om dit proces te automatiseren. We beschrijven een algoritmische
aanpak voor het probleem van symmetrie classificatie van Hamiltonianen, door algo-
ritmes te ontwikkelen die automatische alle Hamiltonianen generen die congruent zijn
met de gegeven symmetrieën, of die alle symmetrieën van een Hamiltoniaan vinden.
De algoritmes zijn zowel toepasbaar op alle continue unitaire symmetrieën, als op alle
ruimtelijke of niet ruimtelijke symmetrieën die unitair of anti-unitair zijn.

Vervolgens analyseren we een specifieke door symmetrie beschermde fase, de een
dimensionale topologische supergeleider, wat wereldwijd een populair onderzoeksonder-
werp is de afgelopen jaren, inclusief hier in Delft. Het standard experimentele hulpmiddel
om een topologisch rand niveau van een topologische supergeleider, namelijk een Major-
ana, te vinden, door de rand van de supergeleider te tunnel-koppelen aan een normale
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xii SAMENVATTING

electrode, en te zoeken naar een resonante-geleidingspiek in het midden van de superge-
leidende kloof. Een dergelijke meeting onderzoekt de dichtheid van energieniveaus in de
buurt van de supergeleidende kloof, en kan daarom onbetrouwbaar zijn, omdat het ook
onopzettelijk lage-energieniveaus kan meten die lijken op Majoranas als deze toevallig
gelokaliseerd zijn in de buurt van de rand. Wij stellen een alternatieve elektrische meting
voor die gebruik maakt niet lokale tweepunts geleiding, welke het voordeel heeft dat het
de bulk topologische faseovergang meet in plaats van de Majoranas zelf.

We hebben gezien dat het vinden van topologische rand niveaus onbetrouwbaar
kan zijn door lokale effecten van de rand. Daarom onderzoeken we de randen op een
algemenere manier door een systematische studie van randvoorwaarden van continue
Hamiltonianen. We parametriseren de meest algemene randvoorwaarden die de waar-
schijnlijkheidsstroom behoudt, door een matrix parameter die of scheef-Hermetisch
is of unitair. De parametrisatie stelt ons in staat om op een eenvoudige manier rand-
voorwaarden te classificeren op symmetrie, en op die manier te identificeren welke
randvoorwaarden er congruent zijn met het gegeven door symmetrie beschermde topolo-
gische fase. Daarnaast, laten we zien hoe je een randvoorwaarde voor een continu model
kan opstellen aan de rand van een corresponderend sterke binding model, en presenteren
een algoritmische aanpak om het spectrum van een continue Hamiltoniaan te berekenen
die begrensd is door twee parallel grensvlakken met arbitraire randvoorwaarden.

Vervolgens gebruiken we de algemene aanpak van symmetrie en rand classificatie in
de studie van een specifieke groep materialen, en beschrijven de hieraan voorafgaand
onbekende topologische fase in een enkele laag molybdeen-dichalcogenide. Deze mate-
rialen hebben een sterke interne resonante baan koppeling en kunnen supergeleidingen
worden als ze gedopeerd worden ineen geleidende band, met een supergeleidende kri-
tieke magnetisch vel in het vlak dat het Pauli limiet ver overschrijdt. De combinatie van
deze eigenschapen maakt het mogelijk om een nodale topologische fase te ontwerpen
die beschermd is door een combinatie van spiegel en tijd-omkering symmetrie. De topo-
logische rand niveaus vormen dispersie loze platte banden die zich uitstrekken tussen
twee nodale punten, en in het middel van de supergeleidende kloof liggen.

Uiteindelijk richten wij ons op een ander bekend enkel laags materiaal, in een studie
van de elektronen reflectie op de ongeregelde randen van grafeen. Grafeen heft een Dirac
lage energie dispersie die lijkt op dat van licht, maar met een lagere snelheid. De Fermi
golflengte divergeert dus in de continue limiet, waarbij de wet van reflectie aangeeft dat
de reflectie van elektronen van grafeen randen voornamelijk spiegelend is, zelf in de buurt
van rommelige randen. Wij identificeren echter een regime waarin de ongeregelde randen
van grafeen nooit spiegelend reflecteren, en dus de wet van reflectie breken, en stellen
een magnetotransport experiment voor om die eigenaardige verschijnsel te detecteren.
De oorzaak voor het gebrek aan spiegelende reflectie is de resonante verstrooiing van de
banden bij de rand niveaus, wat een algemene eigenschap is van grafeen randen, en zijn
gerelateerd aan de topologische fase van de Hamiltoniaan van de bulk van de grafeen.
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1.1. PREFACE
Imagine grabbing a chunk of material and manually breaking off a piece, forming a new
surface on the chunk. Most likely, the surface will look rather irregular and messy, but
using some method slightly more refined than your hands to break the material, you could
probably obtain a surface that is rather smooth and homogenous looking to the naked
eye. Go down to the atomic scale however, and you will discover a chaotic landscape. In
practice, it is very challenging to create atomically pristine surfaces, and most surfaces are
irregular structures of dangling electron bonds, defects and other imperfections. These
irregularities frequently give rise to electronic states that are localized at the surface.
Mostly, these edge states appear accidentally because of the specific microscopic details
of the surface, making them sensitive to slight changes in the surface properties, and
hence not very useful in practice.

In some cases, edge states form not accidentally, but rather because of an intrinsic
property of the material chunk itself, namely its topological classification [1–3]. In this
context, the topological classification applies to the Hamiltonian of the material, such that
materials with an energy gap belong to the same topological class if their Hamiltonians
can be smoothly transformed into one another without closing the energy gap. Edge states
appear at the interface of materials belonging to different topological classes - including
interfaces with the vacuum, which has an energy gap and therefore a topological classifi-
cation. Because these edge states are a manifestation of bulk topological properties, they
are robust to microscopic changes to the surface, and even to deformations of the material
itself, so long as the energy gap does not close. This topological protection of the edge
states makes them attractive for applications, with the most tantalizing example probably
being the prospect of using the Majorana edge modes of topological superconductors
[4–6] as building blocks for quantum computers [7, 8].

Most topological classes of materials are only defined if the Hamiltonian respects
certain protecting symmetries. This means that the edge states are robust to deformations
so long as they preserve the energy gap of the bulk Hamiltonian and the protecting

1
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symmetries. Symmetries that can protect topological phases include spatial symmetries,
such as reflection and rotation, but also time-reversal and particle-hole symmetries,
which do not act in real space. Hence, unlike the spatial symmetries, particle-hole and
time-reversal symmetries are not broken by scalar disorder in the material. The protecting
symmetries also have consequences for the character of the edge states themselves. For
example, the edge states of a quantum spin Hall insulator come in orthogonal pairs
because of the protecting time-reversal symmetry, and scattering between them is thus
forbidden by symmetry [9, 10]. Symmetry analysis of Hamiltonians thus plays a key role
in ongoing research in symmetry-protected topological materials, and the development
of suitable tools for this task is therefore paramount.

Although topologically protected edge states are a consequence of the topological
classification of the Hamiltonian of the bulk material, the symmetry properties of the
surface where the edge states appear may also play a subtle role. If the surface itself
breaks the symmetries protecting the topological phase, then the edge states lose their
protection, and may gap out in energy. Beyond hosting edge states, the specifics of
its surfaces can also strongly affect the spectral properties of a material. For instance,
graphene nanoribbons with zigzag or armchair edges have widely different spectra, with
the former hosting a flat band of edge states but the latter not (cf. Figs. 1.3 and 1.5) [11]. For
a general description, it is thus useful to know which boundary conditions are allowed for
a given Hamiltonian, as well as the symmetry classification of the boundary conditions.

In this thesis, we investigate the interplay of topology, edges and symmetry, both
from a general perspective and specifically applied to various systems. First, we focus
on the symmetries of Hamiltonians, introducing an algorithmic approach to automati-
cally generate Hamiltonians from a given symmetry group, or to find the full symmetry
classification of a Hamiltonian. We then turn to a particular and well-known symmetry-
protected topological phase, the one-dimensional topological superconductor. Because
standard experimental tools to detect its topological edge states can be unreliable [12, 13],
we propose an alternative electrical signature of the topological phase, which relies not
on detecting the edge states themselves, but rather the topological phase transition of
the bulk material. Our focus then shifts from the bulk to edges in a systematic study of
the boundary conditions of continuum Hamiltonians, their symmetry classification, and
correspondence with physical boundaries of materials. Bulk and boundary then come
together when we show how to engineer a nodal topological superconducting phase in
monolayer molybdenum dichalcogenides, protected by a combination of mirror and
time-reversal symmetry, where the topological edge states form dispersionless flat bands
in the middle of the superconducting gap. Finally, we explore the reflection of electrons
off dirty edges in graphene, and find that the law of reflection comes with a subtle twist.

1.2. SYMMETRIES
Symmetry is a fundamental aspect to consider when developing physical models, and
symmetries are a powerful practical tool for solving problems and generalizing con-
clusions between systems with similar properties. In quantum mechanics, a symmetry
operation is a transformation of a system that preserves the probabilities of measurements
made on the system [14]. In a Hilbert space of quantum states, symmetry operations
are represented by operators which act on state vectors. The constraint of probability
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conservation implies that for any
∣∣ψ〉

,
∣∣φ〉

in the Hilbert space, a symmetry operator S
must satisfy

|〈Sψ
∣∣ Sφ

〉 | = |〈ψ∣∣ φ〉 |, (1.1)

namely that either
〈

Sψ
∣∣ Sφ

〉 = 〈
ψ

∣∣ φ〉
or

〈
ψ

∣∣ φ〉 = 〈
ψ

∣∣ φ〉∗ = 〈
φ

∣∣ψ〉
. Wigner’s theorem

states that such operators can only be of two types [15]. First of all, they can be linear and
unitary S =U with U †U = 1, satisfying

U
(
a

∣∣ψ〉+b
∣∣φ〉)= aU

∣∣ψ〉+bU
∣∣φ〉

(1.2)〈
Uψ

∣∣ Uφ
〉= 〈

ψ
∣∣U †U

∣∣φ〉= 〈
ψ

∣∣ φ〉
, (1.3)

with complex coefficients a and b. Secondly, the operators may be antiunitary S = A,
which satisfy

A
(
a

∣∣ψ〉+b
∣∣φ〉)= a∗A

∣∣ψ〉+b∗A
∣∣φ〉

(1.4)〈
Aψ

∣∣ Aφ
〉= 〈

ψ
∣∣ A† A

∣∣φ〉∗ = 〈
ψ

∣∣ φ〉∗ , (1.5)

where we define the Hermitian conjugate of an antiunitary operator as〈
ψ

∣∣ Aφ
〉= 〈

A†ψ
∣∣∣φ〉∗

. (1.6)

Antiunitary symmetry operators must square to A2 =±1 [16, 17]. In addition, it is possible
to express any antiunitary operator as the product A =UK of a unitary operator U and
complex conjugation K .

Continuous symmetry operators are a prominent class of unitary symmetry operators.
In particular, they are useful to describe operations that continuously change some aspect
of a system, for example propagation in time, and translation or rotation in space. In its
infinitesimal form, a continuous symmetry operator is expressible as [14]

Uc = 1− i
ε

ħG , (1.7)

with ε→ 0 a real parameter, and where G is called the generator of the symmetry operator
in question. Here, ε may represent the infinitesimal change in the quantity which the
symmetry operation transforms, such as real space position. We have

U †
c Uc = (1+ i

ε

ħG†)(1− i
ε

ħG) = 1+ iε(G† −G)+O (ε2), (1.8)

and because Uc is unitary U †
c Uc = 1, the generator must be Hermitian G† = G , and

therefore corresponds to an observable.
A Hamiltonian H is invariant under the symmetry Uc if

〈
ψ

∣∣H
∣∣ψ〉 = 〈

Ucψ
∣∣H

∣∣Ucψ
〉

for any
∣∣ψ〉

in the Hilbert space, which is equivalent to U †
c HUc = H , or HUc = Uc H .

Substituting Eq. (1.7) shows that invariance of H under the symmetry Uc is equivalent to
[G , H ] = 0. The time evolution of G is given by the Heisenberg equation of motion [18]

dG

d t
=− i

ħ [G , H ] = 0, (1.9)
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which shows that the observable G is a conserved quantity, and demonstrates the intimate
relation between the continuous symmetries of a Hamiltonian and its conservation laws.
A useful property of conservation laws is that they allow one to partition the Hamiltonian
into uncoupled blocks, which may be diagonalized independent of one another. More
specifically, in a basis of the eigenvectors of a conservation law, the Hamiltonian is block-
diagonal with distinct blocks corresponding to different eigenvalues of the conservation
law [18].

Although Eq. (1.7) only applies to infinitesimal transformations, we can build a sym-
metry operator that describes a transformation by a finite ε by combining multiple in-
finitesimal transformations

Uc = lim
N→∞

(
1− i

ε

ħN
G

)N
= e−i εħG . (1.10)

The operators that describe time evolution, real space translation and rotation are con-
tinuous symmetry operators. For the translation operator, ε corresponds to the change
in the real space coordinate, and the generator for translation along the direction of the
unit vector n is n ·p, with p the vector of momentum operators. Similarly for the rotation
operator, ε is the angle of rotation, and the generator for rotation around the axis n is n · J ,
where J is the vector of angular momentum operators. Finally, for the time-evolution
operator, the generator is the Hamiltonian itself.

In many applications, the Hamiltonian is not invariant under continuous changes in
coordinates, but rather only certain discrete transformations. For example, the Hamilto-
nian of a square lattice system is generally only invariant under translation by an integer
multiple of a lattice vector. Similarly, the Hamiltonian is not invariant under arbitrary
rotations about a lattice site, but only rotations by integer multiples of 90°. The square
lattice is thus an example of a Hamiltonian that is invariant under discrete symmetry
operations. Discrete symmetry operations describe changes in aspects of the system that
are not continuous. Unlike rotation and translation, not all discrete symmetry operations
that are useful follow from the successive application of a continuous symmetry operator,
for example space inversion, which flips the sign of spatial coordinates x →−x. Finally,
there are three specific discrete symmetries which do not transform spatial coordinates,
namely time-reversal symmetry, particle-hole symmetry and chiral symmetry. These
symmetries, which play a crucial role in the classification of topological matter, are the
topic of the following subsections.

1.2.1. TIME-REVERSAL SYMMETRY

Time reversal is an operation that flips the arrow of time, i.e. it maps t →−t . To deduce the
properties of the time-reversal operator T , let us consider the infinitesimal time evolution
of a state

∣∣ψ〉
and its time-reversed partner T

∣∣ψ〉
. For a state

∣∣ψ〉
that is invariant under

time reversal, applying time reversal to
∣∣ψ〉

and then moving it forward in time by δt is
equivalent to moving

∣∣ψ〉
backwards in time by −δt and then applying time-reversal [14].

In terms of the infinitesimal time evolution operator (1.7), we thus have(
1− i

H

ħ δt

)
T

∣∣ψ〉=T

(
1+ i

H

ħ δt

)∣∣ψ〉
(1.11)
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which implies
− i HT =T i H . (1.12)

Assuming that T is unitary and linear, this is equivalent to HT =−T H , which implies
that for an eigenstate

∣∣ψ〉
with energy E , the time-reversed partner T

∣∣ψ〉
is an eigenstate

with energy −E . However, this is nonsensical, so we conclude that T is an antiunitary
and antilinear operator, and Eq. (1.12) shows that [T , H ] = 0 or T HT −1 = H for a time-
reversal invariant Hamiltonian.

Because time-reversal only flips the arrow of time, it commutes with both the trans-
lation operator and the rotation operator, which by (1.7) implies that their generators
anticommute with time-reversal, namely T pT −1 =−p and T JT −1 =−J . For a transla-
tionally invariant Hamiltonian H(k) with ħk = p, time-reversal invariance thus implies
that if ψ is an eigenstate at momentum k, then T ψ is also an eigenstate with the same
energy but at the opposite momentum −k. Furthermore, Kramer’s theorem states that in
systems with half integer angular momentum, ψ and T ψ are distinct quantum states,
and therefore orthogonal [14]. This means that scattering between them is forbidden,
unless time-reversal symmetry is broken, an observation which plays a crucial role in the
physics of topological insulators [10].

1.2.2. PARTICLE-HOLE SYMMETRY
Particle-hole symmetry denotes an operation that flips the sign of both energy and mo-
mentum. Like time-reversal symmetry, the particle-hole symmetry operator P is an-
tiunitary. Because P reverses energy, a Hamiltonian is invariant under particle-hole
symmetry if it satisfies P H(k)P −1 =−H(−k), namely if anticommutes with P . Particle-
hole symmetry of a Hamiltonian H(k) implies that if ψ is an eigenstate at momentum k
with energy E , then H (−k)Pψ=−P H (k)ψ=−EPψ. Hence, Pψ is also an eigenstate of
the Hamiltonian, but with opposite energy and momentum, and particle-hole symmetry
therefore implies a symmetry in the spectrum around zero energy and opposite momenta.

Particle-hole symmetry gets its name because it manifests naturally in superconduc-
tors. At the mean field level, it is convenient to describe quasiparticle excitations above
the superconducting ground state with the Bogoliubov-de Gennes (BdG) Hamiltonian

HBdG(k) =
[

H(k) ∆(k)
∆†(k) −H T (−k)

]
, (1.13)

where H(k) is the normal state Hamiltonian, and ∆(k) the superconducting pairing func-
tion [19]. The BdG Hamiltonian is written in the electron-hole basis [ck,c†

−k]T , with ck a
vector of all electron annihilation operators in a unit cell at momentum k. Constructing
the BdG Hamiltonian thus involves introducing a redundancy in the basis, namely the
hole part of the electron-hole basis, which doubles the degrees of freedom. We see that
the BdG Hamiltonian has the particle-hole symmetry P = τxK , with τx the Pauli matrix
that swaps the electron and hole degrees of freedom. Particle-hole symmetry is therefore
a manifestation of a redundancy in the BdG formalism.

1.2.3. CHIRAL SYMMETRY
Chiral symmetry refers to a symmetry operation that flips the sign of energy, but leaves
momentum unchanged. Unlike particle-hole and time-reversal symmetry, the chiral sym-
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metry operator C is unitary, and satisfies C 2 = 1, such that C † =C =C −1. A Hamiltonian
is invariant under chiral symmetry if it obeys the constraint C H(k)C −1 =−H(k), i.e. if it
anticommutes with C , similar to particle-hole symmetry. Hence, if ψ is an eigenstate at
momentum k and with energy E of a Hamiltonian with chiral symmetry, then Cψ is also
an eigenstate of the Hamiltonian but with energy −E . Like particle-hole symmetry, chiral
symmetry therefore implies that the spectrum is symmetric around zero energy. Unlike
particle-hole symmetry however, this symmetry applies to each momentum separately.

Chiral symmetry for instance manifests in systems where it is possible to split the
degrees of freedom into two identical groups A and B . If the Hamiltonian only couples
elements of group A to group B and vice versa, but includes no coupling terms within
each group, the Hamiltonian has the block off-diagonal form

H =
[

0 HAB (k)
H †

AB (k) 0

]
(1.14)

in the basis [cA ,cB ]T , with cα the vector of all electron annihilation operators in group
α= A,B . With τx,y,z the Pauli matrices in the space of the groups A and B , we see that
the Hamiltonian only includes terms proportional to τx and τy . Because {τi ,τ j } = 2Iδi j ,
with I the 2×2 identity, the Hamiltonian (1.14) manifestly anticommutes with τz , and
therefore has the chiral symmetry C = τz . Lastly, we note that such grouping of degrees
of freedom arises naturally in the tight binding model of graphene which only includes
nearest-neighbour hopping, where the groups A and B refer to the two sublattices.

1.3. TOPOLOGY IN CONDENSED MATTER

Figure 1.1: A normal band (left) and a Möbius band (right). The normal band has two surfaces, while the Möbius
band only has one. Because it is impossible to change the number of surfaces that a band has without cutting
and reattaching it, the normal and Möbius bands are topologically distinct.

In mathematics, topology is the study of the properties of objects that do not change
under continuous deformations [20]. Continuous deformation means stretching, twisting,
bending, or any other transformation that does not involve abrupt changes, such as
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tearing the object or breaking it apart. If it is possible to continuously deform one object
into another, then the objects are topologically the same, but if abrupt deformations are
necessary, then they are topologically distinct. The Möbius band, which can be made
using a paper strip, offers a glimpse into the world of topology. Gluing the two ends of
the strip together forms a normal band, but if we first twist one end of the strip by 180°,
we obtain a Möbius band (cf. Fig. 1.1). Imagine walking along the surface of the Möbius
strip. Completing one full circle leaves you on the opposite side, but completing yet
another circle brings you back to the starting point. The Möbius band therefore only has
a single surface, unlike the normal band. In fact, it is impossible to continuously deform
the Möbius band into a normal band with two surfaces - the only way to do so involves
tearing the Möbius band and reattaching the ends after undoing the twist. The Möbius
and normal bands are thus topologically distinct. To put it differently, we can view the
number of surfaces of a band as a robust property, in the sense that it is independent of
small details of the band, and deformations done to it.

In the same vein, topology in condensed matter physics is the study of the properties
of Hamiltonians with an energy gap under continuous deformations. Continuous defor-
mations are transformations that do not close the energy gap, and two Hamiltonians that
continuously deform into one another without closing the energy gap are topologically
the same. Much like the number of surfaces in the Möbius band above, topological phases
of Hamiltonians coincide with properties that cannot change by continuous deformation.
Such topological properties are thus robust to system perturbations or imperfections,
such as disorder or variations in shape, so long as the energy gap does not close, which
is an immensely useful characteristic. A canonical example is the Hall conductance of
a two-dimensional electron gas at low temperature in a perpendicular magnetic field
[21]. The Hall conductance is quantized precisely to integer multiples of e2/h, with ex-
perimental precision greater than one part in a million routinely reported [22]. This
remarkable quantization does not depend on the material, the cleanliness the sample
used, or the name of the person doing the measurements, because the Hall conductance
has a topological origin [23]. Lastly, we note that it is also useful to consider symmetry
constraints on the topological equivalence of Hamiltonians, which means that we only
take two Hamiltonians to be topologically equivalent if they continuously deform into
one another without breaking certain symmetries.

1.4. CLASSIFICATION OF TOPOLOGICAL PHASES OF MATTER
Time-reversal symmetry, particle-hole symmetry and chiral symmetry, which we shall
refer to as the three fundamental discrete symmetries, form the basis of a classification
scheme for the topological phases of single-particle Hamiltonians. For any gapped insu-
lating or superconducting Hamiltonian, it is possible to classify the possible topological
phases in all spatial dimensions d of the bulk material, depending on which of the three
fundamental discrete symmetries leave the Hamiltonian invariant [24–26]. In total, there
are ten possible distinct combinations of the discrete symmetries, with each combination
corresponding to a separate symmetry class. This is because T and P each comes in
two distinct flavours, squaring to either +1 or −1, while C 2 = 1 always. Furthermore, the
product of any two of the discrete symmetries always equals the third, and it is therefore
not possible for a Hamiltonian to have only two of the symmetries. This classification
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Table 1.1: General classification of topological insulators and superconductors in the tenfold way. Each row
represents a symmetry class, namely a distinct combination of time-reversal symmetry T , particle-hole sym-
metry P and chiral symmetry C . We denote the absence of a symmetry by 7, while the presence of a symmetry
is given by the square of the operator in question (±1). In a given dimension d , a symmetry class is either
always trivial (7), or with existing topological phases, which are characterized by an integer Z or Z2 topological
invariant. Although we only show the dimensions 1 ≤ d ≤ 4, it is possible to extend this table to all dimensions.

Class Symmetry Dimension d
T 2 P 2 C 2 1 2 3 4

A 7 7 7 7 Z 7 Z

AIII 7 7 1 Z 7 Z 7
AI 1 7 7 7 7 7 Z

BDI 1 1 1 Z 7 7 7
D 7 1 7 Z2 Z 7 7

DIII −1 1 1 Z2 Z2 Z 7
AII −1 7 7 7 Z2 Z2 Z

CII −1 −1 1 Z 7 Z2 Z2

C 7 −1 7 7 Z 7 Z2

CI 1 −1 1 7 7 Z 7

scheme is known as the tenfold way, and it is shown in Table 1.1 for the dimensions
1 ≤ d ≤ 4.

If topological phases exist within a symmetry class in dimension d , we say that the
class is nontrivial in the particular dimension. On the other and, if a symmetry class has
no topological phases in a given dimension, we call it trivial. We see that there are five
trivial and five nontrivial classes per dimension, and it can be shown that this remains true
in all spatial dimensions [16]. Nontrivial symmetry classes are labelled by Z or Z2, which
denotes a topological number or invariant Q that distinguishes different topological
phases. A Z2 invariant only has two values, such as Q = 0 or 1, which distinguish between
the nontrivial topological (Q = 1) and trivial (Q = 0) phases. On the other hand, a Z
invariant can take any integer value, with Q = 0 usually denoting the trivial phase, and the
remaining integers different nontrivial topological phases. The topological invariant is a
bulk property, and obtaining its value typically amounts to integrating the Hamiltonian
over the Brillouin zone [27], or evaluating the scattering matrix at an edge of the system
[28]. Because the topological invariant reflects the topological phase of a Hamiltonian,
it may only change upon closing of the bulk gap. Therefore, the value of the invariant is
common to all Hamiltonians within the symmetry class that may be smoothly deformed
into one another without closing the bulk gap, so long as the symmetry classification
remains unchanged.

Finally, we briefly comment on the role of other symmetries in the topological classi-
fication of Hamiltonians. Conservation laws play no role in the classification, because
their effect is only to reduce the Hamiltonian to uncoupled blocks, to each of which the
classification of Table 1.1 applies separately. However, it is possible to extend the topo-
logical classification of Hamiltonians to include spatial symmetries, such as translation
or rotation, leading to an even richer classification table [17, 29]. Topological phases
of materials that are protected by spatial symmetries are called crystalline topological
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insulators or superconductors [30, 31].

1.5. EDGE STATES AND BULK-BOUNDARY CORRESPONDENCE
In a system with a gapped Hamiltonian, a nontrivial value of the topological invariant has
interesting consequences at its boundaries. Consider an interface between two systems,
each described by a Hamiltonian that is gapped in the bulk, with one side in the trivial
phase and the other a topological phase, as in Fig. 1.2(a). The two sides therefore have
different values of a topological invariant. Moving from one side to the other across the
interface, the topological invariant changes, and because the invariant cannot change
without closing the energy gap, the bulk gap must close at the interface. States may
thus exist in the gap, but because the bulk Hamiltonians on both sides remain gapped,
the states are localized at the interface [32, 33]. In particular, this applies to interfaces
of topological materials with the vacuum, which is a trivial insulator. This connection
between the bulk topology of a material and edge states at its boundaries is called bulk-
boundary correspondence [1]. Moreover, because the edge states are a manifestation
of a change in bulk topology across an interface, they are topologically protected, or in
other words, robust to perturbations that do not alter the topological classification of
the bulk Hamiltonian, i.e. which do not close the energy gap or change the symmetry
classification.

−1 −0.5 0 0.5 1
E [∆]

0

1

2

G
[e

2 /
h

] (b)(b)

Topological Trivial

Figure 1.2: (a) Schematic of an interface, or phase boundary, between two systems with an energy gap, with one
side in a topologically nontrivial phase and the other the trivial phase. The topological classification changes as
we move across the phase boundary, and the gap must therefore close at the interface. As a result, topologically
protected edge states manifest at the boundary. (b) A simulation of conductance tunnelling spectroscopy
performed at the edge of a one-dimensional superconductor. In the trivial phase, the density of states in the
superconductor vanishes at bias energies smaller than the superconducting gap. In the topological phase, the
presence of the topological Majorana edge mode results in conductance peak of exactly 2e2/h in the middle of
the gap.

As an example, let us consider a one-dimensional superconductor, and assume that
it only has particle-hole symmetry P 2 = 1. Such a system belongs to class D of Table
1.1, and has a Z2 invariant, which means that only two phases are possible - a trivial
phase or a topological phase. If we add an edge to the superconductor by truncating
it, an edge state forms in the topological phase in the middle of the superconducting
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gap ∆: the Majorana [4, 5]. Due to their potential applications in quantum information
technology, Majoranas have been a hot research topic in recent years [34, 35]. Here in
Delft, experimental and theoretical work on superconductor-semiconductor heterostruc-
tures that may host Majoranas continues at the time of writing of this thesis [36, 37].
We can simulate an experiment to detect the Majorana edge state by tunnel coupling
the truncated superconductor to a normal electrode via an insulating barrier, forming
a normal-insulator-superconductor junction, and computing the conductance of the
heterostructure using Kwant [38]. The results are shown in Fig. 1.2(b). The tunnelling
conductance is proportional to the density of states at the edge of the superconductor. If
the superconductor is in the trivial phase, the conductance vanishes at subgap energies,
because of the absence of states in the superconductor. On the other hand, there is a
conductance peak in the middle of the gap if the superconductor is in the topological
phase. The conductance peak is quantized to precisely 2e2/h because of resonant Andreev
reflection - a signature of the Majorana edge mode [39, 40]. In Chapter 3, we will introduce
a different kind of transport signature of one-dimensional topological superconductivity,
one which measures the topological phase transition itself rather than the Majorana edge
modes.

We conclude this section with a comment on the role of the symmetry classification
of the edge itself in bulk-boundary correspondence. Bulk-boundary correspondence
dictates that adding an edge to a Hamiltonian which is in a nontrivial topological phase
gives rise to edge states in the energy gap, so long as the bulk topology of the Hamiltonian
is unchanged and any symmetries protecting the topological phase remain unbroken.
However, if the edge itself has lower symmetry than the bulk Hamiltonian, the protect-
ing symmetry may be broken locally at the edge, causing the edge states to lose their
topological protection and possibly gap out in energy [17]. This is typically not an issue
for topological phases protected by time-reversal or particle-hole symmetry, because
these symmetries do not act on real space coordinates, and are therefore not affected
by microscopic details of how a system terminates. On the other hand, chiral symmetry
may be broken locally if the boundary breaks the symmetry between the two groups
A and B [see Eq. (1.14)]. In graphene for example, hydrogen passivation of dangling
electron bonds may lead to a potential imbalance between the two sublattices near the
boundary, which breaks the chiral symmetry locally [41, 42]. Finally, the symmetry of the
edge plays an important role in crystalline topological phases, which are protected by
spatial symmetries, because the presence of an edge can easily break spatial symmetries.
Hence, crystalline topological materials only exhibit edge states at boundaries which the
protecting spatial symmetry leaves invariant.

1.6. MIXING IT ALL TOGETHER IN GRAPHENE
Graphene is a material with many exciting properties [11, 43]. A monolayer of carbon
atoms, graphene is a truly flat, two-dimensional material, and was for long thought to
be thermodynamically unstable. However, the group of Geim successfully isolated a
single layer of graphene back in 2004, an achievement which along with their subsequent
experiments on graphene earned them the Nobel prize in 2010. Graphene remains a
popular topic of research to this day, and with the European Union launching the €1
billion Graphene Flagship initiative, it will likely remain in the spotlight for researchers for
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years to come. In the context of this thesis, Chapter 6 presents the discovery of a peculiar
electronic property of disordered graphene edges. Moreover, the interplay of topology,
symmetry and edges in graphene is in many ways reminiscent of various features that
appear in the subsequent chapters of this thesis. For this reason, we dedicate this section
to a brief discussion of the electronic properties of graphene, and the implications of
bulk-boundary correspondence.

1.6.1. LATTICE STRUCTURE AND TIGHT BINDING MODEL
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Figure 1.3: (a) Top view of the graphene honeycomb lattice with primitive Bravais lattice vectors a1 and a2 and
lattice constant a. The Bravais lattice is triangular with two identical carbon atoms A (blue) and B (yellow) per
unit cell. The vectors δ1, δ2, and δ3 connect nearest neighbour atoms, with the interatom distance given by
a/

p
3. Terminating the lattice along the x or y directions forms a zigzag or armchair boundary, respectively.

(b) Schematic of the hexagonal first Brillouin zone of graphene, centered at the origin Γ, with the primitive
reciprocal vectors g1 and g2. The six corners of the Brillouin zone are at the ±K high symmetry points.

Graphene consists of a monolayer of carbon atoms forming a honeycomb structure,
as is shown in Fig. 1.3(a). The Bravais lattice is triangular with two carbon atoms A and B
per primitive unit cell, and primitive lattice vectors given by

a1 = ax̂, a2 = a

2
x̂+a

p
3

2
ŷ, (1.15)

where x̂ and ŷ are unit vectors, and a = 2.46 Å the lattice constant. Alternatively, one may
view the graphene lattice as the superposition of two triangular lattices, with one lattice
consisting of the A atoms and the other the B atoms, and the groups of A and B atoms are
therefore sometimes called sublattices. The reciprocal lattice is also triangular, spanned
by the primitive reciprocal lattice vectors

g1 = 2π

a
(x̂− 1p

3
ŷ), g2 = 4πp

3a
ŷ. (1.16)

The first Brillouin zone is usually taken as the hexagon shown in Fig. 1.3(b), with corners
at the six K points, although in principle any parallelogram spanned by g1 and g2 is a valid
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choice. Of the K points, only two are distinct however, namely

±K =±4π

3a
x̂, (1.17)

with the rest equivalent to either point up to a shift by a reciprocal lattice vector.

kx [π/a]
−1

0
1ky [π/a]

−1
0

1

E
[t]

−2

−1

0

1

2

Figure 1.4: Dispersion relation of graphene within the tight binding approximation, over and around the first
Brillouin zone. The dispersion relation is symmetric around zero energy and gapless, with the conduction and
valence bands touching at Dirac points in the corners of the first Brillouin zone, where the energy is linear in the
momenta.

A simple tight binding model, which includes one spinless orbital per carbon atom
and only hoppings between nearest neighbouring atoms, provides a useful description
of the low-energy electronic properties of graphene. Because the two carbon atoms that
share a unit cell are identical, the labels A and B that distinguish them are arbitrary. As a
result, the graphene lattice Fig. 1.3(a) has threefold rotation symmetry around the center
of each carbon atom, which rotates an atom in a sublattice to another atom in the same
sublattice. Equivalently, the lattice is invariant under threefold rotations around the
center of a single hexagon. Furthermore, the lattice is invariant under spatial inversion
around the center of a hexagon, which maps A to B and vice versa [44]. These two discrete
symmetries limit the momentum-space tight binding Hamiltonian up to an overall shift
in energy to the form [45]

H(k) =
[

0 t (e i k·δ1 +e i k·δ2 +e i k·δ3 )
t∗(e−i k·δ1 +e−i k·δ2 +e−i k·δ3 ) 0

]
≡

[
0 h(k)

h∗(k) 0

]
,

(1.18)
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in the basis [cAk,cBk]T , where t is the nearest-neighbour hopping parameter. The vectors
δi that connect neighbouring atoms are [see also Fig. 1.3(a)]

δ1 = ap
3

ŷ , δ2 = a

2
(x̂− 1p

3
ŷ), δ3 =−a

2
(x̂+ 1p

3
ŷ). (1.19)

Time-reversal invariance T H(k)T −1 = H(−k) with T = IK for spinless fermions gives
the additional constraint t ∈ R. We shall revisit such symmetry analysis in Chapter 2,
which presents an algorithmic approach to the symmetry classification of Hamiltonians,
including generating model Hamiltonians from symmetry constraints. Diagonalizing the
Hamiltonian yields the tight binding dispersion [46]

E(k) =±|h(k)|, (1.20)

which is shown in Fig. 1.4. The band structure consists of two bands and is gapless, with
the bands touching at the K points in the corners of the first Brillouin zone. The dispersion
is furthermore linear in the momentum near the K points, and consequently, the K points
at zero energy are frequently called Dirac points. In equilibrium and at zero temperature,
the Fermi level of graphene lies at zero energy, and the low-energy excitations of graphene
therefore happen in the vicinity of the Dirac points.

The tight binding model for graphene only couples nearest neighbouring atoms, which
always belong to different sublattices A or B. Because the two sublattices are identical, the
Hamiltonian (1.18) has the chiral symmetry C =σz as mentioned already in Section 1.2.3,
where the Pauli matrix σz acts on the sublattice degree of freedom. The dispersion is
thus symmetric around zero energy at each momentum, as is evident both from Eq. 1.20
and in Fig. 1.4. Because the graphene Hamiltonian is invariant under both time-reversal
symmetry and chiral symmetry, it also has particle-hole symmetry P H (k)P −1 =−H (−k),
with P =C T =σzK and P 2 = 1. Finally, we note that because they invert the sign of
momentum, P and T map between the two inequivalent Dirac points ±K.

1.6.2. DIRAC MODEL
In order to obtain a continuum Hamiltonian for the low-energy electronic excitations of
graphene, we expand the Hamiltonian (1.18) around the two inequivalent Dirac points
±K. With k = ±K+q and |q| ¿ |K|, expanding the Hamiltonian up to linear order in q
yields the continuum Dirac Hamiltonian [47]

H =ħvFτ0 ⊗σ ·q , (1.21)

written in the valley isotropic representation, such that the Hamiltonian is identical
near both Dirac points. Here, τ j and σ j with j = 0, x, y, z are the Pauli matrices with the
identity in Dirac valley and sublattice space, respectively. The Fermi velocity is given by
vF =p

3t a/2ħ, and is thus independent of energy. Diagonalizing the Hamiltonian (1.21)
yields the continuum dispersion

E(q) =±ħvF |q|, (1.22)

where there is twofold degeneracy because of the two distinct Dirac points. Because of
the linear dispersion, the Fermi wavelength, which is given by

λF = 2π

qF
, (1.23)
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diverges in the limit EF = ħvF qF → 0. As a result, one expects that electron waves in a
graphene sample should reflect specularly off the sample edges due to the law of reflection,
which states that smooth surfaces reflect specularly. A smooth surface here means that
any surface roughness is small compared to the incident wavelength, which here diverges
in the continuum limit. We shall revisit this point in Chapter 6.

1.6.3. BULK-BOUNDARY CORRESPONDENCE AT A ZIGZAG EDGE

−1.0

−0.5

0.0

0.5

1.0

E
[t

]

−2

−1

0

1

lo
g
ρ

0 0.5 1.0 1.5 2.0
kx [π/a]

0

1

|Z
|/π

(a)

(b)

Figure 1.5: (a) Density of states at the zigzag edge of a semiinfinite graphene sheet as a function of the conserved
momentum k∥ = kx parallel to the edge. A flat band of edge states extends between the projections of the

two Dirac points on the edge Brillouin zone, i.e. for 2π
3 < kx < 4π

3 . At these values of the parallel momentum,
the graphene Hamiltonian is in a nontrivial topological phase, and the edge states therefore arise because of
bulk-boundary correspondence. (b) The corresponding plot of the Zak phase for the zigzag edge of the graphene
Hamiltonian as a function of the parallel momentum. A nonzero value of the Zak phase indicates a topological
phase and hence the presence of edge states, while a zero value corresponds to the trivial phase.

Graphene also exhibits interesting physics at its edges. On account of the lattice
structure, the shape of the edge of a graphene sheet strongly depends on the direction of
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the edge cut relative to the crystallographic directions, and different edge shapes may have
widely different electronic properties. The two most widely studied graphene edges are
zigzag and armchair, shown in Fig. 1.3(a). It turns out that edge states are a generic feature
of lattice termination boundaries in graphene, with the exception of the armchair edge
orientation, which hosts no edge states [42, 48]. For instance, at a crystallographically
clean zigzag boundary, a flat band of zero-energy edge states manifests, connecting the
edge projections of the two distinct Dirac points, as is shown in Fig. 1.5. These edge states
may be understood in terms of a topological phase of the bulk Hamiltonian of graphene,
and are therefore a manifestation of bulk-boundary correspondence [27, 49, 50].

At this stage, it might seem nonsensical to invoke bulk topology in the context of
graphene. The bulk Hamiltonian of graphene has a gapless spectrum as Fig. 1.4 shows,
while the classification of topological phases introduced in Table 1.1 applies only to
Hamiltonians with an energy gap. Aside from this conundrum, there is another problem.
The graphene Hamiltonian is two dimensional, and has all of the three fundamental
discrete symmetries, with P 2 =T 2 = 1. The Hamiltonian thus belongs to class BDI of
Table 1.1, which is a trivial class in two dimensions, with no possible nontrivial topological
phases.

The solution to this problem lies in the observation that adding an edge to a Hamilto-
nian only breaks translational invariance along a single direction, namely perpendicular
to the edge. On the other hand, parallel to the edge, the translational symmetry remains
unbroken, and the corresponding momentum k∥ thus remains conserved. Hence, instead
of applying the topological classification to the full bulk Hamiltonian over the entire
Brillouin zone, we can work with each Hamiltonian at a fixed k∥ separately, effectively
treating k∥ as a parameter [49, 51, 52]. These Hamiltonians have one lower dimension
than the full bulk Hamiltonian, and if such a lower-dimensional Hamiltonian is gapped,
we an apply the topological classification of Table 1.1 to it. This simple idea allows one
to study topological phases in gapless systems, and forms the basis for the analysis of
a nodal topological superconducting phase in a family of monolayer transition metal
dichalcogenides that is the subject of Chaper 5. In the context of graphene, the fam-
ily of Hamiltonians at fixed k∥ has dimension d = 1, which in class BDI1 has possible
topological phases with a Z topological invariant.

We now demonstrate the topological origin of the edge states at zigzag graphene
boundary. The bulk tight binding Hamiltonian of graphene is given in Eq. (1.18). First,
we make the gauge transformation cBk → cBke i k·δ3 . From Eqs. (1.15) and (1.19), we have
δ1 −δ3 = a2 and δ2 −δ3 = a1, and the Hamiltonian in the new basis is thus

H(k) =
[

0 t (e i k·a2 +e i k·a1 +1)
t (e−i k·a2 +e−i k·a1 +1) 0

]
= t

[
0 e i k2 +e i k1 +1

e−i k2 +e−i k1 +1 0

]
,

(1.24)

1Note that for a generic choice of k∥, time-reversal and particle-hole are generally not symmetries of the one-
dimensional Hamiltonian at a fixed k∥, because these symmetries map k∥ →−k∥. However, for the graphene
zigzag boundary with k∥ = kx x̂, each one-dimensional Hamiltonian at a fixed kx still has all three discrete
symmetries, and hence remains in class BDI. This is because the graphene Hamiltonian is invariant under the
change kx →−kx , as Eqs. (1.18) and (1.19) show.
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with the momenta in the basis of the reciprocal lattice (1.16), k1 = k ·a1 and k2 = k ·a2. As
in Fig. 1.3, we consider a zigzag edge parallel to a1, and identify k1 = k∥. The armchair
direction 2a2 −a1 is perpendicular to the edge. Introducing the normal component of
the momentum k⊥ with the substitution

p
3k⊥ = k · (2a2 −a1) = 2k2 −k1, the Hamiltonian

(1.24) reads

H(k∥,k⊥) = t

[
0 e i (

p
3k⊥+k∥)/2 +e i k∥ +1

e−i (
p

3k⊥+k∥)/2 +e−i k∥ +1 0

]

=
[

0 h(k∥,k⊥)
h∗(k∥,k⊥) 0

]
.

(1.25)

The Hamiltonian has the form

H(k∥,k⊥) =σ · f (k∥,k⊥), (1.26)

with σ= (σx ,σy ) and f (k∥,k⊥) = ( fx , fy ), where

fx (k∥,k⊥)/t = cos(

p
3

2
k⊥+ 1

2
k∥)+cos(k∥)+1,

fy (k∥,k⊥)/t =−sin(

p
3

2
k⊥+ 1

2
k∥)− sin(k∥).

(1.27)

At a fixed k∥, the topological properties of the Hamiltonian are encoded in loops traced
out by the vector f (k∥,k⊥) as k⊥ varies over the Brillouin zone [27, 50]. The loops become
more apparent upon rewriting f (k∥,k⊥) as

f (k∥,k⊥) = f 0(k∥)+2 f r (k∥)cos(
p

3k⊥/2)+2 f i (k∥)sin(
p

3k⊥/2), (1.28)

such that

f 0(k∥) = t [cos(k∥)+1, −sin(k∥)]T ,

2 f r (k∥) = t [cos(k∥/2), sin(k∥/2)]T ,

2 f i (k∥) = t [sin(k∥/2), −cos(k∥/2)]T .

(1.29)

The vectors 2 f r (k∥) and 2 f i (k∥) are orthogonal, and both have the length t . Sweeping k⊥
over the Brillouin zone2 for a fixed k∥, Eqs. (1.28) and (1.29) show that f (k∥,k⊥) traces out
a circle of radius t that is centered at f 0(k∥), as shown in Fig. 1.6. The Hamiltonian at k∥ is
topologically nontrivial if the circle encloses the origin, and trivial if it does not [27]. The
circle encloses the origin only when the offset f 0 is smaller than the radius of the circle,
that is if | f 0| < t , or equivalently if 2π/3 < k∥ < 4π/3. By bulk-boundary correspondence,
edge states should therefore appear at the zigzag edge for 2π/3 < k∥ < 4π/3, which is in
perfect agreement with Fig. 1.5(a).

The classification of Hamiltonians depending on whether they trace out a curve which
encloses the origin or not is reminiscent of the winding number topological invariant.
The winding number invariant is characteristic for the classes of Table 1.1 with chiral

2Note that the one-dimensional Brillouin zone of k⊥ is e.g. −2π/
p

3 ≤ k⊥ < 2π/
p

3, see Ref. [50] or Chapter 5.
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Figure 1.6: Schematic of the circles traced out by the vector f (k∥,k⊥) of Eq. (1.26) as k⊥ varies over the Brillouin
zone for a fixed k∥ in (a) the trivial phase, and (b) a topological phase. The circle encloses the origin in a

topological phase, but not in the trivial phase. The constituent vectors f 0 (red), f r , and f i (both in blue) of
Eqs. (1.28) and (1.29) are also shown.

symmetry [16]. It counts the number of times the Hamiltonian, or a related quantity,
winds around the origin. Indeed, an alternative but equivalent method to characterize
the topological phases of graphene is to evaluate the Zak phase [50, 53]

Z (k∥) = 1

2

∮
dk⊥∂k⊥φ(k∥,k⊥), (1.30)

where φ(k∥,k⊥) is the phase of h(k∥,k⊥) = |h(k∥,k⊥)|e iφ(k∥,k⊥) in Eq. (1.25), and the closed
loop integral is taken over the one-dimensional Brillouin zone of k⊥. The Zak phase
counts how often the vector f (k∥,k⊥) winds around the origin, and differs from the
winding number only by a prefactor of π. The Zak phase is shown in Fig. 1.5(b) for the
zigzag edge, where a nonzero value at k∥ corresponds to a topologically nontrivial phase.
The winding number will surface again in the context of the gapless topological phases
presented in Chapter 5.

Bulk-boundary correspondence gives rise to the flat band of zero energy edge states
at a clean zigzag edge, because such an edge has the same symmetry classification as the
bulk Hamiltonian. However, if the edge itself breaks the chiral symmetry, the situation
changes. To see the effects of local chiral symmetry breaking at the boundary on the edge
states, let us employ the Dirac equation (1.21) to compute the dispersion relations of a
nanoribbon of width W . At the ribbon edges, we supplement the Dirac equation with the
boundary conditions [42, 54]

ψ(x,0) =−τz ⊗ (σz cosθ+σx sinθ)ψ(x,0),

ψ(x,W ) = τz ⊗ (σz cosθ+σx sinθ)ψ(x,W ),
(1.31)

for the 4-component spinorψ on which the Dirac Hamiltonian (1.21) acts. The parameter
θ interpolates between the boundary condition of a clean zigzag edge (θ = 0) and the
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Figure 1.7: Dispersion relation of a graphene nanoribbon of width W = 300a computed using the Dirac equation
(1.21) with the staggered potential boundary conditions (1.31) with (a) θ = 0, (b) θ =π/12, (c) θ =π/4, and (d)
θ = π/2. The ribbon with θ = 0 (zigzag boundary conditions) has the dispersionless zero-energy edge states
characteristic of zigzag boundaries. A nonzero θ violates the chiral symmetry protecting the flat bands locally at
the boundary. Hence, increasing θ from zero makes the edge bands dispersive and splits them away from zero
energy, until they merge completely into the bulk bands as in (d).

so-called infinite-mass boundary condition (θ =π/2), which explicitly breaks the chiral
symmetry of the boundary [42]. In practice, this boundary condition represents a stag-
gered edge potential at a zigzag edge, i.e. a local potential difference between the two
sublattices at the boundary. The value of θ then depends on the strength of the potential
and its extent into the graphene sheet away from the edge. A staggered edge potential
can occur at a zigzag edge if extra atoms bind to the outermost row of carbon atoms,
which only have two neighbouring carbon atoms instead of three, and hence an unbound
electron [41]. Figure 1.7 shows the dispersion relation of the ribbon for various values of
θ. With the pure zigzag boundary condition θ = 0, the dispersion exhibits the flat band
of zero-energy edge states that is also visible in Fig. 1.5(a) [55]. A nonzero θ breaks the
chiral symmetry at the boundary, and hence also the topological protection of the flat
band of edge states. Indeed, increasing θ from zero splits the edge bands away from zero
energy and gradually merges them into the bulk band structure of the ribbon. For the
pure infinite-mass boundary condition θ =π/2, there is no sign left of the edge bands.

Crucially, tweaking the boundary condition in this manner does not alter the topo-
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logical properties of the bulk Hamiltonian. Although the bulk Hamiltonian remains in
a topologically nontrivial phase in a range of momenta k∥, the lower symmetry classifi-
cation of the boundary itself removes the edge states. This example thus illustrates the
importance of the symmetry classification of the boundary in bulk-boundary correspon-
dence. Chapter 4 is devoted to a general the study of boundary conditions for continuum
Hamiltonians, including the proper symmetry classification of boundary conditions.

1.7. STRUCTURE OF THIS THESIS

Here, we give a brief overview of the topics explored in the following chapters.

1.7.1. CHAPTER 2: QSYMM: ALGORITHMIC SYMMETRY FINDING AND SYM-
METRIC HAMILTONIAN GENERATION.

Symmetry is a guiding principle in physics that allows to generalize conclusions between
many physical systems. In the ongoing search for new topological phases of matter,
symmetry plays a crucial role by protecting topological phases. We address two converse
questions relevant to the symmetry classification of systems: Is it possible to generate all
possible single-body Hamiltonians compatible with a given symmetry group? Is it possi-
ble to find all the symmetries of a given family of Hamiltonians? We present numerically
stable, deterministic polynomial time algorithms to solve both of these problems. Our
treatment extends to all continuous or discrete symmetries of non-interacting lattice or
continuum Hamiltonians. We implement the algorithms in the Qsymm Python pack-
age, and demonstrate their usefulness through applications in active research areas of
condensed matter physics, including Majorana wires and Kekule graphene.

1.7.2. CHAPTER 3: ANDREEV RECTIFIER: A NONLOCAL CONDUCTANCE SIG-
NATURE OF TOPOLOGICAL PHASE TRANSITIONS.

The proximity effect in hybrid superconductor-semiconductor structures, crucial for
realizing Majorana edge modes, is complicated to control due to its dependence on
many unknown microscopic parameters. In addition, defects can spoil the induced su-
perconductivity locally in the proximitised system which complicates measuring global
properties with a local probe. We show how to use the nonlocal conductance between
two spatially separated leads to probe three global properties of a proximitised system:
the bulk superconducting gap, the induced gap, and the induced coherence length. Un-
like local conductance spectroscopy, nonlocal conductance measurements distinguish
between non-topological zero-energy modes localized around potential inhomogeneities,
and true Majorana edge modes that emerge in the topological phase. In addition, we
find that the nonlocal conductance is an odd function of bias at the topological phase
transition, acting as a current rectifier in the low-bias limit. More generally, we identify
conditions for crossed Andreev reflection to dominate the nonlocal conductance and
show how to design a Cooper pair splitter in the open regime.
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1.7.3. CHAPTER 4: GENERAL APPROACH TO BOUNDARY CONDITIONS AND

SPECTRA OF CONTINUUM HAMILTONIANS: MATCHING TO TIGHT

BINDING EDGES.
In order to compute the spectrum of a confined Hamiltonian, it is necessary to impose
boundary conditions at the edges. We parametrize the most general boundary conditions
for a generic continuum Hamiltonian that obey current conservation at a single, isolated
boundary, and show how to classify the boundary conditions by symmetry. The bound-
ary conditions are given in terms of a matrix parameter that is either skew-Hermitian
or unitary. We propose a numerically stable algorithm to compute the spectrum of a
continuum Hamiltonian between two parallel confinements with arbitrary boundary
conditions from the parametrization. We furthermore show how to construct a specific
continuum boundary condition of the general parametrization from the boundary of a
corresponding tight binding model in a numerically stable way, which makes it possible
to model the tight binding boundary using a continuum model combined with an appro-
priate boundary condition. Finally, we apply our techniques to study the effects of scalar
and magnetic edge potentials on the helical edge bands of a two-dimensional topological
insulator, using both continuum and tight binding models.

1.7.4. CHAPTER 5: PLATFORM FOR NODAL TOPOLOGICAL SUPERCONDUC-
TORS IN MONOLAYER MOLYBDENUM DICHALCOGENIDES.

We propose a platform to realize nodal topological superconductors in a superconducting
monolayer of MoX2 (X=S, Se, Te) using an in-plane magnetic field. The bulk nodal points
appear where the spin splitting due to spin-orbit coupling vanishes near the ±K valleys
of the Brillouin zone, and are six or twelve per valley in total. In the nodal topological
superconducting phase, the nodal points are connected by flat bands of zero-energy
Andreev edge states. These flat bands, which are protected by chiral symmetry, are
present for all lattice-termination boundaries except zigzag.

1.7.5. CHAPTER 6: BREAKDOWN OF THE LAW OF REFLECTION AT A DISOR-
DERED GRAPHENE EDGE.

The law of reflection states that smooth surfaces reflect waves specularly, thereby acting
as a mirror. This law is insensitive to disorder as long as its length scale is smaller than
the wavelength. Monolayer graphene exhibits a linear dispersion at low energies and
consequently a diverging Fermi wavelength. We present proof that for a disordered
graphene boundary, resonant scattering off disordered edge modes results in diffusive
electron reflection even when the electron wavelength is much longer than the disorder
correlation length. Using numerical quantum transport simulations, we demonstrate that
this phenomenon can be observed as a nonlocal conductance dip in a magnetic focusing
experiment.
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2.1. INTRODUCTION
A transformation that leaves a physical system invariant is called a symmetry, and such
transformations have an ever-important role in modern physics. For example, symmetry
breaking characterizes the classical theory of phase transitions, and the invariance of
the speed of light between reference frames is a cornerstone of special relativity theory.
In molecules and crystals, the symmetries of the constituent atomic orbitals determine
the character of chemical bonds. The band theory of solids uses the translational invari-
ance of a crystal structure to classify states into energy bands according to their crystal
momentum, where the band structure is in turn constrained by the point group symme-
tries of the crystal. To describe such bands, model Hamiltonians based on tight-binding
approximations [1–5] or k ·p perturbation theory [6–8] are typically constructed by fit-
ting a generic Hamiltonian allowed by symmetry to match experimental data or first
principles-calculations.

Recent studies focused on the role of symmetry in protecting topological phases [9, 10].
Initially, analysis of time reversal and particle-hole symmetries led to the full classification
of free fermionic phases in the ten Altland-Zirnbauer classes [11–13]. Later interest shifted
to include symmetries involving transformations of space [14–22]. Some of these phases
are stable against disorder that preserves the symmetry only on average [23], leading to a
richer structure of symmetry-protected topological phases. Analysis of newly proposed
symmetry-protected topological phases is often done using minimal models, such as
tight-binding Hamiltonians with short-range hoppings, or continuum Hamiltonians valid
near high symmetry points in the Brillouin zone. Although these models are usually easy
to solve, they are prone to having higher symmetry than intended. With the plethora of
available symmetry groups, it is a nontrivial task to construct models that possess the
stated, but only the stated symmetries, or to decide the complete symmetry group of a
given Hamiltonian.

In this chapter we present an algorithm to generate all Hamiltonians that respect
given symmetries, using an approach similar to Ref. [24]. In addition, we develop a dual
algorithm to find all symmetries of a family of Hamiltonians (Fig. 2.1). Our framework is
applicable to all non-interacting, finite or translation invariant lattice or k ·p Hamiltoni-
ans. We treat all possible symmetries, including continuous unitary symmetry groups,
continuous spatial rotations, space groups, discrete onsite symmetries (such as time re-
versal, particle-hole and chiral symmetries), and arbitrary combinations of these. Besides
static fermionic systems, our methods are also applicable to band structures in photonic
crystals [25, 26], magnon spectra, classical mechanical [27, 28] and electronic systems
[29], and driven Floquet systems [30].

The chapter is structured as follows: first we review the general symmetry structure
of single-particle Hamiltonians. Then we present our algorithm to find Hamiltonians
with such symmetries. After that we review the symmetry finding algorithm, which, by
factoring out onsite unitary symmetries, makes finding all other symmetries more efficient
and guaranteed. We implement our algorithms in the Qsymm Python package [31, 32].
Finally we provide a set of examples where our method was used on problems in active
areas of research. We show that Majorana wire devices may be protected against band-
tilting by a magnetic symmetry, and double Dirac cones in Kekule distorted graphene are
protected by point group and sublattice symmetry. We also construct model Hamiltonians
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Figure 2.1: Pictorial summary of the methods studied in the chapter. The symmetry finder and Hamiltonian
generator algorithms form a two-way connection between Hamiltonian families and symmetry groups.

for transition metal dichalcogenides and distorted spin-orbit coupled SnTe.

2.2. HAMILTONIAN FAMILIES AND SYMMETRIES

2.2.1. CONTINUUM AND TIGHT-BINDING HAMILTONIANS
We focus on non-interacting Hamiltonians. The quadratic Hamilton operator of a finite
(zero-dimensional) system can be written as

Ĥ =∑
i j

Hi j â†
i â j , (2.1)
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where H is a Hermitian matrix and âi are creation or annihilation operators. We do not
make any assumptions about bosonic or fermionic nature of these operators and also
allow terms with two creation or two annihilation operators, facilitating the study of
superconducting Bogoliubov-de Gennes Hamiltonians. In the framework we use, all the
details of the system are encoded in constraints on the matrix part H , which is the focus
of our study.

Besides finite systems, we also address systems with d-dimensional translation in-
variance. The associated conserved quantity is the (lattice) momentum k, which takes
values in Rd for continuous translations, and in the d-dimensional Brillouin zone for
discrete translations. Effective continuum Hamiltonians (k ·p models) also arise as the
long-wavelength limit of lattice Hamiltonians. The conservation of k allows to decompose
the single-particle Hilbert space into independent sectors corresponding to each k, such
that Ĥ does not mix sectors, i.e.

Ĥ =∑
i j

∑
k

Hi j (k)â†
i kâ j k. (2.2)

In the rest of this work we focus on analyzing the matrix-valued Hamiltonian H(k) with
matrix elements Hi j (k).

A tight-binding Hamiltonian acts on a Hilbert space consisting of basis orbitals in a
single translational unit cell, and has the general form

H(k) =∑
δ

(
e i k·δhδ+h.c.

)
. (2.3)

The hopping vectors δ connect sites on the lattice, with the matrices of hopping ampli-
tudes hδ. The k ·p Hamiltonian provides an accurate continuum approximation near a
point in the Brillouin zone, typically a high symmetry point. It is a polynomial in momenta
ki , and has the form

H(k) =∑
n

knhn, (2.4)

where kn = ∏
i

kni
i is a monomial in the multi-index notation with n = (n1,n2, . . .), and

h†
n = hn. Typical methods to construct k ·p Hamiltonians start with a series expansion of

a more complete lattice model from e.g. ab initio calculations around the high symmetry
point, or by writing down all symmetry-allowed terms and fitting to experimental data or
first principles calculations [2, 3, 8, 33–35].

2.2.2. HAMILTONIAN FAMILIES
A set of symmetries only defines a Hamiltonian family, as opposed to one single Hamilto-
nian. A Hamiltonian family is the linear space of Hamiltonians

H(k) =∑
n

cn Hn(k), (2.5a)

with arbitrary real coefficients cn , and basis vectors

Hn(k) =∑
α

fα(k)hαn , H †
n(k) = Hn(k). (2.5b)
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Here hαn are constant matrices of identical size, and fα(k) are linearly independent scalar
functions. In the rest of this work, whenever referring to a Hamiltonian, we mean a Hamil-
tonian family. A Hamiltonian family is also the only useful starting point to analyzing the
symmetry content of Hamiltonians. For a zero-dimensional Hamiltonian, the symmetry
group is always given by independent unitary transformations in each degenerate eigen-
subspace. This group, however, provides no insight beyond the degeneracies of the levels.
In a family of continuum k ·p Hamiltonians, fα(k) is a monomial, and in a tight-binding
Hamiltonian, a phase factor e i k·δ with δ a hopping vector.

There is a natural inner product in the space of Hamiltonians (2.5). We define the
product of H1(k) = f1(k)h1 and H2(k) = f2(k)h2 as 〈H1(k), H2(k)〉 = 〈 f1, f2〉〈h1,h2〉F . On
the matrix part, the Frobenius inner product is given by 〈A,B〉F = Tr

(
A†B

)
. For the

inner product of the k-dependent prefactors, we use the Bombieri inner product [36]
for polynomials, 〈kn,km〉 = δn,m

n!
|n|! where n! =∏

i ni ! and |n| =∑
i ni , such that different

monomials are orthogonal. For phase factors we use 〈e i k·a,e i k·b〉 = δa,b. Both of these
inner products on the function spaces are invariant under the isometries of k-space, and
therefore all symmetry actions we consider in this work are (anti)unitary with respect to
this inner product. This structure of the space of Hamiltonians also justifies our use of
single exponentials and single monomials as the expansion basis.

2.2.3. SYMMETRY CONSTRAINTS ON HAMILTONIAN FAMILIES
We adopt the active view of symmetry action g on the Hamiltonian: g (H) represents a
transformed Hamiltonian, such that the matrix elements between rotated wave functions
g

(∣∣ψ(k)
〉)

are identical. In other words, a Hamiltonian has a symmetry if g leaves the
Hamiltonian invariant,

g (H) = H . (2.6)

A general unitary symmetry g acts on a Hamiltonian H(k) as

g (H) (k) =±Ug H(R−1
g k)U−1

g , (2.7a)

and a general antiunitary symmetry as

g (H) (k) =±Ug H∗(−R−1
g k)U−1

g . (2.7b)

Here the orthogonal matrix Rg is the real space action, and the unitary matrix Ug is
the Hilbert space action of g . We include the overall ± sign to treat antisymmetries—
symmetries that reverse the sign of energy—on an equal footing. We restrict our consid-
erations to a constant Ug , however, in the real space basis (see Section 2.3.2), any space
group operator may only contain an overall k-dependent phase factor, which cancels in
the previous equations.

Substituting Eq. (2.7) into (2.6), we rewrite it in a form linear in the symmetry action:

S H(k) =±H(Rk)S . (2.8)

Here the symmetry action S is S =U if unitary and S =UK if antiunitary, with K the
real space complex conjugation operator: K H(k)K = H∗(−k).
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We apply the symmetry constraint (2.8) to the Hamiltonian family (2.5a). The spatial

action of a symmetry is a rotation in the space of fα, such that fα(±Rk) =∑
βγ

β
α fβ(k) with

γ
β
α known for given R and fα. Substituting this yields

∑
α

fα(k)

[∑
n

(S hαn ∓∑
β

γαβhβnS )cn

]
= 0. (2.9)

Since fα are linearly independent functions, the matrix coefficients in the parentheses
must vanish for every α, resulting in the system of equations∑

n
(S hαn ∓∑

β

γαβhβnS )cn = 0, ∀α. (2.10)

When symmetries form continuous Lie groups, it is advantageous to use the sym-
metry generators instead of the group elements. Consider a one parameter family of
transformations gφ which, for a fixed φ act as a unitary symmetry in the above, and let g0

be the identity. We define the action of the generator g ′ through

g ′(H) = d

dφ
gφ(H)

∣∣∣∣
φ=0

. (2.11)

Substituting (2.7) and using that Ugφ = e−iφL with L = L† and Rgφ = e−iφM with M =
−M T = M †, we find

g ′(H)(k) = i [H(k),L]+ i
∑
i j

∂H

∂ki
Mi j k j . (2.12)

gφ(H) = H for every φ is equivalent to g ′(H) = 0. Tight-binding Hamiltonians cannot
be invariant under continuous rotations of space, such that M = 0 and the symmetry
constraint simplifies to ∑

n
[hαn ,L]cn = 0, (2.13)

where L is a local conserved quantity. Finally, if the Hamiltonian is a polynomial in k,

continuous rotation invariance is also possible. With
∑

i j
∂ fα
∂ki

Mi j k j = ∑
βγ

β
α fβ(k) the

symmetry constraint reads ∑
n

([hαn ,L]+∑
β

γ
β
αhβn)cn = 0. (2.14)

2.3. GENERATING HAMILTONIANS FROM SYMMETRY CONSTRAINTS

2.3.1. CONSTRAINING HAMILTONIAN FAMILIES
Given a symmetry S and a Hamiltonian family (2.5), we wish to find the subfamily of
Hamiltonians that is invariant under the symmetry transformation (2.8). The symmetry
constraint on the Hamiltonian family is a system of homogeneous linear equations for
the coefficients cn [see Eqs. (2.10), (2.13), and (2.14)]. We find the space of solutions
numerically using singular value decomposition or sparse eigendecomposition, which
gives the subfamily of the original Hamiltonian family (2.5) that satisfies the symmetry.
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Imposing additional symmetry constraints on the family yields further linear equations
that are identical to Eq. (2.10) in form. We provide an implementation of this algorithm in
the Qsymm Python package.

The constraining algorithm allows to generate all possible tight-binding or k ·p Hamil-
tonians that satisfy symmetry constraints, by applying the algorithm to the most general
representative Hamiltonian family for the system at hand. As an illustration, we reproduce
the family of two-band k ·p Hamiltonians of Ref. [33] for the surface dispersion of the
topological insulator Bi2Te3. Our starting point is the family of all 2×2 k ·p Hamiltonians
up to third order in the momentum k = (kx ,ky ). Expanding the matrix part in terms of
the identity and Pauli matrices σ0,x,y,z , the general family consists of 40 basis vectors and
is given by

H(k) =∑
n

cnσ j kαx
x k

αy
y , 0 ≤ |α| ≤ 3, (2.15)

with n = ( j ,αx ,αy ) = ( j ,α). To obtain the surface dispersion Hamiltonian, we constrain
(2.15) with time-reversal symmetry (T = iσy K ), and the point group symmetries of
the crystal, namely three-fold rotation (C3 = e−iπσz /3), and mirror symmetry in x (M =
iσx ) [33]. Substituting the three symmetries and the family (2.15) into (2.10) yields a
homogeneous system of 120 linear equations for the 40 coefficients cn. The null space of
the linear system is the subfamily of Hamiltonians that satisfy the symmetry constraints:

H(k) =c0k2σ0 + c1(kxσy −kyσx )+ c2(k3
x −3kx k2

y )

+ c3(kx k2σy −ky k2σx ),
(2.16)

with cn ∈R, which matches the Hamiltonian of Ref. [33]. Here, k2 = k2
x +k2

y , and we have
relabelled the coefficients cn for clarity.

The theory of invariants also offers a systematic way to generate k ·p Hamiltonians
corresponding to a given point group symmetry [7]. This approach produces equivalent
results in simple cases. Our methods are, however, more general, allowing to treat antiu-
nitary and antisymmetry operators on the same footing. A possible future improvement
of Qsymm is to interface with representation theory databases to make this connection
more explicit.

2.3.2. GENERATING LATTICE HAMILTONIANS BY SYMMETRIZATION
Lattice models often contain multiple sites per unit cell, but only a small number of bonds.
In this case the previous approach of generating all possible terms and constraining them
is inefficient due to the large dimension of the null-space. On the other hand, all the
hopping terms on symmetry equivalent bonds are completely determined by the hopping
on one of these bonds. This allows us introduce a symmetrization strategy to generate all
symmetry-constrained lattice Hamiltonians with hoppings of limited range.

To treat arbitrary space group symmetries of general crystal structures, we consider
tight-binding Hamiltonians in the real space basis that preserves information on the
coordinates of the basis orbitals [37, 38]. Up to a normalization factor, the Bloch basis
functions are given by

∣∣χal
k

〉=∑
R e i k(R+ra )

∣∣φal
R

〉
, where a indexes the sites in the unit cell,

l ∈ [1, . . . ,na
orbs.] indexes the orbitals on the site, ra is the real space position of the site and

R runs over all lattice vectors. In this basis, the hopping terms in the Hamiltonian acquire
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a phase factor corresponding to the true real space separation of the sites they connect, as
opposed to the separation of the unit cells to which the sites belong. A hopping between
site a at ra and site b at rb = ra+δab enters as a term e i kδab hab

δab
+h.c. where we suppressed

the orbital indices of the matrix hab
δab

. Onsite terms have δaa = 0. The main advantage

of using this gauge is that the form of the Hamiltonian is independent of the choice of
the real space origin and the shape of the unit cell. As a consequence, nonsymmorphic
symmetry operations only acquire k-dependence in the form of an overall phase factor
[38]. In the simplest case of a single site per unit cell, δab are lattice vectors.

We start from a small set of terms for every symmetry unique bond δab of the form

Hn(k) = e i kδab hab
nδab

+h.c., (2.17)

with hab
nδab

spanning all na
orbs. ×nb

orbs. matrices that are invariant under the continuous

onsite symmetry group. We symmetrize these with respect to the discrete point group G ,
i.e.

Hs = 1

|G|
∑

g∈G
g (H), (2.18)

where g (H) is the symmetry transformed image of H under the transformation g [see
Eq. (2.6)] and |G| is the number of elements in G . Because the sum over g ∈ G can be
replaced by a sum over (hg ) ∈G , h(Hs ) = Hs for all h ∈G . In addition, Hs is exactly the
projection of H onto the space of symmetric Hamiltonians. The symmetrized terms span
all symmetry allowed Hamiltonians with the prescribed hopping vectors. This space of
Hamiltonians is generally overcomplete, we find a minimal set of terms spanning the
space using standard linear algebra techniques.

As an example, consider graphene with one spinless orbital per site. A three-fold
rotation around a site maps both sublattices onto themselves, so the unitary part of the
symmetry action is 12×2. Let δ= (a0,0) be a vector connecting nearest neighbors, and the
corresponding hopping term

H = t

[
0 e i k·δ

e−i k·δ 0

]
= t

[
0 e i a0kx

e−i a0kx 0

]
, (2.19)

which is Hermitian and only connects the two sublattices. After symmetrization with
respect to the full hexagonal group we obtain the well known minimal tight-binding
model for graphene:

Hs = t

3

[
0 h

h† 0

]
(2.20)

with h = e i a0kx +e
i a0

(
− 1

2 kx+
p

3
2 ky

)
+e

i a0

(
− 1

2 kx−
p

3
2 ky

)
.

2.4. SYMMETRY FINDING
Unlike finding a family of symmetric Hamiltonians, that amounts to solving a linear
system, finding the symmetries of a Hamiltonian family is more involved. We first focus
on finite (zero-dimensional) systems and show that the unitary symmetry group generally
admits a continuous Lie group structure. Next we present an algorithm to find the unitary
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symmetries, and rewrite the Hamiltonian family in the symmetry-adapted basis. In this
basis the Hamiltonian takes a block diagonal form, where the blocks are guaranteed
to have no unitary symmetries, hence we call these blocks reduced Hamiltonians. Fac-
toring out the unitary symmetries this way simplifies finding the discrete (anti)unitary
(anti)symmetries, see Fig. 2.2. After generalizing these methods to onsite symmetries
of translation invariant systems in arbitrary dimensions, we finally include real space
rotation symmetries.

Symmetry group of H

Reduce Hamiltonian

Symmetry group of Hr

e

G0

Figure 2.2: Schematic representation of the onsite symmetry group of a Hamiltonian family (top). The unitary
symmetries form a continuous connected Lie group G0. The discrete symmetries can all be combined with
any unitary symmetry, forming disconnected components of the symmetry group. For example, T G0 =
{T U : U ∈G0} contains all antiunitary symmetries which are combinations of the canonical time reversal T

and some unitary U . Reducing the Hamiltonian family factors out all the unitary symmetries leaving only the
identity element e, resulting in a simpler discrete group structure (bottom).
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2.4.1. STRUCTURE OF THE ONSITE UNITARY SYMMETRY GROUP
Assume a unitary symmetry operator U commutes with a family of finite Hamiltonians:

[U , Hn] = 0. (2.21)

Any unitary is expressible as the exponential of a Hermitian operator L

U = e−i L , (2.22)

which is unique if we restrict the spectrum σ(L) ⊂ [0,2π) (this condition is equivalent to
choosing a branch cut for the logarithm in L = i logU ). Defining U and L this way ensures
that they have exactly the same eigensubspaces. Since U and Hn commute, they also
share eigensubspaces, and Eq. (2.21) is equivalent to

[L, Hn] = 0. (2.23)

Therefore the Hamiltonian family has a continuous family of unitary symmetries U (φ) =
e−iφL that all commute with Hn . Because a single unitary symmetry defines a continuous
family that is connected to the identity, the full group of unitary symmetries must form
a single connected component G0. This is uniquely specified by the space of conserved
quantities L ∈ g, the Lie algebra of the Lie group G0.

Consider for example a system consisting of a number of spinful orbitals, which is
invariant under the set of unitary spin-flip operators Ui = iσi ⊗1, where σi are the Pauli
matrices and the identity acts on the space of orbitals. Taking the logarithms of these
operators, we find that they are associated with the Hermitian conserved spins Li =σi ⊗1.
The Lie group generated by these conserved quantities is SU (2) acting in spin space.
Therefore the generic Hamiltonian of such a system assumes the form H = 12×2 ⊗ Hr ,
where the reduced Hamiltonian Hr acts only on the space of orbitals and the identity acts
on spin space. In the basis where spin up and spin down states are grouped together, the
original Hamiltonian takes the block diagonal form with two identical blocks H = Hr ⊕Hr ,
reducing the problem to spinless fermions.

Consider the same system, but with higher spins on every site instead. Let the con-
served spins be Li = Ji ⊗1where Ji for i ∈ [x, y, z] form a 2s+1 dimensional spin represen-
tation. The generic Hamiltonian again has the form H =1(2s+1)×(2s+1) ⊗Hr , because the
Ji form an irreducible representation of the rotation group. This Hamiltonian, however,
is invariant under any unitary transformation of the form U ⊗1with U ∈U (2s +1). We
therefore find that the symmetry group is in fact larger than the one we started with,
forming a full unitary group.

The above result may sound surprising on physical grounds, considering that many
well-studied models (e.g. the transverse field Ising model) only have discrete onsite
symmetry groups. We emphasize that this result (and much of what follows) is specific to
single-particle systems, and does not directly apply to onsite symmetries on the many-
particle Fock space. In the single-particle case the full Hilbert space is the direct sum of the
local Hilbert spaces and therefore an onsite symmetry is the direct sum of local unitaries.
The many-particle Hilbert space is a direct product, and onsite unitary symmetries take a
direct product form. The associated L is generally not a sum of local terms, and does not
correspond to a local conserved quantity. The above argument also fails when considering



2.4. SYMMETRY FINDING

2

35

spatial symmetries, because in general the logarithm of a locality-preserving operator (an
operator that maps a state with localized support to one with localized support) mixes
degrees of freedom that are far apart.

In the rest of this subsection we prove, using the theory of Lie groups, that the unitary
symmetry group G0 is a direct product of unitary groups U (N ) in any finite system.
We then show the existence of the symmetry-adapted basis, where both the conserved
quantities and the Hamiltonian take a simple form, and derive properties of reduced
Hamiltonians. The reader not interested in mathematical proofs may skip to the next
subsection where the algorithm for finding unitary symmetries is discussed.

The unitary symmetry group G0 is a subgroup of the full unitary group on the Hilbert
space H , G0 ≤U (dimH ). G0 is a connected and compact matrix Lie group, which means
that all of its finite-dimensional representations are completely reducible [39, 40]. The
Lie group G0 is generated by all the generators in its Lie algebra L ∈ g for which [L, H ] = 0,
the Lie algebra g is also completely reducible.

Reducing the representation amounts to splitting the Hilbert space H into a direct
sum of irreducible subspaces V (i )

j :

H =
(
V (1)

1 ⊕ . . .⊕V (1)
n1

)
⊕

(
V (2)

1 ⊕ . . .⊕V (2)
n2

)
⊕ . . . . (2.24)

Each of these subspaces is invariant under the symmetry action and contains no invariant
subspace. V (i )

j transforms according to irreducible representation (irrep) i , and irrep i

has multiplicity ni . We denote the union of all irreducible subspaces belonging to irrep i
as V (i ) = V (i )

1 ⊕ . . .⊕V (i )
ni

.
In a symmetry-adapted basis, every symmetry generator takes the same block diagonal

form of irreducible representations:

L = L(1) ⊕L(1) ⊕ . . .︸ ︷︷ ︸
n1times

⊕L(2) ⊕L(2) ⊕ . . .︸ ︷︷ ︸
n2times

⊕ . . . =

= (
L(1) ⊗1n1×n1

)⊕ (
L(2) ⊗1n2×n2

)⊕ . . . , (2.25)

where L(i ) is the representation of L in the i -th irrep, each acting in a corresponding
irreducible subspace V (i )

j of dimension di . Irreps j and k are equivalent if there exists a

unitary transformation W such that L( j ) =W L(k)W −1 ∀L ∈ g. This guarantees that there
is a basis where all operators have exactly the same representation in every equivalent
irreducible subspace.

In this basis, the Hamiltonian also takes a simple block form. By Schur’s Lemma,
blocks of H between irreducible subspaces that transform according to different irreps
are zero, and blocks between irreducible subspaces with identical irreps are proportional
to the identity:

H = (
1d1×d1 ⊗H1

)⊕ (
1d2×d2 ⊗H2

)⊕ . . . , (2.26)

where the reduced Hamiltonians Hi are ni ×ni Hermitian matrices. The reduced Hamil-
tonians Hi cannot have any nontrivial unitary symmetries. To prove that, assume that H1

has a conserved quantity L such that [H1,L] = 0. It implies that
(
1d1×d1 ⊗L

)⊕ 0 ⊕ . . . com-
mutes with the full Hamiltonian, which is incompatible with the unique decomposition
to irreducible subspaces, except the trivial case of L ∝1.
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It is apparent from (2.26) that the symmetry group of H is a product of full unitary
groups acting independently on each block

G0 =U (d1)×U (d2)× . . . , (2.27)

where the symmetry generators have the form (2.25), with L(i ) ∈ u(di ) independently
running over all di ×di Hermitian matrices, and u(di ) the Lie algebra of U (di ). Because the
reduction to irreducible subspaces is unique, this is the full group of unitary symmetries.
The center of the group Z (G0) is formed by the abelian U (1) subgroups generated by the
set of projectors on each block, i.e. generators where one of the L(i ) is the identity and the
others vanish.

To have a basis-independent characterization of the center of the Lie algebra, we
compute the structure constants fαβ

γ defined by

[Lα,Lβ] = i
∑
γ

fαβ
γLγ. (2.28)

Using these we define the Killing form

Kαβ =
∑
γδ

fαγ
δ fβδ

γ. (2.29)

It can be shown [40] that the null-space of the Killing form is exactly the center of the Lie
algebra, i.e. if a vector l is a solution of

∑
βKαβlβ = 0 then

∑
α lαLα commutes with every

operator in g.

2.4.2. FINDING THE UNITARY SYMMETRY GROUP
We are now ready to define the algorithm of finding the unitary symmetry group and
constructing the reduced Hamiltonians for a given family of Hamiltonians. First we find
all symmetry generators Lα as the linearly independent solutions of

[Lα, H ] = 0 and Lα = L†
α. (2.30)

This is a system of linear equations for the unknown components of Lα, which we solve
using the same methods we used for constraining Hamiltonians. After computing the
Killing form K we find all linearly independent solutions of∑

β

Kαβlβ = 0 (2.31)

for l . Operators of the form
∑
α lαLα are the basis of conserved quantities that commute

with every other conserved quantity. We simultaneously diagonalize all of these (see
Appendix 2.7.1) to find the simultaneous eigensubspaces V (i ) (2.24).

We then find the generators L(i ) of the SU (di ) symmetry group of each block. To do
so, we project the Hamiltonian onto V (i ) using the projector Pi , which is an orthonormal
set of column vectors, and solve

[L(i ),P †
i HPi ] = 0 and L(i ) = L(i )†

and TrL(i ) = 0, (2.32)

to find the d 2
i −1 linearly independent solutions for L(i ). The final step is finding a basis

within V (i ) that gives the tensor product structure of (2.25) and (2.26) (see Appendix 2.7.2).
We use this basis and the resulting reduced Hamiltonians in the following.
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2.4.3. DISCRETE ONSITE SYMMETRIES AND ANTISYMMETRIES
Next we discuss the discrete onsite symmetries:

• time reversal (antiunitary symmetries),

• particle-hole (antiunititary antisymmetries),

• chiral (unitary antisymmetries).

These symmetries also form continuous families, because combining them with any
onsite unitary symmetry also results in a discrete onsite symmetry of the same type.
Because there is no continuous way to interpolate between unitary and antiunitary
symmetries or between symmetries and antisymmetries, each type forms a disconnected
component of the onsite symmetry group (see Fig. 2.2). To find one representative of
each type of the discrete onsite symmetries, we utilize the symmetry-adapted basis and
reduced the Hamiltonian found in the previous subsection. The reduced Hamiltonians
have no residual symmetries, which makes the discrete onsite symmetries unique and
allows us to efficiently find them.

We start with time reversal symmetries of finite (zero-dimensional) systems. T is a
time reversal if

T H = HT . (2.33)

Writing T =UK with unitary U and complex conjugation K , we obtain

U H∗ = HU , (2.34a)

UU † = 1. (2.34b)

This is a nonlinear system of equations, and it is in general hard to solve. We show that
using the reduced Hamiltonian simplifies it to a linear problem.

We first consider a Hamiltonian that has one set of identical irreducible subspaces, i.e.
H = 1⊗H1. By (2.25), all conserved quantities have the form L = L(1) ⊗1, and span the
full space of Hermitian matrices on the first Hilbert space of the tensor product. If L is a
conserved quantity, so is T LT −1, which implies UgU † = g. Therefore the unitary part of
T is a direct product of two unitaries, U =V ⊗W [41], with V an arbitrary unitary matrix.
Because V =1 commutes with all unitary symmetries, we call T =1⊗W K the canonical
time reversal symmetry. Due to the tensor product structure of T , (2.34a) reduces to

W H∗
1 = H1W. (2.35)

Importantly H1 has no unitary symmetries. Any nonzero solution W of (2.35) has kerW =
0: otherwise either kerW is an invariant subspace of H∗

1 or ker H∗
1 is nonzero, both

incompatible with H1 having no unitary symmetries. Considering two solutions W and
W̃ of (2.35) we find

W W̃ †H1 =W H∗
1 W̃ † = H1W W̃ †. (2.36)

Because H1 has no unitary symmetries W W̃ † ∝ 1, which proves that any solution of
(2.35) is unique and unitary up to a constant factor. In other words, any normalized
solution of (2.35) automatically satisfies (2.34b).
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As an example consider the reduced family of Hamiltonians

H = c1σx + c3σz . (2.37)

This family has no residual symmetry, and solving (2.35) we find that W has to commute
with both σx and σz , so W ∝ σ0. Therefore H is invariant under T = σ0K , which is
unique up to a phase factor. As a second example consider the reduced family

H = c10τxσ0 + c30τzσ0 + c21τyσx+
c22τyσy + c23τyσz ,

(2.38)

with τi the Pauli matrices. The condition (2.35) implies that W commutes with τxσ0,
τzσ0, τyσy and anticommutes with τyσx , τyσz . The only solution is W ∝ τ0σy , and
T = τ0σyK up to a phase factor.

In the general case of multiple irreps, we find (see Appendix 2.7.3 for details) that
a time reversal can only mix subspaces V (i ) and V ( j ) if they correspond to irreps of the
same dimensionality and multiplicity. The block structure of U has to be symmetric, it
can only exchange subspaces pairwise or leave subspaces invariant. In order to find a
time reversal, we iterate over all symmetric permutations of compatible subspaces, and
check if a time reversal exists with the given block structure. Specifically we consider two
reduced blocks of the Hamiltonian that are interchanged

Hr =
[

Hi 0
0 H j

]
. (2.39)

Because Hi and H j have no unitary symmetry, the square of time reversal must have
the form

T 2
r =

[
e iφ
1 0

0 e iφ′
1

]
. (2.40)

Therefore, following Appendix 2.7.3 we search for a time reversal of the form

Tr =
[

0 Wi j

e iφW T
i j 0

]
K . (2.41)

The relation Tr Hr = Hr Tr then reduces to

Wi j H∗
j = Hi Wi j . (2.42)

This is the key result of this section, and it is a generalization of (2.35). Following the same
reasoning as before, we conclude that any nonzero solution Wi j of (2.42) is unique and
unitary up to a constant factor.

As an example of this case consider the Hamiltonian family

H =
[

c10τx+c30τz+c23τy 0
0 c10τx+c30τz−c23τy

]
. (2.43)

Solving (2.42) for W12 we find that [W12,τi ] = 0 for i = x, y, z, so W12 ∝ τ0 and T = τ0σxK

up to a phase factor. We also confirm that (2.42) does not have any solutions for W11 or
W22, so the block form of T is unique.
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Likewise, the canonical unitary and antiunitary antisymmetries act as a tensor product
Ui j =1⊗Wi j in each block, and either leave subspaces invariant or pairwise exchange
compatible subspaces. The results analogous to Eq. (2.42) for unitary and antiunitary
antisymmetries are respectively:

Wi j H j = −Hi Wi j , (2.44a)

Wi j H∗
j = −Hi Wi j . (2.44b)

2.4.4. ONSITE SYMMETRIES OF k-DEPENDENT HAMILTONIANS

The above methods extend to the onsite symmetries of k-space Hamiltonians of arbitrary
dimensions. An onsite unitary symmetry acts locally in k-space and is independent of k.
Given a family of Hamiltonians H(k,α), we treat linearly independent functions of k as
additional free parameters and apply the methods of section 2.4.2.

We now turn to time reversal symmetry, which requires special treatment because
it transforms k to −k. Because H(−k) is a reparametrization of the same Hamiltonian
family, it is reduced if H(k) is reduced. The generalization of (2.42) to the k-dependent
case is

Wi j H∗
j (−k) = Hi (k)Wi j . (2.45)

By the same argument as before, separating the Hamiltonian to irreducible blocks guar-
antees that the nonzero solutions are unique and unitary up to constant factors. The
analogous results are true for particle-hole and chiral symmetry.

2.4.5. POINT GROUP SYMMETRIES

The point group of a crystal is always a subgroup of the finite point group of its Bravais
lattice. Therefore we search for point group symmetries by enumerating possible real
space rotations Rg , and applying methods similar to the previous subsections to find
whether it is a symmetry with appropriate Ug .

Like discrete onsite symmetries, point group symmetries may be combined with
onsite unitaries, forming continuous families. This ambiguity is again removed by using
the reduced Hamiltonian. The analogous result to (2.42) for point group symmetries is(
Ug

)
i j =1⊗Wi j where the blocks Wi j satisfy

Wi j H j (k) = Hi (Rg k)Wi j . (2.46)

Here W only has one nonzero block per row and column, and nonzero blocks only be-
tween compatible subspaces. If the order of the symmetry is greater than 2, permutations
which are not symmetric are also possible. Because both H j (k) and Hi (Rg k) are reduced,
the nonzero solution for Wi j is unique and unitary up to normalization and a phase factor.
With the knowledge of the full point group, the arbitrary phase factors appearing in Wi j

may be fixed such that the Ug form a (double)group representation of the point group.

A similar argument applies to the case of antiunitary point group symmetries (mag-
netic group symmetries) and antisymmetries that involve spatial transformations. The
analogous equations for unitary antisymmetries antiunitary (anti)symmetries are respec-
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tively:

Wi j H j (k) = −Hi (Rg k)Wi j , (2.47a)

Wi j H∗
j (−k) = ±Hi (Rg k)Wi j . (2.47b)

2.4.6. CONTINUOUS ROTATIONS
To find continuous rotation symmetries of k ·p Hamiltonians we utilize the symmetry-
adapted basis of the onsite unitary symmetries again. Unlike discrete symmetries, the
unitary action of a continuous symmetry cannot mix different blocks, because it continu-
ously deforms to the identity. Therefore we treat reduced Hamiltonians Hi separately.

In order to find a continuous symmetry generator g ′ as defined in sec. 2.2.3, we
simultaneously solve

g ′(H j )(k) = i [H j (k),L( j )]+ i
∑
l p

∂H j

∂kl
Ml p kp = 0 (2.48)

for every j , with constraints L( j ) = (L( j ))†, TrL( j ) = 0 and M =−M T = M †. We then expand
H j (k) in a basis of monomials, and reduce (2.48) to a system of linear equations for the
entries of L( j ) and M .

2.5. APPLICATIONS
We implemented the symmetric Hamiltonian generator and symmetry finder algorithms
of the previous sections in the Qsymm Python package [31, 32]. We provide an interface
to define symbolic expressions of symmetries and Hamiltonian families using Sympy [42]
and Kwant [43]. Efficient solving of large systems of linear equations is achieved using
ARPACK [44] (bundled for Python by Scipy [45]). We provide the the source code with
instructive examples as a software repository [31, 32]. The following examples illustrate
how the algorithms were used to solve open research problems in condensed matter
physics. We also provide the Jupyter notebooks [46] generating these results.

2.5.1. SYMMETRIES OF MAJORANA WIRE
An early version of our symmetry finding algorithm was used in Ref. [47] to find the
symmetries of a superconducting nanowire in an external magnetic field. The analysis
revealed unexpected symmetries of the model system in certain geometries that prevent
band tilting and closing of the topological gap. Here we revisit these results.

The system under consideration is an infinite nanowire along the x axis with a semi-
conducting core and a superconducting shell covering some of the surface. In the pres-
ence of a magnetic field along the wire and a normal electric field, the wire undergoes a
topological phase transition. This is marked by the gap closing and reopening, with Majo-
rana zero modes appearing at each end of a finite wire segment [48]. A component of the
external magnetic field normal to the wire axis breaks the symmetry of the band structure
(E(k) 6= E(−k)), leading to tilting of the bands and closing of the superconducting gap at
finite momentum.

Reference [47] studied a tight-binding Hamiltonian of the wire and observed that
depending on the geometry the band tilting may or may not occur. Applying the symmetry
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Figure 2.3: Sketch of two possible geometries for the nanowire (yellow) with a superconducting shell (red). In
(a), the geometry respects the mirror symmetry My , which gives rise to a chiral symmetry. In (b) however, the
superconducting shell breaks the mirror symmetry, and hence the chiral symmetry is also absent. Although the
sketches show finite segments, the wire is translationally invariant along its axis x in both cases.

finder algorithm to wires with small cross-sections (Fig. 2.3), we identify the key difference
in symmetry. If the wire geometry has a mirror plane including its axis (My ) as in Fig. 2.3(a),
with external fields E ∥ z, and B ∥ x, we find that the symmetry group consists of 8
elements. The three generators of this group are particle-hole symmetry (P ), a mirror
plane perpendicular to the wire axis (Mx ) and the combination of My with time reversal
T . This last symmetry MyT includes both a spatial transformation and time reversal,
and is easily overlooked. This operator can be further combined with particle-hole to
result in a chiral symmetry C ′ = MyT P , as pointed out in the earlier work. A nanowire
enhanced by such an effective time reversal symmetry belongs to class BDI and supports
multiple Majorana modes at its end [49].

Symmetries Mx and MyT require E(kx ) = E(−kx ) and prevent band tilting. Adding
nonzero Bz to the magnetic field breaks Mx , but preserves MyT , still forbidding band
tilting. Further reducing the symmetry by moving the position of the superconducting
cover as in Fig. 2.3(b), or by applying By breaks all symmetries relating kx to −kx and
enables band tilting.

2.5.2. KEKULE DISTORTION IN GRAPHENE

The Kekule distortion of graphene is a periodic pattern of weak and strong bonds tripling
the size of the unit cell. In the Kekule-O pattern, weak bonds around plaquettes resemble
benzene rings, and in Kekule-Y, strong bonds form Y shapes around sites (Fig. 2.4). After
folding back the Brillouin zone, the K and K ′ points are both mapped to the Γ point.
A suitable mass term can now open a gap in the band structure. A recent work [50]
reported that unlike the Kekule-O distortion [51], the Kekule-Y distortion does not open
a gap: instead it preserves a double Dirac cone at the Brillouin zone center. Using our
algorithms we identify the symmetries protecting this double Dirac cone. First we find all
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Figure 2.4: Lattice structures of Kekule-O (left) and Kekule-Y patterns (right). Weak and strong bonds are marked
with single and double lines. The high symmetry unit cell is marked in blue.

the symmetries of the effective 4-band k ·p model of Kekule-Y:

HY = v1(kxσx +kyσy )+ v2(kxτx +kyτy ), (2.49)

with v1, v2 band structure parameters. We find that it is symmetric under the full hexago-
nal point group D6 (in fact the linearized model has a continuous rotation symmetry),
time reversal and sublattice symmetry, which results from the bipartite nature of the
honeycomb lattice. Next, we systematically generate all subgroups of this symmetry
group and the corresponding symmetry-allowed 4-band k ·p Hamiltonians. We find that
at least one antisymmetry is required to forbid a constant mass term that would open a
gap at Γ. A minimal subgroup protecting the double Dirac cone is generated by sublattice
symmetry and three-fold rotations. Removing sublattice symmetry, even while keeping
the full D6 point group, removes the protection of the double Dirac cone. Sublattice
symmetry is broken by adding second neighbour hopping, or a staggered onsite potential
compatible with the lattice symmetries in the tight-binding model.

Symmetry finding shows that the effective model of Kekule-O,

HO = v(kxσx +kyσy )+∆σzτx (2.50)

with v,∆ ∈ R, has the same symmetry group structure. However, the mass term σzτx

is allowed even in the presence of the full symmetry group. The key difference is the
unitary action of rotations: the generator of continuous rotations is σz +τz in the Kekule-
Y case, while it is σz in the Kekule-O case. Sublattice symmetry is C =σzτz in both cases.
Therefore no constant matrix can simultaneously anticommute with C and commute
with the rotation generator in Kekule-Y, while a mass term is allowed in Kekule-O.

This difference in the transformation properties stems from the different Wyckoff
positions of the lattice sites. In Kekule-Y the three-fold rotation centers lie on lattice sites,
while in Kekule-O the three-fold rotation centers lie at centers of hexagonal plaquettes.
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Using the tight-binding Hamiltonian generator, we confirm that the representation of
3-fold rotations in the low energy subspace at the center of the Brillouin zone is different
for the Kekule-O and Kekule-Y systems.

2.5.3. k ·p MODEL OF DISTORTED SNTE
The cubic rocksalt material SnTe is the first example of topological crystalline insulators
[52]. Recently, using our method, Ref. [53] proposed that structural distortions can give
rise to Weyl and nodal-line semimetal phases in the same material. Here we review these
results.

The band gap of the cubic phase is smallest at the L point in the face-centered cubic
Brillouin zone. We construct an effective k ·p model expanded up to second order in k
around L. The model has two orbital degrees of freedom, spanned by p orbitals on Sn and
Te sites. The initial symmetry group of the L point is D3d which is generated by inversion
I , a three-fold rotation C3 about the ΓL axis, and a reflection Mx about the mirror plane
containing Γ and two L points. Furthermore, the model should be invariant under time
reversal T . The corresponding representations of the symmetry operators, listing the
(anti)unitary action first and the k-space action second, are as follows,

Mx =−i sx , kx →−kx , (2.51a)

C3 = e i φ2 sz , k →
cosφ −sinφ 0

sinφ cosφ 0
0 0 1

k, (2.51b)

I =σz , k →−k, (2.51c)

T = i syK , k →−k, (2.51d)

where φ= 2π
3 , and Pauli matrices σi and si act on orbital and spin degrees of freedom

respectively. k is the momentum vector measured from an L point in a coordinate system
where the z axis is aligned with ΓL (e.g. [111]) and the x axis is normal to a mirror plane
(e.g. [110]). The σz in the unitary action of inversion is a result of considering an L point,
because the inversion center is one of the sites in the unit cell of the rocksalt structure,
the other site is translated by a lattice vector under inversion and acquires a phase factor
at nonzero momentum.

Applying the k·p Hamiltonian generator algorithm we find 8 symmetry-allowed terms.
Ignoring the 3 terms that are proportional to the identity and do not influence band
topology, we obtain the following Hamiltonian family:

H0(k) =mσz +ν(kx sy −ky sx )σx +ν3kzσy

+ ck2
zσz + f (k2

x +k2
y )σz . (2.52)

Breaking the three-fold rotational symmetry results in 8 new terms, 6 of which are not
proportional to the identity:

H1(k) = δν(kx sy +ky sx )σx +λ1kx szσx +λ2kyσy

+λ3kz sxσx +δ f (k2
x −k2

y )σz + g ky kzσz . (2.53)

Further breaking inversion symmetry produces 22 additional terms, none of which is
proportional to the identity.
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2.5.4. THREE-ORBITAL TIGHT-BINDING MODEL FOR MONOLAYER TRANSI-
TION METAL DICHALCOGENIDES

Monolayers of transition metal dichalcogenides MX2 (M = Mo, W; X = S, Se, Te) are
promising materials for use in electronics and optoelectronics [54]. When doped, the MXx

monolayers also become superconducting [55]. In the 1H stacking, a monolayer consists
of a layer of transition metal atoms M sandwiched between two layers of chalcogen
atoms X. Each layer separately is a triangular Bravais lattice, with the X atoms in the top
and bottom layers projecting onto the same position in the plane of M atoms, forming
an overall honeycomb lattice. In the normal state, the monolayer is a semiconductor,
with conduction and valence band edges at the corners of the hexagonal Brillouin zone
±K . Using that the wave functions at the band edges are predominantly composed of d-
orbitals on the M atoms, Liu et al. [4] developed a three-orbital tight-binding model with
nearest neighbor hopping. This model satisfies the symmetry group of the monolayer,
and has band edges near ±K . Here, we reproduce their spinless tight-binding model
using our algorithm for symmetric Hamiltonian generation.

The tight-binding basis consists of three d-orbitals on the M atom, namely

ψ= [|dz2〉, |dx y 〉, |dx2−y2〉]T . (2.54)

Because the model does not include any orbitals on the X atoms, it has a triangular
lattice, with lattice vectors a1 = x̂ and a2 = (x̂+p

3ŷ)/2. The symmetry generators are time
reversal symmetry T , mirror symmetry Mx , and three-fold rotation in the monolayer
plane C3 which are represented in the tight-binding basis as

Mx = diag(1,−1,1), kx →−kx , (2.55a)

C3 =
1 0 0

0 cosφ −sinφ
0 sinφ cosφ

 , k →
[

cosφ −sinφ
sinφ cosφ

]
k, (2.55b)

T =K , k →−k, (2.55c)

with φ= 2π
3 . Employing the symmetrization strategy for lattice Hamiltonians described in

Section 2.3.2, we reproduce the tight-binding model of Ref. [4], given by

H(k) =
h00(k) h01(k) h02(k)

h∗
01(k) h11(k) h12(k)

h∗
02(k) h∗

12(k) h22(k)

 , (2.56)

with the matrix elements

h00 = 2t0(2cosξcosγ+cos2ξ)+ε1

h01 = 2i t1(sin2ξ+ sinξcosγ)−2
p

3t2 sinξsinγ,

h02 = 2i
p

3t1 cosξsinγ+2t2(cos2ξ−cosξcosγ), (2.57)

h11 = t3(cosξcosγ+2cos2ξ)+3t4 cosξcosγ+ε2,

h12 = p
3(t4 − t3)sinξsinγ+4i t5 sinξ(cosξ−cosγ),

h22 = 3t3 cosξcosγ+ t4(cosξcosγ+2cos2ξ)+ε2,

where ξ= kx /2 and γ=p
3ky /2 and the lattice constant is set to one.
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2.5.5. LATTICE HAMILTONIAN OF MONOLAYER WTE2
Monolayer WT22 was recently discovered to be a two-dimensional quantum spin Hall
insulator [56–59] in accordance with previous numerical prediction [60, 61]. Transport
experiments found quantized edge conductivity persisting up to 100K [58]. This suggests
a much larger band gap compared to devices based on two-dimensional quantum wells
[62]. It remains an open question whether a simple non-interacting lattice Hamiltonian
can reproduce these findings.

We use the restricted set of orbitals in Ref. [63] to construct the spinless tight-binding
Hamiltonian. The unit cell contains four sites (labeled Ad , Ap , Bd , Bp ) with one orbital on
each, and has a symmetry group generated by time reversal, inversion and glide reflection.
We use the permutation of the sites under the symmetries and the onsite unitary action
(in this case ±1 factors) as input. The model includes hoppings of type Ap –Ap , Bd –Bd

in neighboring unit cells in the x direction, and Bd –Ap , Ap –Bp and Ad –Bd within the
unit cell. We reproduce the Hamiltonian family with 7 free parameters also found in the
reference:

H(k) =


µd +2td coskx 0 2t AB

d fd (k) 2i t AB
0 g (k)

0 µp +2tp coskx −2i t AB
0 g (k) 2t AB

p fp (k)
h.c. h.c. µd +2td coskx 0
h.c. h.c. 0 µp +2tp coskx

 , (2.58)

where

fl (k) = cos(kx xAl −kx xBl )e i ky y Al+i ky yBl , (2.59)

g (k) = sin(kx xAp −kx xBd )e−i ky y Ap+i ky yBd , (2.60)

for l ∈ [p,d ] and the lattice vectors are [1,0] and [0,1]. This Hamiltonian is identical to the
one found previously up to transformations of the Bloch basis.

Extending this analysis to include spin and possible spin-orbit coupling terms, we
find that there are 7 additional terms allowed by symmetry in a tight-binding model with
the same bonds. The detailed results will be published elsewhere [64].

2.6. SUMMARY
Analysis of condensed matter systems is commonly based on single-particle Hamiltoni-
ans, the symmetry properties and classification of which are crucial to understanding
the physical properties. We discussed the general symmetry structure of single-particle
Hamiltonian families, and presented methods to find the full symmetry group of a Hamil-
tonian, and to generate all Hamiltonians compatible with a given symmetry group. Our
methods extend to all continuous and discrete symmetries of single-particle continuum
or lattice Hamiltonians.

Although we focused on fermionic systems, the framework we presented is gener-
ally applicable whenever the form of the symmetry action and the Hamiltonians is the
same, e.g. in the analysis of unconventional superconducting pairing, or even Josephson
junction arrays. Our algorithms provide a powerful tool in the ongoing classification
of symmetry protected topological phases in a wide variety of physical settings ranging
from classical mechanics to circuit QED. The Hamiltonian generator can be extended
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to search for nonlinear effective field theories and interacting lattice models respecting
given symmetries. The symmetry finder may also be further generalized to facilitate more
involved symmetry analysis by decomposing group representations. We leave these open
questions to future work.

We implemented the algorithms in the Qsymm Python package, making them easily
accessible. We demonstrated the usefulness of our approach by applying it to a number
of relevant modern research topics including graphene, transition metal dichalcogenides
and topological semimetals, resulting in several new insights.

2.7. APPENDIX

2.7.1. SIMULTANEOUS DIAGONALIZATION
We present an algorithm to simultaneously diagonalize a set of mutually commuting
normal matrices. The key property that follows from the commutation is that the matrices
share eigensubspaces. By transforming to the diagonalizing basis of one of the matrices,
the rest of the matrices are guaranteed to be block diagonal with blocks corresponding
to the degenerate eigensubspaces of the first. Considering this, we apply the following
recursive algorithm to find the simultaneous eigenvectors spanning the simultaneous
eigensubspaces of commuting matrices Hi :

• If the matrices are 1×1, return the 1×1 identity matrix.

• Diagonalize the first matrix H0, find the orthonormal sets of eigenvectors spanning
each (approximately) degenerate eigensubspace. This results in a set of projectors
P j onto the eigensubspaces, each consisting of a set of orthonormal column vectors,
the number of columns equal to the degeneracy of the j ’th eigensubspace.

• If there are no more matrices, return this basis.

• Project the rest of the matrices into each degenerate eigensubspace j : H̃i j = P †
j Hi P j

for i > 0.

• Perform this algorithm on the projected matrices H̃i j (i > 0) in each eigensubspace
j , this returns a set of projectors P̃ j k .

• Return the set of projectors P j k = P j P̃ j k for every j and k.

The output is a set of projectors Pi , each consisting of a set of orthonormal column vectors
spanning a simultaneous eigensubspace of the Hi ’s. Horizontally stacking the Pi ’s gives a
unitary matrix U such that U †HiU is diagonal for all i . The algorithm is guaranteed to
finish, as at each recursion level both the number and the size of the matrices is decreased.
The main source of numerical instability is the decision whether to treat two numerically
close eigenvalues as degenerate or not. The algorithm is most stable if matrices that have
eigenvalues which are either well separated or degenerate to machine precision are first
and those which may have accidental near-degeneracies are last. In the physical problems
we consider symmetry operators and projectors are of the first kind, while Hamiltonians
are of the second.
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2.7.2. FINDING THE SYMMETRY-ADAPTED BASIS
Our goal in this section is to find the symmetry-adapted basis on a Hilbert space of
dimension nd . We have already ensured that the algebra of conserved quantities forms
a representation of su(d), such that in the proper basis the generators have the tensor
product structure of L⊗1n×n where the matrices L span the space of all traceless d ×d
Hermitian matrices.

We pick a generator L ∈ su(d). Given the tensor product structure, every eigenvalue
of the generators has degenaracy which is a multiple of n. In the case when some eigen-
values of L have degeneracy higher than n, we restrict the other generators to the f n-
dimensional (with f ≤ d integer) eigensubspace, where they span su( f ). By iterating
over the other generators in this restricted space it is always possible to find one that has
eigenvalue degeneracy lower than f n, until all degeneracies larger than n are split. This
procedure results in a basis with n-dimensional subspaces grouped together, but their
bases not aligned with each other.

In this basis L has the diagonal form

L =

L111n×n 0 · · ·
0 L221n×n · · ·
...

...
. . .

 . (2.61)

We wrote the matrix in a different block form compared to (2.25), in this notation the
symmetry adopted basis is characterized by every block being proportional to 1n×n for
every element M of g:

M̃ =

M111ni×ni M121ni×ni · · ·
M211ni×ni M221ni×ni · · ·

...
...

. . .

 . (2.62)

We know that such basis exists with a selected generator L having the diagonal form (2.61).
Every unitary basis transformation preserving (2.61) has the block diagonal form

U =

U1 0 · · ·
0 U2 · · ·
...

...
. . .

 (2.63)

with n ×n unitaries Uk . In this transformed basis M reads

M =U M̃U † =


M111n×n M12U1U †

2 · · ·
M21U2U †

1 M221n×n · · ·
...

...
. . .

 . (2.64)

By fixing U1 = 1n×n we can iterate over the nonzero off-diagonal blocks of M and suc-
cessively fix the basis for each block such that UiU †

j = 1. It is always possible to find a

generator in su(d) that does not have a zero block in a given position in the diagonalizing
basis of L.
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By this procedure we find a symmetry-adapted basis where every generator has the
tensor product structure L⊗1n×n and the Hamiltonian commuting with these generators
the structure 1d×d ⊗ Hr with Hr the reduced Hamiltonian. This structure is invariant
under any unitary basis transformation U ⊗V with U ∈U (d) and V ∈U (n), this is the
ambiguity in the symmetry-adapted basis.

2.7.3. PROOF OF BLOCK STRUCTURE OF SYMMETRY OPERATORS
We consider the general case of multiple irreps and show that an antiunitary (anti)symmetry
takes a simple block structure in the symmetry-adapted basis. Explicitly writing the action
U L∗U † of the unitary part of T =UK ,

U =

U11 U12 · · ·
U21 U22 · · ·

...
...

. . .

 (2.65)

on the generic symmetry generator L ∈ g

L =

L(1) ⊗1n1×n1 0 · · ·
0 L(2) ⊗1n2×n2 · · ·
...

...
. . .

 (2.66)

and demanding UgU † ⊆ g and U †gU ⊆ g. We find that

Ui jg jU †
i j ⊆ gi and U †

i jgiUi j ⊆ g j (2.67)

where gi is the space of symmetry generators in block i , gi =
{
L(i ) ⊗1ni×ni

}
.

By the lemma in Appendix C of Ref. [41], Ui j 6= 0 only if ni = n j and factorizes as

Ui j =Vi j ⊗Wi j with unitary Wi j . Using this we also find that UkigiU †
j i = 0 (k 6= j ), which

means that either Uki or U j i vanishes, so there can be only one nonzero block in every
row or column. As UU † = 1, each block needs to be unitary and the block structure of
U is restricted to that of a permutation matrix. The determinant of such a matrix is only
nonzero if the nonzero off-diagonal blocks are square: Ui j 6= 0 implies ni = n j and di = d j .
This allows Vi j =1 to be chosen for all the nonzero blocks.

In the case of antiunitary (anti)symmetry W W ∗ ∝ 1, if Wi j is nonzero, W j i is also
nonzero with Wi j W ∗

j i ∝ 1, the block structure of W is restricted to that of a symmet-

ric permutation matrix. The analogous argument can be made in the case of unitary
antisymmetries by dropping the complex conjugations.

2.7.4. BEAUTIFICATION OF HAMILTONIAN FAMILIES AND CONSERVED QUAN-
TITIES

A Hamiltonian family (2.5) is a linear space of Hamiltonians, and applying symmetry
constraints to a family involves mapping the constraints to a generally rectangular matrix,
such that the symmetry constrained subfamily of Hamiltonians lives in its null space
[see (2.10)]. Numerically obtaining a basis for the null space, namely the symmetric
subfamily, is straightforward using standard linear algebra methods. However, numerical
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routines generally return basis vectors that are oriented along arbitrary directions in the
subspace, and the resulting subfamily thus not necessarily as easily human readable
as possible, containing many nonzero elements that are redundant. To give a simple
example, numerically computing a basis for a two-dimensional Euclidean plane might
yield the vectors [1/

p
2,±1/

p
2]T , while the standard basis {[1,0]T , [0,1]T } is more intuitive.

We take increased human readability of a Hamiltonian family to mean having a smaller
number of nonzero elements in the matrix parts, and the span unchanged. Since a family
spans a linear space, we can express each family as a full rank matrix. This is done by
mapping each family member to a row vector by flattening and concatenating all the
matrix coefficients, and vertically stacking these vectors. Obtaining a human readable
representation of the family then amounts to finding another matrix with the same row
space but with as few nonzero entries as possible. This problem is known in the literature
as matrix sparsification [65], and although widely studied, to our knowledge no general
algorithms for matrix sparsification exist.

To solve this problem, we sparsify the matrix representation of a Hamiltonian family by
bringing it to reduced row echelon form. In reduced row echelon form, the first nonzero
number from the left in a row is always equal to 1, and is located to the right of the first
nonzero entry in the row above. Furthermore, the first nonzero entry per row is always
the only nonzero entry in its column, and the number of nonzero entries thus minimal. In
addition, bringing a matrix to reduced row echelon form preserves its row span. We obtain
the reduced row echelon form by performing elementary row operations on the matrix
representation of the family. In floating point precision, this generally leads to numerical
instability. However, for the applications we consider, this is not a major obstacle, since
the matrices we consider are typically small, and usually only contain nonzero elements
that are of the order 1, such that the distinction between zero and nonzero entries is
unambiguous.

Conserved quantities, which also form a linear space spanned by a set of matrices,
suffer from the same ambiguity. We apply the same algorithm of bringing the matrix
whose rows are the flattened generators of conserved quantities to reduced row echelon
form in order to bring the generator set to a more human readable form.
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3.1. INTRODUCTION
The superconducting proximity effect occurs when a normal material (metal) is placed
in contact with a superconductor. The resulting transfer of superconducting properties
to the normal material [1, 2] makes it possible to explore induced superconductivity in a
range of materials that are not intrinsically superconducting, for example in ferromagnetic
metals [3–5] and in graphene [6–8]. Another recent application of the proximity effect is
the creation of the Majorana quasiparticle [9–11], which is a candidate for the realization
of topological quantum computation [12], and a focus of research efforts in recent years
[13–15].

The proximity effect is due to the Andreev reflection of quasiparticles at the interface
with the superconductor [2], which forms correlated electron-hole pairs that induce su-
perconductivity in the normal material. This makes the proximity effect in real systems
sensitive to microscopic interface properties, such as coupling strength, charge accumu-
lation and lattice mismatch [16, 17]. Spatial inhomogeneities in the proximitised system,
such as charge defects, may furthermore spoil the induced correlations locally. In a typical
proximity setup, the superconductor proximitises an extended region of a normal mate-
rial, as shown in Fig. 6.1. A normal lead attached to one of the ends of the proximitised
region probes the response to an applied voltage. When the coupling between the lead
and the proximitised region is weak, the lead functions as a tunnel probe of the density
of states in the latter. Since induced superconductivity may be inhomogeneous, and
Andreev reflection happens locally, such an experiment only probes the region in direct
vicinity of the normal lead, and not the overall properties of the proximitised region.
For example, if the electrostatic potential is inhomogeneous, it may create accidental
low-energy modes that are nearly indistinguishable from Majoranas [18–23].

We show how the nonlocal response between two spatially separated normal leads
(see Fig. 6.1) may be used to probe both the bulk superconducting gap ∆ and the induced
gap ∆ind, as well as the induced coherence length ξ. At subgap energies, quasiparticles
propagate as evanescent waves with the decay length ξ in the proximitised system. This
suppresses the nonlocal response with increasing separation L between the two normal
leads [24–26]. Therefore, the length dependence of the nonlocal conductance measures
when two ends of a proximitised system are effectively decoupled. When L/ξ& 1, the
nonlocal conductance is only possible in the energy window between the bulk supercon-
ducting gap ∆ and the induced gap ∆ind. The sensitivity to an induced gap allows one to
use nonlocal conductance to distinguish between a induced gap closing and an Andreev
level crossing at zero energy. In contrast, a local measurement may produce a similar
result in both cases.

Two processes constitute the nonlocal response: direct electron transfer between the
normal leads, and the crossed Andreev reflection (CAR) of an electron from one lead into
a hole in the second lead [27, 28]. Experimental [29–31] and theoretical [32–37] studies
of CAR-dominated signals aim at producing a Cooper pair splitter [38–40], which has
potential applications in quantum information processing. We show that applying a
Zeeman field in the proximitised system creates wide regions in parameter space where
CAR dominates the nonlocal response. Furthermore, we demonstrate how to obtain a CAR
dominated signal in the absence of a Zeeman field in the low-doping regime. Finally, we
prove that at the topological phase transition and with L/ξ& 1, the nonlocal conductance
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Figure 3.1: A superconductor (yellow) proximitises a semiconducting region (transparent) from the side. Narrow
gates control the coupling of the proximitised scattering region with the leads, a wider gate controls the chemical
potential. An incoming electron from the left (red dot) either undergoes a local process, i.e. Andreev reflection
into a hole (blue outgoing dot to the left) or normal reflection (not shown), or a nonlocal process (outgoing
electron or hole to the right).

is an approximately odd function of bias. This phenomenon only relies on particle-hole
symmetry, and hence manifests both in clean and disordered junctions. Therefore, a
proximitised system coupled to normal leads acts as a rectifier of the applied voltage bias
universally at the topological phase transition.

Our method is based on probing the bulk topological phase transition in Majorana
devices, instead of the Majoranas themselves. Several other works propose different
methods to probe the bulk instead of the edge states in one-dimensional topological
superconductors. Quantized thermal conductance and electrical shot noise measure-
ments are predicted signatures of a bulk topological phase transition [41], and here we
present a different route based on straightforward electrical conduction measurements
in already available experimental systems. Further work predicts bulk signatures of a
topological phase transition in the difference between the local Andreev conductances at
each end of the proximitised region [42], or in the spin projection of bulk bands along the
magnetic field direction [43]. In addition to probing the bulk topological phase transition,
our proposed method allows to probe a number of relevant physical parameters, and can
be implemented in ongoing experiments, providing a novel technique to use in the hunt
for Majoranas.

This chapter is organized as follows. In Sec. 3.2, we give an overview of our model
and discuss the relevant energy and length scales. In Sec. 3.3, we study how nonlocal
conductance measures superconductor characteristics. We investigate the effects of a
Zeeman field in homogeneous and inhomogeneous systems in Sec. 3.4. In Sec. 3.5 we
consider the possible application of the proximitised system as a Cooper pair splitter. We
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finish with a summary and discussion of our results in Sec. 3.6.

3.2. MODEL AND PHYSICAL PICTURE
We consider a three terminal device sketched in Fig. 3.2, with a normal central region
of lateral length L and width W separating two normal leads of width WL. The device
has a grounded superconducting lead of width L attached to the central region perpen-
dicularly to the other two leads. This geometry models the proximity effect of a lateral
superconductor on a slab of normal material, with normal leads probing the transport
properties, and is therefore relevant both for heterostructures based on nanowires and
quantum wells.

Figure 3.2: Top: schematic drawing of the device. A central region of length L and width W is connected from
the sides to two normal leads N1 (left) and N2 (right) of width WL, and from the top to one superconducting
lead (SC) of width L. Superimposed is an example of the central region charge density, which oscillates between
positive (red) and negative (blue). Bottom: illustrations of possible scattering processes in energy space in the
limit L À ξ. A quasiparticle, with energy below the induced gap, |E | <∆ind, is reflected back into the source lead.
A quasiparticle at ∆ind < |E | <∆ is transmitted to the right lead, either as an electron (normal transmission) or
as a hole (crossed Andreev reflection). At energies exceeding the bulk gap |E | >∆, the superconducting lead
absorbs incoming quasiparticles.
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We model the hybrid system using the Bogoliubov-de Gennes Hamiltonian. For a
semiconductor electron band with effective mass m∗ and Rashba spin-orbit interaction
(SOI) with strength α, it reads

H =
(

p2
x +p2

y

2m∗ −µ
)
τz +∆(y)τx + α

ħ
(
pyσx −pxσy

)
τz +EZ(y)σx , (3.1)

with px,y = −iħ∂x,y , µ the equilibrium chemical potential and EZ the Zeeman energy
due to an in-plane magnetic field parallel to the interface between the central region
and the superconductor. We assume a constant s-wave pairing potential that is nonzero
only in the superconductor, ∆(y) = ∆θ(y −W ) with θ(y) a step function, and choose
∆ to be real since only one superconductor is present. We neglect the g -factor in the
superconductor since it is much smaller than in the adjacent semiconductor, such that
EZ(y) = EZθ(W − y), and our conclusions are not affected by this choice. The Pauli
matrices σi and τi act in spin and particle-hole space, respectively. The Hamiltonian
acts on the spinor Ψ= (

ψe↑,ψe↓,ψh↓,−ψh↑
)
, which represent the electron (e) or hole (h)

components of spin up (↑) or down (↓).
The superconductor induces an energy gap ∆ind in the heterostructure. If L À W ,

the larger of two energy scales, namely the bulk gap ∆ and the Thouless energy ETh,
determines the magnitude of ∆ind, with ETh at low µ given by

ETh = γδ, δ= ħ2π2

2m∗(2W )2 , (3.2)

where γ is the transparency of the interface with the superconductor and δ the level
spacing. Our emphasis is on short and intermediate junctions, for which ETh À∆ and
ETh .∆, respectively, such that ∆ind .∆. A brief review of normal-superconductor junc-
tions in different limits and the relevant length and energy scales is given in App. 3.7.
We keep µ constant in the entire system, but assume an anisotropic mass [44] in the
superconductor with a component parallel to the interface m∥ →∞. This approximation
results in a transparent interface γ = 1 at normal incidence and at EZ = 0, and is moti-
vated by recent advances in the fabrication of proximitised systems with a high-quality
superconductor-semiconductor interface [45, 46].

We compute differential conductance using the scattering formalism. The scattering
matrix relating all incident and outgoing modes in the normal leads of Fig. 3.2 is

S =
[

S11 S12

S21 S22

]
, Si j =

[
See

i j Seh
i j

She
i j Shh

i j

]
. (3.3)

Here, the Sαβi j is the block of scattering amplitudes of incident particles of type β in lead j

to particles of type α in lead i . Since quasiparticles may enter the superconducting lead
for |E | > ∆, the scattering matrix (3.3) is unitary only if |E | < ∆. The zero-temperature
differential conductance matrix equals [2, 47]

Gi j (E) ≡ ∂Ii

∂V j
= e2

h

(
T ee

i j −T he
i j −δi j N e

i

)
, (3.4)
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with Ii the current entering terminal i from the scattering region and V j the voltage
applied to the terminal j , and N e

j the number of electron modes at energy E in terminal

j , and finally the energy-dependent transmissions are

Tαβ

i j = Tr

([
Sαβi j (E)

]†
Sαβi j

)
. (3.5)

The blocks of the conductance matrix involving the superconducting terminal are fixed
by the condition that the sum of each row and column of the conductance matrix has to
vanish. The finite temperature conductance is a convolution of zero-temperature con-
ductance with a derivative of the Fermi distribution function f (E) = (1+exp(E/kB T ))−1:

Gi j (eV j ,T ) =−
∫ ∞

−∞
dE

d f (E −eV j ,T )

dE
Gi j (E). (3.6)

We discretize the Hamiltonian (3.1) on a square lattice, and use Kwant [48] to nu-
merically obtain the scattering matrix of Eq. (3.3), see the supplementary material for
source code [49]. The resulting data is available in Ref. [50]. We obtain ξ numerically by
performing an eigendecomposition of the translation operator in the x-direction for a
translationally invariant system and computing the decay length of the slowest decaying
mode at E = 0 [44, 51]. We use the material parameters1 m∗ = 0.023me, α= 28 meVnm,
and unless otherwise specified ∆= 0.2 meV, typical for an InAs two-dimensional electron
gas with an epitaxial Al layer [45]. All transport calculations are done using T = 30 mK
unless stated otherwise.

3.3. NONLOCAL CONDUCTANCE AS A MEASURE OF SUPERCON-
DUCTOR PROPERTIES

In the tunnelling regime, the local conductance in a normal lead probes the density
of states in the proximitised region, which is commonly used to measure the induced
gap in experiment. However, such a measurement only probes the region near the
tunnel probe, but fails to give information about the density of states in the bulk of the
proximitised region. The tunnelling conductance is thus not a reliable probe of the entire
proximitised region if the density of states varies spatially over the proximitised region,
for example due to an inhomogeneous geometry. As an illustration, Fig. 3.3 compares
the local conductance G11 in the tunnelling limit to the nonlocal conductance G21 in
the open regime for a proximitised system that is inhomogeneous and in a magnetic
field. Inhomogeneous systems are further treated in Sec. 3.4. The combination of an
inhomogeneous system and broken time-reversal symmetry creates low-energy states
localized near the junctions with the normal leads, which appear as peaks in the tunnelling
conductance. However, away from the junctions with the normal leads, the proximitised
system remains close to fully gapped, the induced gap matching the energies at which the
nonlocal conductance becomes finite in Fig. 3.3(b). Therefore, the nonlocal conductance
is better than the local tunnelling conductance as a probe for the induced gap in the bulk
of the proximitised region. In the following, we describe three ways in which the nonlocal
conductance probes induced superconductivity.

1All parameters are provided per figure in a text file as supplementary material.
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Figure 3.3: Examples of (a) the local conductance in the tunnelling regime and (b) the nonlocal conductance in
the open regime, of an inhomogeneous proximitised system with broken time-reversal symmetry. Localized
low-energy states are present near the junctions with the normal leads. These manifest as peaks in the tunnelling
conductance, indicating ∆ind ¿∆. However, ∆ind ≈∆ still in the bulk of the proximitised system, with ∆ind
matching the energy at which the nonlocal conductance peaks.

First of all, the nonlocal conductance measures the induced decay length ξ in the bulk
of the proximitised region between the two normal leads. To understand this, consider
a nonlocal process at a subgap energy |E | < ∆ind. An electron injected from a normal
lead must propagate as an evanescent wave ∝ e−x/ξ+i kx through the gapped central
region to the second normal lead, with ξ the decay length. Accordingly, as shown in
Fig. 3.4, increasing L suppresses the nonlocal conductance at E = 0 exponentially [28, 38].
Therefore, the suppression of the nonlocal conductance with increasing length L at E = 0
is a measure of the induced decay length ξ.

Furthermore, the nonlocal conductance measures the bulk gap ∆ of the supercon-
ductor. Increasing L also suppresses the nonlocal conductance G21 for |E | > ∆, as the
right column of Fig. 3.5 shows. For energies above the bulk superconducting gap ∆, the
superconductor increasingly absorbs quasiparticles when the length is increased, and
suppresses the nonlocal conductance to zero when L À ξ. Hence, the energy above which
nonlocal conductance is suppressed at large lengths is a measure of ∆.

In addition, the nonlocal conductance measures the induced superconducting gap
∆ind. When L & ξ, the nonlocal conductance is suppressed at E = 0 but grows in a convex
shape with E and peaks around |E | ≈ ∆ind, as shown in the right column of Fig. 3.5.
This is due to a divergence in ξ, since the system is no longer gapped. To illustrate the
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Figure 3.4: Suppression of the nonlocal conductance G21 at zero bias E = 0 as a function of length for different
ratios ETh/∆. For decreasing ratio ETh/∆, the induced coherence length ξ increases. This is reflected in the
larger absolute length over which the nonlocal conductance is suppressed. Data points are taken from the E = 0
values of the nonlocal conductance presented in Fig. 3.5.

correspondence between the nonlocal conductance and ∆ind, the left column of Fig. 3.5
shows the dispersions of the corresponding proximitised systems that have the normal
leads removed and are translationally invariant along the x direction, such that k = px /ħ
is conserved. Because the system is not gapped for |E | >∆ind, G21 is generally nonzero
at these energies. Note that aside from occasional dips to negative G21, direct electron
transfer dominates the nonlocal response (we investigate this in more detail in Sec. 3.5).

The presence of finite nonlocal conductance in the energy range ∆ind < |E | < ∆ de-
pends only on density of states of the proximitised system, and therefore still holds in
the presence of disorder. In Fig. 3.6, we show the effects of disorder on the transport
signatures of ∆ and ∆ind for short and intermediate junctions when L & ξ. We include
onsite disorder in the central region, and vary the elastic mean free path le from le = L
to le = 0.1L [52]. Even in the presence of disorder, all of the aforementioned qualities are
still apparent in the nonlocal conductance (a) and (b), namely suppression for |E | <∆ind,
a finite signal for ∆ind < |E | < ∆ and vanishing conductance for |E | > ∆. Therefore, the
nonlocal conductance remains a reliable probe of induced superconductivity even in the
presence of disorder.

Lastly, in the absence of extended potential inhomogeneities, ∆ and ∆ind may also
be inferred from the local conductance G11 in the open regime. As Figs. 3.6(c) and (d)
show, G11 . 4e2/h in the ballistic case le = L for |E | <∆ind, which indicates that Andreev
reflection is the dominant local process. This is the expected behavior for a normal-
superconductor junction with high interface transparency [2, 45], and is consistent with
our results. Reducing the mean free path makes normal reflection more likely and hence
lowers G11, similar to an ideal normal-superconductor junction with a reduced interface
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Figure 3.5: (a, c, e) Dispersions of proximitised systems that are translationally invariant along x, and (b, d, f)
nonlocal conductance G21(E) of corresponding junctions of finite length. The latter is shown as the separation
L between the two normal leads is varied, with brightening colors from black to orange denoting L = ξ/2, ξ, 2ξ
and 3ξ, respectively. The ratio ETh/∆ becomes smaller from top to bottom, such that ∆ind shrinks (dash-dotted
lines). For L À ξ, the nonlocal conductance is suppressed if |E | < ∆ind, and finite only for ∆ind < |E | < ∆

(colored region). The solid lines in the dispersion relations show the dispersion of the normal-superconductor
system, while the dotted lines show the electron and hole dispersion of the normal channel only, with the
superconductor removed. We have W = 100 nm in (a) and (b), W = 200 nm in (c), (d), (e) and (f), and WL = 100
nm always in the right column. µ= 3 meV, ∆= 0.2 meV and T = 30 mK in the top and middle rows, but µ= 4.2
meV, ∆= 2 meV and T = 100 mK in the bottom row. Dispersions are even in k.
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Figure 3.6: Nonlocal (a, b) and local conductance (c, d) G21 and G11 of short (left column) and intermediate (right
column) junctions with L & ξ, to decouple the two normal leads at |E | <∆ind. The mean free path varies between
curves, with brightening colors from black to light orange denoting le = L, L/2, L/5 and L/10 respectively.
Even in the presence of disorder, signatures of ∆ind and ∆ are visible in the nonlocal conductance. The local
conductance is Andreev enchanced at subgap energies, but normal reflection becomes more prominent with
increasing disorder. We have W = 100 nm and L = 8ξ in (a) and (c), W = 200 nm and L = 2ξ in (b) and (d), and
WL = 100 nm always, with µ= 3 meV.

transparency. Here, comparing G11 and G21 shows that ∆ind and ∆ may also be inferred
from the local conductance, because it changes smoothly with bias only outside the
interval ∆ind < |E | <∆. However, the signatures are clearer in G21, where it is a transition
between finite and vanishing conductance that indicates the gaps. Furthermore, the
induced gap observed in the local and nonlocal conductances coincide here only due to
the absence of extended potential inhomogeneities. For the case of an inhomogeneous
geometry as in Fig. 3.3, only the nonlocal conductance correctly measures ∆ind in the
bulk of the proximitised system.

3.4. ANDREEV RECTIFIER AT THE TOPOLOGICAL PHASE TRANSI-
TION

3.4.1. ANDREEV RECTIFICATION AS A MEASURE OF THE TOPOLOGICAL PHASE
In order to study nonlocal conductance at the topological phase transition, we apply an
in-plane Zeeman field along the x-direction of the proximitised system. Figure 3.7 shows
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the nonlocal conductance G21 as a function of bias E and Zeeman energy EZ, for short
and intermediate junctions in (a) and (b) with L = 10ξ and L = 3ξ, respectively, such that
the two normal leads are well decoupled, and the nonlocal conductance is exponentially
suppressed at subgap energies. Increasing the magnetic field closes the induced gap and
the system is driven into a topological phase. The line cuts of Fig. 3.7(c), taken at the
critical magnetic field EZ = E c

Z, show that at the topological phase transition the nonlocal
conductance is a linear function of energy, G21(E) ∝ E around E = 0. At the topological
phase transition, the current I ∝V 2 with V the voltage bias, and the system functions as
a current rectifier due to crossed Andreev reflection.

This Andreev rectifier manifests due to the topology and symmetry of the proximitised
system. The system only has particle-hole symmetry and is therefore in class D [53, 54].
Expanding G21(E ,EZ) = c0(EZ)+c1(EZ)E +O(E 2) around E = 0, the exponential suppres-
sion of G21 at subgap energies means that the coefficients c0 and c1 are exponentially
suppressed at magnetic fields before the topological phase transition. In class D systems,
if G21 is exponentially suppressed at subgap energies, it is guaranteed to remain exponen-
tially suppressed across the topological phase transition [41, 55]. At the critical magnetic
field EZ = E c

Z, G21(E = 0,E c
Z) = c0(E c

Z) is therefore also exponentially suppressed. However,
the system is gapless at the topological phase transition, such that G21 is generally finite
at any nonzero E , and c1(E c

Z) thus not exponentially suppressed. At the topological phase
transition, we therefore have G21 ∝ E in the limit E → 0, where higher order contribu-
tions are negligible. Consequently, rectifying behavior in the nonlocal conductance is an
indication of a topological phase transition. This makes the nonlocal conductance not
only a probe of the bulk properties of induced superconductivity as discussed in Sec. 3.3,
but also makes it selectively sensitive to topological phase transitions.

The rectifying behavior G21 ∝ E at the topological phase transition in Fig. 3.7 is
grounded in the symmetry classification of the channel. As a result, we expect it to be
robust to the presence of onsite disorder, so long as it does not alter the symmetry class.
Figure 3.8 shows G21 as a function of E and EZ for systems with the same widths as in
Fig. 3.7. In the left column, parameters are chosen identical to those in Fig. 3.7, with the
addition of onsite disorder to give an elastic mean free path le = 0.2L [52], bringing the
systems well into the quasiballistic regime. In the right column of Fig. 3.8, we investigate
G21 when the central region is in the diffusive limit, with le = 0.2W . The widths are
the same as in the quasiballistic (and clean) case, but µ is increased such that several
modes are active. We gate the leads into the single mode regime using quantum point
contacts at the junctions with the scattering region. In each case we pick L & ξ̃, since in
the diffusive limit ξ̃=√

ξle governs the range of the coupling between the two normal
terminals at subgap energies [56]. In both quasiballistic and diffusive cases, G21 remains
an approximately odd function of E around the gap closing, and the proximitised system
therefore acts as a rectifier even in the presence of disorder.

3.4.2. DISTINGUISHING THE TOPOLOGICAL PHASE TRANSITION IN SPATIALLY

INHOMOGENEOUS DEVICES

Several works [18–23] discuss the emergence of zero-energy modes in the trivial phase
of a hybrid semiconductor-superconductor device with an extended, spatially inhomo-
geneous potential. Local conductance measurements do not distinguish between these
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Figure 3.7: (a, b) Nonlocal conductance G21 in the single-mode regime as a function of E and EZ in the absence
of disorder. We have W = 100 and 200 nm in (a) and (b), respectively. The Zeeman field closes the induced gap
and the system undergoes a topological phase transition. At the transition, G21 vanishes and changes sign as
a function of bias. There are prominent regions where the nonlocal conductance is negative, i.e. where CAR
dominates. The color scale is saturated for clarity. (c) Line cuts of G21 as a function of bias at the topological
phase transition, taken at EZ ≈ 2.9δ for W = 100 nm and EZ ≈ 5.4δ for W = 200 nm, showing that the nonlocal
conductance is an approximately odd function of bias.
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Figure 3.8: The nonlocal conductance G21 as a function of E and EZ for a proximitised system that is quasiballisic
(a, c with µ= 3 meV) and diffusive (b, d with µ= 16 meV). For the diffusive junction, the leads are gated into
the single-mode regime using quantum point contacts at the junctions with the channel. Top and bottom row
present results for W = 100 and 200 nm respectively. For the quasiballistic junction, L/ξ= 8 and 2 for W = 100
nm and 200 nm respectively, and the mean free path is le = 0.2L in each case. In the diffusive system, we have
le = 0.2W and L/ξ̃= 5 and 2 for the widths respectively, where ξ̃=√

leξ. The color scale is saturated in both
cases for clarity.

modes and well-separated Majorana modes at the endpoints of the proximitised region
in the topological phase, since both give rise to zero-bias conductance features.

To study this problem, we include an extended inhomogeneous potential

φ(x, y) =V0exp

[
−1

2

(
x −x0

dx

)2]
exp

[
−1

2

(
y − y0

dy

)2]
, (3.7)

in the setup shown in Fig. 3.2, with V0 the potential amplitude, x0 and y0 the coordinates
of the potential center, and dx and dy parameters to control the smoothness in x- and
y-direction, respectively. We compare conductance for an amplitude V0 = −4.5 mV to
conductance in a homogeneous system V0 = 0 V. We calculate the local conductance in
the tunneling regime, with tunnel barriers at both wire ends x = 0 and x = L, and the
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nonlocal conductance in the open regime, with the system length fixed to L = 8ξ and the
width to W = 100 nm.
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Figure 3.9: Spectrum (a, b), local conductance G11 (c, d) and nonlocal conductance G21 (e, f) of a system without
potential variations (left column) and a system with a long-range Gaussian potential of amplitude V0 =−4.5 mV
(right column). The orange region in (a) and (b) denotes the topological phase, yellow the trivial phase with
a state around zero energy. G11 is calculated in presence of two tunnel barriers at both wire ends, G21 in the
single mode regime. The color scale is saturated for clarity. For the potential inhomogeneity, we set V0 =−4.5
meV, x0 = L/2, y0 =W /2, dx = L/5 and dy = 2W /3.

To confirm that such a spatially inhomogeneous system can indeed exhibit trivial
zero-energy modes, we calculate the low-energy spectrum of our system when decoupled
from the leads, forming a closed superconductor-semiconductor system. The phase
transition is computed from the absolute value of the determinant of the reflection matrix
in the open system at E = 0, with |det(r )| = 1 everywhere for L À ξ, except at the phase
transition, where it drops to zero [57]. Figure 3.9(a) shows the spectrum as a function of EZ

in the homogeneous case (V0 = 0), Fig. 3.9(b) for the inhomogeneous case (V0 =−4.5 mV).
While in the first case the closing of the induced superconducting gap coincides with the
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topological phase transition, in the second case an extended topologically trivial region
exists with states around zero energy (yellow region).

Comparing the local conductance with and without an inhomogeneous potential, we
find that zero-energy modes appear regardless of whether they are topological or trivial.
Panels (c) and (d) of Fig. 3.9 show the local response as a function of bias and Zeeman
energy when leads are connected to the central region via tunnel barriers. Since the
system is ballistic and long (L À ξ), the local conductance agrees well with the spectra
presented in panels (a) and (b). Accordingly, the local conductance in panel (d) for
V0 =−4.5 mV shows zero-energy modes in the topologically trivial regime. Therefore, a
gap closing and the emergence of zero-energy modes in the local conductance is not a
sufficient sign of a topological phase transition.

On the other hand, nonlocal conductance has a much clearer signature of the topo-
logical transition than the local conductance. To demonstrate this, in panels (e) and (f) of
Fig. 3.9 we show the nonlocal conductance as a function of bias and Zeeman energy. Both
for the homogeneous and the inhomogeous case, the appearance of nonlocal conduc-
tance around E = 0 coincides with the change of the topological invariant. In other words,
the appearance of finite nonlocal conductance around E = 0 implies a global closing
of the induced gap. Additionally, the nonlocal conductance shows rectifying behavior
around E = 0 at the gap closing. These two features of the nonlocal conductance are
strong evidence of a topological phase transition. Therefore, due to its insensitivity to spa-
tial inhomogeneities in the potential and the additional feature of Andreev rectification,
nonlocal conductance is a more reliable measure of a topological phase transition.

3.5. COOPER PAIR SPLITTER
A negative nonlocal conductance, dominated by CAR, is of fundamental interest, since
the proximitised system then functions as a Cooper pair splitter [38–40, 58, 59]. In Sec. 3.3,
we observed that the nonlocal conductance in clean systems at zero magnetic field is
generally positive, and a CAR-dominated signal (G21 < 0) is rare. The reason for this is
shown schematically in Fig. 3.10: an electron entering the proximitised region usually
converts into an electron-like quasiparticle. Andreev reflection changes both the quasi-
particle charge and velocity, so that the resulting hole-like quasiparticle returns to the
source. Therefore under normal circumstances Andreev reflection alone is insufficient to
generate a negative nonlocal current.

Despite G21 stays predominantly positive in clean systems, in Sec. 3.4 we found
that a magnetic field can make the nonlocal conductance negative in large regions of
parameter space. We identify these regions with the presence of only hole-like bands
in the proximitized region at the relevant energy, as shown in Fig. 3.10. If only hole-like
states are present in the proximitized region, the incoming electron may only convert
into a right-moving hole-like quasiparticle, which in turn converts predominantly into
a hole when exiting the proximitized region. To confirm this argument, we compare
the energy ranges where only hole-like quasiparticles are present with the regions of
negative G21. Our results are shown in Fig. 3.11, and they exhibit a very good agreement.
Since the only required property to get a negative nonlocal conductance is a hole-like
dispersion relation, this phenomenon does not require SOI, or even Zeeman field. Indeed,
our calculations (not shown here) reveal that it is possible to extend the energy ranges
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Figure 3.10: Schematic of the quasiparticle transport properties from the normal lead N1, to the lead N2 through
the proximitised region. Quasiparticles transferring to a neighboring region (solid black arrows) predominantly
preserve the quasiparticle type: electron-like (red dots) or hole-like (blue dots). Andreev reflection (green vertical
arrows) changes the quasiparticle type, and the direction of propagation (grey arrows). Disorder scattering
(black dotted arrow) changes the propagation direction. Finally, if no quasiparticles of the same type are
available, quasiparticle transmission between regions may also result in the change of the quasiparticle type
(black dashed arrow).

over which CAR dominates by filtering the nonlocal conductance by spin, e.g. by using
magnetically-polarized contacts [27].

It is possible to systematically obtain a negative nonlocal conductance in the low-
doping regime without using a Zeeman field if ∆>∆ind. This is shown in Fig. 3.11(c) and
(d), where we have also neglected SOI for simplicity. By choosing µ comparable to the
band offset of the lowest mode in the proximitised channel, at negative energies we obtain
an energy range in which the band structure is only hole-like [Fig. 3.11(c)]. However, the
small µ implies that no electron modes are active in the normal leads in this energy range.
To observe negative nonlocal conductance here, it is therefore necessary to have a larger
chemical potential in the normal leads than in the proximitised region, which ensures the
presence of propagating electron modes at the relevant energies. Doing so, we indeed
observe a negative nonlocal conductance in the expected energy range of Fig. 3.11(d).

Disorder provides an alternative mechanism to obtain negative nonlocal conduc-
tance. Unlike direct electron transfer, which generally conserves the sign of quasiparticle
momentum, CAR often requires a sign change of the quasiparticle momentum. Since
disorder breaks momentum conservation, the probabilities of CAR and direct electron
transfer become comparable once the system length exceeds the mean free path, and CAR
thus more prominent than in a clean system. Indeed, as shown in Fig. 3.8, in disordered
systems the nonlocal conductance becomes positive or negative with approximately
equal probability.
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Figure 3.11: Dispersions (left column) and nonlocal conductance with L À ξ (right column) of proximitised
channels of width W = 100 nm (a, b) and W = 200 nm (c, d). Dotted lines show the electron and hole dispersions
of the channels with the superconductor removed. In both cases, the induced gap is smaller than ∆, due to
a Zeeman field in (a), and due to ETh . ∆ in (c). There are energy ranges in which only hole-like bands are
present, and these correspond to regions of negative G21. Here, (c) is in a low-doping regime µ= 0.5 meV, such
that electron modes are absent for E/∆.−0.5, producing the hole-like dispersion. As a result, a larger chemical
potential µ= 0.8 meV is needed in the normal leads to observe G21 < 0 at the corresponding energies in (d). In
(a) and (b), we have µ= 3 meV.

3.6. SUMMARY AND OUTLOOK
The standard experimental tool for probing induced superconductivity in a Majorana
device is a tunnelling conductance measurement using an attached normal lead. While
this approach detects the density of states, its usefulness is limited because it cannot dis-
tinguish the properties in close vicinity of the lead from the properties of the bulk system.
We studied how the nonlocal conductance between two spatially separated normal leads
attached to the proximitised region overcomes this limitation. We find that the nonlocal
conductance is selectively sensitive to the bulk properties of a proximity superconductor,
and allows to directly measure the induced and the bulk superconducting gaps as well as
the induced coherence length of the proximitised region. While we focused on the quasi
1D-systems suitable for the creation of Majorana states, our conclusions are applicable to
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general proximity superconductors, including 2D materials like graphene covered by a
bulk superconductor.

When the probability of CAR is larger than that of electron transmission, the nonlocal
conductance turns negative. While this does not happen normally, we identified condi-
tions that allow CAR to dominate. This may happen due to disorder, which breaks the
relation between quasiparticle charge, velocity and momentum and makes the nonlo-
cal conductance zero on average. We identified another, systematic way of obtaining
dominant CAR by ensuring that the only available states in the proximitised region are
hole-like. A special case of this behaviour is the vicinity of the topological phase tran-
sition, where the nonlocal conductance becomes proportional to voltage, resulting in
a linear relation between the differential conductance and voltage, or in other words a
positive nonlocal current regardless of the sign of the voltage. This behavior is specific to

Figure 3.12: A possible experimental realization of a multiterminal proximitized device suited for nonlocal
conductance measurements. Electrostatic gates gi , i ∈ {1,2,3,4}, pattern out a quasi-one dimensional region
in a two-dimensional electron gas, which is proximitised from the side by a superconductor. Gates gT create
tunnel barriers at the endpoints of the proximised region. Changing the potentials applied to the gates allows
for changing the effective device length.

topological phase transitions, and we showed how it can be used to distinguish accidental
low energy states from Majorana states, resolving a potential shortcoming of Majorana
tunneling experiments identified in Refs. [19–23].

Our setup can be used with trivial adjustments to probe the properties of Josephson
junctions, proposed as a promising alternative platform for the creation of Majorana
states [53, 54]. Further work could investigate interaction effects on the the nonlocal
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response [60]. An alternative promising avenue of follow-up work is to consider a multi-
terminal generalization of a nonlocal setup in order to combine local and global sensitivity
within the same device. In Fig. 3.12 we show a possible experimental realization of such a
multiterminal device, where the effective length can be adjusted with gates. Finally, our
results regarding control of the CAR dominance can be used to design devices with a large
electron-hole conversion efficiency.

3.7. APPENDIX

3.7.1. SHORT, INTERMEDIATE AND LONG JUNCTION LIMITS FOR HYBRID

STRUCTURES

In this appendix, we briefly discuss the subgap spectral characteristics of normal-superconductor
junctions in different limits, using heuristic arguments to highlight the essential physics.
For a more rigorous study, we refer the interested reader to e.g. Refs. [61–65]. Consider
a quasi-one dimensional channel of length L →∞ that consists of a junction between a
normal part of width W and a superconductor of width Wsc À W . The Hamiltonian is
the same as in Eq. (3.1), but with px →ħk and as before ∆ 6= 0 only in the superconductor.
Furthermore, we consider only EZ = 0 and neglect SOI (α= 0) and disorder for simplicity.

The hybrid structure generally has an energy gap ∆ind, the size of which is determined
by two competing energy scales, namely the bulk gap∆ and the Thouless energy ETh ≈ħ/τ,
with τ the quasiparticle dwell time in the normal part of the junction. A short junction
has ∆¿ ETh and a long junction ∆À ETh, while ∆& ETh for an intermediate junction.
Alternatively, these conditions are expressed in terms of W and the BCS coherence length
ξ0 =ħvF/∆, where vF is the Fermi velocity. For a quasiparticle incident perpendicularly
from the normal part to the interface with the superconductor and assuming perfect
interface transparency, we have τ ∝ W /vF and thus ETh ∝ ħvF/W . The conditions
for short, intermediate and long junctions then become W ¿ ξ0, W & ξ0 and W À ξ0,
respectively. In the short junction limit, we have∆ind ≈∆, while for long and intermediate
junctions ∆ind ∝ ETh.

We now derive a lower bound for ETh in terms of the level spacing δ in the normal
part of the junction. A quasiparticle exiting the superconductor has the dwell time

τ∝ 2W /γv⊥(k) in the normal part. Here, v⊥(k) = ħk⊥(k)/m∗ and k⊥ =
√

k2
F −k2 are

respectively the velocity and momentum projections perpendicular to the interface with
the superconductor at the parallel momentum k, with kF the Fermi momentum, and
2W is the distance the quasiparticle travels before colliding with the superconductor
again. The dwell time scales inversely with the transparency γ of the interface between
the normal part and the superconductor. In practice, the transparency is determined by
interface properties, such as the presence of a barrier or velocity mismatch, which we

parametrize with 0 ≤ γ≤ 1 for simplicity. We thus obtain ETh(k) ∝ γħ2
√

k2
F −k2/2m∗W .

Observe that ETh decreases with k and tends to vanish as k → kF since then v⊥ → 0.
However, v⊥ is bounded from below in a finite geometry by the momentum uncertainty
associated with the band offset, which corresponds to the velocity dv⊥ ≈ ħπ/m∗W in
a square-well approximation. Using v⊥ = dv⊥ gives the lower bound for the Thouless
energy ETh ∝ γħ2π/2m∗W 2. The preceding discussion implies that in the absence of
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magnetic fields, the gap in the spectrum of such a junction decreases with momentum to
a minimum ∝ 1/m∗W 2 at k = kF [see left column Fig. 3.13]. Since ∆ind is the energy of
the lowest Andreev bound state in the junction, we define

ETh = γδ, δ= ħ2π2

2m∗(2W )2 (3.8)

as the Thouless energy of the junction. Observe that we use 2W in the denominator, since
that is the distance normal to the interface a quasiparticle travels between successive
Andreev reflections [44].
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Figure 3.13: Dispersion (left column) and density of states (right column) of a quasi one-dimensional normal-
superconductor junction in different regimes: a short junction (top), an intermediate junction (middle) and
a long junction (bottom). In the left column, the dotted curves show the electron and hole dispersions of
the corresponding normal channel with the superconductor removed. In all cases, a small broadening Γ¿∆

has been added to the density of states. For the intermediate junction (d), the density of states with larger
broadening is also shown (dashed curve). The curves are symmetric under (k,E) → (±k,±E).

The spectral characteristics of a proximitised system strongly depend on which regime
the system is in. Figure 3.13 shows the dispersion εn(k) and density of states ρ per unit
length for junctions in the short, intermediate and long regimes. The density of states is
given by

ρ(E) = 1

2πħ
∑
n

∫
δ [E −εn(k)]

dE

|v(E)| =
1

2πħ
∑
n

∣∣∣∣dεn(k)

dk

∣∣∣∣−1

. (3.9)
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Here, n is the subband index including spin and we have used ħv = dE/dk for the velocity
v . In the left column, the solid lines give the dispersion of the hybrid structure, while the
dotted lines show the electron and hole dispersions of the normal channel only (with
Wsc = 0 or γ= 0). In all cases, µÀ∆, and ρ has been broadened by convolution with a
Lorentzian of full width at half maximum Γ¿∆. For the short junction, we indeed have
∆ind ≈∆, which manifests as an essentially hard superconducting gap for |E | <∆ind. We
have verified that ρ vanishes identically in this regime with Γ→ 0. In the intermediate and
long regimes, subgap states exist at energies smaller than∆, which manifests as a nonzero
subgap ρ (soft gap). The difference between the two regimes is the number of these states:
in an intermediate junction, they are few, but multiple in the long junction limit, as the
conditions ∆& ETh and ∆À ETh indicate. Observe that in both cases, the subgap bands
are flat around k = 0 and drop towards a minimum in energy as k increases before rising
sharply again [66]. Superimposed on this are intraband oscillations that happen on a
smaller energy scale. In principle, oscillations thus manifest in ρ on two energy scales:
the larger energy scale is the interband spacing around k = 0 (∝ 1/W 2), and the smaller
the scale of intraband oscillations. Overall, the former has a larger contribution to ρ due
to the small curvature in the dispersion. Oscillations on both scales are clearly visible for
the intermediate junction. However, increasing Γ further (dashed curve) washes out the
fine structure due to intraband oscillations. As a result, ρ gradually increases towards a
maximum, when E aligns with the energy of the subgap state around k = 0. On the other
hand, in the long junction there are multiple states at subgap energies, and the most
prominent feature in ρ is the peaks associated with the flat parts of those bands. The fine
structure due to intraband oscillations is superimposed, but masked by the broadening.
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4. GENERAL APPROACH TO BOUNDARY CONDITIONS AND SPECTRA OF CONTINUUM

HAMILTONIANS: MATCHING TO TIGHT BINDING EDGES

4.1. INTRODUCTION
Edges of materials can exhibit fascinating physics, and may furthermore strongly affect
the electronic properties of materials. In graphene for example, zigzag and armchair
edges have widely different character, with the former hosting a flat band of edge states
but the latter not [1]. In recent years, edges have been in the spotlight for researchers
in the context of topological materials [2–4]. Bulk-boundary correspondence dictates
that topological edge states manifest at the boundaries of a material in a topologically
nontrivial phase [5]. These edge states are robust to perturbations that do not alter the
topological classification of the bulk material, or, if present, break symmetries protecting
the topological phase, which makes topological edge states attractive for applications in
e.g. spintronics and quantum computing [6–8].

Analysis of materials and their edges is often done using either tight binding or con-
tinuum Hamiltonians. A continuum Hamiltonian is a polynomial approximation in
momenta valid near a high symmetry point of the Brillouin zone, tailored to accurately
capture the low-energy excitations at small momenta near the high symmetry point.
Continuum models thus usually present a more compact and intuitive physical picture of
electronic dispersion than tight binding models, and are sometimes solvable analytically.
Indeed, it is possible to describe all single-particle topologically nontrivial phases using
continuum Dirac Hamiltonians [9, 10]. In principle, it is trivial to map a continuum model
to a lattice model using finite difference methods, but in practice this is not always feasi-
ble, because it can lead to the appearance of spurious, unphysical solutions, for example
in the doubling of a single time-reversal invariant Dirac cone that is discretized on a
lattice [2, 11]. It can be advantageous to use continuum models to simulate confinements
such as nanoribbons, because the size of the Hamiltonian does not scale up with the
dimensions of the confinement, in contrast with lattice Hamiltonians, which grow with
the number of sites.

In order to use a continuum Hamiltonian to model a bounded system, it is necessary to
supplement the Hamiltonian with boundary conditions. The most well-known boundary
conditions are arguably hard-wall, or Dirichlet type, which force the wave function to
vanish at the edge. However, they are not the only conceivable boundary conditions
[12–16], and depending e.g. on the underlying lattice or the specifics of the confinement,
more complex boundary conditions mixing wave function amplitudes and derivatives
may be necessary [17–23], which can make an exact analytical solution difficult to obtain.
Although the edge of a topologically nontrivial bulk hosts protected edge states due to
bulk-boundary correspondence, if the boundary itself breaks any protecting symmetries,
the edge states lose their protection and may gap out in energy [24]. It is therefore
useful to have a general description of which boundary conditions the basic principle of
current conservation allows, and to be able to sort the boundary conditions by symmetry
classification.

The aim of this chapter is an analysis of boundary conditions for continuum Hamil-
tonians, and to present tools to compute the spectra of confinements. First of all, we
parametrize all boundary conditions that conserve current at a single, isolated boundary
for a generic continuum Hamiltonian up to second order in the momentum orthogonal to
the boundary, and show how to classify the boundary conditions by symmetry. The gen-
eral boundary conditions are given in terms of a skew-Hermitian matrix parameter, whose
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eigenvalues can take any values on the complex axis, or in terms of a more stable unitary
matrix parametrization. Secondly, we develop an algorithm to compute the spectra of
generic continuum Hamiltonians in a confinement formed by two parallel boundaries,
each with arbitrary boundary conditions from the parametrization. The algorithm is
numerically stable and capable of finding both edge and bulk states of the confinement.
Thirdly, we show how to map the edge of a tight binding Hamiltonian to a boundary con-
dition from the parametrization for the corresponding continuum Hamiltonian, making
it possible to simulate effects local to the tight binding edge using the continuum model
in combination with specific boundary conditions. Finally, we demonstrate the use of our
results and methods by applying them to compute the dispersion of topological insulator
nanoribbons. We study the effects of scalar or magnetic edge potentials on the topological
edge states, using both a tight binding model with edge potentials, and a continuum
model with boundary conditions matching the edge potentials.

The outline of the chapter is as follows. In Sec. 4.2, we formulate the general bound-
ary conditions and their symmetry constraints. In Sec. 4.3, we present the algorithm
to compute the spectra of continuum Hamiltonians in confinements. In Sec. 4.4, we
show how to match a tight binding lattice boundary to a boundary condition for the
corresponding continuum model. In Sec. 4.5, we compute the dispersions of topological
insulator nanoribbons, comparing tight binding calculations with the continuum model
supplemented with corresponding boundary conditions. We conclude with a summary
in Sec. 4.6.

4.2. GENERAL CURRENT-CONSERVING BOUNDARY CONDITIONS
We consider a continuum Hamiltonian of the form

H(k⊥,k∥) = h0(k∥)+h1(k∥)k⊥+h2(k∥)k2
⊥, (4.1)

which acts on the Nc -component spinor wave function ψ, with Nc ×Nc Hermitian matri-
ces hi (k∥) for i = 0,1,2. Here, k∥ and k⊥ are wave vector components along the orthogonal
directions x∥ and x⊥. We add a boundary to the domain of the Hamiltonian by confining
the x⊥-axis to the half-plane x⊥ < xB

⊥, such that translational invariance along x⊥ is bro-

ken, and therefore interpret k⊥ in (4.1) as the operator k̂⊥ =−i∂x⊥ . Because the boundary
does not break translational invariance along x∥, k∥ is a conserved continuous quantum
number that describes propagation along the boundary. Note that (4.1) also applies in the
case of more than one translationally invariant directions along the boundary, in which
case x∥ and k∥ are vectors.

4.2.1. SKEW-HERMITIAN PARAMETRIZATION OF BOUNDARY CONDITIONS
In the presence of a boundary, it is necessary to supplement the Hamiltonian with bound-
ary conditions to compute its spectrum. For a general description of a single, isolated
boundary, we wish to know which boundary conditions are allowed by the principle
of probability current conservation for the Hamiltonian (4.1), independent of any addi-
tional microscopic input. The operator for the probability current density normal to the
boundary at the coordinate x is

j⊥(x) = 1

2
(v⊥ |x〉〈x|+ |x〉〈x|v⊥). (4.2)
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The real space projector |x〉〈x| acts as the identity in the Hilbert space of basis orbitals
of the Hamiltonian (4.1), i.e. if

∣∣ψ〉 = [
∣∣ψ1

〉
,
∣∣ψ2

〉
, . . . ,

∣∣ψNc

〉
]T and 〈x|ψ j

〉 = ψ j (x), then
〈x|ψ〉 = [ψ1(x),ψ1(x), . . . ,ψNc (x)]T . With nB the unit vector pointing outward from the
boundary, the outward projection of the velocity operator ħv =∇kH is given by v⊥ = nB ·v,
namely

v⊥(k∥) = 1

ħ
∂H(k⊥,k∥)

∂k⊥
= 1

ħ
[
h1(k∥)+2h2(k∥)k⊥

]
≡ v1 + v2k⊥.

(4.3)

At the boundary xB = (xB
⊥, x∥), probability current conservation requires that the normal

projection of the current vanishes
〈
ψ

∣∣ j⊥(xB )
∣∣ψ〉= 0, i.e.〈

ψ
∣∣v⊥ |xB 〉〈xB |ψ

〉+〈
ψ

∣∣ xB 〉〈xB |v⊥
∣∣ψ〉= 0. (4.4)

A parametrization of the space of solutions to the vanishing-current constraint (4.4)
gives a general description of the boundary conditions which conserve current at a single
boundary. The local linear constraint

〈xB |ψ
〉= 〈xB |αv⊥

∣∣ψ〉
⇔ψ(xB ) =αv⊥ψ(xB )

(4.5)

with an Nc ×Nc skew-Hermitian matrix α† =−α ensures that the normal projection of
the current vanishes, i.e.〈

ψ
∣∣v⊥ |xB 〉〈xB |ψ

〉+〈
ψ

∣∣ xB 〉〈xB |v⊥
∣∣ψ〉

=〈
ψ

∣∣v⊥ |xB 〉〈xB |αv⊥
∣∣ψ〉+〈

ψ
∣∣v⊥α† |xB 〉〈xB |v⊥

∣∣ψ〉
=〈

ψ
∣∣v⊥ |xB 〉〈xB |αv⊥

∣∣ψ〉−〈
ψ

∣∣v⊥ |xB 〉〈xB |αv⊥
∣∣ψ〉

= 0,

(4.6)

because α commutes with |xB 〉〈xB |. This parametrization for the boundary conditions
also arises in the context of a variational calculation of the self-adjoint extensions [25, 26]
to the Hamiltonian with a boundary [27]. The completeness of the parametrization is
proven in Appendix 4.7.1. Analogous parametrizations exist for various specific Hamilto-
nians [17, 19], e.g. the free-particle Hamiltonian H =−∂2

x [13], or topological insulators
in two or three dimensions [21]. That the boundary conditions (4.5) ensure that the
Hamiltonian with the boundary is self-adjoint is shown in Appendix 4.7.2.

4.2.2. SYMMETRIES OF BOUNDARY CONDITIONS
In addition to current conservation, it is useful to classify boundary conditions depending
on whether they preserve or break symmetries. For example, in a symmetry-protected
topological phase, edge states lose their topological protection if the boundary conditions
break the protecting symmetry. A boundary condition α for the state ψ(xB ) preserves a
symmetry S if the boundary condition applies equally toψ(xB ) and its symmetry-partner
S ψ(xB ), namely if

ψ(xB ) =αv⊥ψ(xB ), (4.7a)

S ψ(xB ) =αv⊥S ψ(xB ). (4.7b)
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Here, we assume that S either has no real space action, or if it does, that it transforms
each point at the boundary to another point at the boundary. Otherwise, the boundary
breaks the symmetry. Applying S from the left to (4.7a) and subtracting (4.7b) yields

(S αv⊥−αv⊥S )ψ(xB ) = 0, (4.8)

and the boundary condition thus preserves the symmetry if

[S ,αv⊥] = 0. (4.9)

Because v⊥ and its transformation by the symmetry are known for a given Hamiltonian,
Eq. (4.9) is a constraint on the matrix parameter α.

4.2.3. EXAMPLES
As an example, we consider the boundary conditions for the continuum Dirac model of
graphene. The Hamiltonian that describes the low-energy excitations in graphene is [28]

H = vτ0 ⊗ (σx px +σy py ), (4.10)

with v the Fermi velocity, and the Pauli matrices and identity in valley and sublattice
space τ j and σ j , respectively, where j = x, y, z,0. The boundary conditions for the Dirac
equation that give vanishing current normal to the boundary are [14, 18]

ψ= Mψ, {M , v⊥} = 0, M † = M = M−1, (4.11)

with v⊥ = nB ·v, where v = vτ0 ⊗σ is the velocity operator, and nB the outward pointing
unit vector normal to the boundary. We now show that (4.11) is consistent with the
parametrization (4.5). Comparing (4.11) and (4.5), we identify

M =αv⊥, (4.12)

or equivalently, because v2
⊥ = v2,

α= M v⊥/v2. (4.13)

Hence
α† = (M v⊥)†/v2 = v†

⊥M †/v2 = v⊥M/v2, (4.14)

and because {M , v⊥ } = 0,

α† = v⊥M/v2 =−M v⊥/v2 =−α, (4.15)

which shows that the two parametrizations are consistent.
As a second example, consider the Hamiltonian of a spinful free particle in one di-

mension

H = p2
x

2m
σ0, (4.16)

which acts on the spinorψ(x) = [ψ↑(x),ψ↓(x)]T , withσ0 the identity in spin space. The ve-
locity operator is vx =σ0px /m, and all current-conserving boundary conditions at x = xB

for the half-line x ≤ xB of the form ψ(xB ) = αvxψ(xB ), with α a 2×2 skew-Hermitian
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matrix. With α = 0, we recover the hard-wall boundary condition ψ↑(xB ) =ψ↓(xB ) = 0.
Choosingα= diag(iλ, iλ) on the other hand, we obtain the Neumann boundary condition
∂xψ↑(xB ) = ∂xψ↓(xB ) = 0 by inverting α and setting λ→∞: vxψ(xB ) =−iħσ0∂xψ(xB ) =
α−1ψ(xB ) → 0 as λ→ ∞, because α−1 = −diag(i /λ, i /λ). The space of boundary con-
ditions α that preserve time-reversal symmetry T = iσy satisfies [T ,αvx ] = 0. Now,
α is skew-Hermitian, so we can express it as the linear combination α = i

∑
n cnσn

with n = x, y, z,0 for the Pauli matrices plus identity and cn real parameters. Because
{T , vx } = 0, a boundary condition is time-reversal invariant if {α,T } = 0. This condi-
tion is only met if α= i c0σ0, i.e. if the boundary condition is independent of spin, and
shows that any boundary condition that splits or couples the spin projections breaks
time-reversal symmetry. The hard-wall and Neumann boundary conditions above both
respect time-reversal symmetry.

The above example highlights a drawback of the boundary conditions parametrization.
The only general constraint on α is that it is skew-Hermitian, α† =−α, which means that
the eigenvalues of α can vary greatly, taking values on the entire imaginary axis, but
still correspond to physical boundary conditions. This situation arises naturally in the
example above: a vanishing α gives hard-wall boundary conditions, but a diverging α
the equally physically relevant Neumann boundary conditions. Because working with
diverging quantities is hard in practice, especially numerically, where it easily leads to
instability, it is useful to reformulate the boundary conditions to remove any divergences.

4.2.4. UNITARY PARAMETRIZATION OF BOUNDARY CONDITIONS - CAYLEY

TRANSFORMATION
Applying the Cayley transformation [29] parametrizes the boundary conditions in terms
of a unitary matrix, removing any divergences. The Cayley transformation is a one-to-one
matrix map between the space of N ×N skew-Hermitian matrices and the unitary group
U (N ), by which we obtain a unitary matrix Q from the skew-Hermitian matrix A:

Q = (I − A)(I + A)−1. (4.17)

Because A is skew-Hermitian, its eigenvalues are purely imaginary numbers. The matrix
I + A is therefore always invertible, and Q is well defined for any A. Solving Eq. (4.17) for
A yields

A = (I +Q)−1(I −Q). (4.18)

Morally speaking, (4.18) is only valid if I +Q is nonsingular, that is if Q does not have an
eigenvalue equal to −1. However, an eigenvalue −1 of Q means that A has a diverging
eigenvalue, which as we know represents a physically acceptable boundary condition, and
we therefore interpret Eq. (4.18) as always valid, even when A has diverging eigenvalues.
Anticipating the results of Section 4.4, we choose to invert the boundary conditions, and
apply the Cayley transformation to α−1 instead of α. With A = α−1 in (4.17), we thus
obtain an alternative but equivalent parametrization for the boundary conditions in
terms of the unitary matrix Q:

ψ(xB ) =αv⊥ψ(xB ) (4.19a)

⇔ α−1ψ(xB ) = v⊥ψ(xB ) (4.19b)

⇔ (I −Q)ψ(xB ) = (I +Q)v⊥ψ(xB ). (4.19c)
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The advantage of this unitary formulation is that it removes the need to deal with diver-
gences. Because Q is unitary, all of its eigenvalues live on the unit circle, instead of taking
potentially any value on the complex axis (including infinity) as is the case with α. For
example, with Q = I we obtain the Neumann-like boundary conditions v⊥ψ= 0, instead
of using α = diag(iλ) with λ→∞ in (4.5). On the other hand, Q = −I reproduces the
Dirichlet boundary conditions ψ= 0 for α= 0.

4.3. ALGORITHM TO FIND SPECTRA OF CONFINEMENTS WITH

ARBITRARY BOUNDARY CONDITIONS
The spectrum of a Hamiltonian in a confinement strongly depends on the boundary
conditions at the edges, and generally computing the spectrum with arbitrary boundary
conditions by hand is a difficult task. In this section, we present a numerically stable
algorithm to compute the bound states of a continuum Hamiltonian of the form (4.1)
when the direction x⊥ is confined between two parallel boundaries, each with arbitrary
current-conserving boundary conditions.

4.3.1. MODE DECOMPOSITION
We begin by analyzing the eigenstates of the Hamiltonian H (4.1) in the absence of
confinements. Because the Hamiltonian commutes with the translation operator along
x⊥, we can construct simultaneous eigenstates of k̂⊥ =−i∂x⊥ and H . These eigenstates
are the modes of the Hamiltonian, and they have the form ψ(x⊥,k∥) =φ(k∥)e i k⊥x⊥ with
k⊥ the eigenvalue of k̂⊥. To compute the modes at a specific energy E , we transform the
Schrödinger equation Hψ= Eψ into the generalized eigenproblem [30, 31][

E −h0 0
0 I

][
φ

k⊥φ

]
= k⊥

[
h1 h2

I 0

][
φ

k⊥φ

]
, (4.20)

or, if h2 = 0 such that the Hamiltonian is linear in k⊥,

(E −h0)φ= k⊥h1φ, (4.21)

with implicit dependence on k∥. The solutions φn are the modes and corresponding
eigenvalues k⊥,n . In total, there are pNc modes, where p is the maximum degree of k⊥
in the Hamiltonian, and with each φn an Nc -dimensional vector. Modes with kn,⊥ ∈ R
are propagating, while those with Im{k⊥,n} 6= 0 are evanescent. Evanescent modes with
Im{k⊥,n} > 0 are right-moving, because they decay with increasing x⊥ but diverge as
x⊥ →−∞. Similarly, evanescent modes with Im{k⊥,n} < 0 are left-moving. We classify
the propagating modes into right- and left-movers based on their velocity along x⊥, i.e.
〈v⊥〉 = 〈φn |v⊥|φn〉 with v⊥ in (4.3), where φn is right moving if 〈v⊥〉 > 0 and left moving
if 〈v⊥〉 < 0. We denote the sorted modes by φγn , with γ = + and γ = − for right- and
left-movers, respectively, and corresponding eigenvalues kγ⊥,n .

At a given energy, any solution to the Schrödinger equation can be decomposed in
terms of the modes [32, 33]. Gathering the left- and right-moving modes into the matrices

Uγ, such that column n of Uγ is φγn , and withΛγ(x⊥) = diag[e i k
γ
⊥,1 ,e i k

γ
⊥,2 , . . .], we have

ψ(x⊥,k∥) =U+Λ+(x⊥)D++U−Λ−(x⊥)D−, (4.22)



4

88
4. GENERAL APPROACH TO BOUNDARY CONDITIONS AND SPECTRA OF CONTINUUM

HAMILTONIANS: MATCHING TO TIGHT BINDING EDGES

with Dγ vectors of expansion coefficients. In the absence of confinements, any linear
combination of the form (4.22) is a solution to the Schrödinger equation. Confining the
x⊥-direction by imposing boundary conditions at x⊥ = xL and x⊥ = xR = xL +W > xL

constrains the space of coefficients Dγ to solutions that solve the Schrödinger equation
and obey the boundary conditions.

4.3.2. SPECTRUM OF A CONFINEMENT
We now formulate a matrix equation for the eigenstates of the Hamiltonian with the
boundary conditions. At the boundary x⊥ = x j with j = L,R, the boundary condition in
unitary form (4.19c) is

(I −QL)ψ(xL) =−(I +QL)v⊥ψ(xL),

(I −QR )ψ(xR ) = (I +QR )v⊥ψ(xR ),
(4.23)

with v⊥ given in (4.3), and the extra minus in the top equation due to the sign of the
outward pointing velocity projection. Applying v⊥ to the mode decomposition (4.22)
yields

v⊥ψ(x j ) = ∑
γ=+,−

(v1Uγ+ v2Uγk̂⊥)Λγ(x j )Dγ

= ∑
γ=+,−

(v1Uγ+ v2UγKγ)Λγ(x j )Dγ (4.24)

= ∑
γ=+,−

VγΛγ(x j )Dγ,

with the matrices Kγ = diag(kγ⊥,1,kγ⊥,2, . . .), and Vγ = v1Uγ+ v2UγKγ. Substituting into the
boundary conditions (4.23) gives the system of equations

(I −QL) [U+Λ+(xL)D++U−Λ−(xL)D−] =−(I +QL) [V+Λ+(xL)D++V−Λ−(xL)D−]

(I −QR ) [U+Λ+(xR )D++U−Λ−(xR )D−] = (I +QR ) [V+Λ+(xR )D++V−Λ−(xR )D−] ,
(4.25)

which a state at a fixed energy must satisfy.
In practice, the equations (4.25) are prone to numerical instability, because of the

presence of evanescent modes. Each of the matricesΛ+(x) andΛ−(x) is evaluated at both
boundaries xL and xR , and therefore contribute both exponentially small and diverging
terms to Eq. (4.25). We stabilize the equations using the property

Λγ(x j ) =Λγ(x j −xi )Λγ(xi ), (4.26)

along with xR = xL +W to rewrite

Λ+(xR )D+ =Λ+(W )Λ+(xL)D+
Λ−(xL)D− =Λ−(−W )Λ−(xR )D−,

(4.27)

such that all evanescent exponentials in both Λ+(W ) and Λ−(−W ) are exponentially
suppressed, and not diverging. Substituting into Eq. (4.25), we obtain the homogeneous
matrix equation

B(E ,k∥)

[
Λ+(xL)D+
Λ−(xR )D−

]
= 0, (4.28)
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with the matrix

B =
[

(I −QL)U++ (I +QL)V+ (I −QL)U−Λ−(−W )+ (I +QL)V−Λ−(−W )
(I −QR )U+Λ+(W )− (I +QR )V+Λ+(W ) (I −QR )U−− (I +QR )V−

]
.

(4.29)
Note that B implicitly depends on E through the modes. States of the confinement are
elements of the kernel of B , and searching for the solutions amounts to searching for
values of E (and k∥ if appropriate) for which the kernel of B is nontrivial. Because of the
stabilization (4.27), the matrix B contains no diverging quantities, and (4.28) is therefore
numerically stable. The analogous matrix using the skew-Hermitian parametrization
(4.5) is

B =
[

U++αLV+ U−Λ−(−W )+αLV−Λ−(−W )
U+Λ+(W )−αRV+Λ+(W ) U−−αRV−

]
. (4.30)

A nontrivial element of the kernel of B is a solution to the Schrödinger equation that
satisfies the boundary conditions of the confinement. However, such a solution may be
a false-positive if it does not correspond to a physical state. For example, in an infinite
square well with normal hard-wall boundary conditions at both ends, the kernel of B
is nontrivial at the energies E = k2

∥ . The corresponding wave function with boundary
conditions imposed vanishes over the well, and is therefore not normalizable. We filter
out such false-positives by bringing the solution to real space, and rejecting those that are
not normalizable while simultaneously obeying the boundary conditions.

4.3.3. EXAMPLES
As an illustration, we apply the algorithm to compute the dispersion of nanoribbons. First,
consider a semiconductor ribbon in a longitudinal magnetic field with Rashba spin-orbit
coupling. The Hamiltonian is

H = ħ2

2m
(k2

x +k2
y )σ0 +β(kxσy −kyσx )+EZσy , (4.31)

where m is the electron effective mass, β the spin-orbit coupling strength, and EZ the
Zeeman energy due to the longitudinal magnetic field. Here, σx,y,z are the Pauli matrices
in spin space, and the Hamiltonian acts on the spinor ψ = [ψ↑,ψ↓]. We form a ribbon
that is translationally invariant along y by imposing hard-wall boundary conditions
ψ(0, y) =ψ(W, y) = 0 at the left and right edges x = 0 and x = W , respectively, which in
terms of the parametrization (4.19c) means QL =QR =−I . To compute the dispersion,
we set W = 50a with a a unit of length, and apply the algorithm with h2 = σ0ħ2/2ma2,
h1 =βaσy and h0 =σ0ħ2k2

y /2m+EZσy to search for solutions of (4.28) as a function of ky

and energy E . The results are shown in Fig. 4.1(a), where the helical gap manifests at ky = 0
due to the interplay of the spin-orbit coupling with the Zeeman field [34]. In addition,
we superimpose the result of a tight binding calculation, obtained with Kwant[35] by
discretizing the Hamiltonian (4.31) over the width of the ribbon. The two methods agree
perfectly.

As a second example, we consider a graphene nanoribbon with zigzag boundaries.
The Dirac Hamiltonian that governs the low-energy excitations of graphene in the con-
tinuum limit near the high symmetry points ±K is given in Eq. (4.10), and acts on a
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Figure 4.1: (a) Dispersion of a ribbon with Rashba spin-orbit coupling in a longitudinal Zeeman field with
hard-wall boundary conditions at its edges, computed using the continuum spectrum-finding algorithm (red
dots), and by discretizing the Hamiltonian over the ribbon width (solid lines). The two methods are in perfect
agreement. Parameters are W = 50a, βa/t = 0.03, and EZ /t = 7×10−4, where t = ħ2/2ma2. (b) Dispersion
of graphene nanoribbon of width W = 300a with zigzag boundaries, with a the graphene lattice constant,
computed using the continuum dispersion algorithm (red dots) and the tight binding model of graphene (solid
lines). The two methods agree perfectly.

four-component spinor ψ. We take the ribbon as translationally invariant along y , and
impose boundary conditions at the edges x = 0 and x = W . The zigzag boundary con-
ditions are ψ(0, y) = −Mψ(0, y) and ψ(W, y) = Mψ(W, y), with M = τz ⊗σz [14, 18, 36].
Using (4.13), in terms of the parametrization (4.5) we thus have αL = αR = M vx /v2 at
the left and right boundaries, where vx = ħvτ0 ⊗σx . With h2 = 0, h1 = ħvτ0 ⊗σx and
h0 = ħvτ0 ⊗σy ky , we search for solutions of (4.28) as a function of ky and energy E to
compute the dispersion. The results are shown in Fig. 4.1(b), where we superimpose the
dispersion computed near ±K with Kwant[35] using the tight binding model for graphene
with nearest neighbour hopping, showing that the two methods are in perfect agreement.
The spectrum exhibits the dispersionless zero-energy edge states characteristic of zigzag
graphene boundaries.

4.4. CONTINUUM BOUNDARY CONDITIONS FROM TIGHT BIND-
ING EDGES

The space of current conserving boundary conditions (4.5) includes infinitely many
boundary conditions, but gives no direct correspondence between a physical boundary
and a particular boundary condition in the parametrization. In this section, we show
how to construct a boundary condition for a continuum Hamiltonian from the edge of a
corresponding tight binding model.

4.4.1. TIGHT BINDING DESCRIPTION OF A BOUNDARY

We consider tight binding equations of the form

H j , j−1C j−1 + (H j −E)C j +H j , j+1C j+1 = 0, (4.32)
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where j is a real space index, H j = H †
j are onsite matrices which act on the vectors

of tight binding amplitudes C j , Hi , j is the hopping matrix from cell j to i , and E is
the energy. In the following, we absorb the energy E into the onsite matrix to simplify
notation, H j −E ≡ H j , with the energy dependence implicit. Equation (4.32) applies
equally to systems that are finite or translationally invariant in the plane perpendicular
to the direction of the real space index j . In the latter case, the tight binding matrices
become functions of the corresponding lateral wave vector k∥, and (4.32) applies to each
k∥ separately [37, 38].

In order to describe a homogeneous material with a boundary, we take Eq. (4.32)
to describe a bulk system that couples to an edge region, beyond which the system
terminates. In the homogeneous bulk, the hoppings and onsites are independent of j ,
which numbers the translational unit cells. The corresponding tight binding equations
are

TLC j−1 +HLC j +T †
L C j+1 = 0, (4.33)

where H j = HL and H j , j−1 = TL for all j , and H j , j+1 = T †
L due to Hermiticity. With ML

orbitals per translational unit cell, HL and TL are ML×ML matrices. To include a boundary,
we truncate the bulk equations (4.33) at the cell j = 0, and couple the last bulk cell to an
edge. The tight binding equations for the boundary and adjacent bulk cells are

HSC S +T †
S C 0 = 0, (4.34a)

TSC S +HLC 0 +T †
L C 1 = 0, (4.34b)

TLC 0 +HLC 1 +T †
L C 2 = 0, (4.34c)

TLC 1 +HLC 2 +T †
L C 3 = 0, (4.34d)

...

with HS the onsite matrix of the edge, C S the corresponding tight binding amplitudes,
and TS the hopping from the boundary region to the adjacent bulk unit cell j = 0. The
edge describes deviations from the bulk material that are local to the system boundary,
such as surface potentials, and is therefore generally different from the bulk translational
unit cell. If there are MS orbitals in the boundary region, the matrices HS and TS are
MS ×MS and ML ×MS , respectively.

4.4.2. MATCHING A TIGHT BINDING BOUNDARY TO A BOUNDARY CONDITION
We begin by showing how to fold the boundary region (4.34) into an effective bound-
ary condition for the bulk tight binding Hamiltonian (4.33) that is consistent with the
parametrization (4.5). In other words, our goal is to remove the boundary region j = S
from (4.34), and replace it with a boundary condition at the last bulk cell j = 0 adjacent to
the boundary. Solving for CS in (4.34a),

CS =−H−1
S T †

S C0, (4.35)

and substituting into (4.34b) yields

−TS H−1
S T †

S C0 +HLC0 +T †
L C1 = 0. (4.36)
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This expression is ill-defined if HS is singular, i.e. if HS has zero eigenvalues, and hence not
invertible. Because HS is Hermitian, it is diagonalizable HS =US×diag[ε1,ε2, . . . ,εMS ]×U †

S ,

with U †
S =U−1

S and eigenvalues εn . The inverse is then H−1
S =US ×diag[ε−1

1 ,ε−1
2 , . . . ,ε−1

MS
]×

U †
S , so we can imagine that any zero eigenvalues become divergences in the inverse. In

the context of the parametrization (4.5), divergences indeed correspond to physically
acceptable boundary conditions. With this in mind, we for now freely invert matrices
with no regard to whether this causes divergences, but address this point later on. In the
final bulk cell j = 0, the projection of the tight binding velocity operator outwards from
the boundary V⊥ is (see Appendix 4.7.3)

(V⊥C)0 =−i [T †
L C1 −TS CS ]. (4.37)

Solving for T †
L C1 and substituting in (4.36) results in

−TS H−1
S T †

S C0 +HLC0 +TS CS + i (V⊥C)0 = 0. (4.38)

Using Eq. (4.35) yields

−2TS H−1
S T †

S C0 +HLC0 + i (V⊥C)0 = 0

⇔ [HL −2TS H−1
S T †

S ]C0 =−i (V⊥C)0 (4.39)

⇔ C0 =−i [HL −2TS H−1
S T †

S ]−1(V⊥C)0

or
C0 =αTB(V⊥C)0, (4.40)

where by analogy with (4.5), we identify the tight binding boundary condition matrix

αTB =−i (HL −2TS H−1
S T †

S )−1. (4.41)

The matrix αTB is ML ×ML , and acts in the space of tight binding orbitals within a single
translational unit cell of the bulk model (4.33). Crucially, we have α†

TB =−αTB, such that
the boundary condition is current conserving.

4.4.3. CONTINUUM LIMIT OF THE BOUNDARY CONDITION
The matrix (4.41) is a boundary condition for the tight binding model (4.33), while our goal
is a boundary condition for a corresponding continuum model. To obtain the continuum
model for the homogenous bulk, we invoke Bloch’s theorem with the ansatz C j = (e i k⊥ ) j C
where k⊥ is the wave number along the direction of the index j [32], and obtain the
Schrödinger equation

(TLe−i k⊥ +HL +T †
L e i k⊥ )C = EC , (4.42)

with C a vector of tight binding amplitudes in a bulk translational unit cell, and where we
have written out the energy E again explicitly. Expanding up to second order in k⊥ in the
limit k⊥ → 0 gives

Hc (k⊥)C = EC, (4.43)

with

Hc (k⊥) = HL +TL +T †
L + i k⊥(TL −T †

L )− k2
⊥

2
(T †

L +TL). (4.44)
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A continuum model acts in a basis of continuum orbitals, which may in general dif-
fer from the basis orbitals of a single translational unit cell in the parent tight binding
model. In order to obtain the final continuum Hamiltonian, we project (4.43) down to
the subspace spanned by the continuum orbitals. We assume that there are Mc ≤ ML

continuum orbitals in the continuum model, and that we know their representations
φm in the tight binding basis, for 1 ≤ m ≤ Mc . With Φc = [φ1,φ2, . . . ,φMc ], the matrix

ΦcΦ
†
c is the projector from the tight binding basis into the basis of continuum orbitals.

The projection of the tight binding vector C into the subspace of continuum orbitals is
ψ=Φ†

c C = [φ†
1C,φ†

2C, . . . ,φ†
Mc

C]T , where ψ is the vector of wave function amplitudes in

the continuum basis. Inserting ΦcΦ
†
c between Hc and C in (4.43) and multiplying from

the left with Φ†
c , we obtain

Φ†
c Hc (k⊥)ΦcΦ

†
c C = EΦ†

c C

⇔ hc (k⊥)ψ= Eψ,
(4.45)

with the Mc × Mc continuum Hamiltonian hc = Φ†
c HcΦc , which acts in the basis of

continuum orbitals.
We now extract a boundary condition for the continuum Hamiltonian hc in (4.45)

from the tight binding boundary condition (4.41). In the limit k⊥ → 0, the bulk tight
binding velocity operator is (see Appendix 4.7.3)

V c
⊥C = i

[
T †

L −TL + i k⊥(T †
L +TL)

]
C, (4.46)

which as Eq. (4.44) shows is equivalent to V c
⊥ = ∂Hc (k⊥)/∂k⊥. Substituting (4.46) for the

velocity operator in (4.40), we obtain

C0 =αTBV c
⊥C0. (4.47)

To finish taking the continuum limit, we project to the continuum subspace by inserting
projectors between all tight binding quantities and applyingΦ†

c from the left:

Φ†
c C0 =Φ†

cαTBΦcΦ
†
cV c

⊥ΦcΦ
†
c C0. (4.48)

Because Φ†
cV c

⊥Φc = ∂hc (k⊥)/∂k⊥ = v⊥ is the continuum velocity operator [see Eq. (4.45)],

and Φ†
c C0 =ψ0 the continuum wave function amplitudes in the last bulk cell adjacent to

the edge, Eq. (4.48) is equivalent to

ψ0 =αc v⊥ψ0 (4.49)

where
αc =−iΦ†

c (HL −2TS H−1
S T †

S )−1Φc (4.50)

is an Mc ×Mc matrix that satisfies α†
c = −αc , and acts in the continuum basis. By sup-

plementing the continuum Hamiltonian (4.45) with the boundary condition matrix αc

in the parametrization (4.5), we are thus able to simulate the effects of the tight binding
boundary (4.34) on the spectrum at the level of the continuum Hamiltonian.



4

94
4. GENERAL APPROACH TO BOUNDARY CONDITIONS AND SPECTRA OF CONTINUUM

HAMILTONIANS: MATCHING TO TIGHT BINDING EDGES

4.4.4. STABILIZATION OF THE MATCHING PROCEDURE
Although Eq. (4.50) is manifestly a current conserving boundary condition, it contains
inverses which potentially make it unsuitable for numerical evaluation. In this section,
we derive a stabilized expression for the boundary condition as a function of the tight
binding parameters using the Cayley transformation of Sec. 4.2.4.

Because αTB of Eq. (4.41) contains an overall inverse, instead of the boundary con-
dition (4.40), it is easier to apply the Cayley transformation to the equivalent boundary
condition α−1

TBC0 = (v⊥C)0. Including the projection to the continuum limit, we thus
stabilize the boundary condition by applying the Cayley transformation [see Eq. (4.17)]

Qc =
I −Φ†

cα
−1
TBΦc

I +Φ†
cα

−1
TBΦc

, (4.51)

where the Mc ×Mc matrix Qc is unitary, and acts in the basis of continuum orbitals. Using
αTB in (4.41), we obtain (see Appendix 4.7.4)

Qc =−I −2i (Φ†
c HLΦc − i )−1{I +Φ†

c TS [
1

2
HS −Φc T †

S (Φ†
c HLΦc − i )−1TSΦc ]−1

×T †
SΦc (Φ†

c HLΦc − i )−1},
(4.52)

which is compatible with the boundary condition parametrization given in Eq. (4.19c).
Although the expression for Qc in (4.52) looks cumbersome, it has a number of useful

properties. First of all, we avoid the intermediate step of constructing αTB, and hence
avoid dealing with potentially diverging quantities. Instead, we obtain a unitary bound-
ary condition matrix directly from the tight binding parameters that characterize the
boundary. Secondly, although (4.52) contains a number of inverses, they are regular-
ized. Because the matrixΦ†

c HLΦc is Hermitian, its eigenvalues are real. The eigenvalues
of (Φ†

c HLΦc − i ) thus always have a finite imaginary component −i , and the matrix is
therefore always invertible. Similarly, the original bare inverse of HS in (4.41) obtains the
regularization term Φc T †

S (Φ†
c HLΦc − i )−1TSΦc , which resembles a self-energy [39].

4.5. APPLICATION TO THE QUANTUM SPIN HALL EFFECT
In this section, we apply the boundary condition matching procedure to investigate
the effects of different boundary conditions on the edge states in a two-dimensional
topological insulator [2]. Topological insulators are materials that have a bulk energy
gap, but exhibit metallic edge states in the topological phase which are protected by
time-reversal symmetry. In a two-dimensional topological insulator, an edge hosts a pair
of counterpropagating bands of edge states which are Kramers partners [cf. Fig. 4.2(a)],
forbidding scattering between them as long as time-reversal symmetry is unbroken.
Because of their localization at an edge, the edge states are more responsive to edge
effects than the bulk states, which in combination with their inherent dependence on
symmetry makes them an ideal subject to investigate boundary conditions.

4.5.1. BHZ MODEL
To model a two-dimensional topological insulator, we use the Bernevig-Hughes-Zhang
(BHZ) Hamiltonian [40]. The tight binding Hamiltonian consists of a square lattice with
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Figure 4.2: Dispersion relations of a topological insulator nanoribbon of width W in the (a) topological and (b)
trivial phase. The dispersions are computed with a tight binding model that simply terminates at the ribbon
edges (solid lines), and using the continuum dispersion finding algorithm of Section 4.3 with corresponding
normal hard-wall boundary conditions (red dots). Although the system is gapped in the trivial phase, helical
bands of edge states manifest in the gap in the topological phase. Parameters are A ≡ħv = 0.09, B/A =−2, C = 0
and D/A =−0.72, with M/A =−0.056 in (a) and M/A = 0.022 in (b).

four electron- (E ) or hole-like (H ) orbitals [|E , 1/2〉, |H , 3/2〉, |E ,−1/2〉, |H ,−3/2〉]T per primitive
unit cell, where the second index is the magnetic quantum number. The tight binding
Hamiltonian is

H(k) =
[

h(k) 0
0 h∗(−k)

]
, (4.53)

with
h(k) = d(k) ·τ, (4.54)

where τ= (τ0,τx ,τy ,τz ) is the vector of Pauli matrices in electron-hole space including
also the identity, and d(k) = (d0,dx ,dy ,dz ) with

d0(k) =C −4D +2D(coskx +cosky )

dx (k) = A sinkx

dy (k) = A sinky

dz (k) = M −4B +2B(coskx +cosky ),

(4.55)

where A, B , C and D are material parameters. We scale all lengths and wave numbers in
terms of the lattice constant a. The tight binding onsite Hamiltonian is thus

H0 = Mσ0τz +Cσ0τ0 −4Bσ0τz −4Dσ0τ0, (4.56)

and the hoppings along the x and y directions

Tx = i
A

2
σzτx +Bσ0τz +Dσ0τ0,

Ty = i
A

2
σ0τy +Bσ0τz +Dσ0τ0,

(4.57)

with σi the Pauli matrices and identity acting in spin space.
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Figure 4.3: (solid lines) Tight binding dispersions of the quantum spin Hall nanoribbon with edge potentials VL
and VR that are (a) symmetric (VL /A =VR /A =−2.22), and (b) asymmetric (VL /A =−1.78, VR /A = 0.89). (Dots)
Ribbon dispersions computed using the continuum model supplemented with boundary conditions (4.52) that
match the tight binding boundaries. For comparison, the dispersion of the edge states with no edge potentials
is shown with dashed lines, illustrating the shift in the edge bands caused by the edge potentials. Asymmetric
edge potentials split the edge bands belong to opposite edges. Parameters are the same as in Fig. 4.2(b).

We obtain the continuum BHZ Hamiltonian by expanding the tight binding Hamilto-
nian around the Γ point. It has the same form as the tight binding Hamiltonian given in
Eqs. (4.53) and (4.54), but with

d0(k) =C −D(k2
x +k2

y )

dx (k) = Akx

dy (k) = Aky

dz (k) = M −B(k2
x +k2

y ).

(4.58)

4.5.2. DISPERSION RELATION OF A RIBBON
We now investigate the dispersion relations of nanoribbons with different boundary
conditions. Using the tight binding BHZ model, we compute the dispersion of ribbons
with various edge perturbations, and by applying the methods of Sections 4.3 and 4.4,
compare the results with a corresponding calculation employing the continuum BHZ
model supplemented with the appropriate boundary conditions. The nanoribbon is
translationally invariant along the y-direction, and confined to a width W = 100 along the
x-direction. For the tight binding model, we invoke Bloch’s theorem along the y-direction
to obtain an effective quasi-one dimensional system at each momentum ky , such that
the onsite and hopping along x in the notation of Section 4.4 are

HL = H0 +Ty e−i ky +T †
y e i ky ,

TL = Tx .
(4.59)

Figure 4.2 shows the dispersion of the ribbon in the topological [(a)] and trivial [(b)]
phase, computed using both the tight binding model, and the continuum model with
the dispersion solver of Section 4.3. Here, the tight binding model simply terminates
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at the ribbon edges, which in the continuum model corresponds the normal hard-wall
boundary conditions Q j =−I in Eq. (4.19c) for the left ( j = L) and right ( j = R) boundaries,
respectively. The continuum and tight binding computations of the dispersion agree
perfectly. While the system is gapped in the trivial phase, helical edge bands appear in
the gap in the topological phase.

Because the edge states are localized near the ribbon edges, they are strongly affected
by potentials that are local to the edge [41]. In contrast, edge potentials couple only
weakly to the bulk states, which are primarily localized in the interior of the ribbon. Using
the tight binding model, we include extra scalar edge potentials VL and VR in the final cell
adjacent to the left and right boundary, respectively. In order to map the left and right
boundaries with edge potentials to boundary conditions QL and QR for the continuum
BHZ model, we use Eq. (4.52) with Φc the 4×4 identity, and

HS = HL +VLσ0τ0, TS = TL for QL ,

HS = HL +VRσ0τ0, TS = T †
L for QR .

(4.60)

Here, HL and TL are given in (4.59), and we solve for the boundary condition in the con-
tinuum limit E = 0 and ky = 0. Imposing the boundary conditions (4.19c) at the left and
right boundaries, we then compute the dispersion of the ribbon using the continuum
algorithm of Section 4.3. Figure 4.3 compares the results of the tight binding computa-
tion with the calculation using the continuum model supplemented with the boundary
conditions, with symmetric edge potentials VL = VR in (a) and asymmetric potentials
VL 6=VR in (b). The agreement between the continuum and tight binding calculations is
reasonably good. Comparing with Fig. 4.2, the edge potentials indeed shift the edge states
more prominently than the bulk bands, a feature which the boundary conditions capture.
At a given edge, the edge states couples mostly to the potential local to the edge, such
that applying different potentials to the two boundaries splits the edge bands belonging
opposite edges. Such asymmetric edge potentials break the inversion symmetry of the
ribbon, causing energy splitting of the bulk bands at finite momentum, which is captured
by the boundary conditions.

The counterpropagating edge bands at a ribbon boundary are Kramers partners,
and backscattering between them is thus forbidden so long as time-reversal symmetry
T = iσyτ0 is unbroken. Hence, the ribbon remains gapless even in the presence of
edge potentials which preserve time-reversal symmetry, as Fig. 4.3 shows. On the other
hand, adding a magnetic edge potential breaks time-reversal symmetry locally, which
couples the edge bands and opens up an energy gap. In the tight binding model, we
include magnetic edge potentials UL and UR in the final cell adjacent to the left and right
boundary, respectively. The corresponding continuum boundary conditions QL and QR

follow from (4.52) with

HS = HL +ULσxτ0, TS = TL for QL ,

HS = HL +URσxτ0, TS = T †
L for QR .

(4.61)

In Fig. 4.4, we compare the dispersion from tight binding with the calculation using the
continuum model with boundary conditions using the algorithm of Section 4.3, with
symmetric magnetic edge potentials UL = UR in (a) and asymmetric UL 6= UR in (b),
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Figure 4.4: (solid lines) Tight binding dispersions of the quantum spin Hall nanoribbon with magnetic edge
potentials UL and UR that are (a) symmetric (UL /A = UR /A = −0.89), and (b) asymmetric (UL /A = −0.67,
UR /A = 1.11). (Dots) Ribbon dispersions computed using the continuum model supplemented with boundary
conditions (4.52) that match the tight binding boundaries. The magnetic edge potentials break time-reversal
symmetry locally at the edges, which couples the edge bands and opens up an energy gap. For comparison,
the dashed lines show the edge bands in the absence of magnetic edge potentials. If the magnetic potentials
are asymmetric, the splitting of the edge bands differs between the two edges, revealing all four edge bands.
Parameters are the same as in Fig. 4.2(b).

and see that the results match reasonably well. The magnetic edge potentials break
time-reversal symmetry because [T ,σxτ0] 6= 0, such that the edge states couple and
a gap opens. The potential local to a boundary mostly governs the coupling between
the edge bands at the boundary in question, and hence their energy splitting. If the
magnetic potentials are symmetric, the edge states belonging to each edge therefore
gap out in equal measure, such that the edge bands remain doubly degenerate. With
asymmetric potentials, different coupling at each edge splits the edge bands of the two
edges differently, showing all four edge bands. The continuum boundary conditions
capture these features, in addition to small spin-splitting in the bulk bands, by mixing
opposite spin projections.

If we map a boundary condition matrix Q including a magnetic edge potential back
to the skew-Hermitian parametrization (4.5) by inverting the transformation (4.19c), we
find that the boundary conditions have the form

α=α0 +α′, (4.62a)

α0 = iσ0(c0τ0 + c1τz )+ i c3σzτy , (4.62b)

α′ = iσx (c4τ0 + c5τz )+ i c6σyτx , (4.62c)

with real parameters cn . Here, α′ is the component of the boundary conditions due to
the magnetic edge potential, i.e. α = α0 in the absence of a magnetic edge potential.
The boundary condition preserves time-reversal symmetry if [T ,αvx ] = 0 [see Eq. (4.9)],
where the normal projection of the continuum BHZ velocity operator vx = ∂H/∂kx is

vx =−2σ0(Dτ0 +Bτz )kx + Aσzτx . (4.63)

We have {vx ,T } = 0, and therefore the boundary condition preserves time-reversal if
{T ,α} = 0. Indeed, we have {T , α0} = 0 but {T ,α′} 6= 0, and the contribution from the
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Figure 4.5: (solid lines) Tight binding dispersions of a quantum spin Hall nanoribbon with a translation unit cell
of lateral width L = 20 along y , and random onsite potentials added to the outermost sites that are (a) scalar, or
(b) magnetic. (Dots) Dispersion of a ribbon computed using the continuum model combined with boundary
conditions (4.52) matching the tight binding boundaries. The dashed lines are the dispersion of a ribbon in the
absence of edge disorder. The continuum calculation captures the main features of the tight binding dispersion,
shifts or gap openings in the edge dispersion, but does not capture the fluctuations in the edge band dispersion
which are caused by disorder. Parameters are the same as in Fig. 4.2(b).

magnetic edge potential therefore breaks the symmetry, which leads to the mixing of
opposite spin projections in the boundary condition. Finally, we note that with an edge
potential that is scalar instead of magnetic, as in the preceding paragraph, the boundary
condition has the form α0, and therefore preserves time-reversal symmetry, as expected.

In the preceding paragraphs, the translation unit cell of the tight binding model is
identical to the primitive unit cell, and the use of the projectorsΦc when matching the
tight binding boundary to a continuum boundary condition therefore unnecessary. To
demonstrate their use, we consider a tight binding translation unit cell of lateral width
L = 20 primitive unit cells along the y-direction, and compute the dispersion of ribbons
with edge disorder at the outermost sites, which is either scalar or magnetic. Because the
continuum basis orbitals are the orbitals in a single primitive unit cell of the tight binding
model, the projector is proportional to the identity in each primitive unit cell, and is given
by

Φc = 1p
L

[

L times︷ ︸︸ ︷
I4×4, I4×4, . . . , I4×4]T . (4.64)

The projector thus averages the boundary condition over the lateral width of the unit cell.
As before, we map the disordered edges to continuum boundary conditions QL and QR

using Eq. (4.52). Figure 4.5 compares the tight binding and continuum computations
for a ribbon with random potentials added to the outermost sites that are scalar in (a)
and magnetic in (b). Although scalar disorder shifts the edge bands, the system remains
gapless, while magnetic disorder opens an energy gap. The edge disorder causes fluctua-
tions in the dispersion of the edge bands, which the continuum boundary condition does
not capture. Aside from these oscillations however, the continuum calculation with the
boundary condition matches the structure of the tight binding dispersion, and captures
the overall shift and gap opening in the edge dispersion.
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4.6. SUMMARY
In summary, we have shown that general boundary conditions for a continuum Hamil-
tonian that conserve probability current are given in terms of a skew-Hermitian matrix
parameter. With the parametrization, it is straightforward to classify boundary conditions
depending on which symmetries they preserve or break, which is useful in the context
of symmetry protected topological phases. An alternative parametrization in terms of a
unitary matrix using the Cayley transformation may be more useful in practice, because
it avoids dealing with diverging elements of the skew-Hermitian parametrization, which
are still physically acceptable boundary conditions. We derived a numerically stable
algorithm to compute the spectrum of a continuum Hamiltonian confined between two
parallel boundaries with arbitrary boundary conditions, and have shown that it can calcu-
late both bulk and edge states of confinements. Furthermore, we have derived equations
which allow one to fold a tight binding boundary into an effective boundary condition
for the corresponding continuum model, with the boundary condition a function of the
boundary tight binding parameters. This makes it possible to simulate a specific tight
binding boundary using the continuum Hamiltonian in combination with a boundary
condition. Finally, we have applied our techniques to the edges of a two-dimensional
topological insulator with the BHZ model, to study the effects of edge potentials on the
topological edge bands. We have shown that it is possible to approximate the effects of
scalar or magnetic tight binding edge potentials on the dispersion of nanoribbons by
using a boundary condition for the continuum BHZ model.

4.7. APPENDIX

4.7.1. PROOF OF THE COMPLETENESS OF THE BOUNDARY CONDITIONS PARAMETRIZA-
TION

We show that the parametrization Eq. (4.5) is equivalent to the condition of vanishing
normal current at the boundary (4.4), and hence a complete parametrization of all solu-
tions to the vanishing normal current constraint. Our strategy is to consider an alternative
parametrization with built-in redundancies, which makes the equivalence simpler to
prove, and then show that it reduces to the original parametrization (4.5).

Motivated by (4.5), we define an extended vector at the boundary x = xB by stacking
ψ(xB ) and v⊥ψ(xB )

Ψ(xB ) = [
ψ, v⊥ψ

]T = [〈xB |ψ
〉

,〈xB | v⊥ψ
〉]T . (4.65)

For the boundary condition, we assume a linear constraint on the extended spinor

BΨ=Ψ, (4.66)

with B a complex matrix. The spinor Ψ has 2Nc elements, and B is 2Nc × 2Nc . The
Hamiltonian (4.1) is an ordinary differential equation in k⊥ of order 2 (quadratic), or 1
(linear) if h2 = 0, and must thus be supplemented with a total of 2Nc boundary conditions
to be well-posed if it is quadratic, or Nc boundary conditions if it is linear. Assuming
that the total confinement is formed by two parallel and independent boundaries, as
is the case in quantum wells or ribbons, we impose half of the boundary conditions at
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each boundary, and thus require Nc (quadratic) or Nc /2 (linear) boundary conditions at a
single boundary. As a result, (4.66) implies that B has eigenvalue 1 in a subspace that is at
most Nc -dimensional and contains Ψ, with the remaining degrees of freedom redundant.
Without loss of generality, we may thus pick B such that it has the eigenvalue −1 in the
orthogonal subspace, which is at least Nc -dimensional, such that B is both Hermitian
and unitary [18]:

B † = B−1 = B. (4.67)

In the extended representation, the vanishing normal current constraint (4.4) is

j⊥(xB ) =Ψ†(xB )J⊥Ψ(xB ) = 0, (4.68)

where J⊥ =σx ⊗ INc , with INc the Nc -dimensional identity matrix, is the current density
operator in the extended representation.

We now prove that the requirement of vanishing current normal to the boundary
(4.68) is equivalent to the anticommutation relation

{B , J⊥} = 0. (4.69)

To see that (4.69) implies (4.68), observe that

j⊥(xB ) =Ψ†(xB )J⊥Ψ(xB )

=Ψ†(xB )B J⊥BΨ(xB )

=−Ψ†(xB )J⊥Ψ(xB )

=− j⊥(xB )

⇒ j⊥(xB ) = 0,

(4.70)

where we used Eq. (4.66) and its Hermitian conjugate, and that B † = B = B−1. To see
that Eq. (4.68) implies Eq. (4.69), recall that vectors Ψ(xB ) which satisfy the boundary
conditions live in the eigensubspace of B with eigenvalue 1 of dimension N ′, where
N ′ = Nc or Nc /2, and that the orthogonal 2Nc −N ′ dimensional eigensubspace has the
eigenvalue −1. In terms of an eigenbasis of B , the matrices B and J⊥ are thus

B =
[

IN ′ 0
0 −I2Nc−N ′

]
, J⊥ =

[
A D

D† C

]
, (4.71)

where the matrices A, D and C are N ′×N ′, N ′× (2Nc −N ′) and (2Nc −N ′)× (2Nc −N ′),
respectively. Because the vanishing current constraint j⊥(xB ) = Ψ† J⊥Ψ = 0 holds for
any extended spinor Ψ satisfying the boundary conditions, i.e. for any Ψ in the N ′-
dimensional subspace of eigenvectors of B with eigenvalue 1, we have A = 0. Furthermore,

J 2
⊥ =

[
0 INc

INc 0

][
0 INc

INc 0

]
=

[
INc 0
0 INc

]
=

[
DD† DC
C D† D†D +C 2

]
,

(4.72)
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and therefore DD† = IN ′ , D†D = I2Nc−N ′ and C = 0. Hence,

{B , J⊥} =
[

IN ′ 0
0 −I2Nc−N ′

][
0 D

D† 0

]
+[

0 D
D† 0

][
IN ′ 0
0 −I2Nc−N ′

]
=

[
0 D

−D† 0

]
+

[
0 −D

D† 0

]
= 0,

(4.73)

which concludes the proof.
We have shown that with the parametrization Eq. (4.66), the vanishing normal current

condition (4.68) is equivalent to the anticommutation relation (4.69). We now show that
with the anticommutation relation (4.69), the boundary condition parametrization (4.66)
is equivalent to the parametrization (4.5) with α† =−α. Because B is Hermitian, it has the
block structure

B =
[

X Y
Y † Z

]
. (4.74)

where X , Y and Z are Nc × Nc matrices, X † = X and Z † = Z . Anticommutation with
J⊥ =σx ⊗ INc gives

{B , J⊥} =
[

Y +Y † X +Z
Z +X Y † +Y

]
= 0

⇒ X =−Z , Y =−Y †,

(4.75)

and therefore

B =
[

X Y
−Y −X

]
. (4.76)

Because B † = B = B−1, we furthermore have

B 2 =
[

X 2 −Y 2 X Y −Y X
X Y −Y X X 2 −Y 2

]
=

[
INc 0
0 INc

]
(4.77)

which shows that
X 2 −Y 2 = INc , [X ,Y ] = 0. (4.78)

To summarize, the boundary conditions that give vanishing normal current at the bound-
ary are given by [

X Y
−Y −X

][
ψ

v⊥ψ

]
=

[
ψ

v⊥ψ

]
, (4.79a)

X 2 −Y 2 = INc , [X ,Y ] = 0, (4.79b)

X † = X , Y † =−Y . (4.79c)

Because Y is skew-Hermitian, it is diagonalizable with a unitary transformation V , i.e.

Y = iVΛy V †, V † =V −1, Λy = diag(λ1y ,λ2y , ...,λNc y ), (4.80)



4.7. APPENDIX

4

103

where λ j y ∈R, and iλ j y are the purely complex eigenvalues of Y . It follows that

Y 2 =−VΛy V †VΛy V † =−VΛ2
y V †, (4.81)

where Λ2
y = diag(λ2

1y ,λ2
2y , ...,λ2

Nc y ). Because X 2 −Y 2 = INc , we have

X 2 = INc +Y 2 =V
(
INc −Λ2

y

)
V †, (4.82)

which shows that V also diagonalizes X 2, and therefore also X , which is not surprising
because [X ,Y ] = 0. Denoting the eigenvalues of X by λ j x , we thus have X =VΛxV † with
Λx = diag(λ j x ) for 0 ≤ j ≤ Nc , where

Λ2
x = INc −Λ2

y ⇔λ2
j x +λ2

j y = 1, i = 1,2, .., Nc . (4.83)

Because X † = X and Y † =−Y , X 2 is positive semidefinite and Y 2 negative semidefinite,
i.e. the eigenvalues λ2

j x of X 2 are strictly positive, and the eigenvalues −λ2
j y of Y 2 strictly

negative [42]. Therefore, λ2
j x ,λ2

j y ≥ 0 ∀ j , and because λ2
i x +λ2

i y = 1, we have

0 ≤λ2
j x ,λ2

j y ≤ 1 ⇔ 0 ≤ |λi x | ,
∣∣λi y

∣∣≤ 1, ∀ j . (4.84)

Writing out the matrix equation (4.79a) explicitly gives

Xψ+Y v⊥ψ=ψ and −Y ψ−X v⊥ψ= v⊥ψ
⇔ (1−X )ψ= Y v⊥ψ and Y ψ=−(1+X )v⊥ψ

⇔ψ= (1−X )−1Y v⊥ψ and ψ=−Y −1(1+X )v⊥ψ.

(4.85)

In the last step, we have assumed that the matrices (1−X ) and Y are invertible, i.e. that
neither has a vanishing eigenvalue. Because of Eqs. (4.83) and (4.84), we have

λ j x =∓
√

1−λ2
j y , −1 ≤λ j y ≤ 1 ∀ j , (4.86)

which shows that the matrices are invertible if λi y 6= 0 ∀ j . We will make this assumption
for now, and examine the limit λ j y → 0 at a later stage. We then also have

Y 2 = X 2 −1 = (X +1)(X −1)

=−(X +1)(1−X )

⇔ Y (1−X )−1 =−Y −1(X +1).

(4.87)

Plugging this into the last line of Eq. (4.85) yields

ψ= (1−X )−1Y v⊥ψ and ψ=−Y −1(1+X )v⊥ψ

⇔ψ= (1−X )−1Y v⊥ψ and ψ= Y (1−X )−1v⊥ψ.
(4.88)

Because λ j y 6= 0, we have
∣∣λ j x

∣∣< 1 and can expand (1−X )−1 as a power series in X . Using
also [X ,Y ] = 0, one obtains

(1−X )−1 = 1+X +X 2 + ... ⇒ [(1−X )−1,Y ] = 0. (4.89)
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The two equations in the second line of Eq. (4.88) are thus equivalent, so the boundary
conditions are fully contained in the single matrix equation

ψ= (1−X )−1Y v⊥ψ≡αv⊥ψ, (4.90)

where the Nc ×Nc matrix α satisfies

α† =[
(1−X )−1Y

]† = Y †(1−X †)−1

=−Y (1−X )−1 =−(1−X )−1Y

=−α,

(4.91)

and is therefore skew-Hermitian.
Equations (4.79b) and (4.79c) show that there are constraints on the matrices X and

Y . To see if they constrain the form of α in any other way than making it skew-Hermitian,
let us look at the spectrum of α. That α is skew-Hermitian means that its eigenvalues are
all purely complex numbers, living on the imaginary axis iR. We have

α= (1−X )−1Y

= iV (1−Dx )−1D y V †

= iV DαV †,

(4.92)

where i Dα is the diagonal matrix of eigenvalues of α, all of which are purely imaginary,
with

Dα = diag

(
λ1y

1−λ1x
,
λ2y

1−λ2x
, ...,

λNc y

1−λNc x

)

= diag

 λ1y

1∓
√

1−λ2
1y

, ...,
λNc y

1∓
√

1−λ2
Nc y

 ,

(4.93)

see also Eq. (4.86). To understand the spectrum of α, we thus look at the functions

F∓(λ j y ) = λ j y

1∓
√

1−λ2
j y

, λ j y ∈ [−1,1] , (4.94)

taking special care around the point λ j y = 0. The functions F∓ are continuous in the
intervals [−1,0[ and ]0,1]. Furthermore,

F+(−1) =−1, F+(1) = 1, (4.95a)

F+(0) → 0, as λi y → 0, (4.95b)

F−(−1) =−1, F−(1) = 1, (4.95c)

F−(λ j y ) →±∞, as λ j y → 0±. (4.95d)

which shows that the combined range of the functions F∓ is R, and therefore the eigenval-
ues of α can generally take any value on the axis iR. We thus conclude that in the general
case, the only thing assertible about α is that it is skew-Hermitian.
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To sum up, we have shown that at a single, isolated boundary, the boundary condition
parametrization

ψ(xB ) =αv⊥ψ(xB ), α† =−α, (4.96)

is equivalent to the requirement of vanishing current density normal to the boundary.

4.7.2. SELF-ADJOINT EXTENSION OF A HAMILTONIAN BOUNDED BY A SINGLE

BOUNDARY

Because it is an observable, a Hamiltonian must be self-adjoint, which means that it must
be Hermitian H † = H , and satisfy

〈φ|Hψ〉 = 〈Hφ|ψ〉 (4.97)

for any φ, ψ in the Hilbert space [25, 26]. In an unbounded space, any Hermitian Hamil-
tonian is self-adjoint, because elements of the Hilbert space are square integrable, and
therefore vanish at ±∞. As a result, the boundary terms at ±∞ vanish in the integration
by parts to show that (4.97) holds. In a bounded system however, the integration by parts
gives rise to surface terms that have to cancel or vanish for (4.97) to hold, resulting in
extra constraints at the boundaries that the self-adjoint Hamiltonian must obey. In this
Appendix, we show that imposing boundary conditions from the parametrization (4.5)
on the wave functions automatically gives a self-adjoint Hamiltonian.

As in the main text, we consider the Hamiltonian (4.1) confined to the half-plane
x⊥ ≤ xB

⊥. To check the self-adjointness condition (4.97), we take the left hand side

〈φ|Hψ〉 =
xB
⊥∫

−∞
φ†(x⊥)

[
h0 +h1k̂⊥+h2k̂2

⊥
]
ψ(x⊥)dx⊥, (4.98)

and integrate by parts, neglecting the direction x∥ to simplify notation, but without loss
of generality. The zeroth order term in k⊥ is manifestly self-adjoint, because φ†h0ψ =
(h0φ)†ψ. Using k̂⊥ =−i∂x⊥ and integrating the first order term by parts gives

〈h1k⊥φ|ψ〉−〈φ|h1k⊥ψ〉 = i {h1φ(xB
⊥)}†ψ(xB

⊥), (4.99)

where the right hand side is equivalent to

i {h1φ(xB
⊥)}†ψ(xB

⊥)

= i

2
[{h1φ(xB

⊥)}†ψ(xB
⊥)+φ†(xB

⊥)h1ψ(xB
⊥)]

= i

2
(
〈
φ

∣∣h1
∣∣xB

⊥
〉〈

xB
⊥
∣∣ψ〉+〈

φ
∣∣ xB

⊥
〉〈

xB
⊥
∣∣h1

∣∣ψ〉
)

= iħ
2

(
〈
φ

∣∣v1
∣∣xB

⊥
〉〈

xB
⊥
∣∣ψ〉+〈

φ
∣∣ xB

⊥
〉〈

xB
⊥
∣∣v1

∣∣ψ〉
),

(4.100)
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using the velocity operator in Eq. (4.3). Evaluating the second order term gives

〈h2k2
⊥φ|ψ〉−〈φ|h2k2

⊥ψ〉

= iφ†(xB
⊥)h2

∂x⊥
i
ψ(xB

⊥)+ i {h2
∂x⊥

i
φ(xB

⊥)}†ψ(xB
⊥)

= i (
〈
φ

∣∣h2k̂⊥
∣∣xB

⊥
〉〈

xB
⊥
∣∣ψ〉+〈

φ
∣∣ xB

⊥
〉〈

xB
⊥
∣∣h2k̂⊥

∣∣ψ〉
)

= iħ
2

(
〈
φ

∣∣v2k̂⊥
∣∣xB

⊥
〉〈

xB
⊥
∣∣ψ〉+〈

φ
∣∣ xB

⊥
〉〈

xB
⊥
∣∣v2k̂⊥

∣∣ψ〉
).

(4.101)

Gathering terms and identifying the current operator of Eq. (4.2), we obtain

〈Hφ|ψ〉−〈φ|Hψ〉 = iħ〈
φ

∣∣ j⊥(xB
⊥)

∣∣ψ〉
, (4.102)

and the condition for a self-adjoint Hamiltonian is therefore

〈
φ

∣∣ j⊥(xB
⊥)

∣∣ψ〉= 0. (4.103)

To see that supplementing the Hamiltonian with the boundary conditions (4.5) fulfills
(4.103), we expand

∣∣φ〉
and

∣∣ψ〉
in a basis of eigenfunctions |ξn〉 of the Hamiltonian with

boundary conditions, i.e.
∣∣φ〉 = ∑

n cn |ξn〉 and
∣∣ψ〉 = ∑

m dm |ξn〉. Inserting into (4.103),
the Hamiltonian is self-adjoint if 〈ξn | j⊥(xB

⊥) |ξm〉 vanishes for all m,n. The eigenfunctions
|ξn〉 are all solutions with the same boundary condition α, i.e. ξn(xB

⊥) =αv⊥ξn(xB
⊥) for all

n, such that

2〈ξn | j⊥(xB
⊥) |ξm〉

= 〈ξn |v⊥
∣∣xB

⊥
〉〈

xB
⊥
∣∣ ξm〉+〈ξn | xB

⊥
〉〈

xB
⊥
∣∣v⊥ |ξm〉

= 〈ξn |v⊥
∣∣xB

⊥
〉〈

xB
⊥
∣∣αv⊥ |ξm〉−〈ξn |v⊥α

∣∣xB
⊥
〉〈

xB
⊥
∣∣v⊥ |ξm〉

= 0,

(4.104)

for all m,n. Supplementing the bounded Hamiltonian with the boundary conditions (4.5)
therefore ensures that the Hamiltonian is self-adjoint.

4.7.3. THE TIGHT BINDING VELOCITY OPERATOR

In this Appendix, we introduce the tight binding velocity operator. The Hamiltonian
operator of the tight binding model in (4.32) is

Ĥ =∑
j

(Ĥ j , j−1 + Ĥ j , j + Ĥ j , j+1, ) (4.105)

with j a real space index along the direction x⊥, and where Ĥi , j = Pi HP j , with P j the
projector onto block j . The velocity operator along x⊥ is

V̂⊥ = i

ħ [Ĥ , x̂⊥], (4.106)
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where the tight binding coordinate operator is x̂⊥ =∑
j x̂ j =∑

j P j x̂⊥P j [43]. The projec-
tors are orthogonal, satisfying Pi P j = P jδi j , so we have

V̂⊥ = i

ħ
∑
j k

[(Ĥ j , j−1 + Ĥ j , j + Ĥ j , j+1)x̂k

− x̂k (Ĥ j , j−1 + Ĥ j , j + Ĥ j , j+1)]

= i

ħ
∑

j
[P j ĤP j−1x̂⊥P j−1 +P j ĤP j x̂⊥P j

+P j ĤP j+1x̂⊥P j+1 −P j x̂⊥P j ĤP j−1

−P j x̂⊥P j ĤP j −P j x̂⊥P j ĤP j+1].

(4.107)

If we assume that the position of individual sites in the unit cell is not important, only the
coordinate of the unit cell itself matters. Assuming a lattice constant a and that cell j is at
x⊥ = j a, we then have P j x̂⊥Pk = j aP j . Using Pi P j = P jδi j , we then obtain

V̂⊥ = i

ħ
∑

j
[Ĥ j , j−1a( j −1)+ Ĥ j , j a j + Ĥ j , j+1a( j +1)

−a j Ĥ j , j−1 −a j Ĥ j , j −a j Ĥ j , j+1]

= i a

ħ
∑

j
[Ĥ j , j+1 − Ĥ j , j−1].

(4.108)

With C =∑
j P j C =∑

j C j containing the tight binding amplitudes in all the cells, we have

V̂⊥C = i a

ħ
∑
j k

[Ĥk,k+1 − Ĥk,k−1]P j C

= i a

ħ
∑
k

[Ĥk,k+1Ck+1 − Ĥk,k−1Ck−1],

(4.109)

The velocity at cell j is the projection onto the cell, i.e.

(V⊥C) j = i a

ħ [Ĥ j , j+1C j+1 − Ĥ j , j−1C j−1]. (4.110)

In the following and in the main text, we scale the velocity operator with a/ħ.
For the Hamiltonian of the translationally invariant bulk (4.33), Bloch’s theorem gives

C j+1 = e i k⊥C j , such that the velocity projection (4.110) becomes

(V⊥C) j = i [T †
L e i k⊥ −TLe−i k⊥ ]C

≈ i [T †
L −TL + i k⊥(T †

L +TL)]C,
(4.111)

where we have expanded the exponentials to first order in k⊥ in the continuum limit
k⊥ → 0, and identify the continuum velocity operator

V c
⊥ = i [T †

L −TL + i k⊥(T †
L +TL)]. (4.112)
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For the system with the boundary (4.34), in the cell j = 0 adjacent to the boundary,
Eq. (4.110) gives

(V⊥C)0 =−i [T †
L C1 −TS CS ]

⇔ T †
L C1 = TS CS + i (V⊥C)0,

(4.113)

with the extra minus because we take the projection along the negative x⊥-direction,
pointing outwards towards the boundary region.

4.7.4. CAYLEY TRANSFORMATION OF THE TIGHT BINDING BOUNDARY CON-
DITION.

To derive an expression for the unitary continuum boundary condition matrix Qc in terms
of the boundary tight binding matrices, we take the expression for αTB in (4.41) and plug
it into the Cayley transformation (4.51). We obtain

Qc =
I −Φ†

cα
−1
TBΦc

I +Φ†
cα

−1
TBΦc

=
I − iΦ†

c

[
HL −2TS H−1

S T †
S

]
Φc

I + iΦ†
c

[
HL −2TS H−1

S T †
S

]
Φc

(4.114)

=−I − 2i

Φ†
c HLΦc − i −2Φ†

c TS H−1
S T †

SΦc

,

with the hidden energy dependence HL → HL −E and HS → HS −E . We see that on the
level of the tight binding matrices, the continuum projection amounts to substituting
HL →Φ†

c HLΦc and TS →Φ†
c TS . Invoking the Woodbury matrix identity [44],

(A+UCV )−1 = A−1 − A−1U
(
C−1 +V A−1U

)−1
V A−1, (4.115)

with A = HL − i , C =−2H−1
S , U =Φ†

c TS , and V = T †
SΦc , we obtain the desired result

Qc =−I −2i
[
Φ†

c HLΦc − i −2Φ†
c TS H−1

S T †
SΦc

]−1

=−I −2i
(
Φ†

c HLΦc − i
)−1

{
I +Φ†

c TS

[
1

2
HS −Φc T †

S

(
Φ†

c HLΦc − i
)−1

TSΦc

]−1

×T †
SΦc

(
Φ†

c HLΦc − i
)−1

}
.

(4.116)
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5.1. INTRODUCTION

Fully gapped topological superconductors (TSCs), characterized by a global topological
invariant in the Brillouin zone, have been the subject of intense investigation in recent
years. They provide a platform for the creation of the Majorana quasiparticle [1–3], which
has promising applications in quantum information [4–6]. Nodal superconductors, i.e.,
superconductors with nodal points or lines at the Fermi surface where the bulk gap
vanishes, can also display nontrivial topological properties, becoming nodal TSCs [7–9].
Their topological invariants are only defined locally in the Brillouin zone, giving rise to
flat bands or arcs of surface states in the nontrivial phase [10–12].

Intrinsic nodal TSCs are predicted to exist in unconventional superconductors, such
as high-temperature d-wave superconductors [13], the heavy fermion systems [14–16],
noncentrosymmetric superconductors [17, 18], and Weyl superconductors [19]. However,
intrinsic unconventional pairing is complex and ambiguous, and is furthermore not
robust to disorder, making intrinsic nodal TSCs challenging experimentally. It is therefore
desirable to engineer nodal TSCs using simpler components [20–22], such as conventional
s-wave spin-singlet superconductors, similar to efforts in realizing fully gapped TSCs
using proximity-induced s-wave pairing [23, 24].

Two-dimensional monolayers of transition metal dichalcogenides (TMDs) [25] offer
an opportunity to engineer nodal TSCs. Recent experiments show that several monolayer
TMDs, such as MoS2, MoSe2, MoTe2, WS2, and NbSe2, become superconducting [26–34],
with a critical temperature e.g. as large as 10 K observed in MoS2 [28]. These supercon-
ductors possess an extremely high critical in-plane magnetic field, several times larger
than the Pauli limit, due to a special type of Ising spin-orbit coupling (SOC) [28, 30, 35, 36].
The Ising SOC results from the heavy atoms and the absence of inversion symmetry, and
acts as an effective Zeeman term perpendicular to the TMD plane, with opposite orienta-
tion at opposite momenta, pinning electron spins to the out-of-plane direction [37, 38].
Previous work predicts that hole-doped monolayer NbSe2 with s-wave superconductivity
near Γ becomes a nodal TSC in an in-plane magnetic field [39]. In their proposal, the
bulk nodal points appear along Γ−M lines where the Ising SOC vanishes because of the
in-plane mirror symmetry Mx : x →−x. However, the potential of TMD materials such as
MoS2, MoSe2, MoTe2, and WS2, which are superconducting at electron doping near the K
valleys, to become nodal TSC, is currently not known. Note that Mx does not guarantee
the vanishing of SOC near the K valleys.

In this chapter, we show that s-wave superconducting monolayers of molybdenum
dichalcogenides (MoX2, X=S, Se, Te) become nodal TSCs in the presence of an in-plane
magnetic field. In this previously unknown topological phase, the bulk nodal points
appear near the K valleys at special momenta where the SOC splitting vanishes. We find
two regimes in the nodal topological phase, with six or twelve nodal points appearing
near each valley respectively. In the nodal topological phase, nodal points are connected
by zero-energy Andreev flat band edge states, which are protected by a chiral symmetry
originating from mirror symmetry in the MoX2 plane, and present for all edges except
zigzag. Finally, we discuss possible experimental verification of the nodal topological
phase.
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5.2. MODEL
A monolayer MX2 (MoS2, MoSe2, MoTe2, or WS2) consists of a triangular lattice of M
atoms sandwiched between two layers of X atoms, each also forming a triangular lattice.
The top and bottom X atoms project onto the same position in the layer of M atoms, such
that when viewed from above, the monolayer has the hexagonal lattice structure shown
in Fig. 5.1(a), with primitive lattice vectors a1 and a2. In the normal state, the monolayer
MX2 has a direct band gap at the ±K points. Near the ηK (η=±) points, the point group is
C3h , and the effective Hamiltonian of the lowest conduction band up to the third order in
momentum k = (kx ,ky ) is

Hη
e (k) = k2

2m∗ + [λη+ A1k2η+ A2(k3
x −3kx k2

y )]σz , (5.1)

in the basis [cηk↑,cηk↓], with cηks the annihilation operator for an electron in valley η
at momentum k with spin s =↑,↓. We obtain this effective Hamiltonian from the k ·p
Hamiltonian near the ±K valleys in Ref. [40] by the Löwdin partition method [41, 42]. Here,
the x (y)-axis points along the zigzag (armchair) direction as in Fig. 5.1(a), m∗ denotes
the effective mass, λ and A1,2 are SOC strengths, and σx,y,z are the Pauli matrices in spin
space. Material parameters are provided as Supplementary Material 5.8.1.

Including superconductivity with s-wave pairing and an in-plane magnetic field, the
Bogoliubov-de Gennes (BdG) Hamiltonian in the basis [cηk↑,cηk↓,c†

−η−k↑,c†
−η−k↓] is

Hη

BdG(k) =(
k2

2m∗ −µ)τz + [λη+ A1k2η+ A2(k3
x −3kx k2

y )]σz

+Vxσxτz +Vyσy +∆σyτy ,
(5.2)

where µ, τx,y,z , ∆, and Vx,y are the chemical potential, Pauli matrices in particle-hole
space, the superconducting gap, and the Zeeman energy terms due to the magnetic field,
respectively.

The BdG Hamiltonian Hη

BdG(k) has a particle-hole symmetry (PHS) P Hη

BdG(k)P −1 =
−H−η

BdG(−k) where P = τxK , with K being the complex conjugation operator. Although

time-reversal symmetry (TRS) T = iσyK is broken by the magnetic field, Hη

BdG(k)

respects an effective TRS T̃ Hη

BdG(k)T̃ −1 = H−η
BdG(−k) where T̃ = Mx yT , with Mx y =

−iσzτz the mirror symmetry in the monolayer plane. Therefore, Hη

BdG(k) has the chiral

symmetry C Hη

BdG(k)C −1 = −Hη

BdG(k) with C = P T̃ = σxτy . As a result, Hη

BdG(k) is in
class BDI, which is trivial in two dimensions for gapped systems [43, 44], but can be
nontrivial for nodal systems. We reduce the dimension to one by fixing two orthogonal
directions k∥ and k⊥ in momentum space, and considering each Hη

BdG(k⊥,k∥) at a fixed k∥
separately [11]. Although P and T̃ are in general not symmetries of the one-dimensional
(1D) Hamiltonian Hη

BdG(k⊥,k∥) at a fixed k∥ [45], because they flip the sign of both k∥ and

k⊥ 1, C is a symmetry for any choice of k∥. Therefore the 1D Hamiltonians Hη

BdG(k⊥,k∥)

at a fixed k∥ belong to class AIII 2, and are thus characterized by an integer topological
invariant: the winding number [43].

1The 1D PHS or TRS that only flip k⊥ require an extra unitary symmetry that maps k∥ →−k∥, but we find that
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Figure 5.1: (a) Top view of monolayer MX2 lattice structure with primitive lattice vectors a1 and a2. (b) Phase

diagram of the gap-closing condition as a function of µ and
√

V 2
x −∆2. Nodal points appear in regions where

the gap closes, colored yellow (regime I) and green (regime II), with the phase boundaries given by µ=µ1,2 ±√
V 2

x −∆2. III represents the boundary between regimes I and II. (c) Sketch of nodal points near K valley. The
chirality of nodal points with +(?) is 1(−1), and diamond denotes two overlapping nodal points of opposite
chirality. Nodal point projections on the ky -axis determine topologically nontrivial phases with nonzero winding
number (solid green lines).

5.3. BULK NODAL POINTS

We begin investigating the topological phases of Hη

BdG(k) by finding the gap-closing

conditions, which determine the bulk nodal points. Due to chiral symmetry, Hη

BdG(k) can

no such symmetry exists for generic (k⊥,k∥).
2For the armchair direction k∥ = ky ŷ, although the 1D Hamiltonian of the continuum model belongs to class

BDI, it turns out to be in class AIII in the tight-binding models, due to the absence of a point group symmetry
that maps y →−y .
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be brought to a block off-diagonal form [11, 46], with the upper off-diagonal element

Aη(k) = −(
k2

2m∗ −µ)+ [λη+ A1k2η+ A2(k3
x −3kx k2

y )]σz

−Vxσx +Vyσy + i∆σz . (5.3)

The gap-closing condition det[Aη(k)] = 0 gives rise to two requirements:

λη+ A1k2η+ A2(k3
x −3kx k2

y ) = 0, (5.4a)

µ±
√

V 2
x +V 2

y −∆2 = k2

2m∗ . (5.4b)

The first is the vanishing of spin splitting due to SOC [see Eq. (5.1)], and the second
is the magnetic field closing the bulk gap at the Fermi circle without SOC. These two
conditions arise because closing the gap with the magnetic field brings together bands
that are coupled by SOC. The bands thus repulse, except at points in momentum space
where the SOC vanishes and the gap closes. Such points manifest as crossings between
the spin-split conduction bands in the normal-state dispersion, which are present near
±K valleys in monolayer MoX2 (X=S, Se, Te) but not WS2, due to the relative strengths of
SOC contributions from the d orbitals on the transition metal atoms and the p orbitals
on the chalcogen atoms [47–49]. Therefore, the requirement (5.4a) is not met in WS2, and
we focus on MoX2 in the following. The gap-closing requirements (5.4) are independent
of the in-plane magnetic field orientation, so we set Vy = 0 in the following. Solving

Eq. (5.4a) limits k to kc1 ≤ k ≤ kc2 with kc1,c2 = k0 ±k2
0/(2A0), k0 =

√
−λ/A1 and A0 =

A1/A2 [see Supplementary Material 5.8.1]. Figure 5.1(b) shows a phase diagram of the

gap-closing conditions as a function of µ and
√

V 2
x −∆2. The four phase boundaries

µ=µ1,2 ±
√

V 2
x −∆2 with µ1,2 = k2

c1,c2/(2m∗) divide the diagram into regimes, with nodal
points and therefore possible nontrivial phases in the colored regions (I and II).

5.4. TOPOLOGICAL PHASES
In the gapless regimes of the phase diagram, Fig. 5.1(c) sketches the nodal points near the
K valley along with their chirality w(ki ). The chirality of the nodal point at ki = (k i

⊥,k i
∥) is

the winding number around it, and is ±1 [11, 18, 46]. The nodal point chirality relates to
the winding number W of the 1D Hamiltonian at a fixed k∥ through W (k∥) =∑

k i
∥<k∥ w(ki ),

which means that we can obtain W (k∥) by counting the nodal point projections onto the
k∥-axis and keeping track of their chirality. For the zigzag direction k∥ = kx x̂, the nodal
point projections cancel exactly, because the nodal points come in pairs with opposite
chirality at each kx , and hence W (kx ) = 0 always. For any other direction, the nodal points
do not cancel, and nontrivial phases thus exist for all directions k∥ other than zigzag. We
show the projections of the nodal points on the armchair direction k∥ = ky ŷ, and the
corresponding segments of the ky -axis where W (ky ) 6= 0(solid green lines). In regime
I, there are two momentum circles (5.4b) near the K valley, with six nodal points each
for a total of twelve. The nodal points divide the ky -axis into thirteen segments, with six
segments topologically nontrivial. In regime II, there is only one momentum circle with
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six nodal points, such that the ky -axis separates into seven parts, with three nontrivial. At
the boundary between regimes I and II (marked as III in the figure), pairs of nodal points
of opposite chirality overlap on one momentum circle, such that only the other circle
contributes to the winding number W , similar to regime II. The nodal points near the −K
valley are symmetric to the ones near K in kx [see also Fig. 5.4(a)]. The preceding analysis
applies equally to all three MoX2 monolayers. In the following, we explore further details
of the topological phases, focusing on nodal point projections on the armchair direction.
Although we show examples for specific materials, we have verified that the physics is
qualitatively the same for all three [see Supplementary Material 5.8.4].

To complement the analysis of nodal point projections, Figs. 5.2(a) and (b) show

computed phase diagrams of the winding number as a function of ky and
√

V 2
x −∆2

at two chemical potentials, µ1 < µ < (µ1 +µ2)/2 in (a) and µ < µ1 in (b), respectively
representative of regimes I and II of Fig. 5.1. The phase diagrams are even in ky , and
the winding number is ±2 due to equal contributions from the ±K valleys. The phase

boundaries in Fig. 5.1(b) determine the range of the nontrivial regions in
√

V 2
x −∆2, while

the maximum extent along ky is bounded from above by |ky | ≤ k0, independent of µ and√
V 2

x −∆2 [see Supplementary Material 5.8.1]. Sweeping over
√

V 2
x −∆2 in (a), the phase

diagram transitions from regime I to II indicated by the vertical dashed line, such that
the number of topologically nontrivial segments along ky changes from six to three (also
counting −ky ). In contrast, (b) is exclusively in regime II.

5.5. EXCITATION GAP AND EDGE STATES

Topologically nontrivial phases are protected by the topological excitation gap, which
we define as Egap(k∥) = minn,k⊥ |En(k∥,k⊥)|, where En(k) is the spectrum of Hη

BdG(k),
with n a band index. Figures 5.2(c) and (d) show maps of the topological excitation
gap corresponding to the phase diagrams (a) and (b), respectively. In the nontrivial
phase, we see that Egap . 0.1∆ for MoSe2, and similarly find Egap . 0.04∆ for MoS2, and
Egap . 0.2∆ for MoTe2 [see Supplementary Material 5.8.4]. Here, we emphasize that
∆ may represent intrinsic superconductivity, which means that no proximity effect is
required, and interface effects that tend to reduce the gap further are thus absent.

In a topologically nontrivial phase, edge states manifest at a monolayer lattice ter-
mination boundary. We investigate the edge states at an armchair edge by calculating
the local density of states at the boundary, ρ(E , xB ,ky ) =− 1

πTr[ImG(E , xB ,ky )], with E the
energy, xB the coordinate of the armchair edge, and G the surface Green’s function [50].
Figure 5.3(a) shows the local density of states obtained using parameters from regime
I of Fig. 5.1(b), i.e. with 12 nodal points per valley. At zero energy, there are six sections
of Andreev flat bands connecting nodal points, which exactly match the topologically
nontrivial phases with nonzero winding number, marked by the vertical dotted lines, and
the shaded regions in Fig. 5.3(b). In Fig. 5.3(b), we also present the decay length of the
topologically nontrivial edge states, and see that it is of the order 1µm here.
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Figure 5.2: Topological phase diagrams for the armchair direction k∥ = ky ŷ of monolayer MoSe2. The winding

number as a function of ky and
√

V 2
x −∆2 with (a) µ1 < µ< (µ1 +µ2)/2 and (b) µ< µ1, in regimes I and II of

Fig. 5.1. The phase diagrams for (µ1 +µ2)/2 <µ<µ2 and µ>µ2 are similar to (a) and (b) respectively, but with
opposite winding numbers. (c, d) The corresponding topological excitation gap Egap to (a) and (b) separately.
Data is obtained using the continuum model (5.2), and a is the lattice constant of the MX2 lattice.

5.6. ARBITRARY EDGE DIRECTIONS

Although we have so far focused on an armchair edge, topologically nontrivial regimes
exist for all lattice termination edges except zigzag. Using tight-binding models to sim-
ulate the MX2 lattice [Fig. 5.1(a)] with Kwant [51], we characterize a lattice termination
edge with a superlattice vector T at the angle φ relative to the armchair direction [see
Supplementary Material 5.8.5]. To investigate topological phases, we deform the hexag-
onal first Brillouin zone into the rectangle spanned by primitive reciprocal vectors k̂∥
and k̂⊥, which are parallel and, respectively, transverse to T [52], and project the nodal
points onto the k∥-axis [Fig. 5.4(a)]. As before, flat bands exist in segments of the k∥-axis
where the winding number is nonzero. Unlike an armchair edge, the nodal points near
±K generally do not project pairwise onto the same k∥ at a generic boundary, and the
winding number can take other values than ±2, e.g., ±1 (green lines). Figure 5.4(b) is
an example of a phase diagram for an edge direction with φ≈ 1.2◦, and shows that the
winding number can be ±1, ±3, and even ±4. For generic lattice terminations other than
armchair, nodal topological phases are thus not only present, but also manifest in rich
phase diagrams with large winding numbers.
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Figure 5.3: (a) Density of states at the armchair edge as a function of ky for monolayer MoS2, with parameters
in regime I of Fig. 5.1(b). Flat bands of zero-energy Andreev edge states where the winding number is nonzero
between nodal point projections. (b) Decay length of the edge states in the topologically nontrivial phase. The
nontrivial phases are marked by the shaded regions with the nonzero winding numbers in the insets. Data is

obtained using an 11-orbital tight-binding model with µ= 1.8337 eV,
√

V 2
x −∆2 = 1.5 meV, and ∆= 0.8 meV, [see

Supplementary Material 5.8.2].
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Figure 5.4: (a) Schematic of the hexagonal first Brillouin zone of the monolayer lattice, with nodal points around
the high symmetric points ±K. For arbitrary edge cuts, we deform the Brillouin zone into a rectangle, illustrated
by the dash-dotted lines and the k∥ and k⊥ axes, and project the nodal points onto k∥. Flat bands of Andreev
bound states exist for k∥ where the winding number is nonzero (bold colored lines). For a generic edge cut,
each nodal point generally projects onto a distinct k∥, such that the winding number may take various values,
e.g. ±1 (green) or ±2 (purple) in the sketch. (b) Phase diagram of the winding number for an edge with φ≈ 1.2◦.
The phase diagram is rich with the winding number ±1, ±2, ±3 or ±4. Data is obtained from an 11-orbital
tight-binding model for MoS2 with µ= 1.8390 eV and ∆= 0.8 meV, [see Supplementary Material 5.8.2].

5.7. SUMMARY AND DISCUSSION
We have shown that a superconducting monolayer MoX2 (X=S, Se, Te) can become a
nodal TSC in the presence of an in-plane magnetic field. The bulk nodal points occur at
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Table 5.1: Chemical potentials µ1,2 in meV for MoS2, MoSe2 and MoTe2 [see also Fig. 5.1(b)], obtained from the
continuum model.

MoS2 MoSe2 MoTe2

µ1 32.6 126.7 136.1
µ2 34.5 143.0 184.5

special momenta near ±K valleys in the Brillouin zone where the spin splitting due to
SOC vanishes, and can be 6 or 12 in each valley. For all lattice termination edges except
zigzag, the edge projections of the nodal points are connected by flat bands of zero-energy
Andreev edge states. These flat bands are protected by chiral symmetry. Our conclusions
are based on a study of both continuum and atomic tight-binding models.

Finally, we address experimental feasibility. It is possible to produce high-quality
monolayer MoX2 crystals with low impurity densities, and sizes in the tens of microns
or even millimeters [53–56]. Such large samples may guarantee that the topological
Andreev edge states at opposing edges are well separated. In addition, recent experiments
show that thin films even down to monolayers of MoX2 become superconducting in the
conduction band at carrier densities & 6× 1013 cm−2 [26, 28, 29], which translates to
a minimum chemical potential µ0 for superconductivity of 153 meV (MoS2), 120 meV
(MoSe2) and 117 meV (MoTe2). The mismatch ofµ0 andµ1,2 in MoS2 implies that intrinsic
superconductivity is not suitable to realize the nodal topological phase in MoS2, but this
can potentially be overcome using the proximity effect. In addition, a recent experiment
indicates possible intrinsic unconventional pairing in MoS2 at very large doping [57]. For
monolayer MoSe2 and MoTe2, µ0 is close to µ1,2 in Fig. 5.1(b) [see Table 5.1], and therefore
these two materials are promising candidates for realizing nodal TSCs. For experimental
detection, aside from tunnelling measurements, the character of bulk nodal points could
be probed using quasiparticle interference or local pair-breaking measurements [15,
16, 58]. Because the flat bands manifest as a zero-energy density of states peak in the
nontrivial parts of the phase diagram Fig. 5.1(b), it is possible to discern them from other
edge states [59], which generally don’t stick to zero energy, by tuning the magnetic field
and/or chemical potential. If the chiral symmetry is broken, the flat bands may split from
zero energy. Two possible causes are a perpendicular electric field due to asymmetric
electrostatic gating, and an out-of-plane Zeeman field. The electric field can be avoided
by chemical doping [26, 28] and it is possible to align the magnetic field along the in-plane
direction to a precision of . 0.02◦, such that the out-of-plane projection is negligible [30].

5.8. SUPPLEMENTARY INFORMATION

5.8.1. VANISHING OF SPIN SPLITTING DUE TO SPIN-ORBIT COUPLING IN

CONTINUUM MODEL FOR MONOLAYER MOX2

The condition for vanishing of spin splitting due to spin-orbit coupling (SOC) in the
continuum model is given by Eq. (4a) of the main text:

λη+ A1k2η+ A2(k3
x −3kx k2

y ) = 0. (5.5)
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With η = 1, we perform an analytic derivation near K valley. By defining k0 =
√

−λ/A1

and A0 = A1/A2, Eq. (5.5) becomes

k3
x + A0k2

x −3kx k2
y + A0(k2

y −k2
0) = 0, (5.6)

which is a cubic equation in kx for a fixed ky . By considering that |ky | and k0 are much

smaller than |A0|, this equation has three real solutions approximately, kx1,x2 = 4k2
y−k2

0
2A0

±√
k2

0 −k2
y and kx3 = −A0 for |ky | ≤ k0 whereas only one real solution approximately,

kx = −A0 for |ky | > k0. Note that the solution kx = −A0 is unphysically large in the
continuum model, and we therefore reject it. As a result, the cubic equation has two
physical solutions kx1,x2 only when |ky | ≤ k0, and no solutions otherwise. This gives rise
to an upper limit of |ky | in the topologically nontrivial phase for armchair direction.

The magnitude of the momentum where the spin splitting due to SOC vanishes is

calculated by k2 = k2
x1,x2 + k2

y ≈ ±
√

k2
0−k2

y

A0
[4(k2

0 − k2
y )− 3k2

0]+ k2
0 . Due to |ky | ≤ k0, we

have the maximum of k, kc2 =
√

k2
0 −k3

0/A0 ≈ k0 − k2
0/(2A0) and the minimum of k,

kc1 =
√

k2
0 +k3

0/A0 ≈ k0 +k2
0/(2A0).

Note that the results near −K valley can be easily obtained by replacing kx by −kx .

Table 5.2: Material parameters for the continuum model of the monolayer MoX2 family [see Eq. (1) of the main
text]. They are obtained from k ·p Hamiltonians near ±K valleys in Ref. [40] (MoS2 and MoSe2) and in Ref. [49]
(MoTe2) by the Löwdin partition method [41, 42]. Here, a is the lattice constant of the monolayer lattice.

a [Å] m∗/m0 λ [meV] A1/a2 [meV] A2/a3 [meV]
MoS2 3.18 0.47 -1.5 36 -4.88

MoSe2 3.32 0.60 -10.6 45.5 -6.23
MoTe2 3.516 0.62 18 -56.33 15.13

5.8.2. TIGHT-BINDING HAMILTONIANS FOR MONOLAYER MOX2
In this section, we introduce the crystal structure symmetries of the monolayer MoX2

lattice, and the monolayer tight-binding Hamiltonians that we have adopted in our
analysis. The monolayer MoX2 crystal consists of a two-dimensional triangular lattice
of Mo atoms, sandwiched between two equidistant layers of X atoms XA above and XB

below, each also forming a triangular lattice, such that the XA and XB atoms project onto
the same position in the layer of Mo atoms [see Fig. 1(a) of the main text]. The primitive
Bravais lattice vectors are

a1 = ax̂, a2 = a(
1

2
x̂+

p
3

2
ŷ). (5.7)

The Mo atoms lie in the x y-plane, with the planes of XA and XB atoms above and below
at distances ±d/2, such that d is the separation between the two planes of X atoms.
The monolayer has threefold rotational symmetry, a mirror symmetry in the y z-plane
My z : x →−x, and the x y mirror symmetry Mx y : z →−z.
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THE THREE-ORBITAL MODEL

In Ref. [47] a simple tight-binding model was proposed to reproduce the low-energy
spectrum near the ±K point where only d0 ≡ dz2 ,dx y , and dx2−y2 orbitals of the Mo atom
are considered due to them having the largest contribution to the electronic band. The
detailed structure of the spinless three-orbital Hamiltonian H0 in the basis (d0,dx y ,dx2−y2 )
in Bloch form reads

H0 =
h0 h1 h2

h∗
1 h11 h12

h∗
2 h∗

12 h22

 , (5.8)

with the following matrix elements for nearest-neighbor hopping:

h0 = 2t0(2cosξcosγ+cos2ξ)+ε1 −µ
h1 = 2i t1(sin2ξ+ sinξcosγ)−2

p
3t2 sinξsinγ,

h2 = 2i
p

3t1 cosξsinγ+2t2(cos2ξ−cosξcosγ), (5.9)

h11 = t11(cosξcosγ+2cos2ξ)+3t22 cosξcosγ+ε2 −µ,

h22 = 3t11 cosξcosγ+ t22(cosξcosγ+2cos2ξ)+ε2 −µ,

h12 = p
3(t22 − t11)sinξsinγ+4i t12 sinξ(cosξ−cosγ),

where ξ= kx a/2 and γ=p
3ky a/2.

Due to the heavy Mo atoms, there is a large SOC of strength λ, such that the spinful
Hamiltonian reads

H1 =σ0 ⊗H0 + λ

2
σz ⊗Lz (5.10)

with σ the Pauli matrices acting on the spin degree of freedom, and (Lz )kl = 2iε1kl , the
matrix elements of Lz in the basis (d0,dx y ,dx2−y2 ), with ε the Levi-Civita symbol. The
starting tight-binding parameters are displayed in Table 5.3, obtained from the nearest-
neighbor model in Ref. [47]. In addition we consider a chemical potential µ tuned into
the lowest conduction band.

Table 5.3: Tight-binding parameters for the family of MoX2 materials in eV from a generalized-gradient approxi-
mation fit of first-principle data [47].

ε1 ε2 t0 t1 t2 t11 t12 t22 λ

MoS2 1.046 2.104 −0.184 0.401 0.507 0.218 0.338 0.057 0.073
MoSe2 0.919 2.065 −0.188 0.317 0.456 0.211 0.290 0.130 0.091
MoTe2 0.605 1.972 −0.169 0.228 0.390 0.390 0.207 0.239 0.107

As observed in Ref. [47] from first-principle calculations, the MoX2 materials have
crossings between the spin-split conduction bands near ±K valleys. As mentioned in
the main text, these crossings are crucial to realize topological nodal superconductivity,
because the spin splitting due to SOC vanishes at the crossing points. Unfortunately,
the three-orbital model in Eq. (5.10) (even if extended to next-nearest hopping) does not
reproduce the expected spin-orbit crossings of the conductance bands. This is due to the
model not properly including the effect of p orbitals from the X atoms. Extended models
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with a larger basis containing orbitals from X atoms correctly reproduce the crossings
present in the first-principle data [40].

To solve this problem, we extend here the three-orbital model to include the effects of
px and py orbitals near the ±K points by renormalizing the tight-binding parameters to
include virtual hoppings to these orbitals. Since we are interested only in physics near the
±K points, where the physics is largely dominated by d0, we neglect the renormalization
of the other orbitals. Thus, the hopping integrals between d0 orbitals are renormalized by
virtual hoppings on the px,y orbitals from the X atoms.

The wave functions for the spinless px and py orbitals read

px =− 1p
2

(|1,1〉− |1,−1〉), py = ip
2

(|1,1〉+ |1,−1〉), (5.11)

in terms of the orbital angular momentum eigenstates. Therefore

〈py |L ·S|px〉 = 〈py |
[1

2
(L+S−+L−S+)+Lz Sz

]|px〉, (5.12)

with L and S the vectors of orbital and spin angular momentum operators, respectively,
and O± =Ox±iOy , O ∈ {L,S }. We keep only the energetically most important contribution
due to the spin-conserving term

〈py |Lz Sz |px〉 = i

2
σz . (5.13)

The spin-flip terms are energetically more expensive, involving transitions to higher
energy states, and may be neglected to a first order approximation [60].

The tight-binding equations for the j th unit cell of MoX2 read:

(E −εp )cx, j = ∑
k

tx0(nk )gk −
i

2
σz cy, j (5.14)

(E −εp )cy, j = ∑
k

ty0(nk )gk +
i

2
σz cx, j (5.15)

(E −εd )g j = ∑
k

[t0x (nk )cx,k + t0y (nk )cy,k ], (5.16)

with the sums running over all cells k available through nearest-neighbor hopping. We
denote with cx/y,k the amplitude of an electron in orbital px or py in cell k, and gk

the amplitude of an electron in the d0 orbital in cell k. The onsite energy for being in
the px/y or d0 orbitals is εp and, respectively, εd . The nearest-neighbor hopping from
orbital β to α from the current cell j to nearby cell k is denoted by tαβ(nk ), with orbitals
α,β ∈ {0 ≡ d0, x ≡ px , y ≡ py }. The unit vector nk points in the hopping direction along
the bond.

We solve the equations at energy E close to the conduction band minimum at ±K.
Eliminating the equations involving the p orbitals, we obtain the renormalization of the
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hopping integrals between d0 orbitals:

(E −εd )g j = ∑
kl

{[
t0x (nk )tx0(nl )+ t0y (nk )ty0(nl )

]
(5.17a)

− iσz

2(E −εp )

[
t0x (nk )ty0(nl )− t0y (nk )tx0(nl )

]}
F (E)gl ,

F (E) =
[

E −εp − 1

4(E −εp )

]−1
. (5.17b)

The first term in Eq. (5.17a) is just a tuning of the existing parameters in the model. Most
importantly, the second term in Eq. (5.17a) complements the three-orbital model with a
spin-obit term which is qualitatively different from the current model. The structure of
the new term recalls the Kane-Mele spin-orbit term in graphene [61]. In graphene, such a
spin-orbit term is produced for next-nearest neighbor hopping between pz orbitals due
to virtual transitions to nearest neighbor pz orbitals.

The hopping terms t0x and t0y depend on Vpdσ, the LCAO (linear combination of
atomic orbitals) two-center integrals for σ bonds. They are determined for the lattice
orientation in Fig. 1(a) of the main text by the direction cosines (l ,m,0), with the aid of
Koster-Slater tables [62]:

t0x =− l

2
Vpdσ t0y =−m

2
Vpdσ. (5.18)

Therefore the spin-orbit interaction contribution due to virtual hopping on p orbitals
may be abbreviated from Eq. (5.17a) to:

iνi jβsoσz , (5.19)

with νi j =±1, depending whether the hopping between two Mo atoms passes the closest
X atom to the right or, respectively, to the left. The amplitude for the interaction at the
conduction band bottom εc reads:

βso =
p

3

16

F (εc )

(εc −εp )(εc −εd )
. (5.20)

Going back to momentum space, we find the final Bloch Hamiltonian:

H = H1 +2βso[sin(2ξ)−2sin(ξ)cos(γ)]σz ⊗Ld0 +Vxσx ⊗ I3 +Vyσy ⊗ I3, (5.21)

where we have also included Zeeman energy terms Vx and Vy due to an in-plane magnetic
field, with I3 the 3×3 identity. The orbital momentum matrix Ld0 = diag(1,0,0) ensures
that only the hopping term between d0 orbitals is renormalized by virtual hopping to px

and py orbitals of X atoms. In fact virtual hoppings will also contribute to renormalize
all d orbitals. Since we are interested in the low-energy physics at ±K points close to the
bottom of conduction band, we neglect further effects.

The result (5.20) for the coupling strength overestimates the strength of spin-orbit
interaction required to obtain the observed conduction-band spin-orbit splitting. Instead
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we perform an additional fit to obtain βso. The lowest conduction bands in the tight-
binding model are fitted at ±K to the continuum model in the main text. The value
extracted from the fits and used in our simulations for MoS2 is βso ≈ 0.35meV, which
reproduces the crossings of the spin-split lowest conduction band. Similarly, the coupling
for MoSe2 and MoTe2 are approximately 2.04meV and, respectively, −3.46meV.

THE 11-ORBITAL MODEL

To further verify our conclusions, we adopt the ab initio tight-binding Hamiltonian
for MoX2 developed by Fang et al. in Ref. [40]. In this tight-binding model, the lowest
conduction and topmost valence bands are in good agreement with the band structure
obtained from first-principles calculations over the entire Brillouin zone. Unlike the three-
orbital model, which only includes electron orbitals on the transition metal (Mo) atom,
this tight-binding model includes orbitals on both the transition metal and chalcogen (X)
atoms. Therefore, the model captures the real three-layer structure of the MoX2 unit cell,
making it possible to investigate effects that rely on the position of individual atoms, such
as the orbital effects of a magnetic field. Furthermore, spin-orbit interaction is naturally
included in this model by means of atomic SOC, which reproduces the expected crossings
of the spin-split lowest conduction band.

The spinless tight-binding model includes five d orbitals on the Mo atom and six p
orbitals on the X atoms per primitive unit cell. In Ref. [40], the basis of tight-binding
orbitals is chosen to embody the mirror symmetry Mx y by forming linear combinations
of the p orbitals from XA and XB atoms that are eigenstates of Mx y , effectively treating
stacked XA and XB as a single composite atom. To recover a basis that reflects the three-
layer structure of the MoX2, we disentangle this symmetric basis into its constituent
atomic orbitals with a unitary transformation, and use the atomic tight-binding basis

ψ= [dxz ,dy z ,dz2 ,dx y ,dx2−y2 ,

p A
z , p A

x , p A
y , pB

z , pB
x , pB

y ]T

= [ψM ,ψX A ,ψXB ]T ,

(5.22)

where in the last line we have grouped the orbitals into vectors by atom.
The tight-binding Hamiltonian includes diagonal atomic onsite terms, and hoppings

between various neighboring atoms. In terms of the atomic blocks (5.22), the spinless
Bloch Hamiltonian is given by

H0(k) =

HMoMo H †
XA Mo H †

XB Mo

HXA Mo HXA XA H †
XB XA

HXB Mo HXB XA HXB XB

 . (5.23)

On the diagonal are blocks that consist of onsite terms hα and intralayer hoppings be-
tween nearest neighbor atoms of the same type. These blocks are given by

Hαα(k) = hα+
∑

j∈{1,2,3}

[
T ( j )
ααe−i k·δ j +h.c.

]
, (5.24)

where α ∈ {Mo,XA ,XB }. Here, T ( j )
αβ

is the matrix of hopping amplitudes from atom β to

atom α along δ j (see Table 5.4). Off the diagonal, hoppings from Mo atoms to nearest
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neighbor and next-nearest neighbor X atoms contribute terms of the form

HαMo(k) = ∑
j∈{4,5,6,7}

T ( j )
αMoe i k·δ j , (5.25)

with α ∈ {XA ,XB }. Finally, interlayer hoppings between X atoms are given by

HXB XA (k) = T (0)
XB XA

+ ∑
j∈{1,2,3}

[
T ( j )

XB XA
e−i k·δ j +

(
T ( j )

XA XB

)†
e i k·δ j

]
. (5.26)

All the matrices hα and T ( j )
βγ

for MoS2 are provided as supplementary material to the

manuscript. Note that tight-binding parameters for MoSe2 are also available in Ref. [40],
but not for MoTe2.

Table 5.4: Hopping vectors δ j =α1a1 +α2a2 in the tight-binding Hamiltonian, with the lattice vectors given in
(5.7). Adapted from Ref. [40].

δ1 δ2 δ3 δ4 δ5 δ6 δ7 δ8 δ9

α1 1 0 −1 1/3 −1/3 2/3 2/3 2/3 −4/3
α2 0 1 1 −1 2/3 −1/3 −4/3 2/3 2/3

Spin-orbit coupling is incorporated in the tight-binding model by adding the atomic
spin-orbit interaction terms λαL ·S, with λα the strength of spin-orbit interaction for
atom α ∈ {Mo,XA ,XB }. Although the lowest conduction band at ±K is dominated by the
d orbitals of Mo atoms, the contribution of X atoms to SOC is necessary to produce
the crossings between the lowest spin-split conduction band at ±K (see Fig. 5.5), which
are essential to realize nodal topological superconductivity. Including spin, the Bloch
Hamiltonian in the basis [ψ↑

Mo,ψ↑
XA

,ψ↑
XB

,ψ↓
Mo,ψ↓

XA
,ψ↓

XB
]T in the presence of an in-plane

magnetic field is given by

H(k) =σ0 ⊗H0(k)+HSOI +Vxσx ⊗ I11 +Vyσy ⊗ I11, (5.27)

with IN the N ×N identity matrix. The spin-orbit interaction matrix HSOI has the block
structure hαβ with α,β ∈ {Mo,XA ,XB }, and nonzero blocks only for α=β. Furthermore,
hXA XA = hXB XB since the atoms are identical. For SOC on the X atoms, the nonzero matrix
elements of hXαXα with α= A,B are

〈pα
x ↓|HSOI|pα

z ↑〉 =−λXα/2, 〈pα
y ↓|HSOI|pα

z ↑〉 =−iλXα/2, 〈pα
y ↑|HSOI|pα

x ↑〉 = iλXα/2,

〈pα
z ↓|HSOI|pα

x ↑〉 =λXα/2, 〈pα
z ↓|HSOI|pα

y ↑〉 = iλXα/2, 〈pα
y ↓|HSOI|pα

x ↓〉 =−iλXα/2,

along with their Hermitian conjugates. Similarly, the nonzero spin-orbit matrix elements
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of hMoMo for the Mo atom are

〈dy z↑|HSOI|dxz↑〉 = iλMo/2, 〈dz2↓|HSOI|dxz↑〉 =
p

3λMo/2, 〈dx y↓|HSOI|dxz↑〉 =−iλMo/2,

〈dx2−y2↓|HSOI|dxz↑〉 =−λMo/2, 〈dz2↓|HSOI|dy z↑〉 = i
p

3λMo/2, 〈dx y↓|HSOI|dy z↑〉 =−λMo/2,

〈dx2−y2↓|HSOI|dy z↑〉 = iλMo/2, 〈dxz↓|HSOI|dz2↑〉 =−p3λMo/2, 〈dy z↓|HSOI|dz2↑〉 =−i
p

3λMo/2,

〈dx2−y2↑|HSOI|dx y↑〉 =−iλMo, 〈dxz↓|HSOI|dx y↑〉 = iλMo/2, 〈dy z↓|HSOI|dx y↑〉 =λMo/2,

〈dxz↓|HSOI|dx2−y2↑〉 =λMo/2, 〈dy z↓|HSOI|dx2−y2↑〉 =−iλMo/2, 〈dy z↓|HSOI|dxz↓〉 =−iλMo/2,

〈dx2−y2↓|HSOI|dx y↓〉 = iλMo.

The strength of the atomic SOC is λXA = λXB = 0.0556 eV for X = S, 0.2470 eV for X = Se,
and λMo = 0.0836 eV [40].
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Figure 5.5: Band structure of the normal-state spin-split lowest conduction band in monolayer MoS2 near the
±K valleys along the line ky = 0. The bands are split by spin-orbit interaction, but cross at finite kx at points in
momentum space where the spin splitting due to SOC vanishes, at energies indicated by the horizontal dotted
lines. The bottom panels show a zoom in on the crossings in each valley. Such conduction band crossings near
±K are present in the MoX2 family of materials.

The physics of nodal topological superconductivity in monolayer MoX2 materials is
governed by the low-energy dispersion of the spin-split lowest conduction band around
the high symmetry points ±K. The 11-orbital tight-binding model captures the orbital
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character and symmetry of the monolayer bands and reproduces the main features of
band structure over the entire Brillouin zone. However, at the small energy scales close
to the the conduction band minimum at K, there are deviations in the 11-orbital model
from the first-principles calculations. This is because the model is optimized to reflect the
band structure over the entire Brillouin zone, but not to accurately capture nuances in
the low-energy dispersion of individual bands near high-symmetry points, for which k ·p
Hamiltonians are generally more suitable. Unlike the 11-orbital model, the three-orbital
model and the continuum model in the main part of this manuscript are both optimized
to capture the relevant low-energy physics. As a result, there are quantitative differences
in the low-energy dispersion of the spin-split conduction band between the 11-orbital
model and the other two models, such as conduction band crossings that occur further
away from the high-symmetry points K. This difference is intrinsic to the design of the 11-
orbital model [40], and that despite the quantitative differences, all results obtained with
the 11-orbital model are in qualitative agreement with the continuum and three-orbital
models.

5.8.3. TIGHT-BINDING MODELS FOR NODAL TOPOLOGICAL SUPERCONDUC-
TIVITY IN MOX2

We model a superconducting monolayer MoX2 at the mean-field level with the Bogoliubov-
de Gennes (BdG) Hamiltonian

HBdG(k) =
[

H(k)−µI2N −i∆σy ⊗ IN

i∆σy ⊗ IN −H∗(−k)+µI2N

]
, (5.28)

with µ the chemical potential, ∆ the s-wave pairing, and where the normal-state Hamilto-
nian H (k) refers to either the three-orbital model (5.21) or the 11-orbital model (5.27), for
which N = 3 and N = 11, respectively. In this work, we only consider values of µ that lie in
the conduction band.

The BdG Hamiltonian Eq. (5.28) has the intrinsic particle-hole symmetry

P = τx ⊗ I2N K , P HBdG(k)P −1 =−HBdG(−k), (5.29)

such that P 2 = 1, where K is the complex conjugation operator and τx,y,z are Pauli
matrices that act in particle-hole space. In the absence of magnetic fields, the BdG
Hamiltonian furthermore has time-reversal symmetry T HBdG(k)T −1 = HBdG(−k), with
T = iτ0σy ⊗ IN K . Although a nonzero in-plane magnetic field breaks both T and the
mirror symmetry Mx y individually, the BdG Hamiltonian nevertheless remains symmetric
to their product, and we can therefore define the effective time-reversal operator T̃ that
leaves the BdG Hamiltonian invariant, namely

T̃ = Mx yT , T̃ HBdG(k)T̃ −1 = HBdG(−k), (5.30)

such that T̃ 2 = 1. Combining P and T̃ , we therefore find that the BdG Hamiltonian
Eq. (5.28) has the chiral symmetry

C = T̃ P , C HBdG(k)C −1 =−HBdG(k), C 2 = 1. (5.31)
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Since T̃ 2 =P 2 = 1, the BdG Hamiltonian (5.28) describes a superconductor in class
BDI, which in two-dimensions is a topologically trivial class. Nevertheless, topologically
protected flat bands of Andreev bound states may exist at the edges of such systems [11].
To demonstrate this, we separate k = (k∥,k⊥) into two orthogonal projections, parallel
k∥ and perpendicular k⊥ to a monolayer edge, respectively. For example, an armchair
edge of MoX2 is parallel to the y direction and perpendicular to x, such that k∥ = ky ŷ and
k⊥ = kx x̂. Instead of applying the symmetry classification to the full two-dimensional BdG
Hamiltonian HBdG(k), we reduce the dimension to one by treating k∥ as a parameter, and

consider each one-dimensional Hamiltonian HBdG(k) = H
k∥
BdG(k⊥) at a fixed k∥ separately.

Now, P and T̃ are in general not symmetries of the one-dimensional Hamiltonian

H
k∥
BdG(k⊥) at a fixed k∥, because they flip the sign of both k∥ and k⊥. Indeed, we generally

find that no one-dimensional particle-hole P1D or time-reversal T1D type symmetries

that satisfy P1DH
k∥
BdG(k⊥)P −1

1D = −H
k∥
BdG(−k⊥) or T1DH

k∥
BdG(k⊥)T −1

1D = H
k∥
BdG(−k⊥) exist

in the tight-binding BdG models, even after performing a systematic search for such
symmetries [45]. The reason is that for the one-dimensional symmetries P1D and T1D to
exist, there should be an extra unitary symmetry V∥ commuting with the Hamiltonian that
maps k∥ →−k∥. We could then construct a 1D symmetry P1D or T1D with the product
of V∥ and the corresponding 2D symmetry. However, for generic (k⊥,k∥), we find that no
such symmetry V∥ exists, and hence P1D and T1D are generally non-existent. Regardless,
the chiral symmetry (5.31) is valid for any choice of directions in the Brillouin zone

since C always leaves the momentum unchanged, i.e. C H
k∥
BdG(k⊥)C −1 =−H

k∥
BdG(k⊥). We

therefore conclude that the one-dimensional Hamiltonians H
k∥
BdG(k⊥) at a fixed k∥ belong

to symmetry class AIII.

The topological number relevant for one-dimensional systems in class AIII is the
winding number [11, 43], which at the parallel momentum k∥ is given by

W (k∥) = 1

2πi

∫
BZ

d z(k⊥)

z(k⊥)
. (5.32)

The integration is performed for a fixed value of k∥ over the one-dimensional Brillouin
zone along the direction of k⊥, which is a closed loop. Here, z(k⊥) = det{A(k⊥)}/ |det{A(k⊥)}|
with

U †
C

HBdG(k)UC =
[

0 A(k)
A†(k) 0

]
, (5.33)

and UC the unitary matrix that diagonalizes C , U †
C

CUC = τz ⊗ I2N . The winding number
is quantized to W (k∥) ∈Z, and changes only when the integration path over k⊥ intersects
a nodal point [11, 46], where the system is gapless such that det[A(k)] = 0. When W (k∥) is
nonzero, zero-energy states exist at the edge of the monolayer at the parallel momentum
k∥. Since W (k∥) only changes at values of k∥ where the integration path over k⊥ crosses
a nodal point, W (k∥) is generally nonzero in finite intervals of k∥, forming flat bands of
Andreev bound states in the dispersion that are localized at the monolayer edge.
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(iii) MoS2 3-orbital tight-binding model.
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(iv) MoS2 11-orbital tight-binding model.

Figure 5.6: Topological phase diagrams and excitation gaps along the armchair direction k∥ = ky ŷ for (i) MoTe2
from the continuum k ·p model, and (ii-iv) MoS2, comparing the k ·p and three- and 11-orbital tight-binding
models. In all cases, panels (a) and (b) show the winding number W computed using Eq. (5.32) as a function of

ky and
√

V 2
x −∆2 for (a) µ< µ1 and (b) µ1 < µ< (µ1 +µ2)/2, representative of regimes I and II of Fig. 1(b) of

the main text. For (µ1 +µ2)/2 < µ< µ2 and µ> µ2, the phase diagrams are similar to (a) and (b) respectively,
but with opposite winding numbers. In all cases, panels (c) and (d) show the topological excitation gap Egap
corresponding to (a) and (b) separately.

5.8.4. PHASE DIAGRAMS FOR MOX2 MONOLAYERS AND COMPARISON WITH

TIGHT-BINDING CALCULATIONS

In Fig. 5.6 (i) and (ii), we show examples of (a, b) topological phase diagrams and (c, d)
maps of the corresponding topological excitation gap for superconducting monolayers of
MoTe2 and MoS2, respectively, obtained using the continuum k ·p Hamiltonian. Analo-
gous data for monolayer MoSe2 is shown in Fig. 2 of the main text. We see that the phase
diagrams of all three MoX2 materials are qualitatively similar, but with some quantitative
differences, for instance a much larger excitation gap in MoTe2 than in MoS2. This is
because the continuum Hamiltonians for all three materials are identical in form and
have the same symmetries, see Eq. (1) of the main text. Crucially, despite the differences
in material parameters between the three types of monolayer, they all exhibit crossings
between the spin-split conduction band where the SOC vanishes, as illustrated in Fig. 5.5,
which makes the realization of the nodal topological phase possible. The sign of the wind-
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ing number for MoTe2 in (i) is opposite to that of MoS2 in (ii) because spin-polarization of
the conduction bands is inverted [see Table 5.2]. Figures 5.6 (iii) and (iv) show analogous
results for MoS2 obtained using (iii) the three-orbital tight-binding model, and (iv) the
11-orbital tight-binding model. The three-orbital tight-binding model agrees well with
the continuum model, but there are more prominent quantitative differences with the
11-orbital model, because the latter is not optimized to accurately describe the low-energy
physics near the K valleys [40]. Nonetheless, all three models are in qualitative agreement.
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Figure 5.7: (a) Local density of states and (b) decay length of the nontrivial edge states at an armchair edge of a
monolayer MoS2 obtained using the (i) 11-orbital tight-binding model, and (ii) the three-orbital tight-binding
model. In both cases ∆= 0.8 meV, with other parameters in regime II of of Fig. 1(b) of the main text. When the
winding number is nonzero, flat bands of zero-energy Andreev edge states connecting the edge projections
of the nodal points appear at the armchair edge. The nontrivial phases are marked by the shaded regions in
(b) with the nonzero winding numbers in the insets. We have µ = 1.830 eV and Vx = 3.105 meV in (i), and
µ= 1.709eV, Vx = 1.131meV in (ii).

Figure 5.7 shows the local density of states at an armchair edge of a superconducting
monolayer MoS2 using parameters within regime II of Fig. 1(b) of the main text, obtained
from the (i) 11-orbital tight-binding model, and the (ii) three-orbital tight-binding model.
We see flat bands of zero-energy Andreev bound states that are localized at the edge
manifest in regions where the winding number W (ky ) is nonzero. In the parameter
regime II we consider here, there are 6 nodal points near each inequivalent K valley. The
projections of the nodal points onto the armchair edge partition the one-dimensional
Brillouin zone of the armchair edge into 7 segments, with the flat bands appearing
in segments where the winding number is nonzero. Despite quantitative differences
between the two models, the figures are in qualitative agreement.
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We conclude this section with a brief comparison of the two tight-binding models.
Both models agree with our analysis of the nodal topological phase based on the contin-
uum Hamiltonian in the main text. Since it contains fewer basis orbitals per unit cell, the
three-orbital model is less cumbersome to work with than the 11-orbital model. This also
makes the three-orbital model more suitable for performing large-scale simulations of
finite systems with multiple unit cells, as the size of the Hamiltonian will scale better than
using the 11-orbital model. In addition, the three-orbital model is more accurate than the
11-orbital model near the high symmetry points ±K which are most relevant in our study,
since the 11-orbital model is designed to approximate the band structure in the entire
Brillouin zone instead of only near ±K. However, the three-orbital model only includes
orbitals on the M atoms but not the X atoms, while the 11-orbital model includes orbitals
on all the atoms in the monolayer unit cell. This makes the 11-orbital model better suited
than the three-orbital model to simulate effects that depend on the three dimensional
structure of the monolayer, such as the orbital effects of a magnetic field. Similarly, atomic
SOC terms are sufficient to reproduce the crossings in the conduction band necessary
for the nodal topological phase within the 11-orbital model. In the three-orbital model
however, it is necessary to supplement the SOC on the M atom with an extra term due to
virtual hoppings to orbitals on the X atoms, as shown in Section 5.8.2.

5.8.5. TOPOLOGICAL PHASES FOR ARBITRARY EDGE CUTS
The presence of zero-energy flat bands for ribbons with different edge orientation can be
predicted due to bulk-edge correspondence from the knowledge of the bulk topological
invariant. The usual way to probe the topological phase diagram is to write effective
Hamiltonians for specific edge orientation. Zero-energy states exist whenever the effective
edge Hamiltonian has a non-trivial winding number. This procedure is cumbersome
since it requires redefining for each edge a different Hamiltonian, which depending of the
edge orientation, might be represented by an unwieldy large matrix.

An alternative method developed in Ref. [52], allows us to keep the bulk Hamiltonian
unchanged, but instead vary an effective Brillouin zone. As described in the main text, we
assume that the lattice termination edge forms a one-dimensional superlattice, with a
translation period given by the superlattice vector

T = ma1 +na2, (5.34)

which is parallel to the lattice termination edge. Here, m and n are coprime integers, and
the Bravais lattice vectors are given in (5.7).

Along the edge, parallel to T, we define the conserved momentum k∥, with values in
the 1D Brillouin zone of size ∆k∥ = 2π/|T|, namely

k∥ ∈∆k∥ =
π

a
[− 1p

m2 +n2 +mn
,

1p
m2 +n2 +mn

). (5.35)

The momentum span ∆k⊥ in the direction perpendicular to the edge is constrained such
that the area of Brillouin zone is conserved,

k⊥ ∈∆k⊥ = 2πp
3a

[−
√

m2 +n2 +mn,
√

m2 +n2 +mn), (5.36)
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with the momentum k⊥ perpendicular to the edge. For a given lattice termination bound-
ary characterized by T, the winding number at the momentum k∥ in the 1D Brillouin zone
(5.35) follows from Eq. (5.32) by integrating over all k⊥ in (5.36). Note that (5.36) is exactly
one period in reciprocal space, and the integral over k⊥ to compute the winding number
is therefore over a closed loop.

5.8.6. ORBITAL EFFECT OF THE IN-PLANE MAGNETIC FIELD
In this section, we discuss the orbital effects of the in-plane magnetic field on the nodal
topological superconducting phase in the monolayer MoX2. For simplicity, we assume a
magnetic field B = B x̂ along x only. To preserve translational invariance in the monolayer
plane, we pick the vector potential A =−B zŷ.

Including the orbital effect of the magnetic field does not alter the symmetry classi-
fication of the BdG Hamiltonian (5.28). To demonstrate this, we include the magnetic
field in the normal state continuum model with the kinetic momentum substitution
ky →ħky + e A = ky − eB z, with e the unit charge. Since Mx y : z →−z and T : k →−k,
we see that the new kinetic momentum transforms identically under the product Mx yT

with and without the orbital effects of the magnetic field. Thus, the normal-state Hamil-
tonian with orbital effects included remains invariant to the generalized time-reversal
symmetry T̃ = Mx yT , and the BdG Hamiltonian therefore also to the chiral symmetry
C . We have verified this numerically by including the orbital effects of the magnetic
field in the 11-orbital tight-binding model, with a Peierls substitution for the hopping

matrices T ( j )
αβ

→ T ( j )
αβ

exp(−i e
ħ

∫
A ·dr) [63–65]. We find negligible quantitative differences

in our numerical results with and without the orbital effects included and no qualitative
differences, and therefore neglect the orbital effects in our calculations. This is reasonable,
because the magnetic length lB =pħ/eB with ħ the reduced Planck’s constant is in the
nanometers even up to extremely large fields . 100 T, and thus always much larger than
the separation d ≈ 3 Å between the top and bottom layers of X atoms in the monolayer.
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Figure 6.1: Sketch of the setup. Electrons injected at the source (S) follow cyclotron trajectories due to the
perpendicular magnetic field B = B ẑ, forming a hot spot at the boundary where most trajectories scatter. If the
trajectories specularly reflect at the boundary and the separation Wx between the midpoints of the source and
the drain (D) matches two cyclotron diameters, most trajectories enter the drain, and a focusing peak manifests
in the nonlocal conductance. The focusing is evident in the classical cyclotron trajectory of an electron normally
incident from S at the Fermi level (solid curves), and in the computed current distribution that is superimposed
on the device (flow lines, colored background). A side gate VG controls the average potential at the disordered
boundary (dotted line), and allows to tune between regimes of specular and diffusive reflection (see main
text). In the diffusive regime, electrons scatter into random angles as shown schematically with the dashed
lines, resulting in a drop in the focusing peak conductance compared to the regime of specular reflection. The
graphene sheet is grounded, such that current due to off-resonance trajectories may drain away to the sides
(open boundaries).

6.1. INTRODUCTION
The law of reflection is a basic physical phenomenon in geometric optics. As long as the
surface of a mirror is flat on the scale of the wavelength, a mirror reflects incoming waves
specularly. In the opposite limit when the surface is rough, reflection is diffusive and an
incident wave scatters into a combination of many reflected waves with different angles.
This picture applies to all kinds of wave reflection, including sound waves and particle
waves in quantum systems. The phenomenon has been extensively investigated both
theoretically and experimentally in the past, e.g., in order to understand sea-clutter in
radar [1] as well as a method to measure surface roughness [2].

Graphene [3, 4] is a gapless semiconductor with a linear dispersion relation near the
charge neutrality point, and therefore a diverging Fermi wavelength. Modern techniques
allow for the creation of graphene monolayers of high mobility, with mean free paths
of tens of microns [5–8]. This makes it possible to realize devices in which carriers
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propagate ballistically over mesoscopic distances, facilitating the design of electron optics
experiments [9–11]. For example, recent experiments employ perpendicular magnetic
fields to demonstrate snaking trajectories in graphene p-n junctions [12, 13], or the
magnetic focusing of carriers through cyclotron motion [14]. The latter tests the classical
skipping orbit picture of carrier propagation along a boundary [15], and using a collimator
to focus a narrow beam of electrons with a small angular spread enhances the focusing
resolution [16]. The high mobility in the bulk together with a large Fermi wavelength
suggest that graphene is a promising medium for the design of advanced electron optics
and testing the law of reflection, cf. Fig. 6.1.

Graphene edges are rough due to imperfect lattice termination or hydrogen pas-
sivation of dangling bonds [17, 18]. Boundary roughness may adversely affect device
performance [19–22]. On the other hand close to the charge neutrality point the Fermi
wavelength in graphene diverges, and by analogy with optics, one may expect that the
law of reflection holds and suppresses the diffusive boundary scattering.

In this chapter, we study how the microscopic boundary properties influence electron
reflection off a graphene boundary. Most boundaries result in the self-averaging of the
boundary disorder, and therefore obey the law of reflection. However, we find that, due to
resonant scattering, electrons are reflected diffusively regardless of the Fermi wavelength
when the disorder-broadened edge states overlap with E = 0. As a result, in this situation,
the boundary of graphene never acts as a mirror and thus breaks the law of reflection. We
demonstrate that this phenomenon can be observed as a dip in the nonlocal conductance
in a magnetic focusing setup (see Fig. 6.1). We confirm our predictions by numerical
simulations.

6.2. REFLECTION AT A DISORDERED BOUNDARY
To demonstrate the breakdown of the law of reflection, we first analyze scattering at
the edge of a semi-infinite graphene sheet. We consider a zigzag edge, since the zigzag
boundary condition applies to generic lattice terminations [23]. To begin with, we neglect
intervalley scattering to simplify the analytical derivation, and focus on the single valley
Dirac Hamiltonian

H = vF σ ·p, (6.1)

with vF the Fermi velocity, σ= (σx ,σy )T the vector of Pauli matrices in the (sublattice)
pseudospin space, and p the momentum. We later verify the validity of our conclusions
with tight-binding calculations that include intervalley scattering. We introduce edge
disorder by randomly sampling the most general single-valley boundary condition [23–25]
over the edge, such that the boundary condition for the wave function reads

ψ(x, y = 0) = [cosθ(x)σz + sinθ(x)σx ]ψ(x, y = 0), (6.2)

where disorder enters through the position-dependent parameter θ, and θ = 0 gives
a zigzag segment. We take θ(x) to follow a Gaussian distribution with mean value

E[θ(x)] = θ0 and covariance Cov[θ(x),θ(x ′)] = s2
θ

e−π(x−x′)2/d 2
, with d the correlation

length. In this work, E[A] is the statistical average of A over the disordered boundary,
and the corresponding variance Var(A). The boundary condition (6.2) applies to different
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microscopic origins of disorder, such as hydrogen passivation of dangling bonds [23] or
edge reconstruction [26].

To solve the scattering problem, we introduce periodic boundary conditions parallel
to the boundary with period L, such that the momentum k∥ ∈ {2πn/L | n ∈Z} is conserved.
At the Fermi energy EF , the disordered boundary scatters an incident mode ψin

k∥
into the

outgoing modes ψout
k ′
∥

. The scattering state is

ψk∥ =ψin
k∥ +

∑
k ′
∥

ψout
k ′
∥

Sk ′
∥k∥ , (6.3)

where modes with k∥ > kF are evanescent but others propagating, with kF the Fermi
momentum, and Sk ′

∥k∥ the reflection amplitudes. An outgoing propagating mode moves

away from the edge at the angle ϕk∥ = arctan(v∥/v⊥) relative to the boundary normal,
with v∥ and v⊥ the velocities along and perpendicular to the boundary. For the incident
propagating mode at k∥, the quantum mechanical average reflection angle is therefore

〈ϕk∥〉 =
∑
k ′
∥

ϕk ′
∥
|Sk ′

∥k∥ |2, (6.4)

where the sum is limited to propagating modes, and |Sk ′
∥k∥ |2 is the reflection probability

into the outgoing mode at k ′
∥. An incident mode reflects specularly if Sk ′

∥k∥ = δk ′
∥k∥ , but

diffusively if it scatters into multiple angles, and the variance σ2(ϕk∥ ) is therefore finite
for the latter. If N modes are incident, diffusiveness manifests in a finite mode-averaged
variance σ2(ϕ) = ∑

k∥ σ
2(ϕk∥ )/N , or its statistical average E[σ2(ϕ)] over the disordered

boundary. If λF ¿ L, then σ2(ϕ) automatically includes the statistical average E[σ2(ϕ)],
because the incident waves sample multiple different segments of the boundary within
each period.

The scattering problem simplifies at the charge neutrality point EF = 0, where only
two propagating modes are active, one incident and one outgoing, both with k∥ = 0. The
scattering matrix relating the propagating modes is therefore a phase factor e iφ, with φ
the scattering phase, and the quantum mechanical averages of the preceding paragraph
are not necessary. We expect diffusiveness to manifest as a finite variance Var(φ), and
have verified this numerically. To compute φ, we impose the boundary condition (6.2) on
the scattering state (6.3).

If θ0 is nonzero and sθ ¿ θ0, φ follows a Gaussian distribution (see Supplementary
Material 6.5.1) with the mean

E[φ]
LÀd= −θ0 +

s2
θ

2sin(θ0)
+O

(
s3
θ

θ3
0

)
(6.5)

and variance

Var(φ) =d

L
s2
θ+O

(
s3
θ

θ3
0

)
. (6.6)

Thus E[φ] is given by θ0, with the addition of a random walk-like drift term proportional
to s2

θ
. In addition, Var(φ) increases with s2

θ
, but increasing the boundary length suppresses
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it as 1/L. In the limit L →∞ reflection is thus completely specular, with a fixed scattering
phase φ. This algebraic decay of diffusive scattering resembles a classical optical mirror
[2].

If θ0 = 0, surprisingly there is no suppression of Var(φ) with L. Rather, we find
(see Supplementary Material 6.5.1) that tanφ follows a Cauchy distribution f (tanφ) =
γ/π(tan2φ+ γ2) with E[φ] = 0, Var(φ) ≈ 2.2 sθ linear in sθ instead of quadratic, and
γ≈ 0.8 sθ obtained numerically. In this case, the law of reflection therefore breaks down
and scattering is always diffusive. The distribution of the scattering phase follows the
Cauchy distribution also when the disorder is non-Gaussian and even asymmetric, as
long as θ0 is sufficiently small. For an asymmetric distribution, the value of γ/sθ weakly
depends on higher cumulants of the distribution of θ(x).

Generic graphene boundaries support bands of edge states with a linear dispersion
[23, 26]. Because the matrix element between the edge state and the edge disorder is
inversely proportional to the spatial extent of the edge state, the disorder broadening of
these edge states is proportional to the momentum along the boundary [see Fig. 6.2(c,d)].
In other words linearly dispersing edge states turn into disorder-broadened bands with
both the average velocity and the bandwidth proportional to k∥. When these bands
overlap with E = 0 they serve as a source of resonant scattering responsible for the
breakdown of the law of reflection. Indeed, we find that the condition for diffusive
scattering occurs for any θ0 . sθ.

To include intervalley scattering, we compute the scattering phase at the charge
neutrality point using the nearest neighbour tight-binding model of graphene, with
random on-site disorder in the outermost row of atoms taken from a Gaussian distribution
with mean Vd and variance s2

d . The results, shown in Fig. 6.2(b), agree with the single
valley prediction of the Dirac equation up to numerical prefactors [27].

To extend our analysis to nonzero EF , we employ the tight-binding model with on-site
disorder to study the reflection angle ϕ at the disordered boundary numerically using
Kwant [28]. The disordered edge band now resides at the energy Vd , as Figs. 6.2(c) and (d)
show. Fig. 6.2(a,b) confirm that σ2(ϕ) ≈ Var(φ) at E = 0. The law of reflection is broken
for all sd at Vd = EF and Var(φ) increases linearly with sd , independent of λF . Further,
the reflection becomes specular for sd . |Vd −EF |. As Fig. 6.2(b) shows, Var(φ) [σ2(ϕ)]
increases quadratically with the disorder strength sd , but decays as 1/L [1/λF ] (Fig. 6.2(a))
when the Fermi wavelength becomes large compared to the lattice constant a, such that
scattering is predominantly specular. However, for sd & |Vd −EF | reflection becomes
diffusive, and moving Vd closer to EF [Fig. 6.2(b)] shifts the transition from specular to
diffusive reflection to smaller sd .

6.3. EXPERIMENTAL DETECTION
Any experiment that is sensitive to the microscopic properties of a disordered boundary
will detect the breakdown of the law of reflection if the disordered edge band overlaps
with the Fermi level. We propose to search for a transport signature of the breakdown
of the law of reflection in the magnetic focusing experiment sketched in Fig. 6.1. The
idea is to study the reflection of ballistic cyclotron trajectories in a magnetic field B off a
graphene edge [9, 14, 15]. The use of a collimator could improve such an experiment [16].

Magnetic focusing refers to the appearance of peaks in the nonlocal conductance
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Figure 6.2: (a) Solid lines: Var(φ) at the Dirac points (EF = 0) as a function of the boundary length L, for a
disorder strength sd = 0.05t obtained from the tight-binding model. Markers: σ2(ϕ) at finite EF , averaged
over all incoming modes and 102 disorder configurations, as a function of the Fermi wavelength λF for the
same disorder strength, obtained numerically for a semi-infinite graphene sheet with a boundary of length
L = 300a. The values chosen for λF =p

3πt a/EF correspond to EF ranging from 0.2t to 0.03t . (b) Same as (a), as
a function of the disorder strength s2

d , for a value of 2πL ≈ 27a [λF ≈ 27a, EF = 0.2t ]. The dotted line indicates
the value of sd used in (a). For Vd = EF the variances of both the scattering phase at EF = 0 and the reflection
angle at EF > 0 increase linearly with sd , independent of the Fermi wavelength, exhibiting the breakdown of the
law of reflection. For |Vd −EF |& sd , Var(φ) [σ2(ϕ)] decays with increasing L [λF ] as 1/L [1/λF ] and increases
quadratically with the disorder strength [as given by Eq. (6.6)]. Reflection is thus specular, but becomes diffusive
for |Vd −EF |. sd . Setting Vd closer to EF moves transition between the regimes of specular and diffusive
reflection to smaller sd . This is because of the overlap of EF with the disorder-broadened edge band. (c, d)
Momentum-resolved density of states at the disordered zigzag edge of a semi-infinite graphene sheet with a
boundary of length L = 300a. A band of edge states with bandwidth ∝ sd = 0.05t extends between the Dirac
cones, residing mostly at energy Vd , with Vd = 0.03t in (c) and Vd = 0.2t in (d) [dashed lines].
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between the source and the drain when a voltage is applied between the source and the
grounded ribbon, cf. Fig. 6.1. There is an increased probability for electrons to end up
in the drain whenever the separation Wx between source and drain matches an integer
multiple of the cyclotron diameter 2rc , where rc =ħkF /eB is the cyclotron radius with kF

the Fermi momentum, ħ the reduced Planck constant, and e the elementary charge. Due
to the linear dispersion near the charge neutrality point in graphene, kF = EF /ħvF is linear

in EF , such that focusing peaks appear at the magnetic fields B f
n = 2nEF /evF Wx , n ∈N.

For the setup in Fig. 6.1 but with a clean, specularly reflecting system edge, Fig. 6.3(a)
shows a map of the first few focusing conductance peaks with their predicted locations
marked. At resonance p, the electron beam reflects specularly p −1 times at the system
edge before exiting into the drain, as Fig. 6.1 demonstrates for p = 2. On the other hand,
if reflection from the boundary is diffusive, the electrons scatter into random angles
off the boundary, which in general no longer result in cyclotron trajectories that are
commensurate with the distance from the focus point at the boundary to the drain. In
comparison with the case of specular reflection, the focusing beam at the drain is therefore
diminished for diffusive edge scattering, resulting in a drop in the p > 1 conductance
resonances. Because the reflection is diffusive when the disordered edge band overlaps
with the Fermi level, by using a side gate (see Fig. 6.1) to tune the average potential at the
disordered boundary, it is therefore possible to observe signatures of the breakdown of
the law of reflection in the form of a conductance drop at a focusing peak.

To verify our prediction, we perform numerical simulations of the graphene focusing
device with a side gate sketched in Fig. 6.1. We implement the tight-binding model for
graphene in Kwant [28] and include the magnetic field via a Peierls substitution. We apply
a random uniformly distributed onsite potential with mean Vd and variance s2

d to the
first several rows of atoms adjacent to the system edge. We simulate the effect of a side
gate by applying an extra potential with amplitude VG exponentially decaying away from
the sample edge on a length scale comparable to the size of the disordered region. Away
from the charge neutrality point, we expect peak diffusive edge scattering to occur when
the average potential by the boundary matches the Fermi energy. The relevant scales
for our simulations are the hopping t , the graphene lattice constant a = 2.46Å, and the
magnetic flux Φ∝ B a2 per unit cell. Scaling the tight-binding Hamiltonian with a scaling
factor s [29] by reinterpreting t/s ≡ t , sa ≡ a and B/s2 ≡ B such that Φ is unchanged by
the scaling, our simulations apply to graphene devices of realistic and experimentally
realizable dimensions [14, 15]. Note that the onsite disorder correlation length is not scale
invariant, and the disorder thus correlates s lattice sites in the original model.

Tuning the average potential at the disordered system edge by varying the side gate VG

reveals a clear dip in the conductance Fig. 6.3(b) around the second focusing resonance
p = 2, which is absent when no edge disorder is included (see Supplementary Material
6.5.2). Outside the dip the conductance only changes weakly with VG , which is the
expected behavior for a clean specularly reflecting boundary. Here, the first N = 6 rows
of sites adjacent to the edge are disordered, and the extent of the disordered region into
the graphene sheet thus approximately 2.1a ¿ λF ≈ 18a, such that the length scales
are consistent with specular reflection. The conductance fluctuates erratically within
the dip, as the line cut Fig. 6.3(c) taken from Fig. 6.3(b) at B = 0.256T shows. These are
universal conductance oscillations particular to an individual disorder configuration.
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Figure 6.3: (a) Conductance as a function of Fermi energy and magnetic field showing the first 4 magnetic
focusing peaks for the device sketched in Fig. 6.1 in the absence of edge disorder and with VG = 0. Superimposed
are the predicted locations of the focusing peaks (dotted lines), 1 ≤ p ≤ 4 from left to right across the diagonal.
The color scale is linear and ranges from about 4e2/h (dark) to 28e2/h (bright). (b) Conductance around
the p = 2 focusing peak at EF = 0.093 eV [dashed line in (a)] versus gate voltage. We include disorder with
Vd = 0.062 eV and sd = 0.047 eV in the first N = 6 rows next to the boundary. Reflection at the boundary is
specular and the conductance smooth in VG , except for a dip when the disordered edge band overlaps with
the Fermi level, and reflection becomes diffusive. (c) Line cut from (b) at B = 0.256T with the predicted voltage
value for the dip marked. Within the dip, the conductance exhibits fluctuations dependent on the particular
disorder configuration, that are washed out by disorder averaging in (d). We assume the scaling factor s = 9 in
the tight-binding model, such that Wx = 1.6 µm, Wy = 1 µm and WL = 0.2 µm.

They are washed out by disorder averaging as Fig. 6.3(d) shows, revealing an omnipresent
conductance dip. Furthermore, the conductance dip appears when the disordered edge
band overlaps with EF , which is the condition for the breakdown of the law of reflection,
with the VG that aligns the band with EF marked in Figs. 6.3(c) and (d).

6.4. CONCLUSION AND DISCUSSION
Our analysis of scattering at a disordered graphene boundary reveals a regime where
specular reflection is suppressed in favor of diffusive scattering. This counterintuitive
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conclusion holds even when conventional wisdom dictates that specular reflection should
dominate and the boundary should act as a mirror, namely when a boundary is rough on
a length scale smaller than the Fermi wavelength. The origin of this breakdown of the law
of reflection is resonant scattering of the electron waves from a linear superposition of
localized boundary states. Our calculations show that this phenomenon is detectable in
transverse magnetic focusing experiments, by employing a side gate to tune the average
potential at the boundary. In these experiments the breakdown of specular reflection
manifests as a dip in the nonlocal conductance at the second focusing resonance. Because
the zigzag boundary condition is generic in graphene, we expect our results to apply to
an arbitrary termination direction, and to be insensitive to microscopic details. We are
thus confident that this effect is experimentally observable in present day devices.

6.5. SUPPLEMENTARY INFORMATION

6.5.1. COMPUTATION OF THE SCATTERING PHASE IN THE CONTINUUM DE-
SCRIPTION

In the following, we present the derivation of the scattering phase at EF = 0 from the
continuum description governed by the Dirac equation, which is valid within the linear
regime of the graphene dispersion.

y

x
L0

L

Figure 6.4: Scheme of the system geometry: A graphene sheet (gray) with translational invariance in y-direction
is terminated by a single boundary at y = 0. Applying periodic boundary conditions (left, dotted lines) in
x-direction on the semi-infinite plane is equivalent to rolling it up to a cylinder (right). L is the boundary length
after applying periodic boundary conditions. Blue arrows indicate schematically the paths of an incoming and
an outgoing mode, with angles relative to the surface normal of ϑin and ϑout, respectively.

We consider a cylindrical geometry as sketched in Fig. 6.4 with a boundary of length L,
which in the limit L →∞ resembles a semi-infinite sheet with a single boundary at y = 0.
We describe electronic properties in terms of the Dirac Hamiltonian of a single valley,

H = vF σ ·p =−iħvF

(
0 ∂x − i∂y

∂x + i∂y 0

)
, (6.7)

as defined in the main text. With the ansatz ψ(r) = e i q·r (
ψA ,ψB

)T we obtain from the
Dirac equation at zero energy Hψ= 0{

(qx − i qy )ψB = 0,
(qx + i qy )ψA = 0.

(6.8)

Periodic boundary conditions in x-direction ψ(x, y) =ψ(x +L, y) restrict the momentum
qx = 2πn/L, with n ∈Z. With the boundary at y = 0 and the graphene sheet extending to
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positive y as shown in Fig. 6.4, we can write down all non-trivial solutions of Eq. (6.8) for
given n. We can distinguish two cases, depending on the behavior for y →∞:

For n = 0 we have q = 0 and therefore all statesψ= (ψA ,ψB )T are solutions to the Dirac
equation (6.8). We can choose an orthonormal basis {ψ+,ψ−} of that two-dimensional
subspace that diagonalizes the y-component of the current operator J = vFσ, such that
ψ± have well-defined current ±vF perpendicular to the boundary,

ψ†
η Jyψν = ηvδην , η,ν=± , (6.9)

ψ†
ηψν = δην . (6.10)

The propagating modes are therefore the eigenstates of σy that can be written as ψ± =
1p
2

(1,±i )T . As ψ− has a velocity −vF and is thus moving in negative y-direction, we

consider it to be incoming and ψ+ to be outgoing, respectively.
For n 6= 0 the Dirac equation (6.8) becomes{ (

2πn/L− i qy
)
ψB = 0,(

2πn/L+ i qy
)
ψA = 0.

(6.11)

such that we get two non-trivial solutions for each n: For qy = −2πi n/L and ψA = 0
we have ψn,− = e2πi nx/Le2πny/L(0,1)T . This mode decays exponentially into the bulk for
y → ∞ if n < 0, but is not normalizable for positive y if n > 0. For qy = 2πi n/L and
ψB = 0 we have ψn,+ = e2πi nx/Le−2πny/L(1,0)T . This mode is evanescent if n > 0, but
not normalizable if n < 0. In total we thus remain with one evanescent mode for each
n ∈Z\ {0}.

We can now construct a scattering state ψ from the incoming mode ψ−, outgoing
mode ψ+ and evanescent modes ψn,± as

ψ=ψ−+Sψ++
∞∑

n=1
(αnψn,++α−nψ−n,−) , (6.12)

where S = e iφ is the scattering phase that the incoming mode acquires when scattered
into the outgoing one, andαn is the amplitude to scatter into the n-th evanescent mode. A
boundary is introduced by requiring this scattering state to fulfill the boundary condition

Mψ(x, y = 0) =ψ(x, y = 0) . (6.13)

A disordered boundary interpolating between a clean zigzag boundary and an infinite-
mass (Berry-Mondragon [24]) boundary condition constitutes the most general single-
valley boundary condition. This boundary condition applies to different microscopic
origins of disorder, such as the staggered potential on a zigzag boundary which is pro-
duced by a passivation of the dangling bonds [23], or effects of edge reconstruction [26].
The zigzag boundary is given by the matrix Mzz = σz , whereas the Berry-Mondragon
boundary is specified by MBM =σ · (ẑ×nB ) =σx for the boundary normal nB =−ŷ. We
therefore consider the boundary condition matrix

M = cosθ(x)Mzz + sinθ(x)MBM =
(
cosθ(x) sinθ(x)
sinθ(x) −cosθ(x)

)
, (6.14)
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with a random function θ(x) to introduce disorder by a spatially fluctuating staggered
potential, such that we obtain a zigzag boundary for θ = 0 and an infinite-mass boundary
for θ =π/2. The value of θ(x) at the position x on the boundary is randomly taken from a
Gaussian distribution with mean value θ0 and variance s2

θ
. Furthermore, we assume a

Gaussian correlation in space,

Cov[θ(x),θ(x ′)] = s2
θe−π(x−x′)2/d 2

, (6.15)

with a correlation length d that corresponds to a lattice constant, since the real problem
lives on a lattice. In the limit d → 0 the correlations become Cov[θ(x),θ(x ′)] → s2

θ
dδ(x −

x ′).
With ψ(x, y = 0) = (ψA(x),ψB (x))T we obtain from the boundary condition Eq. (6.13)

µ(x)
∞∑

n=0
αne2πi nx/L −

−∞∑
n=−1

αne2πi nx/L − iα0 =−i
p

2, (6.16)

with µ(x) = tan(θ(x)/2) (being 0 for a clean zigzag and 1 for the infinite-mass type bound-
ary) and α0 = (1+ S)/

p
2. We Fourier-transform Eq. (6.16) by applying to both sides

1
L

∫ L
0 dx e−2πi mx/L , with m ∈Z, to obtain

∞∑
n=1

µ̃n−mαn + (µ̃−m − iδm,0)α0 −
−∞∑

n=−1
δm,nαn =−i

p
2δm,0 , (6.17)

with the Fourier components of the disorder function µ,

µ̃m = 1

L

L∫
0

dx e2πi mx/Lµ(x) , m ∈Z . (6.18)

We can rephrase Eq. (6.17) in matrix form as
µ̃ µ̃↑ 0

µ̃†
↑ µ̃0 − i 0

µ̃′ µ̃↓ −1


︸ ︷︷ ︸

Ã

·


α+
α0

α−

=


0

−i
p

2

0

 , (6.19)

with

α+ =


...
α3

α2

α1

 , α− =


α−1

α−2

α−3
...

 , and

µ̃=


. . .

. . .
. . .

...
. . . µ̃0 µ̃∗

1 µ̃∗
2

. . . µ̃1 µ̃0 µ̃∗
1

· · · µ̃2 µ̃1 µ̃0

 , µ̃′ =


· · · µ̃4 µ̃3 µ̃2

... µ̃5 µ̃4 µ̃3

... µ̃6 µ̃5 µ̃4

...
...

...
...

 , µ̃↑ =


...
µ̃∗

3
µ̃∗

2
µ̃∗

1

 , µ̃↓ =


µ̃1

µ̃2

µ̃3
...

 .

(6.20)
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Hence, we have transformed the general boundary condition Eq. (6.13) into a system of
equations for the scattering phase (expressed through α0). This system is specified by the
Fourier coefficients of the disorder function µ. To solve Eq. (6.19) for S, we have to invert

Ã to obtain S =p
2α0−1 =−1−2i (Ã

−1
)0,0 , where (Ã

−1
)0,0 is the component in the center

of Ã
−1

, referring to the n = m = 0 Fourier components.
Due to the Gaussian correlation of θ(x) in space (Eq. (6.15)), the Fourier components

θ̃n = 1
L

∫ L
0 dx e2πi nx/Lθ(x) decay for large n,

E[θ̃n] = θ0δn,0 , Cov[θ̃∗n , θ̃m]
d¿L≈ δn,m

s2
θ√

2πn2
0

e−n2/2n2
0 , (6.21)

on a length scale n0 = L/
p

2πd . The same holds for µ̃n , hence we can imagine to cut off
at some N À n0, such that the matrices in Eq. (6.20) are finite-dimensional and we can
safely use standard formulae for block-wise matrix inversion to formally obtain

S = i −m̃

i +m̃
, (6.22)

with m̃ = µ̃†
↑µ̃

−1µ̃↑− µ̃0, and therefore

φ= arg(S) = atan2(Re(S),Im(S)) = atan2
(
1−m̃2,2m̃

)
, (6.23)

where the atan2-function is closely related to the arctangent but adjusted such that it
properly gives the angle between its arguments.

The inversion of µ̃ is not generically possible. However, an approximate solution can
be found when µ̃ is dominated by its diagonal. We split up θ(x) into its mean value and
fluctuations, θ(x) = θ0 +δθ(x), with

E[δθ(x)] = 0, (6.24)

Cov[δθ(x),δθ(x ′)] = s2
θe−π(x−x′)2/d 2

, (6.25)

according to Eq. (6.15). Assuming the disorder to be weak, sθ ¿ 1, we can similarly expand
µ(x) = tan(θ(x)/2) to get

µ(x) = tan

(
θ0

2

)
+

1+ tan2
(
θ0
2

)
2

δθ(x)+O
(
δθ(x)2)

=µ0 +δµ(x)+O
(
δµ(x)2) . (6.26)

The Fourier coefficients read

µ̃n =µ0δn,0 + sµx̃n , (6.27)

where

sµ =
1+ tan2

(
θ0
2

)
2

sθ (6.28)
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is the standard deviation of µ and

x̃n = 1

L

L∫
0

dx e2πi nx/L δµ(x)

sµ
(6.29)

is normalized to have variance 1 and by definition a mean value of 0. Furthermore, from
Eq. (6.21) we see that

Cov(x̃∗
n , x̃m)

d¿L≈ δn,m
1√

2πn2
0

e−n2/2n2
0 . (6.30)

With Eq. (6.27) we get

µ̃=µ01N + sµx̃ , (6.31)

thereby splitting it up into a diagonal part which is trivial to invert and a random Toeplitz
matrix

x̃ =


. . .

. . .
...

. . . x̃0 x̃∗
1

· · · x̃1 x̃0

 , (6.32)

that cannot be inverted explicitly analytically.
For θ0 = 0 =µ0, the disorder potential θ(x) is zero on average such that the disorder-

broadened edge states overlap with E = 0, whereas a finite θ0 > sθ (or µ0 > sµ) shifts them
away from E = 0. We can directly translate these two cases to the structure of µ̃:

• For finite µ0 with small fluctuations sµ on top, µ̃ is dominated by its diagonal.
Hence, we can expand its inverse in powers of sµ. In this case, where the law of
reflection is expected to hold, we can therefore give an explicit expression for φ for
sufficiently weak disorder.

• For a boundary with µ0 = 0 that fulfills the condition for diffusive scattering, this
consideration does not work as then µ̃ = sµx̃ . In this case we have to rely on a
numerical analysis.

SCATTERING PHASE IF LAW OF REFLECTION HOLDS

In the limit where sµ¿µ0, we can expand

µ̃−1 = 1

µ0
1− sµ

µ2
0

x̃ +O

(
s2
µ

µ2
0

)
(6.33)

to obtain

m̃ =−µ0 − sµx̃0 +
s2
µ

µ0

∞∑
n=1

|x̃n |2 +O

(
s3
µ

µ3
0

)
. (6.34)
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Expanding φ in powers of sµ/µ0, we get with Eqs. (6.26) and (6.28)

φ=−θ0 − sθ x̃0 + 1

2

x̃2
0 +

1

sin2
(
θ0
2

) ∞∑
n=1

|x̃n |2
 tan

(
θ0
2

)
s2
θ+O

(
s3
θ

θ3
0

)
. (6.35)

Knowing the distribution of x̃n (Eq. (6.30)), we can average over all x̃n to compute mean
value and variance of φ. We obtain

E[φ] =−θ0 +
s2
θ

2sin(θ0)
− d

L

s2
θ

2tan(θ0/2)
+O

(
s3
θ

θ3
0

)
, (6.36)

Var(φ) = d s2
θ

L
+O

(
s3
θ

θ3
0

)
. (6.37)

SCATTERING PHASE FOR BROKEN LAW OF REFLECTION

For µ0 = 0, where the disorder-broadened edge states overlap with the Fermi energy E = 0,
we have µ̃= sµx̃ , and hence with Eqs. (6.27), (6.28)

m̃ = sθ
2
χ , with χ= x̃†

↑ x̃−1x̃↑− x̃0 . (6.38)

We obtain

φ= atan2
(
1− s2

θχ
2/4, sθχ

)
. (6.39)

For small sθ we have φ= sθχ+O (s3
θ

), hence the distribution of φ is directly linked to the
distribution of χ, which we will now further explore.

Due to Eq. (6.30), the elements of x̃ decay away from the diagonal, E[|x̃n |2] ∼ exp(−n2/2n2
0).

In the limit n0 → 0, which corresponds to the limit d/L →∞, i.e., completely correlated
(constant) disorder, the matrix x̃ will therefore be essentially diagonal. In 0th order we
have x̃ = x̃01, and therefore

χ=
∑∞

n=1 |x̃n |2
x̃0

− x̃0 . (6.40)

Assuming the x̃n to still be approximately independent (although the approximation
made in Eq. (6.30) does not hold in the limit d/L →∞), due to the central limit theorem
the numerator and denominator are independent Gaussian distributed variables, with
zero (or approximately zero) mean. As a result, the first term χ1 of Eq. (6.40) follows a
Cauchy distribution

fχ1 (x) = 1

π

γ

x2 +γ2 . (6.41)

However, its scale parameter scales as γ∼ exp(−1/n2
0), therefore in the limit n0 → 0 we

remain with the second term χ0 of Eq. (6.40), χ = χ0 = −x̃0. In the limit d/L →∞ the
approximation of Eq. (6.30) does not hold for x̃0; instead we find Var(x̃0) = 1, such that φ
is normally distributed with mean 0 and variance s2

θ
.



6.5. SUPPLEMENTARY INFORMATION

6

155

In fact, we are however interested in the distribution of φ in the opposite limit, L/d →
∞. In this limit χ0 = −x̃0 becomes small, Var(x̃0) = 1/

√
2πn2

0 = d/L, whereas we find

numerically that χ1 still follows a Cauchy distribution, with a scale parameter γ that
becomes independent of L/d and can be evaluated numerically as γ≈ 0.8 sθ . Remarkably,
the value of γ/sθ we obtain numerically is not universal, but depends weakly on the
original distribution of the disorder θ(x). If we choose these parameters to be not normally
distributed but to follow any other distribution, χ is still Cauchy distributed, but the scale
parameter γwill also depend on the higher cumulants of the chosen disorder distribution.

Based on this distribution, we can evaluate mean value and variance of the scattering
phase φ. Since fχ1 is even and φ is an odd function of χ, we directly see that E[φ] = 0.
Furthermore, we can numerically evaluate the integral in E[φ2] to obtain

Var(φ) ≈ 2.2sθ . (6.42)

6.5.2. MAGNETIC FOCUSING CONDUCTANCE IN THE ABSENCE OF EDGE DIS-
ORDER

In order to verify that the conductance dip at the second focusing resonance is a conse-
quence of edge disorder, we compare the focusing conductance with edge disorder to
the focusing conductance of a device with a clean boundary. The setup is otherwise the
same as the one we present in the main text, with the parameters identical to those used
to obtain Figs. 3 (b)-(d) of the main text.

The results are shown in Fig. 6.5, where Fig. 6.5 (a) shows the focusing conductance
versus gate voltage and magnetic field strength without disorder, i.e., with Vd = sd = 0. The
average potential at the boundary aligns with the Fermi level at a gate voltage VG ≈ 0.2 eV,
which is larger than in the case with disorder included (see also Fig. 3 (b) of the main text).
This distinction arises due to the difference in the average edge disorder potential Vd ,
which is nonzero when disorder is included. At large negative gate potentials VG .−0.15
eV, resonant conductance oscillations also appear because the gate forms a quantum well
by the boundary. A similar phenomenon occurs in the case with edge disorder, but outside
the energy window we consider, and is unrelated to the mechanism we are investigating.
In Fig. 6.5 (a), some conductance oscillations appear in the conductance around the
charge neutrality point VG ≈ 0.2 eV, but no clear dip is visible. Furthermore, Fig. 6.5 (b)
gives a comparison of conductance line cuts at B = 0.255 T for a clean boundary with the
case including edge disorder from Fig. 3 (b) of the main text. We see that the oscillations
when the edge potential aligns with the Fermi level in the clean case are much smaller
in scale than the conductance dip that appears with the inclusion of edge disorder. The
same trends are visible in Fig. 6.5 (c), which compares the focusing conductance averaged
over magnetic field values at the second focusing peak, with and without edge disorder.
Therefore, we conclude that the dip in the focusing conductance at the second focusing
peak arises due to edge disorder, namely when the average potential at the boundary
aligns the disordered band of edge states with the Fermi level.
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Figure 6.5: (a) Conductance around the second focusing peak at EF = 0.093 eV versus gate voltage without edge
disorder, i.e., Vd = sd = 0. (b) Line cuts of the focusing conductance at B = 0.255T versus gate voltage, without
edge disorder (solid line) from (a), and with edge disorder from Fig. 3 (b) of the main text (dashed line). (c) Line
cuts of the focusing conductance versus gate voltage averaged over the magnetic field values 0.247 ≤ B ≤ 0.259
T at the second focusing resonance, without (solid line) and with (dashed line) edge disorder. The data with
disorder is taken from Fig. 3 (b) of the main text. In the absence of edge disorder, a small region of resonant
conductance peaks appears around VG = 0.2 eV, as the average potential in the boundary aligns with the Fermi
level, but unlike the case with disorder, no clear dip is present. When the boundary is clean, the gate forms a
quantum well by the boundary at large negative gate potentials VG .−0.15 eV, resulting in resonant oscillations
in the conductance. Similar oscillations also appear in the case with edge disorder, but at even larger negative
gate potentials because of an overall average potential shift by the boundary due to onsite disorder, Vd = 0.062
eV.
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