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We propose a real-time multi-step view reconstruction algorithm and we tune its implementation to a virtual teleconference
application. Theoretical motivations and practical implementation issues of the algorithm are detailed. The proposed algorithm
can be used to reconstruct novel views at arbitrary poses (position and orientation) in a way that is geometrically valid. The
algorithm is applied to a virtual teleconference system. In this system, we show that it can provide high-quality nearby virtual
views that are comparable with the real perceived view. We experimentally show that, due to the modular approach, a real-time
implementation is feasible. Finally, it is proved that it is possible to seamlessly integrate the proposed view reconstruction approach
with other parts of the teleconference system. This integration can speed up the virtual view reconstruction.
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1. INTRODUCTION

There is a recent trend in computer graphics and computer
vision to merge with and benefit from each other [1]. Com-
puter graphics is good at providing high-quality 3D per-
ception with the help of complex 3D models [2]. However,
human eyes are still able to easily distinguish a computer-
generated picture out of real-life photographs [3]. On the
other hand, in the computer vision field we have photore-
alistic images, from which various kinds of meaningful in-
formation could be extracted [4]. But until now, unless in
a restricted environment, the information we can get is not
sufficient to automatically construct very accurate 3D mod-
els [5]. Modelling complex, nonrigid objects like the human
body and face [1], which is important for telepresence video
conference systems, is even more difficult. Approaches like
the Image Based Modeling (IBM) [6] and the Image Based
Rendering (IBR) [7] have been proposed in order to effi-
ciently bridge the gap between these two fields. This exchange
of knowledge and experience is proved to be very promising
[8].

Within the Fifth European Framework project VIRTUE
(VIRtual Team User Environment) [9], a 3-party virtual

teleconferencing system, is working steadily in order to re-
alize the convergence of computer graphics and computer
vision in a real application. In this system the participants
are given a convincing impression of presence in a semi-
immersive environment. It is required that this environment
is characterized by eye-to-eye contact, gaze awareness, direct
body language, life-sized portraits, and shared work space
(Figure 1). It was found that, in order to fulfill these require-
ments, it is essential to adapt the perceived views of all con-
ferees to their viewpoint change. For example, in Figure 2, if
conferee A wants to be given a looking around feeling about
conferee C (in order to have a telepresence of C at the lo-
cation of A), the correct view about C corresponding to the
viewpoint of A should be reconstructed in real time from the
two fixed views coming from cameras 1 and 2 at site 2. (For
more detailed discussion about VIRTUE, see Appendix A.)

Real-time novel view reconstruction is the generation of
arbitrary novel views from limited number of known views
and it is crucial for the success of VIRTUE. Not only the
quality of the reconstructed novel view should be realistic
enough, but also the broadcasting and the view reconstruc-
tion should be done in real time (e.g., 25 frames/second).
The real-time broadcasting issue has been addressed in [10].
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Figure 1: The mock-up of one VIRTUE station where the real ta-
ble is extended seamlessly into the virtual table in display. The full-
size remote participants are rendered as arbitrary 2D video objects
and their synthesized looks will change in line with the local par-
ticipant’s head position. The two cameras mounted on the left and
top-left side of the screen provide two video streams for 3D anal-
ysis and view synthesis for the left viewer in the display; likewise
for the two right-hand side cameras. The eye-to-eye contact, nor-
mal habitual hand gesturing, and gaze awareness are expected to be
maintained.

This paper mainly deals with the view reconstruction issue,
by following the aforementioned IBR approach.

Due to the symmetry in the system, we concentrate only
on reconstructing a novel view of conferee C (remote partic-
ipant) at site 1 (local site) from the information provided by
cameras 1 and 2 at site 2 (remote site) and by the viewpoint
of conferee A (local participant). Henceforth, cameras 1 and
2 at the remote site are referred to as the left (CL) and the
right (CR) camera, respectively. These two cameras form a
stereo setup for the view reconstruction.

Each time, at the remote site, the fixed stereo setup ac-
quires two images. After segmentation, the pair of stereo
views, containing only the remote participant without back-
ground, is broadcasted to the local site. Locally, based on
the information about the stereo setup, the local display, and
the pose (position and orientation) of the viewpoint of the
local participant, these two views are used to reconstruct a
novel view (telepresence) of the remote participant that is
adapted to the current local viewpoint. The reconstructed
novel view is then combined with a man-made uniform vir-
tual environment in order to give the local participant the
perception of being in a local conference with the remote
participant.

The paper is organized as follows. In Section 2, an
overview of work related to IBR is given. The process-
ing chain of the whole VIRTUE system is introduced in
Section 3. In Section 4, we conduct a theoretical analysis of
the proposed view reconstruction algorithm. Furthermore,
the algorithm’s relationship with previous work is examined.
Based on this analysis, the real-time implementation issues
are considered in Section 5. Two possible schemes are inves-
tigated and compared with each other. The best option is
chosen for real-time realization in VIRTUE. Experiments are
done in Section 6 in order to demonstrate the quality and
the speed of the implemented algorithm. Comparisons are
made with two other well-studied approaches. Finally, we
draw conclusions in Section 7.

2. RELATED WORK

Traditionally, the view reconstruction problem was solved by
first constructing a 3D model out of the acquired informa-
tion. The 3D model is then projected into a virtual camera by
combining the texture mapping in order to obtain the desired
view. The first step is usually named 3D reconstruction in
computer vision. The second step is either called rendering in
computer graphics or simply projection in computer vision.
However, since real-time 3D reconstruction has been proved
to be very difficult [11] and often ill-posed [12], IBR has in-
tensively been studied as an alternative [7]. One big advan-
tage of the IBR scheme is its image-size-proportional com-
plexity (independent of the scene complexity). This property
makes the stable real-time implementation possible [13].

Below we briefly address the IBR method. More general
and detailed discussions can be found in [3, 7, 12].

Following the IBR approach, different kinds of represen-
tations of the 3D scene have been proposed.

Collection of pure 2D images

A collection of pure 2D images from either video sequences
[14] or multiple cameras at different poses [15] is directly
used for reconstructing novel views.

Layer representation

The whole 3D scene is decomposed into multiple layers ac-
cording to different purposes. These layers provide faster and
more robust rendering possibilities. Several kinds of layers
have been proposed in the literature: motion consistent lay-
ers in [16], occlusion derived layers in [17, 18, 19], and planar
layers in [20].

Plenoptic function

This function was introduced by Adelson and Bergen [21] in
order to characterize the complete flow of light for all pos-
sible wavelengths, at any time, from each direction of a 3D
scene, and at every pose. Afterwards many simplifications
have been attempted on it [7]. No geometry information is
needed to produce a new view, due to its complete descrip-
tion of the 3D scene. However, it inevitably relies on the over-
sampling, which is both time and labor consuming.

Panorama view

Hand-created or automatically generated view on a circular
space from which a viewer can inspect his surroundings in all
directions [22]. This technology has gained great success in
real applications such as the QuickTime VR system [23]. But
the position of the viewer is constrained to a fixed point and
the capturing of the needed views should be done in a special
way (all focal centers coincide with each other).

Mosaic

All images are warped into a uniform image coordinate sys-
tem [24]. It can produce a very realistic immersive environ-
ment map. Recently, stereo cue starts to be added into it [25].
However, manual work cannot be avoided.
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Figure 2: Illustration of the networked VIRTUE station in a three-way telepresence video conferencing session. Assuming accurate 3D scene
analysis, the technique behind the novel view generation is the focus of the current paper.

Tour into a picture

By incorporating some human knowledge and observation
about the 3D info embedded in an image, Youichi et al. [26]
can even represent a 3D scene by one single picture (also see
[27]). Moreover, by taking into account more constraints, a
panorama can even be created from only one available view
[28]. Again, manual work is needed to provide the rough 3D
info.

All representations mentioned above have provided cer-
tain nice properties for reconstructing new views. However,
except for the first two, all of them are very difficult, if not
impossible, to be done automatically. The layered represen-
tation of 3D scenes offers a very nice opportunity to han-
dle occlusions and redundancy in the stereo views. But it is
rather complicated to segment the images according to cer-
tain consistency (e.g., motion) and later group the regions
into different layers [18]. Therefore, the first representation
with pure stereo views is chosen as the starting point for the
VIRTUE view reconstruction.

In order to reconstruct a new view directly from a dis-
crete set of images at different poses, four main approaches
are currently followed.

Hybrid 3D models and image rendering

By combining simplified 3D structure models and realistic
photographs, Debevec [8] has made amazing visual products
(see http://www.debevec.org/). However, due to the use of 3D
models, manual works cannot be avoided and thus the whole
process (including modelling and rendering) is impossible to
be automatic.

Visual hull
Starting from the visible silhouette information embedded
in the given views, this approach approximates the geometry
of the considered scene with either multiple visual hulls (the
intersections of the silhouette come from all the given views)
[29] or a single convex hull [30]. Performing all computa-
tions in the 2D image space instead of in the 3D space, as the
traditional discrete volumetric representations did [31], real-
time rendering may be guaranteed [29]. However, the visual
hull of an object does not match the object’s exact geometry
and in particular it cannot represent concave surface regions
[32].

Geometry driven methods
Geometric relations between known views are first com-
pletely recovered and then used for transferring known views
to the new pose. Two schemes have been investigated in this
category.

(1) Using the fundamental matrix: Laveau and Faugeras
[33] by using fundamental matrix, tried to construct a new
virtual view from N views. Each pixel in the desired novel
view is mapped from a pixel in one known view based on
the fundamental matrix between them. An attractive idea in
[33] is the use of the ray tracing technique for handling the
occlusion areas.

(2) Using the trifocal tensor: trying to avoid the singular-
ity situations (the optical centers of the two known views and
the virtual view are collinear) that may occur in the funda-
mental matrix, Avidan and Shashua [34] explored the usage
of trifocal tensors (also called trilinearity) in view reconstruc-
tion.

http://www.debevec.org/
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Figure 3: The processing chain for adapting the synthesized look of one participant in line with the viewpoint change of another participant.
Based on a pair of stereo sequences, the “virtually” perceived view should be reconstructed and integrated seamlessly with the man-made
uniform environment in real time.

The solution in [34] is theoretically perfect for stereo
setup. It can geometric-validly recover arbitrary viewpoints
from a discrete set of stereo images. Even more, by replacing
the trifocal tensor with higher order tensors (e.g., quadri-
focal tensor [35]), the geometry of the new view can di-
rectly be reconstructed from multiple (> 2) discrete known
views.

However, there are two main disadvantages in this ap-
proach: (1) occlusion areas are very difficult to be taken
into consideration; (2) the calculation of the trifocal ten-
sor is rather complex. Although a simple equation is de-
rived in [34] to transform the trifocal tensor in line with
the viewpoint changing, all its 27 elements must be updated
each time. This hinders the possibility of real-time process-
ing.

Interpolation based methods

Chen and Williams [36] postulated a possible interpola-
tion scheme for intermediate views from a stereo pair. Later
this method was applied successfully in a vision system
Quicktime-VR [23]. Seitz and Dyer [15, 37] investigated fur-
ther along this line and proposed the physical-valid view in-
terpolation method (pre-warping followed by interpolation
plus post-warping). From this method arbitrary views (with
valid geometry) on the baseline between a pair of stereo views
can be reconstructed. Later on, Scharstein [12] added more
freedoms into the possible pose of the desired novel view.
Therein the only constraint is that the trifocal plane formed
by the three focal centers of the two original views and the
novel view should not intersect with the concerned 3D scene
(see [12, page 147]).

One major advantage of this approach is that it performs
very well when processing relative complex scenes.

Two other nice properties of this interpolation based ap-
proach that have not been addressed so far are the follow-
ing.

Modular arrangement

This gives us much space to speed up the whole view recon-
struction process by either rearranging processing compo-
nents or simplifying the complex parts without affecting the
quality of the final novel view. Thus a stable real-time real-
ization may be guaranteed.

Parallel setup
By applying this setup computations may be simplified from
2D space to multiple 1D spaces, allowing parallel processing.
Therefore, it can help to keep the latency very low. Further,
this parallel setup allows us to handle the occlusion areas in
a very intuitive way.

For our virtual conference system with telepresence per-
ception, the interpolation based approach seems to be the
most promising one. Our objective is to put this into a prac-
tical application which has seldom been studied except in
rather constrained environments like the one described in
[23]. Modular arrangement and parallel setup will be ex-
plored in Section 5.

In the following section, an introduction on the process-
ing chain of the whole VIRTUE system will be given. Each
stage in the process will be briefly addressed.

3. VIRTUE SYSTEM PROCESSING CHAIN

The intended processing chain of VIRTUE is depicted in
Figure 3. It can be divided into four stages: pre-processing,
disparity estimation, view reconstruction, and composition.

3.1. Pre-processing

The original images coming from the fixed stereo setup con-
tain various kinds of imaging distortions [38] and back-
ground that should be removed or neglected. Some pre-
processing is needed to get rid of these unnecessary infor-
mation.
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3.1.1 Segmentation

For the segmentation purpose, the background is first im-
aged by all employed cameras for several seconds. These im-
ages are processed to build a Gaussian model at every pixel
for each camera by approximating the scene background
with a texture surface. This Gaussian model is then used to
distinguish a foreground pixel from a background pixel in
the conference session. It has been shown that this kind of
change detection scheme is very flexible and feasible for real-
time implementation and thus able to meet the requirement
of VIRTUE [39].

3.1.2 Distortion correction

Camera distortions [38] are compensated in this step to keep
all following operations linear in the projective space. Cam-
era distortions are nonlinear. However, if the “imaging dis-
tortion” definition is employed [38], then there is a one-to-
many correspondence between the distorted image coordi-
nates and the distortion-free coordinates. This enables us to
construct beforehand, a backward mapping lookup table for
distortion correction that is attractive for real-time imple-
mentation.

3.2. Disparity estimation

Based on a pair of rectified parallel views, the disparity maps
(both left-to-right and right-to-left) [40] are estimated to
represent implicitly the 3D information contained in them.

A hybrid block- and pixel-recursive approach has been
chosen for VIRTUE. The main idea of this new algorithm
is to combine the advantages of the block-recursive dispar-
ity estimator and a pixel-recursive optical flow estimator into
one common scheme, leading to a fast, hybrid, recursive dis-
parity estimation [41].

Although the disparity estimation is very important for
the quality of the overall result, it is not within the scope of
this paper. For a detailed discussion on the disparity estima-
tor used for VIRTUE, see [42].

3.3. View reconstruction

With a pair of pre-processed “clean” views VL (the left view)
andVR (the right view), the view reconstruction will generate
a virtual view VD in accordance to the actual viewpoint of the
local participant. This is the topic of this paper and will be
discussed in detail.

3.4. Composition

In the compositor, the 3D model of a man-made uniform
environment map is combined with the reconstructed virtual
view of the remote participants in order to construct the final
virtual conferencing environment. This composition can ef-
ficiently be realized using current off-the-shelf graphics card
with texture handling capability [2].

The final composite view is put on a life-size display to
give the local participant the impression of being in a confer-
ence room with the other participants.

4. MULTI-STEP VIEW RECONSTRUCTION

In the above described VIRTUE system, the view recon-
struction stage plays a vital role. In this section, we gener-
alize the theory of the interpolation-based IBR to accom-
modate arbitrary novel viewpoints. We base this generaliza-
tion on the known camera geometry. We call the generalized
method multi-step view reconstruction. We will show that,
without assuming any constraints on either the 3D scene
or the camera geometry, our multi-step view reconstruc-
tion maintains the geometry validity of the reconstructed
view.

4.1. Problem analysis

In brevity, our problem is to reconstruct an arbitrary novel
view VD from a pair of stereo views VL (the left view) and VR

(the right view), which came from two fixed-pose cameras
CL and CR, respectively. Correspondingly, we can treat VD as
coming from a virtual camera CD (in correspondence with
the current viewpoint, its geometry can be calculated from
the system configuration, the stereo setup, the local display,
and the pose of the viewpoint). So the problem to be solved
is simply: to compute VD as coming from CD, given VL from
CL and VR from CR.

Considering a single 3D-scene point W , the problem can
be further simplified as: given PL (the projection of W into CL)
and/or (in case of occlusion) PR (the projection of W into CR),
compute PD (the projection of W into CD).

Two things should be noticed here: (1) we only address a
fully calibrated situation [4], which means that the geometry
details of CL, CR, and CD are all known in advance with high
accuracy; (2) distortions due to imaging system have been
removed by pre-processing. Thus only linear relations will
be taken into account henceforth.

4.2. Notation

We denote by V∗ the 2D view generated from the cam-
era C∗, where ∗ stands for, for example, L, R, D, rectiL,
rectiR, X , Y , Z. P∗ is the projection of the 3D-scene point
W into C∗. The intrinsic parameters of C∗ are f∗ (fo-
cal length), sx∗ and sy∗ (the effective pixel distance in the
horizontal (x-axis) and vertical (y-axis) direction, deter-
mined by the sampling rates for Vidicon cameras or the
sensitive distance for CCD or CID cameras, respectively),
x0∗ and y0∗ (the pixel coordinates of the principal point
with respect to the image plane coordinate system). The
extrinsic parameters of C∗ are Rc∗ and tc∗ (rotation ma-
trix and translation vector of the CCS (camera coordi-
nate system) with respect to the WCS (world coordinate
system)). The projection matrix is P̃∗ = K̃∗Ẽ∗, where
K̃∗ is the intrinsic matrix and Ẽ∗ is the extrinsic matrix
[38].

In the CCS of C∗, the coordinate of W is w∗ (the pro-
jective correspondence is w̃∗). In the WCS, the coordinate of
W is w (the projective correspondence is w̃). The coordinate
of P∗ in view V∗ is p∗ (the projective correspondence is p̃∗).
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Then we can write [38]

λ∗p̃∗ = P̃∗w̃ = K̃∗Ẽ∗w̃

=



− f∗
sx∗

0 x0∗

0 − f∗
sy∗

y0∗

0 0 1



[

RT
c∗ −RT

c∗tc∗
]

w̃,
(2)

where λ∗ is the depth of the point W in the CCS of C∗.
The line connecting the focal points of CL and CR is usu-

ally called baseline b. Its length is simply noted as b.

4.3. Multi-step view reconstruction process

Without loss of generality, we can specifically select the WCS
to be such that

tcL =

1

0
0


 , tcR =


−1

0
0


 , tcD =


xcDycD
zcD


 . (3)

This means that the x-axis of the WCS is on the baseline
b and its direction is from CR to CL. The origin of the WCS
stays at the middle point of b. And the unit of the WCS is b/2.

In the general case, the multi-step view reconstruction
process can be divided into five steps (Figure 4).

(1) Rectification. We transform the stereo views VL and
VR into a pair of new views VrectiL and VrectiR, respectively.
The two virtual cameras CrectiL and CrectiR, which generate
those two new views, are parallel to each other and share
the same image plane. This process is known as stereo rec-
tification [43]. It is intended to eliminate the photometric
and orientation differences between the two source cameras,
to simplify the correspondence estimation into a 1D search
problem along the scan line and at the same time to provide
parallel processing possibility for latter steps.

(2) X-interpolation. Given the necessary disparity infor-
mation, the two parallel views VrectiL and VrectiR are com-
bined by either interpolation [44] or extrapolation to pro-
duce another parallel view VX . The corresponding camera
CX is located at [xcD 0 0] with the same rotation and intrin-
sic parameters [4] as CrectiL and CrectiR. Through this step, the
x position difference from the known views VrectiL and VrectiR

to the final view VD is eliminated.
(3) Y-extrapolation. The X-interpolated view VX is ex-

trapolated [12] by pixel shifting in the Y direction to pro-
duce the view VY , which is coming from a virtual camera CY

located at [xcD ycD 0] with the same rotation and intrinsic
parameters as CX . Through this step, the y position differ-
ence from VX to the final view VD is eliminated.

(4) Z-transfer. The Y-extrapolated view VY is transferred
along the Z direction to generate either a “closer” or “fur-
ther” look VZ . In the same way, the corresponding camera
CZ is located at [xcD ycD zcD] with the same rotation and
intrinsic parameters as CY . Finally, the z position difference
from VY to the final view VD is eliminated.

(5) De-rectification. The Z-transferred view VZ is rotated
and scaled to get the final view VD.

In the following subsections, we go through these five
steps and discuss in detail all the formulas involved. Note that
through the whole transformation process the geometric va-
lidity is maintained.
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4.4. Rectification

To obtain a parallel configuration, CrectiL and CrectiR should
have the same set of intrinsic parameters and the same ori-
entation in space [12]. Further, in order to simplify the no-
tation we may assume, without loss of generality, that CrectiL

and CrectiR have the same orientation as the WCS

K̃rectiL = K̃rectiR = K̃ =



− f

sx
0 x0

0 − f

sy
y0

0 0 1


 ,

Rc rectiL = Rc rectiR =

1 0 0

0 1 0
0 0 1


 ,

(4)

where the intrinsic transformation matrix K̃ [38] and its as-
sociated intrinsic parameters are employed just for notation
simplicity.

Based on the above notations, as both K̃L and K̃R are in-
vertible, we have [45]

λrectiLp̃rectiL = λLK̃RcL
(

K̃L
)−1

p̃L + K̃
(

tcL − tc rectiL
)
,

λrectiRp̃rectiR = λRK̃RcR
(

K̃R
)−1

p̃R + K̃
(

tcR − tc rectiR
)
.

(5)

However, we do not know the depth of the point W yet. In
order to make the above two equations independent of the
depth information, we have only one choice [43], which is to
set

tc rectiL = tcL, tc rectiR = tcR. (6)

In this case, we can construct two homographies [4] TL and
TR such that

p̃rectiL = λL

λrectiL
TLp̃L, p̃rectiR = λR

λrectiR
TRp̃R, (7)

where

TL = K̃RcL
(

K̃L
)−1

, TR = K̃RcR
(

K̃R
)−1

. (8)

It should be noted that here we need not know the ex-
act value of λL/λrectiL and λR/λrectiR, because they have been
determined implicitly by the definition that the third com-
ponents of p̃rectiL, p̃L, p̃rectiR, and p̃R are all 1.

After the rectification in (7) is performed, it can be ver-
ified that prectiL and prectiR have the same y coordinates but
different x coordinates [43]. Therefore, we can compute, us-
ing a disparity estimation algorithm [40], two disparity maps
DLR (left-to-right, based on the view VrectiL, the disparity
value at PrectiL is denoted as dLRp ) and DRL (right-to-left, based
on the view VrectiR, the disparity value at PrectiR is denoted as
dRLp ) where

dLRp = xrectiR
p − xrectiL

p , dRLp = xrectiL
p − xrectiR

p . (9)

4.5. X-interpolation

Because CX , CrectiL, and CrectiR are parallel to each other with
the x-axis on the baseline b, the projections of W into them
have the same y-coordinates but different x-coordinates

yXp = yrectiL
p = yrectiR

p = − f

sy
· yw
zw

+ y0, (10)

xrectiL
p = − f

sx
· xw − 1

zw
+ x0, (11)

xrectiR
p = − f

sx
· xw − (−1)

zw
+ x0, (12)

xXp = −
f

sx
· xw − xcD

zw
+ x0. (13)

By subtracting (11) from (12), we obtain

zw = − 2 f

sx
(
xrectiR
p − xrectiL

p
) = − 2 f

sxd
LR
p
= 2 f

sxd
RL
p
. (14)

By subtracting (12) from (13), we get

xXp = xrectiR
p +

f

sx
· xcD + 1

zw
. (15)

By substituting (14) into (15) we get

xXp =
(
xrectiL
p + xrectiR

p

)
/2︸ ︷︷ ︸

Middle view

− (xrectiR
p − xrectiL

p )︸ ︷︷ ︸
Disparity

·xcD
2

. (16)

Equation (16) is just the interpolation equation derived
by Seitz and Dyer in [44]. However, it should be noted that, in
order to obtain (16), we did not add the ordering constraint
[46].

By rearranging (16) we have

xXp = xrectiL
p +

1− xcD
2

dLRp (17)

and/or (in case of occlusion)

xXp = xrectiR
p +

1 + xcD
2

dRLp . (18)

To keep the 3D info that was recovered from the stereo data,
a new disparity map DX is constructed wherein (based on the
view VX , the disparity value at PX is denoted as dXp )

dXp = −
dRLp
2
= − f

sxzw
or dXp =

dLRp
2
= − f

sxzw
. (19)

4.6. Y -extrapolation

As CX and CY are parallel to each other with aligned y-axes,
the projections of W into them should have the same x-
coordinates but different y-coordinates

xYp = xXp = −
f

sx
· xw − xcD

zw
+ x0, (20)
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yXp = −
f

sy
· yw
zw

+ y0, (21)

yYp = −
f

sy
· yw − ycD

zw
+ y0. (22)

By subtracting (21) from (22) we have

yYp = yXp −
f

sy
· ycD
zw

= yXp − ycD · sx
sy
· dXp . (23)

Scharstein has derived similar results as (17), (18), and
(23) (see [12, page 45]). One major difference is that
Scharstein neglected the functioning of sx and sy on the ex-
trapolation.

To retain the 3D information, another disparity map DY

is constructed wherein (based on the view VY , the disparity
value at PY is denoted as dYp )

dYp = −
f

sxzw
. (24)

Although it looks like we repeatedly transfer the same info
here, it is really necessary because the position information
(content of p∗ (∗ stands for, e.g., X,Y)) is implicitly encoded
in the view itself.

4.7. Z-transfer

When we move along the depth direction, both x and y co-
ordinates are changed accordingly

xZp = −
f

sx
· xw − xcD
zw − zcD

+ x0, (25)

yZp = −
f

sy
· yw − ycD
zw − zcD

+ y0, (26)

by substituting (20) and (24) into (25) we get

xZp =
(
xYp − x0

) · f

f + sxzcDd
Y
p

+ x0. (27)

Similarly for yZp

yZp =
(
yYp − y0

) · f

f + sxzcDd
Y
p

+ y0. (28)

4.8. De-rectification

Up to this stage, the view has been moved to the destination

position tcD = [xcD ycD zcD] with orientation
[ 1 0 0

0 1 0
0 0 1

]
. In CZ

and CD, we have

λZ p̃Z = K̃
(

w − tcD
)
, λDp̃D = K̃DRT

cD

(
w − tcD

)
. (29)

As both K̃ and K̃DRT
cD are invertible [45], we can easily write

down for the de-rectification step

λDp̃D = λZTDp̃Z, (30)

where

TD = K̃DRT
cD

(
K̃
)−1

. (31)

This is similar to the rectification (see (31)).

4.9. Summary

The multi-step reconstruction process, as described in this
section, is a generalization of the interpolation-based ap-
proach. It combines existing methods and generalizes them
to accommodate arbitrary novel viewpoints.

(1) In the case of parallel setup, in order to obtain an in-
termediate virtual view, Chen and Williams [36] proposed a
view interpolation method that is the same as step 2 here.

(2) In the arbitrary stereo configuration case, in order to
maintain the geometric validity of the reconstructed view,
Seitz and Dyer [44] added the rectification (step 1) and the
de-rectification (step 5) into the view interpolation system.

(3) In order to get a novel view at arbitrary camera pose
confined in a plane, Scharstein [12] added step 3.

(4) Based on the complete camera geometry, we for-
mally generalize the interpolation-based approach for ar-
bitrary stereo configurations and novel views at arbitrary
poses.

5. IMPLEMENTATION CONSIDERATIONS

To make the whole view reconstruction process suitable for
real-time applications such as VIRTUE, two critical issues
should carefully be addressed: occlusion handling and com-
putation efficiency. In this section, these two issues will be
elaborated along with a detailed analysis of the realization.

Instead of reconstructing a novel view in a complex sin-
gle step like the Trifocal tensor approach in [34], the multi-
step scheme decomposes the whole view reconstruction pro-
cess into two parts: one part (the rectification and the de-
rectification) deals with the photometric and orientation dif-
ference and the other (the middle three steps) handles the
position component. First we discuss the implementation is-
sues for these two parts. Fast processing potentials will be ex-
plored in detail. For the translation handling part two sim-
plifying possibilities are proposed and compared with each
other. The best is chosen for VIRTUE. After this, the view
reconstruction process will be integrated with other stages
within the intended VIRTUE framework.

To show the process in each step, we use a stereo pair
(Figure 5, image size 720× 576) from the real VIRTUE setup
as an example.

5.1. Photometric and orientation difference handling

Rectification is very important for two main reasons. First,
two views can be interpolated easily if they came from two
cameras that are parallel to each other and these two cam-
eras share the same image plane. Second, the parallel setup
significantly facilitates the correspondence estimation task,
in which case the correspondence search in 2D space is sim-
plified along 1D scanlines [40].
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(a) Original left view VL. (b) Original right view
VR.

Figure 5: An example stereo pair from the cameras 1 and 2 of the
VIRTUE setup as shown in Figure 10. Notice the large occlusion
areas around the right arm of the participant and the converging
effect of the setup.

(a) Rectified left view
VL.

(b) Rectified right view
VR.

Figure 6: The stereo views are rectified without considering the
epipolar geometry. To retain all the information (including the
black area) from the original views, they may have different sizes.
In this stereo setup, the size of the rectified left view is 1012 × 955
and that of the rectified right view is 848× 811.

From (7), since K̃, RcL, and RcR are all invertible, we can
write down

p̃L = λrectiL

λL
T−1
L p̃rectiL, p̃R = λrectiR

λR
T−1
R p̃rectiR. (32)

This means that for every pixel in the rectified view, there ex-
ists a corresponding pixel in the corresponding original view
and it enables us to employ the backward mapping technique
(see Appendix B). The backward mapping can be realized
very fast by a simple lookup table, which can be constructed
beforehand and it may stay the same as long as the setup
is fixed. Two fast ways to assign intensities in the rectified
view are zero-order (nearest neighbor) and first-order (bilin-
ear interpolation). Through extensive experiments we found
that for the VIRTUE setup the nearest neighbor is three times
faster than the bilinear interpolation, while the image qual-
ity generated by both is comparable to each other. Thus we
adopt the nearest neighbor for the rectification process.

During the rectification, in order to retain all informa-
tion we have from the original images and at the same time
to keep the rectified image size as small as possible, the recti-
fied image should be shifted and cut to keep only the useful
information. Further, due to the epipolar constraint [4], two
constraints should be applied:

(a) Rectified left view
VL.

(b) Rectified right view
VR.

Figure 7: The stereo views are rectified considering the epipolar
geometry. Thus two constraints can be applied to make them have
the same smallest possible size 1012× 811.

(1) the width of the rectified stereo pair should be the
larger one of the widths of the two rectified images (left
and right);

(2) the height of the rectified stereo pair should be the
smaller one of the heights of the two rectified images
(left and right).

Figure 6 shows the rectification applied to the left and
right view separately. The size of the rectified left view is
1012× 955 and that of the rectified right view is 848× 811.

By applying the two constraints mentioned above, we get
a pair of rectified stereo pair of size 1012 × 811 (shown in
Figure 7).

Since the de-rectification is similar to the rectification
process (compare (30) with (7)), it can be implemented by
a nearest neighbor based lookup table as well

p̃Z = λD

λZ
T−1
D p̃D. (33)

From Section 4.4, we note that there are two freedoms in
choosing the geometric properties of CrectiL and CrectiR: (1)
the intrinsic parameter transformation matrix K̃; (2) the z-
axis of the CCSs (implicitly the WCS). The intrinsic trans-
formation matrix K̃ can be determined by the final display,
in this case CD. In our current implementation we choose
K̃ = (K̃L + K̃R)/2 and the z-axis of CrectiL and CrectiR to be at
the middle position of the z-axis of CL and CR (for detailed
equations involved, see [38, Appendix A.2.5]). The advantage
of this choice is that the rectification homographies TL and
TR are fixed for a fixed stereo setup. Thus two fixed lookup
tables can be built beforehand.

5.2. Position difference handling

Although translating the view in three separate steps along
three orthogonal directions sounds straightforward, there is
one major difficulty: in the Z-transfer step, at each pixel, we
have to calculate a different factor cp

cp = f

f − sxzcDd
Y
p
. (34)
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This makes the Z-transfer time-consuming, not only be-
cause of the computation load but also of the random 2D
memory access. In addition, (27) and (28) can only be im-
plemented by the forward mapping technique, in which case
the remaining 2D holes have to be filled in afterwards, which,
again, is computational expensive. (Note that although there
exist forward mapping techniques that do not leave holes
[47], we found out that real-time implementation for them
is even more difficult, if not impossible.)

Fortunately, there exist two schemes that can be explored
here to ease the processing burden. One or the other of these
two schemes could be employed, according to different situ-
ations.

5.2.1 Scheme one: one optimal uniform scale factor

One scheme is to replace cp by a constant c for every pixel in
the destination view. A possible choice is

c = f

f − sxzcDd
, (35)

where d is a constant but optimal disparity value. “Optimal”
here means optimal with respect to the minimal perspective
distortion.

In this case, (27) and (28) will become

xZp = c · xYp + (1− c) · x0,

yZp = c · yYp + (1− c) · y0.
(36)

A nice property of the two equations above is that back-
ward mapping (see Appendix B) can be applied if we rewrite
them into

xYp =
xZp − (1− c) · x0

c
,

yYp =
yZp − (1− c) · y0

c
,

(37)

where c can be computed in advance by locating d as the dis-
parity corresponding to the peak in the disparity histogram.

Thus

p̃Y = ZZ p̃Z, (38)

where

ZZ =




1
c

0
(

1− 1
c

)
· x0

0
1
c

(
1− 1

c

)
· y0

0 0 1


 . (39)

As this simplification in fact changes the Z-transfer step
into a zooming effect of the camera, we call it Z-zooming, to
be distinguished from the general Z-transfer process.

Of course, the simplification from Z-transfer to Z-
zooming will introduce some perspective distortions. How-

(a) Z-transfer. (b) Z-zooming.

Figure 8: Both the Z-transfer and the Z-zooming are applied on
the same Y-extrapolated view. In the Z-transfer, each pixel has a
different transform coefficient. While in the Z-zooming, all pixels
are transformed by a uniform optimal scaling factor. The uniform
factor is chosen to minimize the possible perspective distortions.

ever, from our extensive experiments on the real VIRTUE
setup, we did not find any noticeable artifacts yet. The qual-
ity of the results from the two cases are comparable. The vi-
sual quality of the result from Z-zooming is even better, since
with the optimal disparity we get rid of minor disparity arti-
facts (see Figure 8).

The above simplification holds well for the current
VIRTUE setup. In other circumstances, for example, when
the depth difference in the scene is too large, we can seg-
ment the view into several layers by analyzing the disparity
histogram in advance. Then we apply the above technique to
each layer separately. Finally, a warping technique [47] can
be applied to stitch them together to get the “Z-transferred”
view. This “multiple scale factors” proposal would produce
more geometrically accurate novel views than using one sin-
gle scale factor. But inevitably it would involve more compu-
tations.

5.2.2 Scheme two: two 1D transfer steps

On the other hand, if we take a closer look at (27) and (28),
we note that the two calculations in x and y are independent
from each other. Thus it is possible to integrate the calcula-
tions in (27) into the X-interpolation step and the calcula-
tions in (28) into the Y-extrapolation step. If so, the transla-
tion difference handling part can be reduced from three steps
to two 1D operation steps:

(1) X-transfer

xXp =
(
xrectiL
p +

1− xcD
2

dLRp − x0

)
· f

f + sxzcD · dLRp /2
+ x0

(40)

or

xXp =
(
xrectiR
p +

1 + xcD
2

dRLp − x0

)
· f

f − sxzcD · dRLp /2
+ x0.

(41)
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Left occlusion

Right occlusion

Middle occlusion

Left occlusion

Right occlusion

View angle View angle View angle

Crecti L CX Crecti R

Figure 9: Top view about three parallel cameras imaging a 3D scene. The bold curve indicates the scene surface from the viewpoint of the
three cameras CrectiL, CrectiR, and CX . The left occlusion areas appear in VrectiL but not in VrectiR. The right occlusion areas appear only in
VrectiR but not in VrectiL. The complete 3D areas appear both in VrectiL and in VrectiR. These three types of info may or may not appear in VX .
While the middle occlusion areas only appear in VX but neither in VrectiL nor in VrectiR.

(2) Y-transfer

yYp =
(
yXp + ycD · sx

sy
· dXp − y0

)
· f

f − sxzcDd
X
p

+ y0. (42)

In this manner, only two 1D operations are needed to
transfer the rectified stereo views into the destination pose.
Compared with the 2D operator like the original Z-transfer,
the 1D operations have two advantages: (1) straight-forward
hole filling; (2) more regular memory access (combining in-
formation only from the same row or column).

5.2.3 Comparison

Although the “two 1D transfer steps” simplification is geo-
metrically valid and sounds more promising, the adoption
of one optimal uniform scale factor is more practical for a
real-time application mainly due to three reasons:

(1) as the disparity range in a stereo setup is limited,
three small lookup tables can be built up in advance for
((1−xcD)/2)dLRp , ((1+xcD)/2)dRLp , and ycD · sx/sy ·dXp in (17),
(18), and (23), respectively. While this is impossible for (40),
(41), and (42).

(2) The simplified Z-zooming function can be integrated
together with the de-rectification step as one backward map-
ping step without adding any additional computation load
such as

p̃Y =
(
λD

λZ
ZZT−1

D

)
p̃D. (43)

(3) The visibility issue1 could be solved implicitly in
the X-interpolation and Y-extrapolation operations but it
is rather complicated in the X-transfer and the Y-transfer
[48].

Based on these three considerations, the “one optimal
uniform scale factor” scheme is chosen for the current

1Multiple scene points may map to the same pixel in a view, while only
the nearest (to the camera) one contributes intensity to that pixel.

VIRTUE realization. The “multiple scale factors” proposal
will be investigated for the further extension. The “two 1D
transfer steps” possibility is reserved for a future improve-
ment when more advanced hardware are available.

5.2.4 Realization using one optimal uniform
scale factor

Considering the occlusion and visibility issues, our current
realization based on the “one optimal uniform scale factor”
scheme can be summarized as follows.

X-interpolation

From (17) and (18), it seems that we only need one dispar-
ity map plus one view to construct the X-interpolated view
VX perfectly. However, in practice, we always suffer from the
occlusion problem2 [10].

In general, four cases in the 3D scene can be distinguished
(Figure 9) [10]:

(i) Complete 3D info. The info that can be viewed in
CrectiL, CrectiR, and CX .

(ii) Left occlusion. The parts of the view that are visible in
the left camera but not in the right camera.

(iii) Right occlusion. The parts of the view that are visible in
the right camera but not in the left camera.

(iv) Middle occlusion. The parts of the view that are only
visible in the X-interpolated view.

Suppose the estimated disparity maps contain the correct
(pseudo) disparity in occluded regions. Then we can generate
the X-interpolated view VX by

(1) For complete 3D info: Apply either (17) or (18).

2A scene point may appear, due to the visibility issue, either only in the
left view, or only in the right view. So for each pixel in the destination view,
the intensity may be contributed by a pixel in either the left view or in the
right view. But we do not know this information in advance. It is revealed
only after the forward mapping has been applied both on the left and the
right views.
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(2) For left occlusion areas: Use (17).
(3) For right occlusion areas: Employ (18).
(4) For middle occlusion areas: No info is available from

either VrectiL or VrectiR. We have to approximate them, for ex-
ample, by either nearest-neighbor or linear interpolation.

Assuming that the light condition between the left and
the right view does not change too much, four cases can be
considered to facilitate the computation:

(i) xcD ≥ 1: fetch the intensity of each pixel in VX from
the corresponding pixel in VrectiL;

(ii) 0 ≤ xcD < 1: fetch them from VrectiL, except for the
right occlusion areas, where the information should
come from VrectiR;

(iii) −1 < xcD < 0: fetch them from VrectiR, except for
the left occlusion areas, where the information should
come from VrectiL;

(iv) xcD ≤ −1: fetch the intensity of each pixel in VX from
the corresponding pixel in VrectiR.

To avoid repetition, we give below only the implementa-
tion description for the second case. The realization for the
other three cases can be derived in a similar way.

(1) Two lookup tables are constructed for ((1−xcD)/2)dLRp
and ((1 + xcD)/2)dRLp , respectively, based on the pre-
determined disparity range.

(2) From (17), we generate a disparity map DXL which
is based on the view VX . The relations are dXLp = dLRp /2 and
xXp = xrectiL

p +((1−xcD)/2)dLRp . For solving the visibility prob-
lem, this step processes pixels from left to right [48].

(3) From (41), we generate a disparity map DXR which is
based on the view VX . The relations are dXRp = −dRLp /2 and
xXp = xrectiR

p + ((1 + xcD)/2)dRLp . In order to solve the visibility
problem, this step processes pixels from right to left [48].

(4) DXL and DXR are integrated to generate DX .
(5) Consider now DX and each scanline, for every hole

area where no value has been assigned (in fact, they are mid-
dle occlusions), if the two ends of the segment are both either
left available or right available, then it is filled in by linear in-
terpolation. Otherwise it is filled in by nearest neighbor.

(6) We synthesize the view VX by the backward mapping
technique based on DX , VrectiL, and VrectiR.

Here we first implicitly reconstruct the geometry of the
view VX and then we use the backward mapping technique.
In this case, our approach is similar to the one stated in [49]
and [17]. It has been demonstrated to be very fast and stable.

Note that, the X-interpolation can independently be per-
formed row-per-row, facilitating a parallel implementation.

Y -extrapolation

From (23) we know that the Y-extrapolation is a forward
mapping. The holes appearing in this process can be filled
in by the linear interpolation along the y direction. The vis-
ibility problem can implicitly be solved, by either processing
from top to bottom (if ycD < 0), or from bottom to top (if
ycD > 0), or copy directly VX into VY (if ycD = 0). So the
view is independently processed column-per-column. A par-
allel realization can also be promised.

Normally, since the image data are stored row per row,
the Y-extrapolation may cause a large memory jump. There-
fore several memory manipulation schemes (e.g., transpos-
ing followed by processing along x and transposing after-
wards) have been investigated.

5.3. Integration with the whole system

All considerations discussed above have considerably
speeded up the view reconstruction part. Further, if we
consider the whole VIRTUE system (see Figure 3), another
advantage is that we can combine components from the
view reconstruction with other processing in the VIRTUE
processing chain.

5.3.1 Integrate rectification with distortion correction

As we indicated in Section 3.1.2, if we adopt the “imaging
distortion,” for each pixel p in the distortion-free view, we
can find a corresponding pixel p̂ in the distorted view by

p̂ = f�(p), (44)

where f� is the distortion function [38].
Then the intensity of p̂ in the distorted view can be as-

signed to the pixel p in the distortion-free view.
From Section 5.1, we know that, for each pixel precti in

the rectified view, we may find a corresponding pixel p in the
original view by

p = frecti
(

precti
)
, (45)

where frecti is the rectification function as in (32).
Combining the above two equations, we get

p̂ = f�& recti
(

precti
)
, (46)

where f�& recti = f�( frecti).
Then the intensity of p̂ in the distorted view can be as-

signed to the pixel precti in the rectified view.
As the stereo setup is fixed for one conferencing session,

the lookup table for f�& recti can be constructed once before-
hand.

It is easy to see that the combined operation f�& recti has
the same on-line calculation load (intensity assignment) as
the distortion correction process f�.

5.3.2 Combining Z-zooming, de-rectification,
and the compositor

By combining (38) with (33), we get

p̃Y = λD

λZ
ZZT−1

D p̃D. (47)

In the compositor, to composite the uniform manmade
environment with the telepresences, another transformation
T̃compo is applied on p̃D to get the final displayed view pixel
p̃final. As T̃compo is invertible, we could have that

p̃D = T̃−1
compop̃final. (48)
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Integrating the above two equations, we get

p̃Y =
(
λD

λZ
ZZT−1

D T̃−1
compo

)
p̃final. (49)

Thus, except for an extra 3 by 3 matrix multiplication,
the computation occurring in this equation is the same as
that for the composition.

This means that if the view reconstruction is integrated
into the whole VIRTUE processing chain, then only the X-
interpolation and Y-extrapolation will take time, reducing
the processing time further. The rectification step and the
de-rectification (including Z-zooming) step have been com-
bined into the other stages as shown above.

6. EXPERIMENTS AND COMPARISON

Based on the implementation from the “one optimal uni-
form scale factor” idea described in Section 5.2.1, we experi-
mented our algorithm not only on the stereo sequences from
the final VIRTUE configuration, but also on synthetic stereo
views with ground-truth disparity maps. Moreover, to show
the advantage of our proposal, we compared our algorithm
with two other approaches (the trifocal tensor and the visual
hull).

6.1. Experiments

To verify the quality (both geometry validity and visual qual-
ity for temporal and spatial continuity) and speed of our im-
plementation, we performed experiments on the implemen-
tation of our algorithm using various stereo sequences com-
ing from the VIRTUE setup (using cameras 1 (referred to as
CL) and 2 (referred to as CR)) (see Figure 2).

6.1.1 Geometry validity

To justify the geometry validity, a third camera C3 (capturing
real view V3) was arbitrarily put between CL and CR. CL, CR,
and C3 are all calibrated at the same time (Figure 10).

For this setup, we captured three sequences simultane-
ously (from CL, CR, and C3, respectively) of a scene con-
taining a talking person. After removing the background,
correcting the distortion, and estimating the disparity, we
choose CD = C3 in the view reconstruction process to re-
construct the novel view VD from VL and VR. VD and V3 are
compared with each other to check the geometry validity.

The three sequences have 30 frames each. In Figure 11,
we show all steps of the view reconstruction for the last frame
(note that all the example pictures shown in previous sec-
tions are also based on this frame). For better visibility, all
images in this figure have been cut and only the interesting
parts are kept. The rectification has been done together with
the distortion correction. The Z-zooming has been com-
bined with the de-rectification step. Further, using the area
containing only the person as a mask, we calculate the differ-
ence image between V3 and VD together with the histogram
of the difference in Figure 12.

Figure 14 shows another example. In this example, the
two cameras in the stereo setup have been rotated a bit

CL

CR

C3

(a) A recording process for the experiment.

Top view

122 cm

Chair

100 cm

1

3

2

Front view

71 cm

45 cm

1

2

3

(b) The detailed configuration of the setup.

Figure 10: The real scenario of a data capturing process together
with the detailed description of the setup configuration for exper-
imenting the view reconstruction algorithm. The camera C3 (3) is
served as a virtual viewpoint to verify the final reconstruction result.

(Figure 13). With this setup, we may reduce the rectified im-
age size to further save some processing time.

Further, to reduce the influence of the disparity map on
the final results, we also synthesized several novel views from
a pair of synthetic stereo views. The stereo pairs are made by
ray tracing from a 3D scene that contains three spheres and a
flat background. Four real images are mapped to the surfaces
of the four objects, respectively. All pixels of the background
have disparity value 0. This means that the background is at
infinity. The left and right cameras are located at [1 0 0]
and [−1 0 0], respectively. We employed the two ground-
truth disparity maps to reconstruct novel views located at
[2 0 0], [−2 0 0], [2 2 0], and [−2 −2 0], respectively
(Figure 15). From Figure 15, we can clearly get a feeling of
viewpoint changing. Another pair of synthetic stereo views
are produced in Figure 16 following the same steps described
above. In contrast to the synthetic pair in Figure 15, the
stereo data in Figure 16 contains large occlusion areas. The
experiment on it reveals the inevitable problem of the cur-
rent approach that some parts of the 3D scene may be vis-
ible in the desired novel view but they are not present in
the stereo pair we have. Currently, we simply fill these areas
by linear interpolation. Artifacts may appear because of this.
More advanced texture analysis techniques [50] have to be
employed.
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(a) Original left
view VL.

(b) Original right
view VR.

(c) Rectified left
view VrectiL.

(d) Rectified right
view VrectiR.

(e) Left disparity
map DLR.

(f) Right disparity
map DRL.

(g) X-interpolated
view VX .

(h) Y-extrapolated
view VY .

(i) Reconstructed
view VD .

(j) Real destination
view V3.

Figure 11: All intermediate and final results from our multi-step
view reconstruction algorithm are listed above together with the
disparity data. They are based on a pair of stereo frames ((a) and
(b)) from the setup shown in Figure 10.

(a) Difference image.
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(b) Histogram.

Figure 12: The difference image, between the view V3 and VD in
Figure 11 considering only pixels within the area containing the
talking person, together with its histogram are shown here to check
the consistency of the reconstructed view with the real-perceived
view at the novel viewpoint.

Top view
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45 cm

1

2

3

Figure 13: Setup with rotate cameras for the experiments in
Figure 14. The advantage of this configuration is that the rectified
stereo views may get smaller dimensions to ease the memory access
load.

6.1.2 View adaptation quality

To test the visual quality of the view reconstruction, the 5th,
10th, 15th, 20th, 25th, and 30th frame of the stereo sequences
acquired above are selected for experiment in two scenarios:
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(a) Original left
view VL.

(b) Original right
view VR.

(c) Rectified left
view VrectiL.

(d) Rectified right
view VrectiR.

(e) Left disparity
map DLR.

(f) Right disparity
map DRL.

(g) X-interpolated
view VX .

(h) Y-extrapolated
view VY .

(i) Reconstructed
novel view VD .

(j) Real destination
view V3.

Figure 14: All intermediate and final results from our multi-step
view reconstruction algorithm are listed above together with the
disparity data. They are based on a pair of stereo frames ((a) and
(b)) from the setup shown in Figure 13 with a different talking per-
son as the participant.

(1) Fixed viewpoint. The same as above, let CD = C3 to
fix the view point for all frames. This is intended to check the
temporal continuity.

(a) Original left view VL. (b) Original right view
VR.

(c) Left disparity map
DLR.

(d) Right disparity map
DRL.

(e) Novel view at (2,0,0). (f) Novel view at
(−2, 0, 0).

(g) Novel view at
(2,2,0).

(h) Novel view at
(−2,−2, 0).

Figure 15: Novel views at difference poses reconstructed from the
synthetic stereo pair (a) and (b) by our multi-step algorithm based
on the ground-truth disparity maps (c) and (d). Clear feeling of
viewpoint movement can be perceived.

(2) Dynamic viewpoint. The view point CD moves along a
circle with the diameter coincident with the baseline b from
[−1.5 0.1 0.1] to [1.5 0.1 0.1] in the WCS described in
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(a) Original left view VL. (b) Original right view
VR.

(c) Left disparity map
DLR.

(d) Right disparity map
DRL.

(e) Novel view at (2,0,0). (f) Novel view at
(−2, 0, 0).

(g) Novel view at (2,2,0). (h) Novel view at
(−2,−2, 0).

Figure 16: Novel views at difference poses reconstructed from the
synthetic stereo pair (a) and (b) by our multi-step algorithm based
on the ground-truth disparity maps (c) and (d). It reveals the in-
evitable problem of the current approach that some parts of the
3D scene may be visible in the desired novel view but they are not
present in the stereo pair we have.

Section 4.3. At the same time the view direction continuously
changes for each different frame. This is used for checking the
spatial continuity of the view point.

Table 1: The average time needed for the implementation based
on the “one optimal uniform scale factor” idea on a Pentium III
550 MHz.

Function Time Frame size Total time

X-interpolation 27 ms 1012× 811
54 ms

Y-extrapolation 27 ms YUV 4 : 2 : 2

X-interpolation 10 ms 516× 484
20 ms

Y-extrapolation 10 ms YUV 4 : 2 : 2

Table 2: The average time needed for the implementation based on
the “two 1D transfer steps” idea on a Pentium III 550 MHz.

Function Time Frame size Total time

X-transfer 45 ms 1012× 811
90 ms

Y-transfer 45 ms YUV 4 : 2 : 2

X-transfer 12 ms 516× 484
24 ms

Y-transfer 12 ms YUV 4 : 2 : 2

Results for these two tests are both shown in Figure 18.

6.1.3 Speed

To investigate the speed of the view reconstruction part, our
algorithm has been evaluated on a Pentium III 550 MHz.
The average execution time for the X-interpolation and Y-
extrapolation steps is shown in Table 1. The average execu-
tion time for the X-transfer and Y-transfer steps is shown in
Table 2.

In the final VIRTUE system the CCIR601 standard (720×
576) YUV422 will be used. Since the processing time is
roughly linear to the number of pixels to be processed, we
estimated from Table 1 that for this format our implemen-
tation based on the “one optimal uniform scale factor” idea
is feasible for real-time processing (25 fps). However, since
other processing have to be done as well (e.g., disparity esti-
mation, head tracking, network handling), based on the sys-
tem analysis, we are exploring the parallel processing ability,
which is inherent in the realization for the X-interpolation
and theY-extrapolation, on the final dedicated hardware Tri-
media.

6.2. Comparison

Within the VIRTUE consortium, we also tried the trifocal
tensor approach [51]. Using the same example data and dis-
parity maps as in Figure 11, the reconstructed novel views
both from our multi-step algorithm and from the trifocal
tensor approach are shown in Figure 17. Except from the
fact that the reconstructed view from our algorithm is a bit
sharper, they are comparable with each other. However, un-
der the same condition, on the Pentium III 550 MHz PC, the
trifocal tensor implementation costs in average more than
140 ms for one frame. This is more than twice the average
time shown in Table 1 that our algorithm costs. Further, since
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Figure 17: The reconstructed novel view from our multi-step algo-
rithm (left) compared with that from the trifocal tensor approach
(right) using the same input data and system configuration as in
Figure 11. Except that the reconstructed view from our algorithm is
a bit sharper, they are comparable with each other.

the final dedicated hardware Trimedia is not good at float-
ing point calculation, with Trimedia 133 (133 MHz), using
the same data as that for the above PC evaluation, the trifo-
cal tensor implementation costs more than 1000 ms for one
frame. However, in our algorithm several small lookup ta-
bles can be built in advance. So in the multi-step view re-
construction process only integer addition and memory ac-
cess are performed, reducing the total reconstruction time to
150 ms per frame. The parallel processing ability for the X-
interpolation and Y-extrapolation is now explored on four
Trimedias to achieve the real-time requirement.

It would be interesting to compare the visual results and
time figure presented here to those reported in [29] and [30].
In [29], it is declared that their implementation is already
real-time, but therein advanced hardware (four 600 MHz
PCs and one dual 933 MHz Pentium III PC) are needed to
guarantee the high speed, and the image dimension is much
smaller than what we use. On the other hand, it is already
found that the visual hull of an object does not match the
object’s exact geometry and in particular it cannot repre-
sent concave surface regions [32]. Because of this it may en-
counter difficulty for reconstructing the complex facial ex-
pressions and human gestures. Strong geometry distortions
may be perceived from the novel view of a person with cer-
tain gesture as shown in [30].

7. CONCLUSIONS

The fixed-viewpoint experiments with both the original
setup (Figures 11 and 18) and the rotated setup (Figure 14)
show that the reconstructed novel views are comparable with
the real views perceived at the virtual viewpoint. Our al-
gorithm reproduces the viewpoint in good approximation,
minimizing the visual projective distortion. The dynamic-
viewpoint experiment shown in Figure 18 illustrates the con-
tinuity of the spatial change of the viewpoint, which is cru-
cial for providing the motion parallax cue. The overall visual
quality is good. However, there are still some artifacts along
the object border and fingers. These are mainly caused by in-
accuracies of the estimated disparity fields and of occlusion
areas for which we filled in by linear interpolation (Figure 16,
compared with Figure 15). The quality of the final displayed
view can be further improved in the compositor but is not
shown here. Since only still images can be shown in this pa-

per, more extensive video results can be seen at http://www-
ict.its.tudelft.nl/˜bangjun/publications.html#ViewSynthesis.

The view reconstruction can be done in real time on a
powerful Pentium processor or multiple dedicated hardware
like Trimedias in favor of the inherent parallel processing
ability.

Our contribution is two-fold (1) for the first time a the-
oretical analysis of the interpolation based view reconstruc-
tion approach is given and extended to the general case; (2)
optimization and improvement of the quality of the pro-
posed multi-step algorithm are considered in a practical ap-
plication (in this case VIRTUE). The proposed algorithm to-
gether with its implementation can be integrated tightly with
the whole VIRTUE processing chain to speed up the system.
Further, since our algorithm only requires simple hardware
such as Trimedia for real-time processing, the computation
power of, for example, the main processor can be used for
other tasks.

For our algorithm proposed in this paper, both the “mul-
tiple scale factors” extension and the “two 1D transfer steps”
scheme would be interesting topics for the future VIRTUE++
system. Further, currently our algorithm processes video se-
quences frame per frame independently. It would be inter-
esting if we could use the temporal information. In this way,
only updated content would be reconstructed and thus most
computations could be omitted.

APPENDICES

A. WORKING PRINCIPAL OF VIRTUE

VIRTUE project aims at constructing a virtual cooperation
environment in which a three-party teleconference system
becomes reality. In VIRTUE, you are at a meeting table with
people spaced around in front of you. You are able to com-
municate with them effectively as if they are sitting next to
you in the same room, in fact you are led to believe they are
present in the same room, but they are actually located at
several remote locations.

To achieve the above goal, seven key components should
mainly be investigated and developed:

(1) high accurate camera calibration;
(2) dynamic eye tracking;
(3) realistic wide view synthesis for dynamic scenes;
(4) virtual and real scene fusion;
(5) tele- audio/video transmission;
(6) real-time processing platform;
(7) human factors investigation.

Supported by those techniques, the final VIRTUE system
will feature:

• semi-immersive display with life-size head and torso
images;

• camera views for multiple participants;
• integrated visual environment for multiple partici-

pants;
• compression and multiplex layer.

http://www-ict.its.tudelft.nl/~bangjun/publications.html#ViewSynthesis
http://www-ict.its.tudelft.nl/~bangjun/publications.html#ViewSynthesis
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(1a) Left view of
frame 5.

(1b) Right view of
frame 5.

(1c) Fixed view of
frame 5.

(1d) Dynamic view
of frame 5.

(2a) Left view of
frame 10.

(2b) Right view of
frame 10.

(2c) Fixed view of
frame 10.

(2d) Dynamic view
of frame 10.

(3a) Left view of
frame 15.

(3b) Right view of
frame 15.

(3c) Fixed view of
frame 15.

(3d) Dynamic view
of frame 15.

(4a) Left view of
frame 20.

(4b) Right view of
frame 20.

(4c) Fixed view of
frame 20.

(4d) Dynamic view
of frame 20.

(5a) Left view of
frame 25.

(5b) Right view of
frame 25.

(5c) Fixed view of
frame 25.

(5d) Dynamic view
of frame 25.

(6a) Left view of
frame 30.

(6b) Right view of
frame 30.

(6c) Fixed view of
frame 30.

(6d) Dynamic view
of frame 30.

Figure 18: The results of our multi-step algorithm obtained from selected frames (5th, 10th, 15th, 20th, 25th, and 30th) of a pair of stereo
sequences (columns 1 and 2) containing 30 frames with viewpoint fixed (column 3) or changed from frame to frame (column 4).
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To fulfill the semi-immersive requirement, an integrated
environment should be built for all participating conferees.
For this purpose, techniques from computer graphics [2]
can be employed to construct a uniform virtual environ-
ment. Then this virtual background can be combined with
the “tele-presences” of the remote conferees to produce at
each site a local conference atmosphere for the local partici-
pant.

The “tele-presences” of the conferees should be perceived
differently for each participating conferee, in correspondence
with his (her) viewpoint. This means a motion parallax cue
need to be provided for all the participants [52]. To provide
the motion parallax cue, an adaptive viewpoint vision system
is developed. This system enables all conferees to experience a
“look-around” feeling, and at the same time provide realistic
eye to eye contact.

Specifically, in VIRTUE we have four cameras at each site
to support a 3-party teleconference. In the virtual meeting
space (Figure 2), if, for instance, at the local site we have to
reconstruct a novel view of conferee C, we reconstruct it by
only using the broadcasted stereo views coming from cam-
eras 1 and 2 at remote site 2. The images from these two
cameras are most similar to what conferee A sees of con-
feree C. In the same way conferee B is reconstructed at the
local site from cameras 3 and 4. This approach has three ad-
vantages: (1) ease the bandwidth requirements; (2) facilitate
the stereo correspondence estimation (smaller baseline); (3)
support straightforward extension to 4-party or even more-
party teleconference session.

B. FORWARD MAPPING VERSUS BACKWARD
MAPPING

Assume that, for a parallel setup, the stereo images can be
described by two functions IL(x, y) and IR(x, y), respectively.
The objective is to construct a virtual middle view IM(x, y)
situated just at the middle of the stereo pair.

Forward Mapping
Assumption

We have the disparity map dL(x, y) based on
the left image to the right image

Interpolating Middle View Procedure
For every pixel in the left image
IM(x − dL(x, y)/2, y)
= (IL(x, y) + IR(x − dL(x, y), y)

)
/2

End For
description

Algorithm B.1

This process is called Forward Mapping, since it is going
from known to unknown [12, 47]. During this process, the
visibility problem due to over-mapping should be solved sep-
arately. Further, some post-processing step must be adopted
to fill in the holes at which position no value was assigned. An

alternative is Backward Mapping—from unknown to search in
known [47].

Backward Mapping
Assumption

We have the disparity map dM(x, y) based on
middle image to the right image.

Interpolating Middle View Procedure
For every pixel in the middle image
IM(x, y)
= (IL(x + dM(x, y), y) + IR(x − dM(x, y), y)

)
/2

End For
description

Algorithm B.2

This backward mapping process is very straightforward.
And, unless subpixels are taken into account, no extra com-
putation is needed. It has been widely used in image transfor-
mations such as rotation, warping, and distortion correction.
However, many authors have postulated that it is very diffi-
cult to apply this technology to view reconstruction [12, 34]
due to the non-invertibility of the geometric transformation
equations.
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