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A B S T R A C T

Energy system optimization models are widely used to aid long-term investment decision-making for energy
systems. From a socio-technical system viewpoint, existing models focus on the cost modeling of the technical
subsystem, while the indirect costs of the social subsystem are not often modeled. This paper incorporates
indirect costs into such a model, including those associated with generation capacity, energy production, and
bilateral trades, respectively. As a proof-of-concept, the model has been applied to a case study for the Dutch
power system, reflecting the Dutch national program Regional Energy Strategies, where regions collectively
plan wind and solar energy capacities. We conclude that incorporating indirect costs significantly changed
the optimal investment capacities and the associated costs for the regions compared to benchmark results
from the conventional models. Furthermore, in this case study, a potential free-rider problem with regard to
the national climate target occurs. Our model is used as a negotiation simulator to inform the regions about
the hypothetical free-riding behaviors and thus helps to achieve a socially acceptable investment plan. The
proposed energy system optimization model with indirect costs goes beyond the prevalent cost-minimization
paradigm, and can be used to study transaction costs, trading barriers, and willingness to pay.
1. Introduction

Energy system optimization models (ESOM) refer to optimization
models that aim to find the optimal capacity expansion of generation
technologies, and transmission networks [1]. The objective is usually
to minimize the total system cost while satisfying a number of con-
straints such as energy balance, generation limits, and network limits.
The results of the models are possible scenarios to achieve certain
carbon/renewable energy sources (RES) targets that the energy system
might evolve into [2]. Such models are often used by policymakers
because they serve as a benchmark to help them make decisions on
potential policy changes in view of the modeling outcomes, i.e., op-
timal capacity expansion and the associated costs. As an example,
these models may be used to assess the business opportunities of RES,
and whether policy support is needed. For high-RES energy systems,
numerous models are built in recent years. Groissböck (2019) gave an
overview of open-source energy system optimization tools [3] based on
their maturity.

To better use of the model, it is desired that the different domain
knowledge is combined in a meaningful way with concrete scoping [4].
From a socio-technical perspective, the energy system comprises a tech-
nical subsystem and a social subsystem. Due to the techno-economic

∗ Corresponding author at: Faculty of Technology, Policy and Management, Delft University of Technology, Jaffalaan 5, 2628BX Delft, The Netherlands.
E-mail address: wangni0205@gmail.com (N. Wang).

nature of ESOM, the parameterized costs in the existing models are
mostly limited to the technical side. Deng and Lv (2020) reviewed exist-
ing models based on components, i.e., objective functions, constraints,
and parameters [5]. It was found that the cost structure consists mostly
of capital costs and operation & maintenance costs both on the supply
and demand side including the integration costs such as the curtailment
costs. However, the relevant costs related to the social subsystem
are largely ignored. Although the social subsystem can be modeled
by simulations models [6], finding the optima considering the social
subsystem can bring different insights. As the interaction between the
social and technical subsystem becomes increasingly important [7],
these non-technical factors need to be modeled in ESOM [8].

Firstly, there are social costs incurred by social resistance to contro-
versial technologies such as wind energy. From the modeling point of
view, the social resistance creates social costs on top of the capital costs.
Secondly, there are taxes or subsidies imposed on energy production.
In reality, these costs are reflected in market prices as producers would
add these costs to the marginal costs of energy production. Thirdly,
there are indirect costs in bilateral trades. ESOM are known to repre-
sent the investment equilibrium under a short-term pool market [9],
vailable online 21 April 2023
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Nomenclature

Parameters

𝛥𝑙 Length of line 𝑙
𝛷𝑛 Percentage of trades in the bilateral market

at node 𝑛
CAPCO2 Carbon market cap [ton]
𝐴𝑙 Annuity factor of line 𝑙
𝐴𝑖 Annuity factor of technology 𝑖
𝐵𝑖 Variable costs of technology 𝑖 [e/MWh]
𝐶𝑙 Fixed costs of line 𝑙 [e/MW/km]
𝐶𝑖 Fixed costs of generation and storage con-

version technology 𝑖 [e/MW]
𝐶𝑆𝑖 Fixed costs of storage technology 𝑖

[e/MWh]
𝐸bilateral-ic
𝑛,𝑚 Product differentiation value from node 𝑛

towards node 𝑚 [e/MWh]
𝐸capacity-ic
𝑖,𝑛 Unit social cost for technology 𝑖 at node 𝑛

[e/MW]
𝐸production-ic
𝑖,𝑛 Carbon tax/RES subsidy for technology 𝑖 at

node 𝑛 [e/MWh]
𝐻 𝑖𝑛

𝑖 Charging efficiency of storage technology 𝑖
𝐻𝑜𝑢𝑡

𝑖 Discharging efficiency of storage technology
𝑖

𝐾𝑙 Existing capacity of line 𝑙 [MW]
𝐾𝑖,𝑛 Existing capacity of technology 𝑖 at node 𝑛

[MW]
𝑃𝑇𝐷𝐹 Power Transfer Distribution Factors matrix
𝑊𝑖 Emission of fossil-fueled technology 𝑖

[ton/MWh]

Sets

 Set of generation technologies
 Set of lines
 Set of nodes
 Set of fossil-fueled generation
 Set of storage technologies
 Set of time steps
𝜔𝑛 Set of neighbors of node 𝑛 on the communi-

cation graph

Variables

𝜆bilateral
𝑛,𝑚,𝑡 Bilateral trading price between node 𝑛 and

node 𝑚 at time step 𝑡 [e/MWh]
𝜆grid
𝑛,𝑚,𝑡 Grid price between node 𝑛 and node 𝑚 at

time step 𝑡 [e/MWh]
𝜆pool
𝑛,𝑡 Pool trading price at node 𝑛 at time step 𝑡

[e/MWh]
𝑓𝑙,𝑡 Energy flow at line 𝑙 at time step 𝑡 [MWh]
𝑘storage
𝑖,𝑛 Investment capacity of storage technology 𝑖

at node 𝑛 [MWh]

while the future markets, including bilateral markets, are usually not
included. According to the report on European electricity markets [10],
bilateral contracts account for a large portion of the energy trades. So
by not considering bilateral trading, only a small portion of the traded
volumes are modeled. In pool markets, electricity is traded homoge-
neously. Compared to pool-based trades, bilateral trades depend more
on the bilateral relationship, e.g., the willingness to pay of the buyers.
This relationship may be parameterized as an indirect cost perceived by
2

𝑘𝑙 Investment capacity of line 𝑙 [MW]
𝑘𝑖,𝑛 Investment capacity of generation and stor-

age conversion technology 𝑖 at node 𝑛
[MW]

𝑝bilateral
𝑛,𝑚,𝑡 Bilateral trades from node 𝑛 to node 𝑚 at

time step 𝑡 [MWh]
𝑝in
𝑖,𝑛,𝑡 Charging to storage of storage technology 𝑖

at node 𝑛 at time step 𝑡 [MWh]
𝑝out
𝑖,𝑛,𝑡 Discharging from storage of storage technol-

ogy 𝑖 at node 𝑛 at time step 𝑡 [MWh]
𝑝pool
𝑛,𝑡 Pool trades at node 𝑛 at time step 𝑡 [MWh]
𝑝𝑖,𝑛,𝑡 Produced energy from technology 𝑖 from

node 𝑛 at time step 𝑡 [MWh]
𝑠𝑜𝑐𝑖,𝑛,𝑡 Energy in storage of storage technology 𝑖 at

node 𝑛 at time step 𝑡 [MWh]
𝑧bilateral
𝑛,𝑚,𝑡 Arbitrage energy from the transmission sys-

tem operator (TSO) from node 𝑛 to node 𝑚
at time step 𝑡 in the bilateral market [MWh]

𝑧pool
𝑛,𝑡 Arbitrage energy from the TSO at node 𝑛 at

time step 𝑡 in the pool market [MWh]

the trading parties, and thus can be considered as a form of externality
for the prevalent pool market.

1.1. State-of-the-art of the cost modeling in energy system optimization
models

In the literature, social costs are modeled by different approaches.
However, their formulation and applications in ESOM are rarely seen.
Dresler et al. (2011) proposed a welfare-economic approach to deter-
mine the spatial allocation of wind energy, where social cost consisting
of production cost and external costs are considered [11]. The external
costs are regarded as the monetary costs on the environment and peo-
ple’s preferences. The authors further combined different approaches
for the same purpose in [12]. Shih et al. (2016) quantified the monetary
values of social costs for the most commonly used energy sources in the
world [13]. Salomon, Drechsler, and Reutter (2020) used an ecological-
economic model for the assessment of the social costs of wind energy
to identify the effects of policies [14]. Krumm, Süsser, and Blechinger
(2022) gave an overview of the representation of social factors in
ESOM [15]. It was found that the social costs are either modeled
implicitly as technical-social potentials of technology, e.g., see [16]
where different land-use potentials are discussed to proxy the social
resistance of wind energy, or discussed only qualitatively in [17].
Despite the importance of accounting for social costs to wind energy
development [18], most existing ESOM do not explicitly include this
type of cost.

Since ESOM are widely used to support policy-making, taxes and
subsidies are commonly modeled by ESOM. Due to its wide application,
only a selection of the relevant literature is described. Liu et al. (2013)
compared the effects of taxes and direct interventions of emissions
using an energy system model [19]. Yazdanie, Densing, and Wokaun
(2017) evaluated the influences of several national energy policies
including carbon taxes in an optimization model [20]. Carbon and local
pollutant emission taxes were modeled in the objective functions of the
model in [21]. Li, Li, and Li (2020) used optimization to reveal the
effects of policy uncertainties of carbon taxes and power substitution
policies [22]. Subsidies were modeled in an ESOM proposed by [23]
where different parameterizations were investigated. Yin et al. (2021)
quantitatively studied subsidies and risk preferences of actors using
scenario analysis [24].

Bilateral trading is generally known as a bilateral market. Because
bilateral trading has not been incorporated in ESOM, the literature
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on bilateral market modeling beyond the field of ESOM is reviewed.
Since the liberalization of the electricity sector, various bilateral market
models were proposed to calculate the market equilibrium under differ-
ent assumptions. These studies focus on producers and their behaviors
in the wholesale market. One of the pioneering works in this field
is [25], where Cournot models of imperfect competition were used to
simulate the bilateral market. This model was later modified to study
generation investment while different carbon policies were evaluated
in [26]. Apart from the equilibrium analysis, research efforts have also
been made on individual generators’ perspectives to model bilateral
contracts. In [27], an optimization model was proposed for the optimal
planning for distributed generations under competitive market auctions
and fixed bilateral contract scenarios. Other market players than gen-
erators such as retailers, prosumers, and energy communities have also
been studied. For example, Karandikar, Khaparde, and Kulkarni (2010)
presented a methodology to evaluate bilateral contracts of retailers
from a risk perspective [28]. Tang et al. (2017) proposed a game-
theoretical model to describe the competition for bilateral contracts
among generation companies and large consumers [29]. Pourakbari-
Kasmaei et al. (2020) modeled the trilateral interactions among an
integrated community energy system, prosumers, and the wholesale
electricity market [30]. Bilateral contracts were also modeled in combi-
nation with demand response to find the optimal energy storage sizing
in [31]. In terms of the modeling methods, agent-based modeling is
sometimes used to model bilateral contracts. In the review of [32]
on electricity systems models, two agent-based modeling platforms
that incorporate bilateral contracts, EMCAS and GTMax, are discussed.
Imran et al. (2020) developed utility-based and adaptive agent-tracking
strategies for bilateral negotiations [33]. In recent years, with the
increasing penetration of distributed energy sources, peer-to-peer (P2P)
markets have emerged as the next-generation market designs. In these
markets, bilateral trading is considered one of the most promising P2P
market mechanisms [34] and is thus commonly modeled. Particularly,
bilateral trades can be associated with the preferences of the trading
parties. To represent this feature, terms such as heterogeneous prefer-
ences [35], product differentiation [36] and energy classes [37] have
been used. Among these features, product differentiation is a generic
mathematical formulation that can be used for various purposes [38],
e.g., Baroche et al. (2019) used it to account for exogenous network
tariffs in P2P markets [39].

1.2. Scientific and societal relevance

This paper presents an energy system optimization model with
indirect costs focusing on those associated with bilateral trading. The
scientific and societal relevance of this study is as follows.

The literature review shows that although ESOM have been used
to study taxes and subsidies, they do not include the social costs and
indirect costs in bilateral trades. To fill this research gap, a generic for-
mulation with regard to indirect costs associated with generation capac-
ity, energy production, and bilateral trades, respectively, is presented
in this paper.

One of the critiques of the conventional ESOM is that only techno-
economic aspects are considered but social and behavioral aspects are
largely ignored [40]. From the societal perspective, our model with
indirect costs goes beyond the prevalent cost-minimization paradigm
and is able to model aspects such as social costs, transaction costs,
trading barriers, and willingness to pay. Considering a wind system that
requires large investments from a cost-optimal perspective. In practice,
however, social resistance against wind power may hamper investment
in many locations. Nevertheless, some locations may still invest due
to less resistance or government mandate. In this case, the locations
that do not invest may benefit from the cheap electricity produced
by wind power while not paying the corresponding social costs. Such
cases can be studied using our proposed model with indirect costs, but
3

they cannot be investigated using the prevalent cost-optimal models
without indirect costs. This approach will be elaborated in the case
study, where the proposed model is a negotiation simulator to inform
the parties about their hypothetical free-riding behaviors and helps to
reach socially acceptable investments with respect to the distribution
of wind energy.

Accordingly, the contributions of this paper are two-fold. First,
there is a methodological contribution to the state-of-the-art of en-
ergy system optimization models. Previously, only capital costs and
operation & maintenance costs are considered. In this paper, a generic
formulation for indirect costs is presented, which can model the social
costs of generation investment, taxes, subsidies, and bilateral trading
costs. Second, the paper offers practical implications on how socially
acceptable investments can be reached beyond the cost-minimization
paradigm. A proof-of-concept case study for the Dutch energy system
is conducted where the model is used as a negotiation simulator to treat
a hypothetical free-rider problem.

The paper is structured as follows. First, the models are presented
in Section 2. In Section 3, a case study of the Netherlands to illustrate
the model is introduced. The results are discussed in the next section.
Section 5 presents conclusions.

2. Proposed model

The proposed energy system optimization model is a linear pro-
gramming model which aims to find the cost-optimal investment plan-
ning of the power system with carbon constraints, i.e., generation
and network expansion. It models a long-term investment equilib-
rium assuming perfectly competitive markets with explicit indirect cost
terms for generation capacity, energy production, and bilateral trades,
respectively. The geographical scope is the national level and above,
and the network refers to the transmission grid. This model is suitable
for power systems with a high share of RES. Storage technologies
are also modeled to deal with the intermittency of RES. CO2 targets
are modeled, allowing for policy-relevant analysis regarding emission
goals. Two types of trades, pool-based and bilateral, are differentiated.
In the pool market, energy is traded in a pool homogeneously. In the
bilateral market, energy is traded bilaterally and heterogeneously with
indirect costs. A communication graph is pre-defined where the edges
connect the pair of nodes that may trade energy with each other.

The starting point of this refined model is a conventional ESOM
without indirect costs proposed by Wang et al. (2020) [16]. From
the cost modeling perspective, the new model incorporates indirect
costs by reconstructing the core components of the model, i.e., the
objective function, the nodal balance constraints, and the market bal-
ance constraints. The proposed model only inherits the modeling of
the generation and storage components from the previous work, the
network constraints have been improved as well to allow more accurate
modeling of the power flows.

In this study, lowercase symbols are used for variables, and up-
percase symbols are used for parameters. Dual variables are expressed
using Greek letters and are placed after the colons in the constraints. 𝑛
is the index for nodes  . 𝜔𝑛 is the set of the communication graph
or node 𝑛. 𝑖 is the index for generation technologies  and storage

technologies . 𝑙 is the index for transmission lines in the existing line
set . 𝑡 represents a time step in the set of total time steps  .

.1. Decision variables

The decision variables regarding generation and storage include the
nvestment capacities 𝑘𝑖,𝑛 of generation and storage conversion 𝑖, the
nvestment capacities 𝑘storage

𝑖,𝑛 of storage 𝑖, the energy production 𝑝𝑖,𝑛,𝑡
from technology 𝑖 at time step 𝑡, the bilateral trades 𝑝bilateral

𝑛,𝑚,𝑡 from node
𝑛 to node 𝑚 at time step 𝑡, the pool trades 𝑝pool

𝑛,𝑡 for node 𝑛 at time
tep 𝑡, the state-of-charge 𝑠𝑜𝑐𝑖,𝑛,𝑡 of storage 𝑖 for node 𝑛 at time step
, storage discharging 𝑝out

𝑖,𝑛,𝑡 of storage 𝑖 for node 𝑛 at time step 𝑡, and
storage charging 𝑝in of storage 𝑖 for node 𝑛 at time step 𝑡.
𝑖,𝑛,𝑡
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The decision variables regarding networks include the investment
capacity 𝑘𝑙 in line 𝑙, the bilateral trades 𝑧bilateral

𝑛,𝑚,𝑡 from 𝑛 to 𝑚 at time
tep 𝑡, the pool-based trades 𝑧pool

𝑛,𝑡 for 𝑛 at time step 𝑡, and the energy
low 𝑓𝑙,𝑡 in line 𝑙 at times step 𝑡.

.2. Objective function

The objective is to minimize the system annualized cost related
o the investment and the operation of its generation, storage, and
ransmission technologies.

in
∑

𝑛∈

∑

𝑖∈(+)

𝐶𝑖𝑘𝑖,𝑛
𝐴𝑖

+
∑

𝑛∈

∑

𝑖∈

𝐶𝑆𝑖𝑘
storage
𝑖,𝑛

𝐴𝑖
+

∑

𝑛∈

∑

𝑡∈

∑

𝑖∈
𝐵𝑖𝑝𝑖,𝑛,𝑡

+
∑

𝑙∈

𝛥𝑙𝐶𝑙𝑘𝑙
𝐴𝑙

(1)

+
∑

𝑛∈

∑

𝑖∈
𝐸capacity-ic
𝑖,𝑛 𝑘𝑖,𝑛 +

∑

𝑛∈

∑

𝑖∈

∑

𝑡∈
𝐸production-ic
𝑖,𝑛 𝑝𝑖,𝑛,𝑡

+
∑

𝑛∈

∑

𝑡∈

∑

𝑚∈𝜔𝑛

𝐸bilateral-ic
𝑛,𝑚 |𝑝bilateral

𝑛,𝑚,𝑡 | (2)

The first part (1) is the cost items modeled in the existing ESOM,
including fixed costs and variable costs of the considered technologies.
𝐴𝑖 is the annuity factor for technology 𝑖. 𝐶𝑖, 𝐶𝑆𝑖, and 𝐶𝑙 are the
fixed costs for generation 𝑖, storage 𝑖, and transmission network 𝑙
respectively. 𝐵𝑖 is the variable cost for technology 𝑖. 𝛥𝑙 is the length
of line 𝑙.

The second part (2) represents the indirect costs, which consist of
three parts. The first two parts refer to the indirect costs directly related
to the generation capacity and the energy production, respectively. One
example is the social costs incurred by the social resistance against
wind turbines, then 𝐸capacity-ic

𝑖,𝑛 refers to the unit social cost of wind
turbines at node 𝑛. 𝐸production-ic

𝑖,𝑛 represents the indirect cost associated
with the energy production, such as carbon costs or RES subsidies. The
final indirect cost is formulated as a product differentiation term for
every bilateral trade. See e.g., [36] for an application of this term in
the context of P2P trading. It is defined as a general economic cost term
related to bilateral trades because the meaning of the costs depends
on the interpretation. On the one hand, it may represent exogenous
charges associated with the bilateral trades, such as transaction costs,
tax payments, and network charges. On the other hand, it could be
viewed as an improved utility function, representing the willingness to
pay for the bilateral trades. These two interpretations will be further
illustrated and discussed in the case study in Section 4.

2.3. Constraints

The optimization model has the following set of constraints. Nodal
balance constraints denote the physical energy balance at each node.
Market balance constraints ensure the energy and carbon balances from
the economic perspective. Network constraints lay out the power flow
calculations. Generation and storage constraints specify the technical
conditions of generation and storage units.

2.3.1. Nodal balances
(3) and (4) are nodal energy balance constraints. The net power

injection ∑

𝑖∈ 𝑝𝑖,𝑛,𝑡 −𝐷𝑛,𝑡 +
∑

𝑖∈ (𝑝
out
𝑖,𝑛,𝑡 − 𝑝in

𝑖,𝑛,𝑡) is divided into two parts:
one for the trading in the bilateral market and the other for trading in
the pool. On the right-hand side of (3) is the sum of all bilateral trades
for node 𝑛.

𝛷𝑛(
∑

𝑖∈
𝑝𝑖,𝑛,𝑡 −𝐷𝑛,𝑡 +

∑

𝑖∈
𝑝out
𝑖,𝑛,𝑡 −

∑

𝑖∈
𝑝in
𝑖,𝑛,𝑡) =

∑

𝑚∈𝜔𝑛

𝑝bilateral
𝑛,𝑚,𝑡 ,∀𝑡 ∈  ,∀𝑛 ∈ 

(3)

(1 −𝛷𝑛)(
∑

𝑖∈
𝑝𝑖,𝑛,𝑡 −𝐷𝑛,𝑡 +

∑

𝑖∈
𝑝out
𝑖,𝑛,𝑡 −

∑

𝑖∈
𝑝in
𝑖,𝑛,𝑡) = 𝑝pool

𝑛,𝑡 ,∀𝑡 ∈  ,∀𝑛 ∈  (4)
4

𝛷𝑛 is a parameter between 0–1 determined by the node 𝑛 itself,
indicating the percentage of its net energy that 𝑛 would like to trade
bilaterally. The rest will be traded in the pool. This suggests that
one only has to decide ex-ante how much to trade in total in the
bilateral market and the pool market, without determining precisely
who to trade with and how much in the bilateral market. Depending
on the product differentiation, the model will help the nodes to find
the optimal trading partners and the associated trading volumes. If
the trading partners and the associated trading volume are fixed ex-
ante, then there are no further decisions to be made, and the amount
could be deducted from the demands directly. Furthermore, this model
formulation is flexible in the sense that by changing the value of this
parameter, a full pool market representation(when 𝛷𝑛 = 0), a full
bilateral market representation (when 𝛷𝑛 = 1), or the mixed market
representation (when 0 < 𝛷𝑛 < 1) can be modeled.

2.3.2. Market balances
(5) is the reciprocity constraint for bilateral trades, showing that

the bilateral trades should be equal in quantity, where the dual variable
𝜆bilateral
𝑛,𝑚,𝑡 is the bilateral trading price. (6) and (7) are the energy balance

constraints between the nodes and the TSO, where the dual variables
are the grid price 𝜆grid

𝑛,𝑚,𝑡 for the bilateral trade and the pool electricity
price 𝜆pool

𝑛,𝑡 for the pool-based trade, respectively. As a result, the energy
prices and the grid prices are determined in this optimization problem
endogenously.

A cap-and-trade system for the carbon market is modeled. (8) gives
the cap for all the carbon emissions. 𝑊𝑖 is the emission for technology
𝑖, and the dual variable 𝜆CO2 is the carbon price.

𝑝bilateral
𝑛,𝑚,𝑡 = −𝑝bilateral

𝑚,𝑛,𝑡 ,∀𝑛 ∈  ,∀𝑚 ∈ 𝜔𝑛,∀𝑡 ∈  : 𝜆bilateral
𝑛,𝑚,𝑡 (5)

𝑝bilateral
𝑛,𝑚,𝑡 = 𝑧bilateral

𝑛,𝑚,𝑡 ,∀𝑛 ∈  ,∀𝑚 ∈ 𝜔𝑛,∀𝑡 ∈  : 𝜆grid
𝑛,𝑚,𝑡 (6)

𝑝pool
𝑛,𝑡 = 𝑧pool

𝑛,𝑡 ,∀𝑛 ∈  ,∀𝑡 ∈  : 𝜆pool
𝑛,𝑡 (7)

𝑊𝑖
∑

𝑛∈

∑

𝑡∈

∑

𝑖∈
𝑝𝑖,𝑛,𝑡 = CAPCO2 : 𝜆CO2 (8)

2.3.3. Network constraints
The energy flow is modeled using direct current power flow equa-

tions, which is a common practice in planning models. In (9), the
flow 𝑓𝑙,𝑡 is calculated based on the Power Transfer Distribution Factors
matrix and the total net injection at every node 𝑛 ∈  [41]. (10)
indicates the thermal limits of the energy flows, where 𝐾𝑙 is the existing
transmission capacity.

𝑓𝑙,𝑡 =
∑

𝑛∈
𝑃𝑇𝐷𝐹𝑙,𝑛(

∑

𝑚∈𝜔𝑛

𝑧bilateral
𝑛,𝑚,𝑡 + 𝑧pool

𝑛,𝑡 ),∀𝑙 ∈ ,∀𝑡 ∈  (9)

− (𝑘𝑙 +𝐾𝑙) ≤ 𝑓𝑙,𝑡 ≤ 𝑘𝑙 +𝐾𝑙 ,∀𝑙 ∈ ,∀𝑡 ∈  (10)

2.3.4. Generation constraints
(11) indicates that the energy production is constrained by the effi-

ciency 𝐸𝑖,𝑛,𝑡 (capacity factor in case of variable renewable energy) and
the capacity of the generation technologies. Here, 𝐾𝑖,𝑛 is the existing
capacity, 𝑘𝑖,𝑛 is the capacity to be expanded.

0 ≤ 𝑝𝑖,𝑛,𝑡 ≤ 𝐸𝑖,𝑛,𝑡(𝑘𝑖,𝑛 +𝐾𝑖,𝑛),∀𝑖 ∈ ,∀𝑡 ∈  ,∀𝑛 ∈  (11)

2.3.5. Storage constraints
(12)–(16) are the storage constraints. (12) and (13) are for state-

of-charge. Since the modeling horizon is one year, the state-of-charge
is modeled as cyclic. This results in the extra constraint (13) for the
state-of-charge for time step 0. (14) and (16) show the bounds for
state-of-charge, storage charging, and storage discharging.

𝑠𝑜𝑐𝑖,𝑛,𝑡 = 𝑠𝑜𝑐𝑖,𝑛,𝑡−1 +𝐻 in
𝑖 𝑝in

𝑖,𝑛,𝑡 −
1

𝐻out
𝑖

𝑝out
𝑖,𝑛,𝑡,∀𝑖 ∈  ,∀𝑡 ∈  ,∀𝑛 ∈  (12)

𝑠𝑜𝑐𝑖,𝑛,0 = 𝑠𝑜𝑐𝑖,𝑛,𝑡𝑒𝑛𝑑 +𝐻 in
𝑖 𝑝in

𝑖,𝑛,0 −
1
out 𝑝

out
𝑖,𝑛,0,∀𝑖 ∈  ,∀𝑛 ∈  (13)
𝐻𝑖
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0

0 ≤ 𝑠𝑜𝑐𝑖,𝑛,𝑡 ≤ 𝑘storage
𝑖,𝑛 +𝐾storage

𝑖,𝑛 ,∀𝑖 ∈  ,∀𝑡 ∈  ,∀𝑛 ∈  (14)

≤ 𝑝out
𝑖,𝑛,𝑡 ≤ 𝑘𝑖,𝑛 +𝐾𝑖,𝑛,∀𝑖 ∈  ,∀𝑡 ∈  ,∀𝑛 ∈  (15)

0 ≤ 𝑝in
𝑖,𝑛,𝑡 ≤ 𝑘𝑖,𝑛 +𝐾𝑖,𝑛,∀𝑖 ∈  ,∀𝑡 ∈  ,∀𝑛 ∈  (16)

3. Case study: Regional Energy Strategies in the Netherlands

In 2019, the Dutch government announced the climate agreement
to reduce the Netherlands’ greenhouse gas emissions by 49% by 2030
compared to 1990 levels [42]. In the electricity sector, a major focus
is to increase the share of wind and solar energy, i.e., from 14.25
TWh in 2018 to 84 TWh in 2030. Accordingly, massive investments
in wind and solar energy are needed. The investments are facilitated
through a national program Regionale Energiestrategie (Regional En-
ergy Strategies) [43]. In this program, the country is divided into 30
energy regions, where each region proposes its investments in onshore
wind and solar energy. Meanwhile, the TSO proposes the transmission
network expansion plan.

Due to land-use and social acceptance issues of wind energy, there
are tensions between the national government and regional govern-
ment, making it hard to transform national goals into regional propos-
als. The interim analysis [44] shows that the proposed production of
solar energy and wind energy is comparable, despite that wind energy
is cheaper. In 2021, two years after the climate agreement has been
announced, a first version of the investment plan [45] was published,
which finally meets the target. The process is complex and involves
considerations from different dimensions where cost, land-use, and
social acceptance are some of the main drivers.

Given this background, the proposed approach is used in two dif-
ferent ways: the first part of the case study will show the optimal
investment capacity to reach the RES target in 2030. In the second part,
the focus is on the investment preferences of the regions, in particular
related to the wind energy investment situation. Not investing into
wind energy from some regions potentially causes a free-rider problem
in terms of the joint investment target because others may be forced to
invest more. Our model is used as a negotiation simulator to study the
effects of such decisions not to invest in wind energy and how others
may counter the situation.

The Netherlands is divided into 30 nodes that are connected by
transmission lines. The considered time horizon is one year with hourly
resolution. The input data includes, among others, the spatio-temporal
variations of wind and solar capacity factors and their maximum po-
tentials, which is obtained from [16]. Onshore wind turbines, solar
PV, OCGT, hydrogen storage, and flow battery storage are considered
technologies. Due to the differences in their efficiencies and cost pa-
rameters, hydrogen storage is best suited for long-term usage, whereas
battery storage provides an option for short-term storage. Furthermore,
in this national planning process, the regions are not asked to propose
capacity in offshore wind, and thus offshore wind is not considered.
Since quite a significant generation expansion is needed, the existing
generation and storage capacities are not considered for the ease of
presenting results. The existing transmission network is considered, and
the capacity can be expanded. Direct current (DC) power flow calcula-
tions are performed based on the existing capacities. 2030 estimations
for other techno-economic parameters are used and are taken from [46]
except for the network cost and the hydrogen storage efficiency, which
are taken from [16]. Note that fuel costs, particularly gas, are based
on values before 2022. The techno-economic parameters used in this
study are given in Table 1.

Although all the three indirect costs in (2) are of significance and
interest in practice, in this case study, the focus is on the last item,
which is related directly to the bilateral trading and show its effects on
the results. This is because from the modeling perspective, the first two
items, representing social costs and taxes/subsidies, indicate a direct
5

change of cost parameters. Their effects resemble a global sensitivity
study which is a common approach to analyze results in optimization-
based studies and thus are not further investigated in this work. The
ratio of traded energy between the pool market and the bilateral market
𝛷𝑛 is important in practice, analyzing the effects of this parameter will
add further complexity for understanding the model results. Therefore,
the results for a full pool market representation (when 𝛷𝑛 = 0) and a
full bilateral market representation (when 𝛷𝑛 = 1) with various values
of the bilateral trading terms will be shown.

4. Results and discussions

This section presents results from the analysis for the Regional En-
ergy Strategies, followed by discussions and reflections of the approach.

4.1. Optimal investment decisions for a full pool market representation and
a full bilateral market representation

This subsection presents the optimal total installed capacities for the
system. The pool market is first discussed. Then, the bilateral trades are
analyzed where 𝐸bilateral-ic

𝑛,𝑚 represent increasing transaction costs (TC),
starting from 10% of the average electricity price to 30%, 50%, 70%,
and 90% to investigate the influences of TC on the planning decisions.
The interpretation of TC in this case study is two-fold. On the one hand,
the TC could be considered as actual costs. On the other hand, they can
be deemed as a cost proxy for willingness to pay, i.e., bilateral trading
barriers due to various rationales such as geopolitical considerations.

From left to right in Fig. 1, the following observations are obtained.
First, onshore wind capacity declines while solar and storage capacity
increase. Second, hydrogen and battery storage play an equally im-
portant role, and both have a significant surge in capacity. Thirdly,
the expansion of transmission network capacity is marginal for all the
cases. To be more specific, onshore wind capacity needs to climb to
around 35 GW. Even though offshore wind energy is not considered in
this model, this indicates how much offshore wind capacity is needed.
Given that the capacity factors for offshore wind turbines are generally
higher than those of the onshore, the obtained result is more conser-
vative than when offshore wind is considered. Moreover, to reach the
emission goals, the needed capacity for solar PV ranges from 41 GW to
55 GW. Due to the increase in solar capacity, the system levelized cost
of energy increases for each case, which are 88 e/MWh, 90 e/MWh,
93 e/MWh, 96 e/MWh, 97 e/MWh and 99 e/MWh, respectively.

Fig. 2 shows the optimal capacities over the country for the two
markets, respectively. The planning decisions under full pool market
representation (left figure) is first discussed. Cost-optimal results are
obtained because no preferences are considered in the pool market.
Wind capacity is mostly placed in coastal regions where the wind
resources are good, i.e., northwestern borders. Compared to wind, the
capacity factors of solar PV are more evenly spread over the country.
The right figure shows the planning decisions under a full bilateral
market representation with 10% TC. The results are significantly differ-
ent from those in the left figure. Compared to the cost-optimal results,
trading barriers are introduced by the use of TC, and thus the resulted
capacities are more local, where they are in line with the energy
demands of the regions.

4.2. Abandoning wind energy for a region

Land-use and social acceptance issues of wind energy make it dif-
ficult for regions to invest in wind energy in a complex energy system
environment. The potential choice of bypassing wind energy invest-
ment creates extra costs for the system and the individual nodes. In
this subsection, the benchmark situation is analyzed first where there
are no preferences towards certain RES, i.e., opposition to wind energy
is not considered. Next, the investment preferences against wind energy
are considered. These two situations will be referred to as benchmark

and scenario 1, respectively. For illustration purposes, only one region
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Table 1
2030 estimation of techno-economic parameters. The potentials, the network costs, and the hydrogen storage efficiency are taken from [16]. The rest is taken from [46].

Technology CapEx (e/kW) FOM (e/kW∕yr) VOM (e∕MWh) Lifetime(yr) Potential (GW)

Onshore wind 1182 35 0.015 25 58.23
Solar PV 600 25 0.01 25 379
OCGT 400 15 58.4 30
Hydrogen conversion 555 9.2
Hydrogen storage 8.4 e∕kWh 62% (in/out efficiency)
Flow battery conversion 310 9.3
Flow battery storage 144.6 e∕kWh 90% (in/out efficiency)
Network 10 000 e∕MW∕km
Fig. 1. Optimal total installed capacities for the Netherlands under a full pool market representation and a full bilateral market representation with different TC (% of the average
electricity price).
Fig. 2. Optimal installed capacities over the Netherlands. Left to right: full pool market representation, full bilateral market representation with 10% TC.
6
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Fig. 3. Geographical distributions of wind energy capacity in benchmark and scenario 1, and net increase in total costs in %.
that acts against wind energy is considered, and the influences of this
choice will be presented.

Fig. 3 depicts the wind capacity distribution for the benchmark situ-
ation. It shows a concentration in capacity in the coastal regions (later
referred to as capacity centers), i.e., the country’s northwestern border.
Due to the discrepancy between demand centers and capacity centers,
most of the energy produced in capacity centers will be transmitted to
the demand centers in the west and the middle.

Among the capacity centers, the Friesland region (see the map in
Fig. 4), sparsely populated and located in the north, is chosen as the
focal region. There, energy demands are moderate (3% of the total
energy demand), whereas the optimal wind capacity is the largest in
the country (20% of the total wind capacity). For this reason, as a hy-
pothetical case, it is assumed that this region proposes no investments
in wind energy due to high social resistance. Other regions or other
groups of regions may also be chosen, where the gist of this case study
still applies.

Taking this preference into account, Fig. 3 also displays the new
capacity distribution. Because of the decrease in wind capacity in
Friesland, almost all other regions will have to build more generation
capacities. In particular, the Drenthe region has to build 4680 MW more
in wind energy.

In addition to capacity changes, the cost changes are analyzed,
which are measured in percentages. In this case, the average costs
for regions are calculated differently from the traditional cost of elec-
tricity. Traditionally, when calculating the cost of electricity, only the
system-level costs as shown in the objective function of the ESOM
are considered. However, here, the revenue/cost transfer between the
regions are also considered. The revenues/costs come from selling
and/or buying energy in the markets, where the prices are derived from
the market balances (5)–(8). The motivation is that this study brings the
market perspective into the ESOM, accordingly, the total costs include
the revenues/costs in addition to the costs incurred from investing
and operating the assets. The underlying assumption is that a region
is an aggregation of local producers and consumers where the costs
are also assumed to be local. The financing of the generation assets
from outside the region is out of the scope of the current study. Our
way of analyzing the cost indicates that the average costs for a region
can be negative, provided that lots of revenues are gained from energy
trading. The interpretation should be that the region (i.e., the producers
and consumers as a whole) is benefited, but it does not necessarily
mean that the electricity prices for the consumers are low. Friesland,
as a result of fewer costs in wind energy investment yet more costs
for importing energy, ends up with a total cost that is 16% higher.
Although a few of its neighboring regions benefit by gaining more
revenues from exporting energy, most regions incur more costs due to
the large increases in investments. This demonstrates that the deliberate
7

choice of one region influences the planning decisions of all other
regions. More specifically, most regions suffer, though unwillingly, both
in terms of increased total costs and forced wind energy investments
locally.

This cost analysis is based on the pool-based electricity market.
Under such a market, regions can bypass their wind energy invest-
ment and choose to import energy from other regions without binding
penalties. As shown by the results, when wind turbines are placed
at unfavorable locations in other regions, the cost of the system will
increase, which will be borne by regions over the country. In this sense,
as the hypothetical focal region in our case, Friesland is a free rider of
the national RES investments, and other regions might do the same. As
a result, the planning process stalls where no one commits to invest.

In practice, the planning process is far more complex than cost
considerations. In this study, this problem is approached from the cost
perspective and insights are provided. The following subsection will
illustrate how our approach can act as a negotiation tool in such a
collaborative planning process.

4.3. Other regions’ negotiation strategies

With the help of external means, regional RES planning can be made
by government mandate or facilitated by making favorable conditions
so that regions have an interest. e.g., through the local sharing of
profits [47]. Without considering the external means, the collaborative
RES planning can be a negotiation process between the regions. When
other regions are unwilling to comply with Friesland, which would
be the case in our hypothetical example, their bilateral relationships
deteriorate. This, in turn, affects Friesland as well. Here, our model is
used to simulate the negotiations between the regions. This will be done
by considering the indirect costs associated with the energy trades,
which is used to represent the willingness to pay for the region. In this
exemplary case, due to Friesland’s choice, the willingness to pay for
other regions concerning trades with Friesland becomes low. In other
words, a high cost is imposed on the trades from other regions as their
negotiation strategy to Friesland’s proposal.

Fig. 5 shows the costs of Friesland in various scenarios. The bench-
mark is first discussed. Due to the large investment needs in wind
energy, the fixed and variable costs (together referred to as investment
costs) are high. However, since most generated energy will be transmit-
ted and sold to other regions, Friesland will gain significant revenues
from selling energy. Overall, its total net cost in the benchmark case
is 393 Me. The benchmark case provides the least cost solution for
this region. If preferences against wind energy are taken into account,
its cost will increase. In that case, its investment costs decline to 14%
of those in the benchmark case. Accordingly, due to the lack of local
generation capacities, it has to import energy, with the net export
percentage dropping from 230% to −50%.
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Fig. 4. Map of the 30 regions in the Netherlands.

Fig. 5. Costs of Friesland in various scenarios.
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Fig. 6. Costs of all the regions compared to benchmark in scenario 1 to scenario 5.
Then, the results of the following scenarios (2–4) are analyzed when
other regions start to negotiate with Friesland, with increasing levels of
preference cost (10 e/MWh, 50 e/MWh, 100 e/MWh). These indicate
degrees of the willingness to pay with trades that involve Friesland.
The results show that as the trading barriers between other regions and
Friesland become larger, the energy trades shrink, and thus, Friesland
will be forced to rely more on its energy production, which drives up its
total costs. In the extreme case (scenario 5), the region will be isolated
by others and has no other choice but to be energy self-sufficient. All
these scenarios are not desirable for Friesland, and therefore, it has to
reconsider its decision not to invest in wind energy.

Now the cost changes for other regions are evaluated. A key ques-
tion to answer here is, by imposing trade barriers with Friesland, what
are the consequences for other regions? Fig. 6 shows the cost changes
relative to the benchmark cost for five cases. There are mainly two
groups of regions to be discussed. One group is Friesland’s neighboring
regions with similar wind conditions and low energy demands. Among
all, Drenthe builds more wind capacity and incurs more costs than
the benchmark. Flevoland and Groningen have fewer costs since they
benefit from more energy sales. The other group consists of the load
centers, Noord-Holland Zuid (Amsterdam region) and Rotterdam-Den
Haag, which rely heavily on imports. Due to the choice of Friesland, the
energy prices go up, leading to higher costs for the load centers as well.
In particular, when Friesland does not invest in wind and others take no
action, Rotterdam-Den Haag has a higher cost increase than Friesland.
Nevertheless, Friesland bears the most cost increase in all other cases,
especially when the counteraction is strong in negotiations.

4.4. Discussions

Because the key contribution of this work, i.e., incorporating in-
direct costs for energy system planning, has not been studied before,
it is impossible to compare our results with other published work.
Nevertheless, comparing the pool results (i.e., without modeling the
indirect costs) with the results from the literature will provide insights
while further enhancing the uniqueness of our model. A conventional
ESOM was proposed by Wang et al. (2020) and the Dutch power system
to achieve different RES targets was designed [16]. In our case, the
system levelized cost of energy is 88 e/MWh, while [16] indicates
around 80 e/MWh for the same RES share (71%). This is mostly
because in [16], there is coal in the generation mix, which results
in lower levelized cost. In our case, coal is not considered to comply
with the government mandate to phase out coal. Our paper shows
comparable results and even improves the results by reflecting policy
evolvements in recent years.

The scope of this case study is chosen so that readers can correctly
and clearly understand the key message that the case study conveys
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with just the right amount of information. First of all, the case gives
practical insights into how the Dutch power system may be designed
considering indirect costs, as already validated against other published
work. Secondly, due to the long-term nature of the planning problem,
various uncertainties exist, such as the changing economic conditions
or the used values for the willingness to pay. However, uncertainty
modeling is out of the scope of the current study. This is because
this paper focuses on a generic topic (modeling indirect costs) that is
usually discussed in different sets of literature. Accordingly, the case
study presents a coherent but diverse set of results, i.e., the optimal
investment capacities under ideal conditions, those under a hypothet-
ical free-rider case, and the negotiation strategies thereof. Although
uncertainty analysis is important, adding more analysis would lessen
our key message. Nevertheless, uncertainty analysis would enhance the
practical use of the case results, which leaves room for future studies in
this direction. There is also room for future work regarding the willing-
ness to pay because the topic of this case study is not to argue for the
best values to quantify the willingness to pay but rather to show how
the indirect costs can help express the region’s preferences and simulate
the inter-regional negotiation process. To this end, Friesland has been
used as an illustrative region, but the discussion should be away from
Friesland into more general inter-regional negotiations. Moreover, it is
assumed that all regions have the same willingness to pay, and they all
counter one particular region’s choices. The exact values for willingness
to pay depend on the bilateral relationships between other regions and
the region under study, which can relate to economic aspects such as
how much influence they perceive for their regions or socio-political
factors such as the political tensions between them. Some regions may
even benefit, as shown already. In addition, with various values for
willingness to pay from the regions, they may again choose to change
their perceptions depending on the results. Therefore, the actual results
highly depend on the case-specific situation when the model is used
in practice. Our case study highlights how this model can be used to
investigate these kinds of policy-relevant challenges.

5. Conclusions

Energy system optimization models are known for their policy
implications based on optimal long-term investment decisions. From a
socio-technical perspective, their cost modeling focuses on the capital
costs and operation & maintenance costs. However, the costs related
to the social subsystem are often not modeled. This study presents a
refined energy system optimization model that incorporates indirect
costs.

Different indirect costs associated with generation capacity, energy
production, and bilateral trades, respectively, are explicitly modeled.

This model goes beyond the prevalent cost-minimization paradigm
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by incorporating these indirect costs. In this paper, those associated
with bilateral trades are elaborated. Based on the interpretation, they
could either be viewed as an improved utility function or account
for exogenous costs. As such, transaction costs, trading barriers, and
willingness to pay can be modeled.

The model is demonstrated using a proof-of-concept case study of
the highly renewable Dutch power system in 2030. The first part of the
case study focuses on using indirect cost terms to represent transaction
costs. It has been found that, the inclusion of the transaction costs
associated with bilateral trades changes the results when compared
with the conventional cost-optimal energy system optimization models
in different ways. In terms of the generation mix of the system, the
capacity of wind energy drops while that of solar PV increases. The ge-
ographical distribution also changes. The cost-optimal results indicate
that more generation capacities are placed at locations with favorable
weather conditions. However, the resulting capacities become more
local when bilateral trades are considered. The second part studies the
situation where a group of regions has to decide on their investments to
meet a joint carbon target where a potential free-rider problem occurs.
The technology preferences of the regions are considered, in particular,
an assumed unwillingness to invest in wind energy. The model acts as a
negotiation simulator to inform the regions about the consequences of
such a preference. Furthermore, the model can simulate the negotiation
strategies to benefit the regions by using the indirect cost terms that
represent willingness to pay.

The case study has demonstrated the capability of the proposed
model to model transaction costs, trading barriers, and willingness to
pay. The model can be used to model future energy systems under
more realistic settings considering indirect costs and can simulate
negotiations in a collaborative planning process.
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