
 
 

Delft University of Technology

Near-Term Spin-Qubit Architecture Design via Multipartite Maximally Entangled States

Paraskevopoulos, N.; Steinberg, M.; Undseth, B.; Sarkar, A.; Vandersypen, L. M.K.; Xue, X.; Feld, S.

DOI
10.1103/PRXQuantum.6.020307
Publication date
2025
Document Version
Final published version
Published in
PRX Quantum

Citation (APA)
Paraskevopoulos, N., Steinberg, M., Undseth, B., Sarkar, A., Vandersypen, L. M. K., Xue, X., & Feld, S.
(2025). Near-Term Spin-Qubit Architecture Design via Multipartite Maximally Entangled States. PRX
Quantum, 6(2), Article 020307. https://doi.org/10.1103/PRXQuantum.6.020307

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.1103/PRXQuantum.6.020307
https://doi.org/10.1103/PRXQuantum.6.020307


PRX QUANTUM 6, 020307 (2025)

Near-Term Spin-Qubit Architecture Design via Multipartite Maximally
Entangled States

N. Paraskevopoulos ,1,2,† M. Steinberg ,1,2,*,† B. Undseth ,1,3 A. Sarkar,1,2

L.M.K. Vandersypen ,1,3 X. Xue,1,3 and S. Feld 1,2

1
QuTech, Delft University of Technology, Delft, Netherlands

2
Quantum and Computer Engineering Department, Delft University of Technology, Delft, Netherlands

3
Kavli Institute of Nanoscience, Delft University of Technology, Delft, Netherlands

 (Received 19 December 2024; accepted 10 March 2025; published 9 April 2025)

The design and benchmarking of quantum computer architectures traditionally rely on practical hard-
ware restrictions, such as gate fidelities, control, and cooling. At the theoretical and software levels,
numerous approaches have been proposed for benchmarking quantum devices, ranging from, inter alia,
quantum volume to randomized benchmarking. In this work, we utilize the quantum information-theoretic
properties of multipartite maximally entangled quantum states, in addition to their correspondence with
quantum error-correction codes, permitting us to quantify the entanglement generated on near-term bilin-
ear spin-qubit architectures. For this aim, we introduce four metrics that ascertain the quality of genuine
multipartite quantum entanglement, along with circuit-level fidelity measures. As part of the task of
executing a quantum circuit on a device, we devise simulations, which combine expected hardware char-
acteristics of spin-qubit devices with appropriate compilation techniques; we then analyze three different
architectural choices of varying lattice sizes for bilinear arrays, under three increasingly realistic noise
models. We find that if the use of a compiler is assumed, sparsely connected spin-qubit lattices can
approach comparable values of our metrics to those of the most highly connected device architecture.
Even more surprisingly, by incorporating crosstalk into our last noise model, we find that, as error rates
for crosstalk approach realistic values, the benefits of utilizing a bilinear array with advanced connectivity
vanish. Our results highlight the limitations of adding local connectivity to near-term spin-qubit devices,
and can be readily adapted to other qubit technologies. The framework developed here can be used for ana-
lyzing quantum entanglement on a device before fabrication, informing experimentalists on concomitant
realistic expectations.

DOI: 10.1103/PRXQuantum.6.020307

I. INTRODUCTION

Quantum computers promise to solve certain classes
of problems more efficiently than classical computers [1].
While great progress has been made in effectively scaling
the physical size of a quantum system, it is not yet clear
how to optimally arrange and connect qubits on a lattice,
given a particular qubit technology. Indeed, connectiv-
ity on solid-state quantum hardware is often determined

*Contact author: m.a.steinberg@tudelft.nl, matt.steinberg3@
gmail.com

†These authors contributed equally to this work.

Published by the American Physical Society under the terms of
the Creative Commons Attribution 4.0 International license. Fur-
ther distribution of this work must maintain attribution to the
author(s) and the published article’s title, journal citation, and
DOI.

by the ease of the fabrication process. New manufactur-
ing techniques and qubit technologies are constantly being
explored, and the design and benchmarking of a quantum
device traditionally takes into account hardware-specific
variables such as control electronics, power dissipation,
calibration, and crosstalk suppression. However, as a quan-
tum device will ideally be fabricated for the execution of
real quantum algorithms involving the generation of highly
entangled many-body quantum states, benchmarking and
design methods should also factor in how well a quantum
device can generate genuine multipartite entanglement
(i.e., entanglement characterized by quantum correlations
between each party in a multiparty state [2,3]).

How such entanglement is generated varies substan-
tially between different flavors of quantum hardware. As
a concrete example, superconducting qubits with nearest-
neighbor interactions distribute entanglement very differ-
ently from trapped ions with all-to-all connectivity. Fur-
thermore, different architectures of a specific quantum
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hardware platform may be better or worse at distribut-
ing entanglement; neutral atoms [4], trapped ions [5], and
semiconductor spins [6,7] can be physically shuttled for
dynamic qubit connectivity, enabling more flexibility in
certain respects. The ability for these platforms to gener-
ate multipartite entanglement therefore depends greatly on
the precise architecture, the quality of the primitive oper-
ations, and the compilation of the quantum circuit to be
executed.

Several methods for benchmarking quantum computer
performance currently exist; these range from random-
ized benchmarking [8,9] and various forms of quantum
tomography [10], to other methods such as calculating the
estimated success probability (ESP) [11–14] used at the
compiler level, quantum volume [15] and its derivatives
[16,17], as well as through demonstrations of quantum
advantage [18] and application-level benchmarks [19].
Although there is no shortage of benchmarking techniques,
neither is there a current consensus regarding the per-
formance qualification of a quantum device, especially
when taking into account different types of qubit technolo-
gies, architectural schemes, as well as available elementary
gate sets and the topological-graph properties of quantum
algorithms [20,21]. In this way, all current benchmark-
ing procedures and protocols exhibit their own advantages
and disadvantages; as an example, gate set tomography is
known to provide self-consistent characterizations of phys-
ical gates; unfortunately, most techniques are known to
scale exponentially in the number of qubits [22]. Another
example, quantum volume, takes into account many essen-
tial metrics that factor into processor performance: circuit
depth, gate fidelity, qubit count, and qubit connectivity;
however, the circuits crafted using this technique are usu-
ally not representative of realistic quantum algorithms
[15]. This fact has spurred interest in the development of
alternative methods for benchmarking at the algorithmic
level for existing quantum processors [23–28].

It was first proposed in Ref. [29] that one might be able
to utilize multipartite maximally entangled (MME) states,
in particular, absolutely maximally entangled (AME)
quantum states, as a suitable and generalizable benchmark
for the quality of entanglement generated on a quantum
device [29]. The main reason for utilizing AME states
lies in the implementation details: the authors describe
the preparation of highly entangled states as difficult tasks
for today’s devices, mainly due to the genuine multipar-
tite nature of the quantum entanglement required among
all subsystems [2]. Additionally, utilizing AME states car-
ries several other advantages. Firstly, it is known that
AME states and their less highly entangled counterparts,
k-uniform states, exhibit an exact mathematical duality to
maximal distance separable (MDS) codes; MDS codes are
known to exhibit the highest distance allowed by the quan-
tum Singleton bound, and are therefore optimal, in terms
of their code-theoretic properties [30–32]. Benchmarking

or designing a quantum device with respect to these many-
body states is then directly related to understanding how
resilient logical qubits can be fashioned on a device. Sec-
ondly, AME states are, by definition, the most highly
entangled quantum states possible for a given number of
qudits. In this way, using AME and other highly entan-
gled MME states for entanglement characterization on a
noisy device provides a benchmark that employs the entire
multipartite Hilbert space available in order to generate
a state, rather than a subset of qubits. This relationship
was illustrated in a recent experiment measuring objects
related to quantum weight enumerators of AME and k-
uniform states, and conveyed a direct method for entan-
glement characterization via a relationship to the quantum
concurrence, a known entanglement monotone [33].

In the practical implementation of a quantum algorithm,
one must also consider not just the difficulty of realizing
the quantum circuit generating a particular output state, but
just as importantly, the specific compilation requirements
arising from the choice of qubit technology, architectural
connectivity, and the constraints that follow therein. The
challenge of efficient quantum compilation is essential to
assess, even at the level of logical qubits, since it is under-
stood that concepts from quantum error correction (QEC)
currently offer the only feasible way by which a quan-
tum computer could be scaled to the large system sizes
needed in order to execute useful quantum algorithms [34].
Taking stock of these points, it seems reasonable to incor-
porate MME- and QEC-motivated design benchmarks,
which factor in the benefits (as well as the burden) of quan-
tum compilation, unifying multiple angles of entanglement
characterization in a framework.

In this work, we propose a framework consisting
of four quantum information-theoretic and compilation-
motivated measures for designing and benchmarking
quantum devices; our purpose here is not to propose a
complete parameterization of device design, but rather to
introduce mathematical concepts that can help to inform
the design process. The central theme of our choice of
measures lies in the fact that they exploit the highly entan-
gled nature of MME states and their relationship to small
quantum error-correction codes. Although the methods we
introduce can be adapted to any qubit technology, we
assess example designs for near-term spin-qubit architec-
tures, focusing on those with bilinear qubit layout, but with
varying connectivities, lattice array sizes, and ultimately,
the qubit density (as it relates to the number of empty
quantum dots on the device), following recent experimen-
tal trends [35–38]. As the spin-qubit community is on
the verge of performing its first fault tolerance and QEC
demonstrations beyond the repetition code [37,39–46], it
is timely and prudent to consider just how much of a role
local connectivity could play in the realization of near-term
QEC experiments for spin-qubit technology, especially
if we compare the relative ease of performing quantum
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compilation techniques with the difficulty of fabricating
entirely new processors with advanced connectivities.

More explicitly, we consider four main simulations.
Firstly, we consider the generation of an AME state of six
qubits, which is similar to what was carried out in Ref.
[29], and was first discovered in Ref. [47]; we take the
additional step of calculating a quantity known as the Bell
operator, which is widely understood as a metric for gaug-
ing the quantumness of qubit-qubit correlations among the
parties of a genuinely entangled multipartite state. Our sec-
ond test involves the usage of an MME state related to
AME states: the k-uniform state. Here, we map the state to
the smallest error-detecting surface code (i.e., the [[4, 1, 2]]
surface code with three ancilla qubits, as described in Refs.
[48,49]), and evaluate the logical qubit’s failure rate over
many cycles of stabilizer measurements; as it is known that
AME states of four qubits do not exist [50], the k-uniform
state that we have chosen also maximizes the entangle-
ment possible in a four-party Hilbert space. Thirdly, we
invoke a modified version of the estimated success prob-
ability (ESP), a standard quantum compilation measure
used to grade the worst-case scenario of circuit perfor-
mance on a device; our modification takes into account
the decoherence-induced noise that is expected on near-
term spin-qubit devices. Finally, the fourth test employs
an entropic divergence measure known as the tripartite
mutual information; this is known to indicate the degree to
which quantum entanglement is distributed globally ver-
sus locally in a many-body quantum system undergoing
unitary evolution and also periodic measurements [51,52].

Our main contributions are as follows. Firstly, we
develop a framework for critiquing the design of spin-qubit
architectures, utilizing the previously mentioned quantum-
information-based objects, together with state-of-the-art
spin-qubit compilation techniques [11,53]. Our goal is to
evaluate several architectural proposals for bilinear spin-
qubit arrays of varying lattice size; we fill these arrays
with seven qubits, and then decrease the qubit density of
the arrays by increasing the number of quantum dots in the
structure. In the semiconductor spin-qubit field, the entire
lattice is usually filled with qubits; however, our study
shows large benefits to lowering the qubit density, allow-
ing for increased compilation flexibility via qubit-shuttling
techniques [6,54–56]. The innate flexibility in spin-qubit
devices lies in stark contrast to connectivity-constrained
devices, such as superconducting qubit technology, for
which SWAP gates are needed.

Secondly, we perform a detailed analysis of the afore-
mentioned near-term devices, providing guidance on
which of the architectures considered is best suited for
small QEC and fault-tolerance experiments with bilinear
spin-qubit arrays. Our results show that, if we assume the
inclusion of hardware-specific quantum compilation tech-
niques, then it is possible for sparsely connected devices
to achieve values in our metric that are comparable to

those of the most highly connected spin-qubit device in
our study. Even further, our simulations with crosstalk
indicate that the benefits of adding complex local con-
nectivity are outweighed by increasing crosstalk effects, in
essence providing a limitation for architectural connectiv-
ity in spin-qubit devices. Our work strongly implies that
there are constraints on how much local connectivity can
benefit a spin-qubit device at the moment of generating
genuine multipartite entanglement, and that appropriate
compilation techniques can compensate for the lack of
connectivity in an architecture. Our results reveal that
efficient quantum compilation techniques can aid in the
realization of small quantum error-correction experiments
better than advanced connectivity in the actual spin-qubit
device.

This article is organized as follows. Section II introduces
multipartite maximally entangled states, their relation-
ship to quantum error-correction codes, and the entangle-
ment metrics that we propose in our framework (Secs.
II A–II C), as well as our modified version of estimated
success probability that we employ in our study (Sec. II D).
We additionally cover the basics of quantum compilation
(Sec. II E) and some of the details regarding spin-qubit
architectures (Sec. II F). Section III showcases the concrete
results obtained for each of the simulation experiments; we
follow up by analyzing and discussing each of these in Sec.
IV. In Sec. V, we provide final comments and summarize
potential future directions.

II. BACKGROUND

In what follows, we introduce the four main metrics uti-
lized in this work. Additionally, we provide an introductory
section on quantum compilation and its role in our inves-
tigation, as well as a review of the basics pertaining to
spin-qubit architectures.

A. Multipartite maximally entangled states &
quantum error correction

Multipartite maximally entangled (MME) states are
generalized, highly entangled many-body quantum sys-
tems, for which it is understood that certain reductions of
these states become maximally mixed [2]. Such quantum
systems have been shown to exhibit intimate connections
with many aspects of quantum information theory such as
quantum error correction, as well as quantum communica-
tion [57–59] and toy models of quantum gravity theories
such as the AdS/CFT correspondence [60–64]. Although
formulating a completely exhaustive and general frame-
work for all MME states is very complex, much progress
has been made by studying subsets of states. Some exam-
ples of these subsets are as follows: graph states [65];
tensor-network states [66]; and certain classes of quantum
error-correction codes, e.g., maximal distance separable
(MDS) codes [30–32].
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In the simplest case, the Bell state |�+
2 〉 = 1√

2
(|00〉 +

|11〉) is an example of a maximally entangled quantum
state. Performing a partial trace on either of the two sub-
systems (which we label A) results in a maximally mixed
quantum state of the form

TrA
[ |�+

2 〉 〈�+
2 | ] ∝ I2 . (1)

One can also define generalized, multipartite quantum sys-
tems, in which the potential bipartitions of such a state and
the associated reduced density matrix yield a maximally
mixed entanglement spectrum [2].

A prominent example of a generalized multipartite max-
imally entangled state is the absolutely maximally entan-
gled (AME) state, which is an n-qudit state |ψ〉, defined
in Hn

q := C
⊗n
q (wherein q denotes local dimension), for

which the following condition holds:

ρs = Trsc
[ |ψ〉 〈ψ | ] ∝ I , (2)

where the subset s ⊂ {1 · · · n}, |s| = �n/2	, and sc denotes
the complementary set of subsystems to s. For the present
work, we use the shorthand form AME(n, q) to refer to an
n-qudit, q local dimension AME state of interest.

Furthermore, AME states are closely related to quantum
error-correction codes. In particular, it was shown in Ref.
[31] that an exact mathematical duality exists between a
given AME state, AME(n, q), and a maximal distance sep-
arable (MDS) code with parameters [[n, k, d]]q, where k, d
represent the number of encoded logical qubits as well as
the distance of the code. In particular, it was shown in
Ref. [30] that code shortening techniques could be uti-
lized in order to generate entire families of AME states
with provably minimal support.

Constructions of particular AME states were provided in
Ref. [29], and subsequent translations to the circuit level
were given. These constructions mainly relied on map-
ping some AME(n, q) to a graph state, which are defined
as an n-partite pure quantum state composed of n vertices
V = {v1 · · · vi · · · vn}, and edges E = {eij = {vi, vj }}. Each
graph has an associated adjacency matrix A, whose entries
Aij satisfy Aij = 1 if an edge exists; otherwise, the entry’s
value is zero (self interactions are forbidden in this formal-
ism). As we will only be utilizing the AME(6,2) state in
the present work, we define an n-qubit graph state as

|G〉 =
n∏

i<j

CZ
Aij
ij

[ |+〉 ]⊗n . (3)

Note that AME states can be defined using the graph state
formalism for any local dimension [32,67,68], with the
well-known cluster states as a specific case [69].

The AME(6,2) state, given in Refs. [29,47], possesses
the following stabilizers:

XZIIZZ , (4)

ZXZZII , (5)

IZXZIZ , (6)

IZZXZI , (7)

ZIIZXZ , (8)

ZIZIZX . (9)

The explicit form of the state is

|�6,2〉 = 1
4
[ |000〉 (|+-+〉 + |-+-〉)

− |001〉 (|+--〉 − |-++〉)
+ |010〉 (|++-〉 − |--+〉)
− |011〉 (|+++〉 + |---〉)
− |100〉 (|+++〉 − |---〉)
− |101〉 (|++-〉 + |--+〉)
− |110〉 (|+--〉 + |-++〉)
− |111〉 (|+-+〉 − |-+-〉)] . (10)

The circuit that generates the AME(6,2) is shown in Fig. 1.
Here, the six data qubits in the AME(6,2) circuit are ini-
tialized in the |+〉 state and undergo the commensurate CZ

(b)

(a)

21

36

45

FIG. 1. Generating circuit for the AME(6,2) state. (a) depicts
the circuit-level implementation that was utilized for this work,
and (b) is a graphical representation of the resulting graph state
and its qubit-qubit entanglement correlations. Two-qubit gates
are shown as CZ gates in (a).
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gates shown in (a), resulting in entanglement correlations
among the six parties, as shown in (b). The circuit and
graph state form displayed follow from the definition of
AME qubit graph states in Eq. (3).

Using graph states, one can derive the famous Bell
inequalities, which are known to provide bounds on
the correlations allowed by so-called local-hidden-value
(LHV) theories. Quantum states exhibiting entanglement
correlations are known to violate these inequalities, and
graph states can be used to directly derive this fact [65,70].
Central to this derivation lies in the calculation of the Bell
operator B(G), which is defined as

B(G) =
2n∑

i

Si , (11)

where Si is a stabilizer of graph state G. The stabilizer
operator is defined as

Si = Xi

⊗

j ∈Aij

Zj , (12)

which is typical for a graph state.
One can verify via direct computation that the number of

stabilizers for a given graph state is exactly 2n [65]. In this
way, the Bell operator provides useful information on the
quantumness of correlations between neighboring qubits;
the Bell operator itself is bounded from above by 2n,
which represents purely quantum correlations, and from
below by 2(n−1)/2, signifying purely classical correlations
[29,70]. For the AME(6,2) state, the average expectation
value of the Bell operator is found to be within the bounds
4 ≤ 〈B〉 ≤ 64.

It is well known that AME states do not exist for
all local dimensions, given a number of qudits; as an
example, AME qubit states only exist for n = 2, 3, 5, and
6 parties [50,71,72]. As a result, less highly entangled
quantum states known as k-uniform states that generalize
the AME condition were introduced [68]; these states in
turn can be defined for any number of parties, for any
local dimension. k-uniform states are defined as adher-
ing to the same constraint as in Eq. (2), but, in contrast,
the requirement k = |s| ≤ �n/2	 is relaxed. As an exam-
ple, the famous Greenberger-Horne-Zeilinger (GHZ) state
constitutes a 1-uniform state, as any reduction to one
qubit results in a maximally mixed state [1,73]. In Ref.
[74], a generalized formalism for constructing stabilizer
quantum error-correction codes from k-uniform states was
introduced.

B. k-uniform quantum states and the surface code

The surface code is a family of [[L2 + (L − 1), 1, L]] sta-
bilizer quantum error-correction codes (with L signifying
the length of a square lattice) that originally arose from

the celebrated toric code [75–77]. Originally arranged on
a toroidal lattice, it was discovered thereafter that such a
lattice orientation was unnecessary, and planar versions
were proposed [78], which eventually became known as
the surface code. These codes have been proposed and
experimentally realized [48,49,79–81] as the current lead-
ing candidate for universal, fault-tolerant logical quan-
tum computation [75,76], owing to their resilience against
many varieties of noise, the development of lattice-surgery
techniques [82], ease of experimental implementation via
a planar layout [75], and magic-state distillation protocols
[83], which provide for universal logical gate sets. Many
variants of the surface code have been studied and pro-
posed, including the rotated [84] and XZZX [85] versions,
among others [86,87].

The smallest representative of the rotated surface-code
family, with parameters [[d2, 1, d]], is the [[4, 1, 2]] quantum
error-detecting surface code, so named due to the distance
of the code. The stabilizers of the code take the form:

XXXX , (13)

IZIZ, (14)

ZIZI , (15)

and the logical operators are IXIX , IIZZ. Here we use the
convention that XX = X ⊗ X for brevity. The code states
are defined as

|0̄〉 = 1√
2

[ |0000〉 + |1111〉 ]
, (16)

|1̄〉 = 1√
2

[ |0101〉 + |1010〉 ]
. (17)

Using Eq. (1), one can easily check that the four-qubit
state described above constitutes an example of a planar
2-uniform quantum state [88], since only tracing out any
two adjacent subsystems leaves the remaining two maxi-
mally mixed. Since AME(4,2) states do not exist [50] and
are equivalent to 2-uniform states of four parties [68], a
planar 2-uniform state represents the maximal amount of
genuine quantum entanglement that four qubits can share
over an encoding of one logical qubit.

In our simulations, we prepare the encoded logical |0̄〉
state in the usual manner (that is, with one round of stabi-
lizer measurements), before performing several cycles of
stabilizer measurements, as is standard in error-detection
experiments [48,49,81]. We check the logical success rate
and tripartite mutual information on a range of one to ten
cycles; our reason for this is to evaluate the time depen-
dence of our metrics and the potential for larger-depth
quantum-circuit experiments in the selected near-term
spin-qubit devices.
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C. Entropic measures in monitored quantum circuits

The von Neumann entropy (VNE) is a fundamental mea-
sure of entanglement in quantum information theory [1],
and takes the form

S(ρ) = −Tr
[
ρ log ρ

]
, (18)

where all logarithms here are natural bases, and ρ repre-
sents a density matrix.

The VNE plays an essential role in assessing the amount
of quantum entanglement present in a state. By taking
the partial trace of a density matrix, the resulting reduced
density matrix’s VNE (also known as the entanglement
entropy of the remaining subsystems) indicates whether
nontrivial quantum entanglement is present; if the result
is nonzero, then the two bipartitions are in fact entangled.
The entanglement entropy is thus bounded as 0 ≤ S(ρs) ≤
log n, where s represents the set of remaining subsystems
after a partial trace operation.

In the study of monitored quantum circuits (i.e., quan-
tum circuits that are subject to frequent projective mea-
surements) and measurement-induced phase transitions
(MIPT), it is common to measure the tripartite mutual
information [51,52], which is defined as

I3(A : B : C) = SA + SB + SC + SABC

− SAB − SBC − SAC , (19)

where, for example, SABC represents the joint A ∪ B ∪
C subsystem. If I3 < 0, then this behavior is generally
ascribed to genuine multipartite entanglement within the
volume-law phase, and is commonly considered as a quan-
tum error-correction (QEC) phase of a quantum circuit
[89–91], due to the proliferation of long-range entangle-
ment present between subsystems (this is apparent since in
a system with long-range entanglement, the total entangle-
ment entropy for subsystems AB, BC, AC, and ABC must
exceed that of subsystems A, B, and C). I3 = 0 is known
to indicate strictly bipartite correlations among the resid-
ual subsystems, and I3 > 0 can be associated with only
classical correlations in the area-law phase [92], wherein
the individual subsystems begin to behave independently
of each other.

One may ask why we do not employ a simpler analy-
sis for estimating multipartite entanglement, such as the
bipartite mutual information [93,94] or the scaling of
entanglement entropy [95]. The goal of the present work
is to assess how well quantum entanglement is distributed
across a device, given connectivity, size, and shuttling
constraints via compilation options. This setup naturally
excludes the scaling of entanglement entropy, as such
an analysis requires the evaluation of sequentially larger
devices and circuits, in order to check if an MIPT is
present; that is not the present goal of our work. More-
over, the bipartite mutual information has been used to

confirm the existence of an MIPT via bipartite quantum
correlations; in our case, however, we wish to check and
affirm how well genuine multipartite entanglement (i.e.,
multipartite entanglement that is shared among all parties,
not just in a bipartite manner) exists after performing the
circuits in question. As such, our analysis tools are well
calibrated for the task at hand.

Other measures of quantum correlations such as quan-
tum discord, entanglement robustness [96,97], or con-
currence [33] exist; however, in this work, we opt to
understand how well a certain spin-qubit architecture is
able to generate quantum entanglement and stay inside of
the volume-law (QEC) phase of a quantum circuit’s phase
diagram. In this sense, both quantum discord and entan-
glement robustness are not fitting, as the former concerns
subtleties of quantum correlations that may not imme-
diately pertain to entanglement, and the latter is related
to entanglement properties of mixed states (which we
effectively do not treat here). As for the concurrence,
this entanglement monotone is related to bipartite entan-
glement correlations, which does not coincide with the
goals of quantifying n-qubit entanglement correlations on
a device architecture.

D. Estimated success probability

A standard method for evaluating an architecture’s per-
formance in the software regime is known as the estimated
success probability (ESP) [11–13,98]. Although normally
the ESP constitutes a simple multiplication of gate fideli-
ties, we have provided a modification in this work, which
can be expressed as

� =
[∏

k

∏

i

Fi,k

]
× e−t/T2 , (20)

where k represents the kth time step in the circuit execu-
tion, i the ith gate in the kth time step and F is the fidelity
of the corresponding gates. The last term, inspired by Ref.
[99] and utilized in Ref. [12], introduces decoherence-
induced errors, which represent the probability of qubits
staying coherent during the execution of the circuit. Here,
T2 and t represent the decoherence time and the circuit-
time duration, respectively.

The original ESP model was introduced with only the
first term, representing the worst-case scenario to execute
a sequence of quantum gates successfully [14,100] on a
specific architecture. Unlike other models, ESP does not
explicitly account for phase additions or subtractions by
gates or noise. Instead, it simplifies the representation by
using a single fidelity value that encapsulates the overall
operational quality of each gate. This makes ESP the least
costly to calculate among the four metrics that we have
introduced, as it only scales linearly in computational com-
plexity with the number of gates contained in a circuit. It
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does not suffer from the exponential growth of the Hilbert
space with the increasing size and depth of a circuit and
the accompanying device. Despite the simplicity of this
first ESP version, some limited information on the circuit
and the underlying device can still be derived indirectly.
For instance, one architecture may possess a higher degree
of connectivity than another; in this way, the former can
achieve a reduced gate overhead when compared with the
latter, thus scoring a higher ESP due to the necessity of
fewer added gates.

From there, any modification can account for more
information about the device’s architecture. Taking Eq.
(20) as an example, the parallelization capabilities of the
device are indirectly reflected in t. More succinctly, when
one device enables more gate executions within the same
time frame as another, the former will exhibit a lower
decoherence error rate than the latter. Another modifica-
tion could add a term to model crosstalk—a common issue
in realistic device platforms [101]. In fact, such a version
has been successfully used as a figure of merit for spin-
qubit architectural explorations in Ref. [12]. For instance,
this modified ESP can reveal all kinds of architectural
trade-offs. For example, maximizing the parallelization
capabilities and/or qubit connectivity can incur a worse
ESP result than anticipated due to increased crosstalk
from more frequent close proximity interactions and more
shared material components.

One should also note that ESP can easily approach zero,
especially including the modifications, as it exponentially
drops with an increasing number of gates. Although such
low values do not have any physical meaning after a cer-
tain small number, ESP still remains a reliable way to
rank architectures provided numeric underflows [102] are
avoided. It is important to recognize that ESP is not inher-
ently random, regardless of how small its value becomes.
For example, even minor differences between two architec-
tures, such as a single gate variation, will be consistently
and reliably captured in their respective ESPs.

Overall, ESP and its modifications do not aim to abso-
lutely predict but rather to establish a relative hierarchy
of differentiation between architectures with low compu-
tational costs. However, the ESP, in and of itself, differs
from the other three metrics, which can be summarized
as follows. Firstly, and perhaps most importantly, ESP
does not take into account notions of entanglement as
in traditional quantum information-theoretic measures [1,
103]. Considering that the goal of our work is to scru-
tinize near-term spin-qubit architectures from the stand-
point of genuine multipartite entanglement, ESP stands
as a cheap alternative, but it still holds its value due to
its strong correlation with the other metrics, as shown
in Sec. III. Finally, and as explained before, no explicit
parameters related to the device’s architectural properties
(such as the parallelization capabilities or connectivity) are
inherently factored into the calculation of ESP; instead,

the effects of design features are reflected in the result
indirectly.

E. Quantum compilation

Up until this point, we have not described our work as
it relates to quantum compilation; indeed, this is an impor-
tant factor when aiming to realize a quantum algorithm in
circuit form on a quantum computer. Simply put, quantum
compilation constitutes the various adjustments at the level
of software to a quantum circuit in order to prepare and
execute it on a quantum device [11,104–106]; this includes
all of the subprocesses affecting a hardware-agnostic cir-
cuit, transforming it into a hardware-compatible version.
Each of these procedures aims to maximize the success
rate of the quantum circuit by utilizing optimization-based
algorithms that take close account of the hardware’s con-
straints [107,108]. Typically, these steps are subdivided
into several general stages, which consist of the follow-
ing, without regard to a particular ordering: (a) elementary
gate-set decomposition, in which a quantum circuit is
translated and simplified as much as possible in the quan-
tum device’s native gate set; (b) scheduling, wherein the
logical time ordering of the circuit is considered, as well as
the parallelism of gate operations and the shortening of cir-
cuit depth, among other factors; (c) initial placement (also
known as qubit assignment or initial assignment), which
assigns qubits initially from the circuit to the device; and
(d) qubit routing, wherein qubits are brought in close prox-
imity (usually adjacent) with the minimal use of a hard-
ware’s native communication method in order to facilitate
two-qubit gate interactions of the quantum circuit.

One of the central subproblems in quantum compila-
tion involves solving the quantum circuit mapping prob-
lem (QCMP). The QCMP can be defined as both the
initial placement and qubit routing steps of compila-
tion combined, and as explained before, is paramount
to the circuit’s success rate [109,110], especially in the
noisy intermediate-scale quantum (NISQ) and early fault-
tolerant (eFT) eras, where both QPUs and quantum cir-
cuits are relatively small, and trade-offs exist regarding
the degree to which QEC and fault-tolerance techniques
are utilized [111,112]. Lower bounds are known for the
QCMP in terms of the number of SWAP gates needed
to realize a circuit on a given quantum processor with
finite connectivity [108]. However, in this work, instead
of scrutinizing the number of SWAP gates added by a com-
piler, we analyze the number of shuttles needed, as it is
known that spin-qubit quantum devices can accommo-
date such hardware-level operations, thereby incurring a
smaller resource cost than SWAP gates in superconducting
processors over sufficient length scales [113].

Figure 2 describes an example solution to the QCMP.
(a) and (c) depict the hardware-agnostic circuit and graph-
theoretic representations of the two-qubit gates utilized in
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(a) (b) (d)(c)

FIG. 2. A small example of quantum circuit mapping; gates depicted are general controlled-unitary operations (CU). SWAP gates
are shown in red. (a) An algorithm in circuit form; the graph-theoretic representation of all two-qubit gates, known as the interaction
graph (IG), is shown in (c). The task of quantum circuit mapping lies in assigning qubits from a quantum circuit to the physical qubits
of a device, and subsequently reorganizing physical qubits such that all two-qubit interactions are performed in an efficient manner.
(b) The mapped circuit; as the hypothetical architecture in (d), represented as a connectivity graph (CG), cannot accommodate all of
the two-qubit gates represented in (c), we therefore must perform a SWAP gate.

an algorithm; this representation is known in the litera-
ture as the interaction graph (IG) [11]. In (b), a possible
solution is presented for realizing the circuit on a quan-
tum computer with connectivity shown as in (d); this graph
is known as the connectivity graph (CG). We can assign
qubits from the algorithm to physical hardware qubits;
however, as no connection on (d) exists in order to account
for the two-qubit gate CUq3,q5 required, one solution is to
add a SWAP gate between Q3 and Q4 such that the final
two-qubit interaction can be performed.

In order to evaluate the near-term spin-qubit architec-
tures in our study, we map the quantum circuits presented
in Sec. II A onto each architecture through a compila-
tion framework. The dedicated compilation framework
for spin-qubit technologies, SpinQ [11], was utilized in
order to compile circuits for our simulations. As explained
in Sec. II F, all circuits considered have been expressed
in the hardware’s native gates; therefore, the elementary
gate-set decomposition stage can be skipped, and we can
instead concentrate on initial placement. As mentioned
above, initial placement denotes the process of assigning
qubits from an architecture-agnostic circuit to the phys-
ical qubits of the device; spin-qubit architectures are no
exception to this rule. An exact solution to the QCMP is
found when the IG is (subgraph) isomorphic to the CG,
inducing no extra gate overhead [108]. In practice, how-
ever, there are typically no exact initial placement solutions
where all two-qubit gates can be satisfied without qubit
movements; this is principally due to the bilinear nature
of the considered connectivity graphs, in combination with
the number and order of two-qubit gates in the featured
circuits. To the best of our knowledge, no specialized ini-
tial placement algorithm has been developed for spin-qubit
devices that optimizes for the intricacies of shuttling oper-
ations. In order to compensate, we incorporated the widely
used SABRE algorithm [107] into SpinQ [11] for initial
placement purposes.

The initial placement algorithm in SABRE works by
generating a random qubit placement followed by the
utilization of the SWAP-based heuristic search routing

algorithm [107] from which the resulting final qubit place-
ment is used as the placement for the reverse circuit.
This final placement derived from the reverse circuit can
serve as an optimized initial placement for the original cir-
cuit. This refined initial mapping is of higher quality, as
it incorporates comprehensive information about all gates
and qubit interactions in the circuit. Because SABRE’s
placement quality heavily relies on a SWAP-based rout-
ing algorithm, fundamentally, it cannot be optimized for
shuttle-based routing [53]. This complication signifies a
fundamental unpredictability in the initial placement qual-
ity, as a higher number of random placement trials does
not necessarily imply that better solutions can be found for
spin-qubit devices.

After settling on an initial placement, we employ the
beSnake [53] spin-qubit routing algorithm in order to han-
dle all two-qubit gates in a circuit, in addition to shuttling
qubits towards measurement sites for readout. In the archi-
tecture CGs that we assess, we assume that shuttling is
allowed bidirectionally between any two directly con-
nected nodes and, moreover, that two-qubit gates between
any adjacent qubits in the CG can be performed. In this
vein, beSnake can be optimized to exploit the imposed
shuttling constraints when the movement of one qubit is
blocked by others. As outlined in Ref. [53], certain sce-
narios may arise where shuttling blockages occur. In such
cases, specific qubit(s) may obstruct the movement of other
qubits along a shortest path. To address these blockages,
dedicated mechanisms are employed. These mechanisms
have been revisited, ensuring all blockages are resolved
exclusively through shuttle operations.

F. Near-term spin-qubit architectures

Spin-qubit technologies possess distinctive physical
properties that position them as a promising candidate for
scalable quantum computing systems. One of the most
notable advantages of semiconductor spin qubits is their
extraordinarily small size—up to a thousand times smaller
than other qubit technologies [114]. This compactness is
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complemented by extensive experience in the semicon-
ductor industry, which supports their development [115–
117]. The key component in spin-qubit technologies is
the quantum dot, which confines an electron or a hole,
thus forming a physical qubit [118,119]. Control of a
spin qubit is achieved electromagnetically through care-
fully positioned gate electrodes surrounding the quantum
dot. These electrodes facilitate single- and two-qubit oper-
ations (in addition to qubit shuttling), executed via pre-
cise pulse sequences in systems with multiple quantum
dots; such systems have been extensively explored in
one-dimensional arrays [117,120].

More particularly, spin qubits in gate-defined quan-
tum dots are architecturally interesting as they may be
implemented in dense, highly connected 2D quantum dot
arrays [121–123] or as sparse, low-connectivity registers
connected via coherent long-distance links of multiple
qubit modules [113,124–126]. Within the diverse range of
architectural designs, various approaches have been devel-
oped to support surface-code quantum error correction,
each implemented in distinct ways. For the purpose of
advancing quantum processor development, it is crucial
to evaluate which architectures are most effective based
on quantum information-theoretic principles rather than
solely on experimental practicality.

While the benefits of semiconductor spin-qubit quan-
tum processors over other technological counterparts are
notable, it is known that fabrication challenges emerge
in scaling them, particularly in two dimensions [114,118,
127–129]. On the positive side, there have been significant
efforts [121,122,125,126,130–132] to tackle these chal-
lenges and scale them in higher dimensions. It is forecasted
that bilinear arrays are especially promising for near-term
fabrication and experiments due to their amenity to cur-
rent technological capabilities, making them more realistic
to build [37,38]. Thus, in this work, we consider bilinear
arrays of various sizes and connectivities as prospective
candidates for near-term spin-qubit devices.

Our goal is to evaluate the merits and drawbacks of these
devices by considering chiefly: (a) the expected quantum-
ness in their qubit-qubit entanglement correlations; (b)
anticipated logical success rates and ESP resulting from
encoding a small error-detection code; and (c) the degree
to which genuine multipartite quantum entanglement is
generated and maintained on the device. In Fig. 3, we
illustrate these bilinear arrays through their CG. In a CG,
each node (circle) represents a site of the grid, and each
edge connecting the nodes corresponds to the possibility
of interaction between the two sites. The CG representing
the arrays alongside further hardware characteristics com-
prises the architectures treated in this work. Additionally,
readout can be performed at the bottom-left quantum dot
by offsite sensory components. Usually, in experimental
devices, it is possible to use multiple measurement sensors.
However, we opted to simplify the compilation process by

(a)

M

…

4 - 7

(b)

M

…

4 - 7

(c)

M

…

4 - 7

FIG. 3. Connectivity graphs (CG) of possible spin-qubit
bilinear-array architectures considered in this work; we label
each CG as 1, 2, and 3, in (a),(b),(c), respectively. We analyze
the entanglement properties of quantum circuits generating an
AME state and a small quantum error-detection code; each cir-
cuit utilizes seven qubits in total. In spin-qubit architectures, one
typically does fill the entire lattice with qubits, although this is
not necessary in general. As such, we test the capabilities of
three different lattice connectivities shown in (a), (b),(c) for seven
qubits used in quantum circuits. We also increment the size of
each bilinear array from 2 × 4 to 2 × 7 quantum dots. In all
12 hypothetical architectures, readout can be performed at the
bottom-left quantum dot by offsite sensory components.

standardizing the decision of which site should be used
for all readouts. Additionally, this approach allowed us to
focus exclusively on comparing the sizes and connectiv-
ity graphs of the circuits, as introducing an extra sensor
could create an unfair advantage for certain configura-
tions, potentially skewing the comparison by introducing
size-specific benefits.

In a quintessential semiconductor spin-qubit device, it
is optimistic to consider the following quantum device-
specific properties at present [114,120,133–139]:

(a) A coherence T∗
2 time of 20 µs [116];

(b) Single-qubit [140] and shuttle durations of 100 ns
[54,141];

(c) Two-qubit gate times of 150 ns [142,143]; and
(d) Measurement times of 5 µs [144].
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In such optimistic models, thermal relaxation (i.e., the
T1 time) usually ranges between 100 ms to a few sec-
onds. Regarding gate fidelity, we assume an average of
99.99% for single-qubit gates and nearest-neighbor shut-
tles, 99.90% for two-qubit gates, and readout [142,143,
145]. Array initialization and qubit resets can also con-
tribute to errors; however, for simplicity in our analysis,
we assume that these values are ideal.

To formulate the gate set for our quantum circuits, we
ensured that all circuits were expressed using a predefined
gate set. Assuming this gate set is not natively supported
by the underlying hardware, further decomposition may
be required. However, since our focus lies in architectural
comparisons rather than in absolute performance, such a
tactic will not change the nature of our simulations, since
all circuits or produced compilation overhead will expe-
rience the same relative change. For these reasons, we
selected the gate set {H , CX , CY, CZ}, which facilitates
constructing quantum circuits with a minimal number of
gates, highlighting the adaptability and flexibility of our
approach to meet various requirements.

It is additionally assumed that no gates can be performed
in parallel; there are two main reasons for this. Firstly,
it is known that pernicious and notoriously troublesome
crosstalk effects are known to arise during paralleliza-
tion in spin-qubit experiments [146]. Secondly, current
generation spin-qubit experiments do not incorporate gate-
parallelization techniques, although this may change in the
future [147]. For these reasons, our first two error models
are crosstalk-free. However, as a proof of concept for the
utility of our work, we showcase a basic implementation of
crosstalk-induced errors in Sec. III D 1, and describe how
the current error models can be extended. In accordance
with Ref. [101], we define a CPHASE(ζ ) gate as

CPHASE(ζ ) =

⎡

⎢
⎣

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 eiζ

⎤

⎥
⎦ , (21)

where ζ ∈ [0, 2π ]. The actual error model involving
crosstalk will be defined more deeply in Sec. III D 1.

As a final note, the routing algorithm beSnake was mod-
ified such that when a measurement needs to take place,
routing can commence in order to move a qubit toward the
measurement zone of a bilinear array. We have enabled the
routing optimization feature where a path-selection heuris-
tic evaluates the best shortest path within a 0.05-s time
limit, which is plenty for the circuit and device sizes of
this study, as tested in Ref. [53].

III. RESULTS

A. Simulation and error model

Results from each of the simulations realized are shown
in Figs. 5–8, corresponding to (a) extrapolation of the Bell

(b)

(a)

FIG. 4. Both of the error models used in this work. (a) denotes
the error model EQ, while (b) displays the error model ETN.

operator for the AME(6,2) state (Fig. 5); (b) calculation
of the logical success rate for the [[4, 1, 2]] error-detecting
surface code (Fig. 6); (c) the ESP for circuits pertaining
to the error-detecting surface code (Fig. 7); and (d) the
results from calculating the tripartite mutual information
(Fig. 8). For each data point generated, either 104 (Fig. 5),
2 × 104 (Figs. 6 and 7), or 2 × 103 (Fig. 8) Monte Carlo
trials were utilized. Furthermore, we used a specific seed
number on the nondeterministic aspects of our simulations
for reproducibility and consistency in our comparisons.

The error models utilized in our simulations differ
depending upon whether we utilized Qiskit [104] or a
tensor-network (TN) simulation via the Python package
quimb [148]; as such, we name the corresponding error
channels applied in our simulations as EQ and ETN, respec-
tively. These error models are shown graphically in Fig. 4,
and they both take on the following forms:

Error model EQ is defined as follows:

(a) After a single-qubit gate U in our model, with proba-
bility pd

1 a random Pauli error (that is, an error drawn
from {X, Y, Z}) is applied;

(b) Additionally, after the same single-qubit gate U,
with probability τ1 = (1 − e−t/T2)/2, a Z error is
applied, where t depends on the single-qubit gate
duration;

(c) After a two-qubit gate CU, we apply with proba-
bility pd

2 = 10pd
1 a random Pauli error (that is, an

error drawn from {X , Y, Z}) on each of the qubits
involved;

(d) Moreover, after the same two-qubit gate CU,
with probability τ2 = (1 − e−t2/T2)/2, a Z error is
applied, where t2 depends on the two-qubit gate
duration;

(e) Before each measurement Mz, with probability pd
2

we apply an error drawn from {X , Y, Z};
The error model ETN is defined as follows:

(a) After a single-qubit gate U in this model, with
probability pr

1, a random rotation gate is performed
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on each qubit, drawing from the set {Rx(φ), Ry(φ),
Rz(φ)}, where φ = π/μ and μ ∈ (0, 1];

(b) In the same time step and after the same single-qubit
gate U, with probability τ ′

1 a Z-rotation gate Rz(ψ),
where ψ = πet/T2 , is applied on each qubit;

(c) After a two-qubit gate CU, we apply with probabil-
ity pr

2 = 10pr
1 a random rotation gate, drawing from

the set {Rx(φ), Ry(φ), Rz(φ)}, where φ = π/μ and
μ ∈ (0, 1] for all qubits;

(d) After the same two-qubit gate CU, with probabil-
ity τ ′

2 = 10τ ′
1 a Z-rotation gate Rz(ψ), where ψ =

πet/T2 , is applied on each qubit;
(e) After a measurement Mz is performed, we apply

with probability pr
2 = 10pr

1 a random rotation gate,
drawing from the set {Rx(φ), Ry(φ), Rz(φ)}, where
φ = π/μ and μ ∈ (0, 1] for all qubits;

(f) Finally, after that same measurement Mz is per-
formed, with probability τ ′

2 = 10τ ′
1 a Z-rotation gate

Rz(ψ), where ψ = πet/T2 , is applied on each qubit.

The error models EQ and ETN differ fundamentally in
their design and application. With these choices, we
aim to demonstrate the diversity of our approach by
employing different error models, each offering distinct
trade-offs between computational complexity and real-
ism. Further insights are provided in detail in Sec. IV.
In this context, the tensor-network simulation can be
viewed as a more realistic analog for expected quan-
tum device behavior, wherein errors are excluded after
measured qubits, as these states are collapsed and reini-
tialized with similar fault-tolerant quantum circuit mod-
els used in the literature [149–152]. Conversely, the
EQ model combines the standard depolarizing model,
implemented with the depolarizing_error() func-
tion from Qiskit Aer library [104], with decoherence
errors cascaded using the thermal relaxation function
thermal_relaxation_error().

B. AME state-generation circuit results

In Fig. 5, we have graphed the results obtained from
the generating circuit for the AME(6,2) state and the sub-
sequent average measurement of the Bell operator 〈B〉,
alongside the ESP and the shuttle count added to the circuit
during the compilation process. Here and in the subse-
quent section (Sec. III C), the noise model EQ is used.
The ESP results (expressed as a percentage), the average
Bell operator expectation 〈B〉, and the shuttle count have
been graphed together. Subfigures (a)-(c) represent each
CG from Fig. 3, with increasing lattice sizes from 2 × 4
to 2 × 7 quantum dot sites; as stated earlier, the net result
of increasing the number of quantum dots is to reduce
the density of qubits relative to unoccupied sites in the
device.

In all of the figures, it is clear that the shuttle count
closely correlates with the calculated 〈B〉 and ESP values.
For CG1 and CG3, one can surmise via the expectation of
〈B〉 that qubit-qubit correlations diminish as the size of the
lattice is incremented; as a direct result, it is anticipated
that the ESP drops commensurately. One exception to this
trend can be seen in CG2, wherein the metrics fluctuate on
even and odd lattice sizes. One naive reason for this may
be due to some extraneous effect that our simulations may
not have originally accounted for; however, a more logi-
cal reason has to do with the initial placement algorithm,
SABRE, that was utilized in this work. This point will be
analyzed more deeply in Sec. IV. As a final note, we addi-
tionally calculated the average (over all lattice sizes) ESP,
〈B〉, and shuttles required; these data are shown in Table I.
The overall trend for all CGs is that, as the connectivity of
the device increases, the shuttle count decreases, thereby
incrementing the ESP and 〈B〉 values; nevertheless, we
also notice that, as the connectivity increases, the degree
to which all three fields change also steadily decreases; we
also touch upon this in Sec. IV.

(a) (b) (c)

X 
(%

)

X (%) X (%) X (%)

X 
(%

)

X 
(%

)

FIG. 5. Results for the circuit generating the AME(6,2) state. In blue, green, and red, we have measured: the average Bell operator
〈B〉; the ESP, expressed as a percentage; and the shuttle count added during the compilation process. 104 trials were conducted for all
three CGs.
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TABLE I. Averaged ESP, 〈B〉, and shuttle operations, as
reported in Fig. 5, over all sizes of each CG.

CG � (10−8) 〈B〉 Shuttles

CG1 0.39 40.82 975
CG2 4.71 40.87 445.75
CG3 6.65 40.88 419

C. Logical success rate and ESP results

Figure 6 displays the logical success rate ps obtained
for the [[4, 1, 2]] error-detecting surface code, together with
the shuttles added. We have reported averages over (a) the
number of cycles tested in our simulations as we increase
the lattice size, and (b) over all lattice sizes as the num-
ber of cycles is incremented. As can be seen in (a), the
shuttle count steadily increases for all but CG2 (for which
the shuttle count actually decreases slightly). As a result,
the lattice size increases commensurately, showing a drop
in the logical qubit’s logical success rate. The only excep-
tion to this rule is shown for CG2, which again exhibits
an increase in logical success rate as the lattice size is
increased. As for (b), averaging over lattice sizes and
incrementing the number of stabilizer measurement cycles
paints a different picture: initially, after one cycle, it can
be seen that the logical success rate and the shuttle count
inversely correlate with one another. Indeed, it is also evi-
dent that the most highly connected CG, CG3, exhibits a
high logical success rate. However, as we raise the num-
ber of measurement cycles, at about the sixth cycle, we see
that the logical success rates of all connectivity graphs are
roughly indistinguishable from each other, and this trend
continues as we continue to add stabilizer measurement

cycles; we elaborate more on this in Sec. IV. Finally, we
also report on the Pauli logical error content detected in
Appendix A.

By and large, we see in (a) and (b) of Fig. 7 that the ten-
dencies of both the ESP and logical success rate agree with
each other, although the absolute values of both widely dif-
fer. As expected, the ESP exponentially decays with circuit
depth, and converges to zero at about six or seven stabi-
lizer measurement cycles. Again, this result is in agreement
with our results in Fig. 6 on the logical success rate decay,
and are indicative of how, in a more realistic experiment,
it is expected that the logical success rate of a logical
qubit converges to a specific (low) value. The reason for
this convergence is related to the projective (stabilizer)
measurements utilized; although errors will build up and
propagate throughout a circuit as its depth is increased,
projective measurements still will project the logical qubit
into a logical eigenstate pertaining to one of the codestates,
and in doing so, there will be a finite probability that
one of these corresponds to the correct logical qubit
codeword.

In Table II, we have calculated the averages of ESP,
logical success rate, and shuttles over all cycles for each
size and CG. When focusing on the average shuttles, we
note a bigger reduction between CG2 and CG3 compared to
CG1 and CG2. These relative differences are also reflected
in the ESP and logical success rate in the table. Smaller
lattice sizes can offer competitive results when compared
to larger ones across all metrics displayed. These obser-
vations underscore the fact that improving connectivity or
size of the device is not guaranteed to provide an improve-
ment in the entanglement measures that we have chosen to
study; we discuss this and other related observations and
put them into the larger perspective in Sec. IV.

(a) (b)

FIG. 6. Finalized logical success rate ps results for the [[4, 1, 2]] surface error-detecting code, under (a) cycle averaging and (b)
averaging over all sizes for a particular CG, and were taken after averaging over 20 000 trials.
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FIG. 7. Finalized ESP results for the [[4, 1, 2]] surface error-detecting code, under (a) cycle averaging and (b) averaging over all sizes
for a particular CG.

D. More invasive noise models

Figure 8 depicts the tripartite mutual information I3
obtained from tensor-network simulations; these have been
derived from the same compiled circuits as previously
(Figs. 6 and 7). Here, the noise model ETN is used. As I3
is a measure of the global and local distribution of quan-
tum entanglement over subsystems, we note that, unlike
previous results, a lower (potentially below zero) I3 value
is desirable, as it implies a global distribution of genuine
multipartite entanglement over a circuit (and therefore over
the quantum device). Subfigures (a) and (b) again show the
averaged I3 with respect to cycles or lattice sizes, respec-
tively; we then opt to increment lattice sizes and the cycle
number, respectively.

In Fig. 8(a), we note a slightly different tendency in the
I3 than in our previous simulations; namely, as the lattice
size is increased for CG2 and CG3, at first, we observe a
decrease in the I3, and subsequently an increase (for CG1,
we notice a trend of increasing I3). The main reason for
this behavior involves the observation that all of the aver-
aged I3 values are greater than zero; that is, we can surmise

TABLE II. Averaged ESP, logical success rate, and shuttle
operations, as reported in Figs. 6 and 7, over all cycles of each
size and CG.

� (%) Logical success rate (ps) Shuttle count

CG1 1.8812 0.2754 252.45
CG2 2.0923 0.2785 207.20
CG3 2.4441 0.2812 134.88
Size 4 2.1463 0.2782 186.07
Size 5 2.1891 0.2793 197.53
Size 6 2.1513 0.2783 196.83
Size 7 2.0700 0.2777 212.27

that, averaged over all cycles, the tripartite mutual infor-
mation for every device size is expected to stay squarely in
the area-law phase. As such, monitoring changes in the I3
is important, as this signals the changing nature of multi-
partite entanglement correlations in the quantum system;
however, the overall character of entanglement correla-
tions observed stay within the disentangling (area-law)
phase.

Figure 8(b) showcases a similar concept as in Sec. III C;
that is, in the first cycle, the average I3 over all lattice sizes
is generally below zero, located inside the QEC phase;
here, it is presumed that volume-law entanglement behav-
ior dominates in the quantum system. However, as we
increase the number of cycles in our simulation, we see
that already in the second cycle, one can preliminarily note
the presence of a measurement-induced phase transition,
as I3 crosses over from negative to positive. This informa-
tion is important, as from here on out, it is known that the
individual subsystems of the quantum device will begin to
behave in a classically correlated manner; indeed, as we
increase the number of cycles, the exact same correlation
between shuttle count and I3 follows the trends of Secs.
III B and III C. Additionally, we notice that at around six
or seven cycles, the I3 measured for CG2 and CG3 effec-
tively converge, suggesting that, as the number of cycles
is increased, the potential gain in connectivity via CG3
matters less and less.

1. Incorporating crosstalk

As discussed in Sec. II, crosstalk refers to a problematic
noise source that constrains the degree to which paral-
lelization of noisy operations is possible in most current
quantum devices [153]. In many qubit technologies and
their accompanying architectures, crosstalk can even arise

020307-13



N. PARASKEVOPOULOS et al. PRX QUANTUM 6, 020307 (2025)

(a) (b)

FIG. 8. Results from the tensor-network simulation of the [[4, 1, 2]] surface error-detecting code, under (a) cycle averaging and (b)
averaging over all sizes for a particular CG. 2, 000 Monte Carlo trials were taken per data point. Tripartite mutual information is
generally shown to become more positive in both (a) and (b), as additional shuttles are added to the compiled circuit; this is consistent
with the I3, which is observed to leave the volume law (QEC) phase at approximately the second cycle of stabilizer measurements,
entering the area-law (disentangling) phase.

from single-qubit operations [101]. While these deleteri-
ous effects can be mitigated experimentally to some extent
in single-qubit operations, crosstalk from two-qubit gates
remains a significant challenge and is not well understood
in general [101,154]. Given these issues, we aim to pro-
vide a preliminary investigation of crosstalk using a naive
model; we simulated the impact of crosstalk originating
from two-qubit interactions using the same tensor-network
approach as utilized in Fig. 8.

The error model employed for the crosstalk simula-
tions takes the following form, in addition to the noise
parameters from ETN:

(a) After a two-qubit gate CU, we apply a CPHASE(ζ )
gate with probability pcross = 10(pr

1/3ξ). Either the
control or target qubit of the CPHASE(ζ ) is des-
ignated from among the operands of the CU gate,
while the other qubit is randomly selected from the
remaining, nonoperational qubits.

One may inquire as to why we included the term ξ

in our modeling of the crosstalk. This term is used in
order to take into account the connectivity differences
on average across all CGs tested, as it is known that
crosstalk is more prevalent in highly connected devices
[153,154]. Additionally, our crosstalk simulation adheres
to one of the criteria on the definition of a crosstalk
error [101]; namely, our model violates the locality
condition, since one of the operands is scrambled to
another random qubit with some probability. Using these
model parameters, we analyzed the impact of crosstalk

across a spectrum of gate errors, specifically using the
probabilities pr

1 = {0.01, 0.03, 0.05, 0.08}, as discussed in
Sec. II F.

In Fig. 9, the I3 results from tensor-network simulations
based on the same compiled circuits are shown, conducted
over the range of previously specified error rates for two
scenarios: (a) without crosstalk and (b) with crosstalk. In
each subfigure, the four groups of three colored lines (red,
green, and blue) correspond to each error rate in the range,
with the lowest rate at the bottom (opaque) and the highest
error rate at the top (translucent and faded). For reference,
the lower set of lines in Fig. 9(a) essentially mirrors the
results displayed in Fig. 8(a). Notably, as we go from the
lower error rates (at the bottom line group) in the range
to the highest (top line group), the I3 growth rate progres-
sively declines, indicating a nonlinear relationship between
error rates and I3.

Since it could be difficult to clearly distinguish sub-
tle, but nonetheless important, differences in Fig. 9, we
have additionally placed the average I3 received from all
error rates (per CG and lattice size) in Table III. Taking
stock of the data from Table III and Fig. 9, we can sur-
mise that, as the error rates are increased with crosstalk,
the resulting values calculated show a severely weak-
ened advantage of CG3 over the other two connectivities;
this was not observed so prominently in our simulations
without crosstalk. Indeed, at higher error rates, the I3 cal-
culated for CG3 even becomes worse than that of the other
two CGs, indicating that the advantage of more local con-
nectivity in CG3 is counterbalanced by the introduction of
more crosstalk.
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(a) (b)

FIG. 9. Results from the tensor-network simulation of the [[4, 1, 2]] surface error-detecting code for a range of error rates, (a) with
crosstalk (parameterized by pr

1 after two-qubit gates) and (b) without crosstalk.

IV. DISCUSSION

There are many points of discussion here. Firstly, let us
consider the simulation for generating the AME(6,2) state
and subsequent measurement of the Bell operator, in addi-
tion to the ESP. In particular, one may ask why we have
chosen to graph 〈B〉, ESP, and the shuttle count together on
one vertical axis, as we have done in Fig. 5; after all, the
actual absolute values of the data we obtained lie staunchly
on different orders of magnitude, and, a simple glance at
the equations governing ESP and 〈B〉 seems to imply that
no a priori relationship between these metrics exists; in
this sense, it may appear that we have manufactured a cor-
relation where in fact none exists. However, the parameters
of the simulation were constructed in a way such that the
only significant allowed change to every circuit per trial is
the shuttle count. In addition, the major theme of our sim-
ulations involves the notion of constructing a hierarchy of

comparison, instead of establishing absolute values for our
measures. In this way, our purpose centers on establishing
relations to assess the quality of a spin-qubit architecture.
As such, we graphed these three measures together in order
to highlight a trend; namely, that the change in shuttle
count throughout the simulation wrought changes that are
observable in the Bell operator and ESP, and we observe
exactly this behavior throughout our investigation.

Next, one may critique the minor differences present in
the ESP and Bell operator values reported in Fig. 5; in par-
ticular, one may state that the degree of change in 〈B〉 is
not significant, and that furthermore, the ESP values them-
selves are very close to zero. In this work, we chose to
analyze architectures on the basis of their entanglement
properties; quantum entanglement structure is fragile in
and of its own accord, and previous studies have shown
that even small deviations in the Bell operator can sig-
nify large changes in qubit-qubit correlations, in addition

TABLE III. The upper-half table shows the average I3 by coupling graph for various error rates, both with and without crosstalk;
subsequently, the lower-half table displays the average I3 by size for various error rates, also with and without crosstalk.

CG Error Rate 0.01 Error Rate 0.03 Error Rate 0.05 Error Rate 0.08

Crosstalk No Crosstalk Crosstalk No Crosstalk Crosstalk No Crosstalk Crosstalk No Crosstalk

1 0.6759 0.6501 1.4380 1.4000 1.7841 1.7337 2.0688 1.9844
2 0.6589 0.6308 1.4270 1.3728 1.7839 1.7161 2.0778 1.9777
3 0.6517 0.6192 1.4263 1.3684 1.7928 1.7118 2.0909 1.9725

Size Error Rate 0.01 Error Rate 0.03 Error Rate 0.05 Error Rate 0.08

Crosstalk No Crosstalk Crosstalk No Crosstalk Crosstalk No Crosstalk Crosstalk No Crosstalk

4 0.6856 0.6616 1.4628 1.4123 1.8067 1.7439 2.0916 1.9984
5 0.7054 0.6720 1.4686 1.4327 1.8111 1.7591 2.0836 1.9999
6 0.6546 0.6316 1.4187 1.3743 1.7720 1.7180 2.0681 1.9735
7 0.6624 0.6364 1.4263 1.3828 1.7808 1.7225 2.0696 1.9759
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FIG. 10. Shuttle counts resulting from compiling the AME(6,2) circuit for each CG, using a range of initial placement optimization
trials from SABRE, are shown. The red line represents the shuttle counts from simulations in Fig. 1. Due to SABRE’s limitations in
optimizing shuttle operations, the resulting shuttles differ significantly. Typically, larger CG sizes allow initial placement algorithms to
achieve more effective initial placements. However, in this case, we observe a potential trend in the opposite direction even with more
trials.

to the general structure of multipartite entanglement [29].
This effect is also present in the other metrics chosen,
as very small differences in the I3 (or in the bipartite
mutual information) can signal the advent of measurement-
induced phase transitions [51,52,93,94]; we will comment
more on this shortly.

In Fig. 5(b), we observed incongruent behavior of the
measures for CG2; although all of the metrics are clearly
correlated with one another, we discussed in Sec. III B
one possible reason as to why CG2’s results fluctuate in
comparison to those of the other architectures tested. In
particular, this discrepancy can be explained by consid-
ering the initial placement algorithm SABRE. To better
demonstrate the effect of initial placement with SABRE
on the same circuit simulations of Fig. 5, a range of opti-
mization trials (in between [1,200] trials) were tested, and
the resulting shuttle counts were plotted in Fig. 10. Here,
we define a trial in SABRE as a simultaneous three-step
search process; more details on this can be found in Ref.
[107]. As is evident, a higher or lower number of trials
does not always equate with a more or less favorable shut-
tle count (even if the qubit density decreases with larger
sizes), since SABRE is not optimized for shuttle opera-
tions present in spin-qubit devices. As explained in Sec.
II E, the results can, therefore, vary significantly, regard-
less of how many trials are taken. Consequently, one can
still conclude that compilation methods can have a signif-
icant influence on the values of all measures utilized in
our studies; this agrees with the findings in the literature
[109,110].

Regarding the simulation results shown in Figs. 6 and 7,
the close correspondence between both sets of data sug-
gests that small quantum error-detection experiments with
up to five cycles of stabilizer measurements could be pos-
sible using any of the devices considered in this work.
CG3 outright obtains the highest value for both the ESP

and logical success rate in this cycle range, with CG2 and
CG1 falling in line with lower logical success rate and ESP
values. By examining Figs. 7(a) and 7(b) more closely,
we observe the same partial ordering as per the values
of both of the measures captured, with CG3 showing an
advantage over the other two as expected. However, for
certain sizes, both the metrics of CG2 and CG3 converge
closely. The main message from this observation is that,
when averaged over many cycles, the measured ESP and
logical success rates for CG2 and CG3 do not differ heavily;
this is significant, as it implies (as in Fig. 5) that for near-
term experiments with highly entangled quantum states, it
is not necessarily more beneficial to fabricate a device with
higher local connectivity. Instead, under the assumption of
utilizing quantum compilation methods, we note that real-
izing a properly-compiled quantum circuit on CG2 in fact
approaches the values of CG3 in several key metrics that
we have studied. We also observe this for Figs. 8 and 9,
although as the crosstalk effect is increased, we notice that
the I3 calculated for CG2 and CG3 become even worse
than CG1.

Looking more deeply at the ESP and logical success
rate, it becomes clear that the ESP approaches 0 rela-
tively quickly while ps converges to approximately 0.25.
As explained in Sec. II D, ESP stands out from the other
metrics due to its worst-case approach to estimating per-
formance and with better computational efficiency. In
contrast, the logical success rate ps is calculated over
numerous state-vector simulation trials; one can expect
that, under the conditions affecting our noise model, pro-
jective measurements should repeatedly project the logical
state back into the codespace, as was discussed in Sec.
III C. Although both metrics scale differently with larger
circuits, their relative performance remains correlated, as
previously discussed, making them equally reliable for
their respective use cases.
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We also remark that the noise models utilized for the
tensor-network simulations of Figs. 8 and 9 indicate a
distinct noise model from those of Secs. III B and III C.
Although the inclusion of idling errors do not affect the
main conclusions from our results, the crosstalk present
in our other error model does affect the conclusion of our
study. This effect can be seen in Fig. 9(a); as the error
rate is incremented, the I3 grows nonlinearly, per cycle. At
the higher error rates (shown in faded colors), we discern
that the three size-averaged CGs converge after smaller
and smaller cycle numbers; this indicates the effects of
crosstalk at higher error probabilities, since all other noise
effects in our simulations are accounted for. Taken at face
value, these results further imply fundamental limitations
to the size and depth of quantum circuits that the selected
architectures will be able to perform.

Regarding the results shown in Fig. 8, we mentioned
the possible appearance of a measurement-induced phase
transition (MIPT) from volume- to area-law phases. While
it is known that the I3 generally is a good indicator of such
MIPTs, we assert that more investigation is needed in order
to ascertain this supposition; for a start, the size of the cir-
cuits tested (in this case, the surface-code circuit) could
be scaled with the size of the device, in order to main-
tain roughly equal qubit densities. Additionally, both the
entanglement entropy and the I3 should exhibit the pro-
totypical peaks consistent with MIPTs, and our results do
not confirm this trend at the moment, even though other
works have observed the existence of this phenomenon in
the surface code [95]. We leave the exploration and confir-
mation of MIPTs in such prospective architectural studies
for future work.

The results from Fig. 9 and Table III support our find-
ings that, in the presence of crosstalk, there are underlying
tradeoffs with regard to adding local connectivity to a
spin-qubit device. In particular, it is evident that, even
at the error rate 0.03, the size-averaged I3 are the same
for both CG2 and CG3. As we increase the error rate for
the crosstalk simulations, CG3 attains the worst I3 of the
three connectivity graphs. These same results are visible,
even without crosstalk, but become accentuated as we add
crosstalk to error model ETN. As such, we can deduce that,
in the presence of the naive crosstalk model used here,
our results indicate a disadvantage when utilizing the most
highly connected CGs. It is interesting to remark that we
have also probed the same simulations, but with single-
qubit crosstalk parameters added; again, the same tendency
is again present, albeit to larger degree.

Surprisingly, the CG-averaged size results from Table
III imply that lattice size 2 × 6 on average achieves con-
sistently the lowest I3. One may ordinarily suspect that
the largest device, the 2 × 7 array, would achieve the most
favorable I3, as all qubits in the circuit are relatively
isolated from one another; however, we do not observe
this in our results. One intuitive reason may have to do

with the qubit density of the array. Consider, for example,
an empty spin-qubit array; as we start to add qubits, the
degree to which they can be correlated with one another is
quite limited, as it is known that entanglement correlations
exponentially decay over small distances when exposed
to environmental effects [155]. Notwithstanding, we will
eventually approach a critical point of filling the lattice,
after which it becomes progressively more and more dif-
ficult to perform shuttling operations, and the benefit of
doing so in a spin-qubit device fades. This phenomenon is
known in percolation theory as the percolation threshold,
and separates classical “phases” of particle behavior into
those which interact independently versus those which are
strongly dependent upon the interactions of neighboring
particles or clusters on the lattice [156]. For a Euclidean
square lattice, the site-percolation threshold is known to
be pperc ≈ 0.5927, for which there is an approximately 1%
difference with the qubit filling in our 2 × 6 array (i.e.,
7/12 ≈ 0.583) [156]. In light of this, it seems reasonable
to conclude that, for the seven-qubit circuits that we have
tested, a 2 × 6 bilinear array may yield better I3 results.
One may be able to formalize this concept more, by look-
ing concretely into critical exponents and how they affect
the quality of entanglement on the device as it realizes
the quantum circuit; more investigation is needed into this,
which we leave for future work. In the most realistic case, a
pragmatic experimentalist would consider a 2 × 6 array as
a subset of a larger spin-qubit array, permitting the system
to be always operated at an optimal filling. This condition
allows for the exploration of optimally sized lattices for
circuit execution in future spin-qubit architectures.

We would like to briefly note that our simulations, at
first glance, do not seem scalable [with the notable excep-
tion of ESP, which scales as O(g), where g is the number
of gates in a given circuit]. One reason for this issue may
be due to necessity of large-scale Monte Carlo simulations,
tensor-network contraction, or calculations such as matrix
diagonalization, which are known to scale at worst O(n3)

for dense matrices (where n is the dimension of the matrix),
and at best O(n) for sparse matrices. However, our meth-
ods could be substantially improved by utilizing optimized
tensor-network contraction techniques, such as those from
Refs. [157,158]. We leave such optimizations for future
work.

Finally, one may be tempted to establish a global prece-
dent of lattice sizes, given the overall implications of our
work; after all, only one set of results from our work
[Fig. 5(b)] does not immediately agree with the conclu-
sions drawn from the rest. Accepted as is, we cannot claim
that a particular lattice size of spin-qubit device would be
more or less advantageous than another. As stated before,
the major reason for this added nuance to our results lies
in the fact that the initial placement algorithm, SABRE,
is not optimized for all of the architectural features that
typically characterize spin-qubit technologies. If an initial
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placement algorithm for spin-qubit architectures can be
developed with provable guarantees for solution quality
(such as a specialized version of [159] for spin-qubit tech-
nology), we believe that the results of our work should be
revisited. However, in spite of the complications discussed
above, we can safely conclude that circuit compilation
does greatly influence the four metrics that we have pro-
posed, in order to study the connectivity trade-offs between
future architectural designs. In light of our demonstration,
it is highly probable that, by utilizing appropriate quan-
tum circuit-compiling techniques, it is possible to achieve
better metric values for more sparsely connected devices.
In particular, our results strongly suggest that, while CG2
and CG3 indeed may not have such different entangle-
ment properties, the extra connectivity of CG2 and CG3
do not appear to be worth the fabrication effort, especially
in light of the convincing results evinced by our crosstalk
simulations. These outright worse results were prominent
in almost all of the data obtained, especially in the limit
of both higher cycle numbers of stabilizer measurements,
as well as higher lattice sizes (i.e., lower qubit densities)
when we employed our crosstalk model.

V. CONCLUSION

In this work, we have presented a framework based
on quantum information-theoretic and compilation-based
measures for methodically evaluating the entanglement
properties of prospective quantum architectures. More
specifically, we have utilized the following entanglement
measures: the average Bell operator 〈B〉; the logical suc-
cess rate ps for the smallest error-detecting surface code;
and the tripartite mutual information I3 (again for the
[[4, 1, 2]] surface code). We also proposed a modification to
the estimated success probability, a known metric in quan-
tum compilation, in order to take into account the effects
of decoherence in certain quantum devices stemming from
thermal relaxation. We demonstrated the usefulness of our
techniques by realizing an architectural study which pro-
files the structure of entanglement of generated quantum
many-body states. Indeed, it is supposed that more local
connectivity is immediately beneficial towards executing
highly entangled quantum circuits. Surprisingly, we find
that, under the assumptions of the noise models chosen,
it is possible to approach comparable qubit-qubit corre-
lations, ESP, logical success rates ps, and I3 values to
the most highly connected quantum devices in our set, by
utilizing appropriate techniques from spin-qubit quantum
compilation with SpinQ [11] and beSnake [53], as well
as the advantage conferred through the usage of shuttling.
Our results suggest that for small-scale spin-qubit exper-
iments, more device connectivity does not necessarily
guarantee an improvement in the quality of quantum entan-
glement arising from circuit-prepared quantum states; this
narrative was strongly apparent in our ETN error model

simulations, as well as for all other simulations (albeit to
a somewhat lessened degree, which we attribute mainly
to the lack of a specialized initial placement algorithm).
Central to our approach was the incorporation of expected
device characteristics, such as gate and shuttling durations
and expected dominant noise sources.

Our results come in the wake of several recent works
attempting to evaluate the device-level fitness of spin-
qubit architectures for near-term quantum error-correction
experiments [37,39,99]. Modification of our methodology
for the direct simulation of such error-correction schemes
is straightforward, and in this way, our framework can
assist with device prototyping and design, without the
financial, manufacturing, and time overhead costs nor-
mally ascribed to the development of new experimental
quantum devices. Indeed, the framework proposed can be
utilized to test further spin-qubit architectures, outside of
the connectivities tested in this work. Moreover, by modi-
fying parameters of the simulation such as gate duration or
the parameters of the compiler, one may be able to inves-
tigate other qubit technologies as well, such as trapped
ion, neutral atom, and superconducting devices. One may
be able to simulate more nuanced environmental hardware
noise sources using a density-matrix simulation [160]; we
leave this for future exploration.

As we remarked in Sec. IV, several future directions are
possible. We address a few of these ideas below:

(a) As we have investigated a simple quantum error-
detection code’s logical success rate, it would also
be useful to simulate directly the logical success
rate of various transversal logical operations in the
[[4, 1, 2]] surface code, as was experimentally real-
ized in Ref. [48] for superconducting qubit tech-
nologies. This concept would help to inform what
logical-level success rates can be expected for simi-
lar experiments in near-term spin-qubit devices.

(b) The development of a specialized spin-qubit initial
placement algorithm would help to substantiate and
bolster many of the conclusions that we drew from
our study, as we have mentioned in Sec. IV.

(c) Reference [161] attempted to address the ques-
tion of connectivity among different types of qubit
technologies, focusing on the implementation of
various quantum algorithms in trapped-ion and
superconducting devices available at the time. As
the semiconductor spin-qubit community scales
up their devices, it may be useful to revisit this
work and benchmark again, with near-fault-tolerant
logical-level algorithms and specialized compilation
techniques (such as those used in our work).

(d) Larger circuits could be leveraged in order to inves-
tigate the presence of an MIPT, which we prelim-
inarily have observed in our results with tripar-
tite mutual information. By scaling the size of a
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commensurate error-correction code, one may be
able to investigate the asymptotic threshold prop-
erties that emerge, as in Ref. [99] (although such
efforts may be problematic, as the definition of a
threshold in QEC is contingent on the existence of
arrays in the asymptotic limit). Scaling the size of
our simulations would be expensive computation-
ally; however, there are many methods by which one
can optimize tensor-network simulations for large-
scale quantum circuit investigations [157,158].

(e) It has been suggested in Ref. [162] that multiple
device cores could be connected via shuttling- and
microwave-based module interlinks [163,164]; it
would be fascinating to see whether our observa-
tions hold in this modular regime.

(f) We have neglected gate parallelization in this work,
in order to focus on the unique characteristics
of spin-qubit devices: namely, finite-connectivity
architectures and qubit density, combined with
allowed shuttling operations. In the future, one
could benefit from investigating parallelization pro-
tocols in this vein.

(g) Lastly, one could easily expand this study towards
even more practical techniques related to near-
fault-tolerant experiments, such as other types
of quantum error-correction codes [37,165–167]
or magic-state distillation [83,168,169], ingredi-
ents that are needed for large-scale, fault-tolerant
quantum computing.

The architectural conclusions that we have arrived at in this
study are specifically bound to the parameters that have
been chosen for each error model. Although we strongly
suspect that our observations hold in more general circum-
stances, future work will be needed in order to ascertain
the specificity of our results for spin-qubit platforms. As
an example, the ratio of the shuttling time to the coher-
ence time may have a significant impact on the inferences
arrived at.
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APPENDIX: SUCCESS RATES FOR SELECTED
SIMULATIONS WITH PAULI ERROR RATES

In the results shown in Figs. 6 and 7, the success rate
is calculated as the frequency of 000 or 111 syndrome
measurement results, relative to the total number of Monte
Carlo simulation trials. In Fig. 11, we present individ-
ual success rates alongside the corresponding Pauli error
rates for each of the three CGs of size 6. The differences
observed in the figures are subtle; however, with increased
connectivity, we see a reduction in shuttle operations and a
modest increase in the overall success rate.

Examining the Pauli error rates more closely, we noticed
that Z and Y errors increase slightly up to approxi-
mately cycle 4, after which they stabilize. Conversely, Y
errors exhibit a more pronounced increase until reaching a
plateau at the same level as X errors. Thus, if Z and X error
rates are relatively stable, Y errors appear to be the primary
factor impacting the logical success rate. This is evident
from the distinct trend between Y errors and the success
rate. These findings suggest that the combination of this
circuit with the specific architectures and error model is
particularly susceptible to Y errors, and with our frame-
work, we are able to explicitly identify and extract this
vulnerability, providing valuable insights into the system’s
behavior.

From a more detailed perspective, Z errors are relatively
low because they occur exclusively with a 100 stabilizer
measurement. Additionally, the error model is negatively
biased towards Z gates due to the effects of decoherence:

020307-19



N. PARASKEVOPOULOS et al. PRX QUANTUM 6, 020307 (2025)

(a) (b) (c)

FIG. 11. Success rates for select simulations with Pauli error rates. (a) Architecture with CG1 of size 2 × 6. (b) Architecture with
CG2 of size 2 × 6. (c) Architecture with CG3 of size 2 × 6.

Z errors introduced from the decoherence-induced errors
can be canceled by subsequent Z errors occurring from the
depolarizing model. In contrast, X and Y errors arise under
different conditions: X errors occur when the stabilizer
measurement is 010 or 001, while Y errors manifest in mea-
surements of 110 or 101 which explains their higher error
rate compared to Z errors. For the X errors, we see that, at
the beginning of the simulation, the amount of relative X
errors is similar to the proportion dictated by depolarizing
noise; however, as the simulation progresses, the injection
of other Pauli errors can cause nontrivial error mixing, thus
resulting in slightly larger error rates of X errors than may
be normally expected in the depolarizing noise framework.
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K. Życzkowski, Absolutely maximally entangled states,
combinatorial designs, and multiunitary matrices, Phys.
Rev. A 92, 032316 (2015).

[69] M. A. Nielsen, Cluster-state quantum computation, Rep.
Math. Phys. 57, 147 (2006).

[70] O. Gühne, G. Tóth, P. Hyllus, and H. J. Briegel, Bell
inequalities for graph states, Phys. Rev. Lett. 95, 120405
(2005).

[71] F. Huber, O. Gühne, and J. Siewert, Absolutely maximally
entangled states of seven qubits do not exist, Phys. Rev.
Lett. 118, 200502 (2017).

[72] F. Huber, C. Eltschka, J. Siewert, and O. Gühne, Bounds
on absolutely maximally entangled states from shadow
inequalities, and the quantum Macwilliams identity, J.
Phys. A: Math. Theor. 51, 175301 (2018).

[73] D. M. Greenberger, M. A. Horne, and A. Zeilinger, in
Bell’s theorem, quantum theory and conceptions of the
universe (Springer, 1989), p. 69.

[74] Z. Raissi, Modifying method of constructing quantum
codes from highly entangled states, IEEE Access 8,
222439 (2020).

[75] A. G. Fowler, M. Mariantoni, J. M. Martinis, and A.
N. Cleland, Surface codes: Towards practical large-scale
quantum computation, Phys. Rev. A 86, 032324 (2012).

[76] B. M. Terhal, Quantum error correction for quantum
memories, Rev. Mod. Phys. 87, 307 (2015).

[77] A. Y. Kitaev, Fault-tolerant quantum computation by
anyons, Ann. Phys. (N. Y) 303, 2 (2003).

[78] S. B. Bravyi and A. Y. Kitaev, Quantum codes on a lattice
with boundary, arXiv:quant-ph/9811052.

[79] R. Acharya, L. Aghababaie-Beni, I. Aleiner, T. I. Ander-
sen, M. Ansmann, F. Arute, K. Arya, A. Asfaw, N.
Astrakhantsev, and J. Atalaya et al., Quantum error correc-
tion below the surface code threshold, arXiv:2408.13687.

[80] A. Asfaw, A. Megrant, C. Jones, C. Gidney, D. Bacon, D.
Debroy, D. Kafri, E. Lucero, H. Neven, and J. Hilton et
al., Suppressing quantum errors by scaling a surface code
logical qubit, Nature 614, 676 (2023).

[81] Z. Chen, K. J. Satzinger, J. Atalaya, A. N. Korotkov,
A. Dunsworth, D. Sank, C. Quintana, M. McEwen, R.
Barends, and P. V. Klimov et al., Exponential suppression
of bit or phase flip errors with repetitive error correction,
arXiv:2102.06132.

[82] D. Horsman, A. G. Fowler, S. Devitt, and R. Van Meter,
Surface code quantum computing by lattice surgery, New
J. Phys. 14, 123011 (2012).

[83] S. Bravyi and A. Kitaev, Universal quantum computation
with ideal Clifford gates and noisy ancillas, Phys. Rev. A
71, 022316 (2005).

[84] Y. Tomita and K. M. Svore, Low-distance surface codes
under realistic quantum noise, Phys. Rev. A 90, 062320
(2014).

[85] J. P. Bonilla Ataides, D. K. Tuckett, S. D. Bartlett, S. T.
Flammia, and B. J. Brown, The XZZX surface code, Nat.
Commun. 12, 2172 (2021).

[86] M. Vasmer and D. E. Browne, Three-dimensional surface
codes: Transversal gates and fault-tolerant architectures,
Phys. Rev. A 100, 012312 (2019).

[87] D. K. Tuckett, A. S. Darmawan, C. T. Chubb, S. Bravyi,
S. D. Bartlett, and S. T. Flammia, Tailoring surface codes
for highly biased noise, Phys. Rev. X 9, 041031 (2019).

[88] Y.-L. Wang, Planar k-uniform states: A generalization of
planar maximally entangled states, Quantum Inf. Process.
20, 271 (2021).

[89] S. Choi, Y. Bao, X.-L. Qi, and E. Altman, Quantum error
correction in scrambling dynamics and measurement-
induced phase transition, Phys. Rev. Lett. 125, 030505
(2020).

[90] P. Sierant, M. Schirò, M. Lewenstein, and X. Turkeshi,
Measurement-induced phase transitions in (d+1)-dimen-
sional stabilizer circuits, Phys. Rev. B 106, 214316
(2022).

020307-22

https://doi.org/10.1103/PhysRevX.11.011030
https://doi.org/10.1109/TQE.2024.3429451
https://doi.org/10.1038/s41467-021-24371-7
https://doi.org/10.1038/s41467-024-49358-y
https://doi.org/10.1038/s41467-024-45583-7
https://doi.org/10.1103/PhysRevA.61.042311
https://doi.org/10.1103/PhysRevA.59.1829
https://doi.org/10.1007/JHEP06(2015)149
https://doi.org/10.1103/PhysRevA.98.052301
https://doi.org/10.1038/s41467-023-42743-z
https://doi.org/10.1103/PhysRevLett.127.040507
https://arxiv.org/abs/2407.11926
https://doi.org/10.1103/PhysRevA.69.062311
https://doi.org/10.1016/j.aop.2014.06.013
https://arxiv.org/abs/1306.2879
https://doi.org/10.1103/PhysRevA.92.032316
https://doi.org/10.1016/S0034-4877(06)80014-5
https://doi.org/10.1103/PhysRevLett.95.120405
https://doi.org/10.1103/PhysRevLett.118.200502
https://doi.org/10.1088/1751-8121/aaade5
https://doi.org/10.1109/ACCESS.2020.3043401
https://doi.org/10.1103/PhysRevA.86.032324
https://doi.org/10.1103/RevModPhys.87.307
https://doi.org/10.1016/S0003-4916(02)00018-0
https://arxiv.org/abs/quant-ph/9811052
https://arxiv.org/abs/2408.13687
https://arxiv.org/abs/2102.06132
https://doi.org/10.1088/1367-2630/14/12/123011
https://doi.org/10.1103/PhysRevA.71.022316
https://doi.org/10.1103/PhysRevA.90.062320
https://doi.org/10.1038/s41467-021-22274-1
https://doi.org/10.1103/PhysRevA.100.012312
https://doi.org/10.1103/PhysRevX.9.041031
https://doi.org/10.1007/s11128-021-03204-y
https://doi.org/10.1103/PhysRevLett.125.030505
https://doi.org/10.1103/PhysRevB.106.214316


NEAR-TERM SPIN-QUBIT ARCHITECTURE DESIGN. . . PRX QUANTUM 6, 020307 (2025)

[91] R. Fan, S. Vijay, A. Vishwanath, and Y.-Z. You, Self-
organized error correction in random unitary circuits with
measurement, Phys. Rev. B 103, 174309 (2021).

[92] J. Eisert, M. Cramer, and M. B. Plenio, Colloquium: Area
laws for the entanglement entropy, Rev. Mod. Phys. 82,
277 (2010).

[93] Y. Li, X. Chen, and M. P. A. Fisher, Measurement-driven
entanglement transition in hybrid quantum circuits, Phys.
Rev. B 100, 134306 (2019).

[94] B. Skinner, J. Ruhman, and A. Nahum, Measurement-
induced phase transitions in the dynamics of entangle-
ment, Phys. Rev. X 9, 031009 (2019).

[95] J. Behrends, F. Venn, and B. Béri, Surface codes, quan-
tum circuits, and entanglement phases, Phys. Rev. Res. 6,
013137 (2024).

[96] H. Ollivier and W. H. Zurek, Quantum discord: A measure
of the quantumness of correlations, Phys. Rev. Lett. 88,
017901 (2001).

[97] G. Vidal and R. Tarrach, Robustness of entanglement,
Phys. Rev. A 59, 141 (1999).

[98] N. Quetschlich, L. Burgholzer, and R. Wille, Pre-
dicting good quantum circuit compilation options,
arXiv:2210.08027.

[99] J. Helsen, M. Steudtner, M. Veldhorst, and S. Wehner,
Quantum error correction in crossbar architectures,
Quantum Sci. Technol. 3, 035005 (2018).

[100] P. Murali, J. M. Baker, A. Javadi-Abhari, F. T. Chong,
and M. Martonosi, in Proceedings of the Twenty-Fourth
International Conference on Architectural Support for
Programming Languages and Operating Systems (2019),
p. 1015.

[101] M. Sarovar, T. Proctor, K. Rudinger, K. Young, E. Nielsen,
and R. Blume-Kohout, Detecting crosstalk errors in quan-
tum information processors, Quantum 4, 321 (2020).

[102] Numeric underflows can happen when there is a loss
of accuracy in numerical calculations if ESP becomes
smaller than the smallest positive representable value in
a programming language’s floating-point arithmetic.

[103] M. M. Wilde, Quantum Information Theory (Cambridge
University Press, 2013).

[104] A. Javadi-Abhari, M. Treinish, K. Krsulich, C. J. Wood, J.
Lishman, J. Gacon, S. Martiel, P. D. Nation, L. S. Bishop,
A. W. Cross, B. R. Johnson, and J. M. Gambetta, Quantum
computing with Qiskit, arXiv:2405.08810 [quant-ph].

[105] C. Developers, Cirq (2024).
[106] R. S. Smith, M. J. Curtis, and W. J. Zeng, A practical

quantum instruction set architecture, arXiv:1608.03355
[quant-ph].

[107] G. Li, Y. Ding, and Y. Xie, in Proceedings of the Twenty-
Fourth International Conference on Architectural Sup-
port for Programming Languages and Operating Systems
(2019), p. 1001.
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