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A B S T R A C T   

Installation and maintenance strategies regarding offshore wind farm operations involve extensive logistics. The 
main focus is the right temporal and spatial placement of personnel and equipment, while taking into account 
forecasted meteorological and ocean conditions. For these operations to be successful, weather windows char-
acterized by certain permissive wave conditions are of enormous importance, whereas unforeseen events result 
in high cost and risk of safety. Numerical modelling of waves, water levels and current related variables has been 
used extensively to forecast ocean conditions. To account for the inherited model uncertainty, several error 
modelling techniques can be implemented for the numerical model forecasts to be corrected. In this study, 
various Bayesian Network (BN) models are incorporated, in order to enhance the accuracy of the significant wave 
height predictions and to be compared with other techniques, in conditions resembling the real-time nature of 
the application. The implemented BN models differ in terms of training and structure and provide overall the 
most satisfying performance. Supplementary, it is shown that the BN models illustrate significant advantages as 
both quantitative and conceptual tools, since they produce estimates for the underlying uncertainty of the 
phenomena, while providing information about the incorporated variables’ dependence relationships through 
their structure.   

1. Introduction 

Marine structures like offshore wind turbines can ensure safety and 
serve their main function adequately, in both reliability and economy 
terms, when most – if not all – of the variables involved in their design 
are modelled as accurately as possible. The specification of the un-
certainties related to the environmental variables describing the ocean 
conditions is continuously gaining importance and interest by the 
offshore, coastal, and the emerging renewable energy industries. Several 
studies have been conducted in order to describe, classify, or quantify 
the uncertainties and errors related to meteorological and ocean climate 
variables (see e.g. Haver and Moan, 1983). Simplistically, as proposed 
by Bitner – Gregersen and Hagen (1990) and Bitner – Gregersen et al. 
(2014), the uncertainty can be classified as: (a) Phenomenon related 
uncertainty, which is a product of the natural randomness and stochastic 
nature of the variables incorporated and cannot be reduced, (b) data 
related uncertainty, which surfaces either from the measuring devices’ 

accuracy, or from the assumptions adopted while post-processing the 
data, or due to the insufficient number and quality of the observations, 
(c) model related uncertainty, which constitutes a product of inaccurate 
idealisations, crude assumptions, or even insufficient use of either the 
meteorological or the hydrodynamic model, and (d) statistical uncer-
tainty, which arises from random variations of the data originating from 
measurements, numerical simulations or laboratory tests. It is obvious 
that the true nature of any phenomenon cannot be modelled exactly and 
that even if the probability distributions of some variables are known a 
priori, the extreme complexity of the met-ocean environment makes the 
distributions of the rest completely unknown. The estimation of the bias, 
or systematic error, and the random error evaluation are the first steps to 
quantify the uncertainty of any variable. 

In the case of offshore wind farms, the installation and maintenance 
strategies involve extensive logistics. The main focus is the right place-
ment, in time and space, of both the personnel and the equipment, while 
taking into account forecasted meteorological conditions and the wave 
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characteristics. In order for the aforementioned procedures to be carried 
out successfully, weather windows, interwoven with certain permissive 
wave, wind and current conditions, are of major importance, while 
unforeseen weather or sea climate events result in high cost and risk, 
primarily in terms of safety. Subsequently, successful operations require 
accurate and representative data for the wind farm sites, which unfor-
tunately are inadequately - if at all - provided by surrounding stations. 

In order to produce forecasts of the ocean conditions in a specific 
area, numerical models can be used. Wind speeds, as well as the air and 
water temperatures, resulting from a meteorological model serve as an 
input for numerical modelling of waves, water levels and current related 
variables. In that regard, SWAN (see Booij et al., 1999; Ris et al., 1999) is 
a third-generation wave model, developed at Delft University of Tech-
nology, which computes random, short-crested wind-generated waves in 
coastal regions and inland waters and provides output quantities in 
numerical files containing tables, maps and timeseries. Comparison of 
the wave model forecasts with observations is essential for character-
izing the model deficiencies, identifying systematic and random model 
errors, thus providing areas for improvement. 

Several techniques exist and can be implemented in order for the 
numerical model forecasts to be corrected. The Artificial Neural Net-
works (ANNs), which are information processing paradigms composed 
of a large number of highly interconnected processing elements (neu-
rons) working together, have been used extensively in offshore and 
coastal applications (see e.g. Makarynskyy, 2004; Londhe et al., 2016; 
Krishna Kumar et al., 2017). Supplementary, Copulas (see e.g. Genest 
and Favre, 2007; Embrechts et al., 2001; Nelsen, 2006; Schmidt, 2006; 
Vanem, 2016) have been utilized in various occasions to model the 
dependency of ocean related variables and predict their behavior, as it 
has been done in the works of Leontaris et al. (2016) and Jane et al. 
(2016). Simpler but equally effective methods are the linear regression 
and the stochastic interpolation. Both of these techniques have been 
used extensively in a variety of engineering applications, including 
offshore and coastal (see e.g. Asma et al., 2012; Scotto and Guedes 
Soares, 2007). They do not require substantial training and pose serious 
advantages in terms of computational time and load. A variety of 
methods which can be used to model the joint probabilities of multi-
variate met-ocean parameters can also be found in the review of Bitner – 
Gregersen (2015). 

All of the aforementioned techniques constitute soft computing 
methods and ensure a reasonable computational load. A number of them 
require training using historical or present time data, while others can 
be incorporated forthwith. Some studies have tried to produce valid met- 
ocean climate forecasts using coupled (hybrid) method (e.g. Deshmukh 
et al., 2016), as the ones discussed in this paper, or incorporate solely 
one of the techniques discussed previously to predict the environmental 
conditions therewithal. By “coupled” or “hybrid” methods the use of 
more than one error modelling techniques, or a combination of a soft 
computing method and a numerical model, is implied. Certainly, the use 
of a single soft computing method for prediction reduces the computa-
tional time significantly, but often at the expense of accuracy. 

In this study, special attention is given to the implementation of the 
Bayesian Networks (BNs), graphical models which allow the represen-
tation of a probability distribution over more than one variable and 
whose use has not been that widespread in offshore applications (an 
example can be found in Malekmohamadi et al., 2011), but has been 
tested effectively in other engineering problems, such as coastal 
morphology (see e.g. Poelhekke et al., 2016; Kroon et al., 2017; Wilson 
et al., 2015; Plant and Holland, 2011), environmental modelling (see 
Chen and Pollino, 2012; Aguilera et al., 2011), construction reliability 
(Morales-N�apoles and Steenbergen, 2014), or flood risk analysis 
(Sebastian et al., 2017). Supplementary, many applications of the BNs 
on dependability, risk analysis and maintenance can be found in Weber 
et al. (2012) and Medina Oliva et al. (2009). An overview of many BN 
applications is given in the work of Hanea et al. (2015). Many of the 
applications, however, use networks consisting of nodes that represent 

discrete random variables. Those networks are characterized as discrete 
BNs and suffer from serious limitations, since the provided discrete 
representation of variables for many important problems is inadequate. 

The perspective of this research deviates from providing a forecast, 
accompanied with a desired level of accuracy. The aim is to use auto-
mated tools to quantify the possible errors present in numerical model 
forecasts of the significant wave height (Hs), learn from these errors 
while understanding and quantifying the underlying relations induced 
by certain phenomena to eventually improve the predictions of the 
numerical model, which is solely based on empirically and theoretically 
derived formulas. The consideration of Bayesian Networks aims to the 
description and representation of the underlying uncertainty in nature’s 
behavior, as accurately as possible. While most models, such as Copulas 
or ANNs, would just need past measurements, numerical model data 
and/or numerical model forecasts of the significant wave height, to 
produce a possible correction, the nature of Bayesian Networks imposes 
the use of more variables (e.g. wind velocity, wave period, etc.), whose 
dependency with the variable of interest can produce a forecast of 
enhanced accuracy. 

In Section 2 of this paper some information on the data used for the 
analysis, as well as a description of the theoretical background and 
functionality of the BN models, are outlined. To grant the desired cor-
rections, several models that differ in terms of their training, their 
structure, and the incorporated variables were created and tested. A 
comparison of the performance of all the implemented statistical and 
stochastic techniques took place, to ascertain which one performs better, 
employing widely used evaluation metrics and more specific indicators 
created for the purposes of the application under consideration. Addi-
tionally, the ability of the error correction techniques to perform in 
operational (real-time) conditions was investigated, to evaluate their 
performance even in possible absence of measurements. The results and 
comparison of the different techniques can be found in Section 3, along 
with a discussion on the influence of different BN structures on the 
quality of the outcome. Finally, Section 4 contains the conclusions of this 
study, supplemented by future research paths. 

2. Materials and methods 

The error correction models described here, are essentially fore-
casting tools, which attempt to predict the wave conditions in open seas 
more accurately than a numerical model (in this case SWAN), while 
using the results provided by the latter as an input. Hence, they are 
referred to as “error correction” models, since their nature and behavior 
deviates slightly from a pure predictive tool (see e.g. Emmanouil, 2018). 

In general, the models are able to perform both in non-operational 
(offline) and operational (online) situations. By operational situations, 
the continuous flow of the required data in real-time is implied, while in 
non-operational mode, the model interacts with data stored in the 
computer’s memory. Nevertheless, in both cases the nature of the data, 
and the number of variables included in each simulation, are the same. 
The error correction models require three types of data: (1) on-site 
measurements (observations), which are processed before used (2) nu-
merical model hindcast1 data for a time interval prior to the one under 
consideration. Instead of using hindcast data for the analysis, one could 
alternatively use past forecast data of the numerical model, which of 
course will be less accurate, due to the input of wind data produced also 
by a numerical model (e.g. HIRLAM; see Cats and Wolters, 1996), 
incorporating and transferring uncertainties of its own, and (3) nu-
merical model forecast data for the time interval under consideration 
(48 h ahead of current time). In a real-time scenario, the numerical 
model forecasts is produced every 6 h, so there would be 4 forecasts per 

1 The numerical model hindcast data are produced by incorporation of 
observational wind data as input to the model and a reverse procedure to obtain 
the results (i.e. the opposite of a forecast procedure). 
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day, each one for 48 h ahead. Depending on the error correction method 
some of the above data may or may not be used. 

2.1. Bayesian Networks (BN) model 

2.1.1. Brief theoretical background 
Bayesian Networks (BNs) are graphical models, which allow the 

representation of a probability distribution over a set of random vari-
ables (see Jensen and Nielsen, 2007; Morales-Napoles et al., 2013; 
Hanea et al., 2015; Weber et al., 2012). They consist of a directed acyclic 
graph (DAG) built on discrete (discrete networks), continuous (contin-
uous networks), or both kinds (hybrid networks) of random variables 
(X1, X2, …, Xn), and a set of (conditional) distributions. A DAG is 
constituted by a set of nodes, that represent random variables, and a set 
of arcs, in a way that a directed cycle cannot be created. Within the 
graph, an ordering of the variables can be established, given the direc-
tionality, which provides information on the sampling order, i.e. the 
order which has to be followed so that a sample can be taken from this 
joint distribution. As a result, some of the nodes are characterized as 
“parents” and others as “children”, depending on whether they precede 
or success the node of interest. A marginal distribution is assigned to 
each node with no parent, and a conditional distribution is associated 
with each child node, providing quantitative information about the 
dependences between the variables, which can be either retrieved from 
data or from expert judgment (see e.g. Cooke, 1991). 

Denoting the parent nodes of i as PaðiÞ, the joint density of X1, X2, …, 
Xn is given by: 

fX1 ; …;Xn ðx1;…; xnÞ¼
Yn

i¼1
fXi jXPaðiÞ ðxijxPaðiÞÞ (2.1)  

where fXijXj 
denotes the conditional densities. The factorization of the 

joint distribution relies on the local Markov property of conditional 
independence. 

BNs are quantitative tools, able to evaluate conditional probabilities 
between variables, and at the same time constitute valuable conceptual 
models, since they visually represent independent and dependent vari-
ables in causation relationships (see Chen and Pollino, 2012; Palmsten 
et al., 2014; Stewart-Koster et al., 2010). The principles of BNs as a 
modelling tool are described thoroughly in Pearl (1988) and Jensen 
(1996). The main property of the BNs is inference, which constitutes 
their ability to provide updated distributions, given observations, but 
also characterization of the relationship between the variables. Gener-
ally, the simple visualization of the complicated relationships between 
the random variables, as well as their polyvalence, i.e. the ability to deal 
with issues such as prediction, diagnosis, optimization, data analysis of 
feedback experience, and model updating, makes the use of BNs 
appealing. 

2.1.2. Training methodology 
The Bayesian Networks, as most of the data driven techniques, need a 

sufficient amount of data in order to be trained sufficiently and be able 
to represent the desired relations. When the BN structure is acquired 
through the data, then a significant amount of data is needed. In every 
application the characterization of a training procedure as “sufficient” 
depends largely on the type and behavior of the data. A sensitivity 
analysis would be in place to determine what “sufficient amount” 
actually means for the application. The significant wave height, for 
instance, is a variable whose behavior is highly dynamic, i.e. it can 
change radically in short time intervals (e.g. hours). As a result, the more 
training the model has the better, since it can assimilate to, and later 
reflect a larger range of behaviors. 

Here, the training techniques are divided into two major categories; 
(1) the long training, which involves past observational and numerical 
data, even from 3 years prior to the current date, and (2) the short 
training, which only involves measurements and numerical model data 

from 48 h prior to the start of the forecast. 
In order to obtain the structure of the Bayesian Network, the bnlearn 

package2 (see Scutari and Denis, 2014) of the R programming language 
is used. In general, there are two broad categories of algorithms to learn 
the structure of a BN, the score-based and the constraint-based. The 
constraint-based case employs conditional independence tests to iden-
tify a set of edge constraints for the graph and then finds the best DAG 
that satisfies these constraints; see e.g. Scutari (2015). The score-based 
approach (see Russell and Norvig, 2009; Korb and Nicholson, 2010) 
first defines a criterion to evaluate how well the BN fits the data, and 
then searches over the space of DAGs for a structure with maximal score. 

For this study, a hill climbing (HC) score-based structure learning 
algorithm was used to train the network, which made use of the Akaike 
Information Criterion (AIC). The package also assumes a multivariate 
normal distribution for continuous variables (such as the wave charac-
teristics in hand). This assumption can be considered restricting in many 
occasions, but as it will become obvious, the results of such an analysis 
are quite reasonable. In case the assumption of multivariate normality is 
violated, the non-parametric Bayesian Networks could produce a more 
accurate conditional distribution and possibly more accurate forecasting 
results; see e.g Hanea et al. (2015). Nevertheless, the assumption of 
multivariate normality was considered sufficient to test the BN behavior 
and performance, and the open-source bnlearn package as the most 
suitable one for this particular application. 

For the case of long training, the training dataset is continuously 
enriched with new measurements, as well as with past numerical model 
data for the variable of interest only. Certainly, this requires a relatively 
large part of the computer’s memory. This effect can be impugned by 
incorporation of new variables and deletion of older, or with smaller 
training sets, i.e. in the order of months instead of years. 

In general, the user can impute his/her own structure, by white-
listing or blacklisting certain relations, i.e. providing a custom fit. This, 
certainly, creates large differences in the results, since in many occasions 
the whitelisted arc is not supported by the BN structure in representing 
the joint density. Thus, it is suggested by the writers that the procedure 
should be carried out using data-driven structure learning and fitting 
techniques, even if a given relation might not be supported intuitively. 

2.1.3. Predictions and uncertainty bounds 
The predictions provided by the BN models are retrieved from the 

conditional distribution of the variable of interest, given the information 
about certain other variables. Since it is impossible to have future 
measurements for the incorporated variables, forecasted numerical 
model data for these variables are used to construct the conditional 
distribution for every point prediction. In other words, the network is 
trained and fitted with past observational data, as well as numerical 
model data for the variable of interest, subsequently providing a forecast 
based on forecasted numerical model data (essentially we are con-
ditionalizing on forecast numerical model data). The point prediction is 
the expected value of the conditional distribution, which is assumed to 
be normal. Since the significant wave height (Hs) is not normally 
distributed (see e.g. Jasper, 1956; Kim, 2008; Shariff and Hadi Hafezi, 
2012; Li et al., 2016), the assumption is in certain occasions not 
appropriate. Consequently, this assumption prevents us from retrieving 
realistic uncertainty bounds for the significant wave height. Neverthe-
less, the symmetrical uncertainty intervals can provide a fairly good 
coverage of the observations (more information and examples can be 
found in the following sections). 

A fit test was carried out for the significant wave height (Hs) data by 
means of the “Find the Best Distribution” (FDB) tool in Matlab® lan-
guage, which incorporates certain criteria to define the best parametric 
distribution for the data in hand (Aminov, 2020). Namely, the Akaike 
Information Criteria (AIC; see e.g. Akaike, 1974) and the Bayesian 

2 For more information the reader is referred to http://www.bnlearn.com/. 
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Information Criteria (BIC; see e.g. Schwarz, 1978) are taken into 
consideration. For both of the aforementioned criteria, the lower their 
values are, the better a distribution fits the data. As can be seen in Fig. 1, 
the log-normal distribution provides a good fit for the significant wave 
height data (Hs), displaying the overall lowest AIC and BIC scores when 
compared to the other tested distributions (namely the Inverse Gaussian 
and the Generalized Extreme Value distributions). This result is consis-
tent with the information provided by the literature (see e.g. Jasper, 
1956; Kim, 2008) regarding the distribution of Hs. This outcome will be 
proved useful in the simulations to follow. 

The standard 95% are obtained from the 2.5th and 97.5th quantiles 
of the conditional distribution. Since the wave heights are modelled, in 
this case, based on the log-normal distribution, a log-transformation of 
the significant wave height (Hs) has been applied. The network was thus 
trained with the transformed data. The obtained predictions were con-
verted back to their original form, which yield the log-normal intervals. 
Again the 2.5th and the 97.5th quantiles were used. 

2.2. The data 

The data were retrieved from stations deployed in the Irish Sea. The 
measurement stations, which are actually wave rider buoys and mete-
orological masts, are adjacent to the wind farms of Gwynt-y-Mor 
(53�270N 03�350W) and Rhyl Flats (53�220N 03�390W), located within 
the Liverpool Bay. The received datasets consist of measurements of 
meteorological and wave-related data, obtained between 01 and 
09–2012 to 31-01-2018. It has to be stressed that the error correction 
techniques are suitable for any offshore environment, given the required 
training, and are not limited in the area of the Irish Sea. The case pre-
sented here serves as an example of the applicability of the models in 
real-life applications. The same procedures and techniques would have 
to be followed in any similar case, aiming to accurately predict the 
variables’ behavior in mild offshore environments. 

2.2.1. Training and fitting datasets 
Different error correction techniques require different sets for 

training, while some of them do not need substantial training at all. To 
be more exact, the simple linear regression and the Bernstein stochastic 

interpolation (see e.g. Kolibal and Howard, 2006, 2008; Seyfarth et al., 
2006) utilized here, take as an input only numerical data and mea-
surements corresponding to a time interval just 48 h prior to the fore-
cast. The three-layered, feed forward ANN (see e.g. Deo and Sridhar 
Naidu, 1999; Mandal et al., 2005), which uses a back-propagation al-
gorithm (see e.g. Tsai and Lee, 1999), as well as the bivariate Copula 
(chosen to be Gumbel based on a simple Cram�er-Von Mises criterion test 
incorporating numerically modelled and observed data; see Anderson, 
1962), were trained with 6 months of data corresponding to the period 
March–August 2015, and then used implementing the same input 
delineated for the aforementioned techniques. It has to be stressed that 
only Hs data were used by all these techniques. 

The BN models incorporate three different types of training; (1) long- 
training with data from 01 to 01–2014 to 31-12-2016, i.e. 3 years of 
training, (2) short-training with hourly data corresponding to 48 h prior 
to the forecast, i.e. 2 days of training, and (3) a fixed structure, produced 
by 3 years of training (2014–2016), and fitted with data tallying to 48 h 
prior to the respective 48-hr forecast, i.e. 3 years for training and 48 h for 
fitting and retrieving the required variable relations, necessary to pro-
duce a prediction. The term “fixed” was used to stress out that, while the 
power of the underlying relations between the variables constantly 
altered due to the dynamic behaviour of wave characteristics (i.e. the 
significant wave height, the zero-crossing wave period and the wave 
direction) and meteorological variables (i.e. the wind velocity and di-
rection), the structure was not changing because of the significant 
amount of training. 

2.2.2. BN input data 
When producing a prediction with the BN model, there should be an 

input of the variables based on which the conditional distribution is 
being produced (this is often referred to as conditionalization). The var-
iables were selected to represent nodes in the network based on their 
relation to the significant wave height and their availability. In order to 
simulate a realistic scenario, where measurements and numerical model 
data exist, the following variables were selected: (1) the zero-crossing 
wave period (Tz), (2) the wave direction (Dirp), (3) the wind velocity 
10 m above the sea level (U10), (4) the wind direction (Udir), and (5) the 
numerical significant wave height (Hs,num). As stated before, the 

Fig. 1. Results of the parametric distribution fitting procedure to the significant wave height (Hs) data of Gwynt-y-Mor.  
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numerical model forecast data (48 h ahead) for the rest of the selected 
variables are used as conditionalizing values to generate accurate pre-
dictions for the variable of interest, namely the significant wave height 
(Hs). 

2.2.3. Model testing and validation datasets 
For testing and comparison between the different incorporated 

techniques, data retrieved for the year of 2017 were used (01-01-2017 to 
31-12-2017). In order to simulate effectively the real-time nature of the 
application, a forecast was corrected every 6 h of each day. Because 
SWAN produced 4 forecasts per day, one every 6 h, each one of the error 
correction techniques, generated a potential corrected (potentially more 
accurate) prediction an equal number of times. It can be realized that the 
extremely large amount of information makes it impossible for all the 
results to be presented. Thus, a collective set, encapsulating different 
types of behaviours, is going to be displayed. 

3. Results - discussion 

In this section, the summative results for simulations corresponding 
to the whole year of 2017 (from 01 to 01–2017 to 31-12-2017) are 
presented. As previously stated, the measurement stations were situated 
near the Gwynt-y-Mor (GyM) and Rhyl Flats (RF) offshore wind farms. 

3.1. Method comparison 

In order to establish a basis for comparison between the methods, 
certain well-known evaluation metrics, namely the Root-Mean-Square- 
Error (RMSE), the Bias, and the Unbiased-RMSE (URMSE) were 
employed. For reasons of brevity, only the Gwynt-y-Mor results are 
presented here (Table 1). 

Both the long-trained and custom-fixed BNs displayed satisfying 
performance in terms of their error distribution, which is reflected on 
their bias values, while introducing an enhancement in accuracy, larger 
than any other method, with the exception of linear regression. Yet, even 
if the metrics of Table 1 are indicative of the general behavior of the 
models, it has to be stressed out that evaluating the techniques’ per-
formance solely based on them is impossible. This issue, regarding the 
robust and consistent validation of the predictions, can be resolved with 
the use of case specific metrics, i.e. indicators displaying the models’ 
accuracy within and around the significant wave height boundaries of 
this specific application, i.e. 0:5 � Hs � 1:5 m. Particular interest is 
given around the upper boundary of 1.5 m (see Table 2), which is 
commonly used in practice for offshore maintenance operations (see e.g. 
Asgarpour, 2016; R€ockmann et al., 2017; Seyr and Muskulus, 2019; 
Stumpf and Hu, 2018; Hu et al., 2019) as an upper limit for equipment 
and personnel transport. 

Consequently, three extra indicators were taken into account: (1) the 
percentage of the critically accurate predictions, i.e. the forecasts for 
which the measurements were higher than 1.5 m and the respective 
model managed to predict, (2) the false positive forecast percentage, 
which provides information on the amount of predictions above 1.5 m 
when the measurement was below, and (3) the percentage of the criti-
cally inaccurate forecasts, i.e. the amount of predictions below the 1.5 m 
upper boundary, when the measurement was above that limit. Notice 
that the percentages were calculated over the whole time interval, i.e. in 
terms of the whole dataset, hence their values are small. In any case, 

they provide the needed means for comparison in this stage. 
An example of a correction to the numerical model’s 48-hr forecast, 

given at critical values for an operation, is shown in Fig. 2. The BN model 
incorporating the so-called fixed structure managed to predict relatively 
accurate the offshore conditions while simultaneously prevented (hy-
pothetically) any operation that might endanger the crews and the 
equipment. 

3.2. Uncertainty estimates 

One major advantage of the BN methods, in comparison to the rest of 
the techniques is their ability to provide estimates of the uncertainty (see 
also Section 1) governing the variable of interest; in this case the sig-
nificant wave height Hs. The only one of the other techniques able to 
produce confidence intervals is the Gumbel Copula. Nevertheless, the 
assumption of a Gumbel Copula influences the confidence intervals’ 
performance significantly. 

Regarding the BN methods, the normality assumption for the con-
ditional distribution of Hs governs the predictions. As a result of the 
aforementioned supposition, the uncertainty boundaries given by the 
BN models are symmetrical. Despite the restrictive nature of this 
assumption, the predictions acquired by the BN models in our study are 
quite satisfying, providing a correction of the SWAN forecast in most of 
the cases. That of course might not influence their performance or their 
usefulness. 

Since the Hs data follow a log-normal distribution (see also Section 
2.1.3), a log-transformation of the data has been considered for the BN 
methods. Note that the uncertainty bounds are no longer symmetric. 
Table 3 provides the results of uncertainty quantification from standard 
BN methods and BN methods applied to the log-transformation of the 
data, as well as from the Copula. The log-normal uncertainty bounds 
provide smaller coverage percentages (percentage of measurements in 
the test data within the confidence interval) with similar or larger 
average lengths of the confidence intervals or larger percentages 
accompanied with unrealistically large average lengths (approximately 
1.18 m). As a result, the normal confidence intervals are more efficient 
and accurate. The most useful uncertainty boundaries seem to be the 
ones provided by the BN model incorporating the fixed structure, which 
have a reasonably high coverage percentage (86.1%) accompanied by a 
satisfying average length, in comparison to the bounds given by the 
long-trained BN model, which are 10 cm larger but only 3% more 
accurate. 

Considering the overall performance in terms of the given uncer-
tainty, in combination with the point predictions provided previously, it 
seems that the BN method incorporating a fixed structure, alongside 
with the respective normal confidence intervals, is the most suitable one 
for the Gwynt-y-Mor case study. The long-trained BN normal boundaries 
have also a steady and robust performance, which makes the corre-
sponding model an attractive and satisfying alternative. 

Finally, is has to be noted that the extremely large coverage per-
centage given by the log-normal uncertainty boundaries, for the case of 
the long-trained BN model, is justified by the similarly large average 
length of the intervals, which makes the solution less suitable. The log- 
normal boundaries have a more realistic form (i.e. only positive values 
and a match with the parametric distribution fitting the Hs), but in case 
the performance is taken into account the normal confidence intervals 
pose many advantages. 

Table 1 
Evaluation metrics for the year of 2017 (Gwynt-y-Mor).  

Method SWAN BN 
Long Training 

BN 
Short Training 

BN 
Fixed Structure 

REG ANN Copula SI 

RMSE (m) 0.231 0.218 0.253 0.209 0.206 0.225 0.246 0.325 
BIAS (m) � 0.046 � 0.011 � 0.051 0.005 0.004 0.0365 � 0.076 � 0.016 
URMSE (m) 0.226 0.218 0.248 0.209 0.206 0.222 0.234 0.324  
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3.3. BN structures and configurations 

Up until now, the incorporated BN structures involved 6 nodes. Fig. 3 
displays the long-trained structure, which has also been used for the 
fixed BN model. The simulations were carried out using data driven 
structures, i.e. structures acquired by the nature of the data and not 
imposed a priori. In general, it was noted that trying to create a structure 
using general knowledge on the incorporated variables (i.e. knowledge 
on the underlying relations procured by the literature or by experts) only 
hindered the prediction/correction procedure instead of enhancing its 
accuracy (see also Emmanouil, 2018). 

Some of the relations governing the structures are anticipated, when 
others oppose what would be expected by the common knowledge on 
the variables at hand. The most distinctive examples here are the re-
lations between the observed significant wave height (Hs) and the wind 
velocity (U10), as well as the wind (Udir) and wave (Dirp) directions. In a 
situation represented by the dependencies described in the literature 
(see e.g. Hasselmann and Olbers, 1973), one would expect the wind 

direction to influence the wave direction, i.e. the arc connecting those 
two nodes to have a direction from Udir to Dirp. Nevertheless, the 
data-driven analysis conducted in this study implies that the wind di-
rection depends on the wave direction, something which is certainly not 
the case. But a reasonable explanation exists, justifying this kind of 
behaviour. The wind and wave directions are measured at the same 
locations, a fact that insinuates that the variables influence one another 
in one specific area. Still, waves are created by storms occurred many 
kilometres (or miles in the nautical language) away from the location of 
the measurement. As a result, the measured wind directions might 
indeed not have any influence on the wave directions. Further, the wave 
direction is influenced by many effects, such as diffraction due to islands 
or other obstacles, so it can be totally irrelevant to the values given by 
the wind direction. That of course raises the question on whether the 
wind direction could be omitted by the analysis, which will be addressed 
hereupon. 

On the other hand, the significant wave height and wave direction 
relation is a different story. For the case of the long training (3 years of 

Table 2 
Application specific metrics for the year of 2017 (Gwynt-y-Mor).  

Method SWAN BN 
Long Training 

BN 
Short Training 

BN 
Fixed Structure 

REG ANN Copula SI 

Critically 
Accurate (%) 

19.72 21.16 20.27 22.31 22.00 23.05 16.89 20.83 

Critically 
Inaccurate (%) 

2.55 2.82 3.79 2.10 2.34 1.90 4.72 1.96 

False Positive (%) 2.26 1.93 1.50 2.10 1.97 3.01 0.82 3.01  

Fig. 2. Example of a correction to the SWAN forecast under critical conditions given by the BN models (Gwynt-y-Mor). The blue dots denote the Hs in-situ ob-
servations, the red line the long-trained BN’s prediction, the yellow line the forecast of the BN model incorporating the fixed structure, the magenta line the short- 
trained BN’s prediction, while the green line indicates the forecast provided by SWAN. 

Table 3 
Uncertainty comparison for the Gwynt-y-Mor case study.  

Method BN 
Long Training 

BN 
Fixed Structure 

BN 
Short Training 

Copula BN 
Long Training (Log-N) 

BN 
Short Training (Log-N) 

BN 
Fixed Structure (Log-N) 

Coverage (%) 89.2 86.1 75.3 68.5 95.4 73.1 76.5 
Average Length (m) 0.630 0.531 0.356 0.375 1.185 0.550 0.594  
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data), presented in Fig. 3, the relation is the one expected by the de-
scriptions available in the literature, corresponding to the experts’ 
opinions; see e.g. Pierson and Moskowitz (1964), Hasselmann and 
Olbers (1973), as well as Phillips (2006). To be more exact, the wind 
velocity influences the significant wave height, a dependence which is 
highlighted by the high correlation between the variables (correlation 
coefficient equal to 0.795), shown in Table 4. In the same table other 
relations are also visible, as for instance between the wind and wave 
direction, which justifies the structure’s form. Also visible is the 
extremely high dependency between the observed and numerically 
derived wave heights, which gives the character of correction instead of 
pure prediction, since the quality of the numerical model (SWAN) results 
influence highly the long-trained models’ accuracy. 

Contrarily, the short-trained BN model provides a variety of relations 
between the wind velocity and the observed significant wave height, due 
to the dynamic nature of the offshore events, which force the data to 
rapidly change behaviour. There is no clear relation between the two 
aforementioned variables, since the direction of the connection changes 
repeatedly, and in some occasions becomes even inexistent. That of 
course is again explained by the wave creation by distant storms, or 
secondary effects like diffraction or reflection, since also those two 
variables are measured in the same location. 

It is interesting to examine how different configurations of the BN 
structures (see Fig. 4), i.e. a different number of nodes with a selection of 
variables, influence the predictions and the provided uncertainty. This 
comparison will shed some light on whether one or more of the incor-
porated variables influence the models’ accuracy positively and will 
reveal if the erratic behaviour of the models incorporating short-term 

past data can be casted off. 
Testing was conducted with a 5-variable BN structure, incorporating 

only the wind velocity (U10) as a meteorological variable. Examples of 
the arc directions for the case of Gwynt-y-Mor are shown in Fig. 4, where 
the relations between the meteorological variables and the wave char-
acteristics are again varying depending on the training of the BN model 
(long or short training). The explanation here is similar to the case of the 
6-variable structure, since for the largest part of the year the wind ve-
locity can in general influence the significant wave height, while in 
certain occasions this might not happen due to the origin of the waves. 
The performance of the models is only enhanced slightly (approximately 
0.5%), while being more consistent for the BNs incorporating short-term 
past data. Even so, the RMSE values were in general smaller for all BN 
models, with the one provided by the fixed structure being the smallest 
in comparison to the rest of the error correction techniques (0.208). The 
accuracy in predictions close to the critical boundary also increased, 
particularly in terms of the false positive percentages (nearly 8%; a value 
of 1.95% for the case of the fixed structure). 

Regarding the uncertainty estimates, the coverage percentages and 
the average lengths were similar to the 6-variable BN models’ figures, 
without any improvement to the length of the long-trained log-normal 
confidence intervals. It is truly difficult to determine which boundary is 
the most suitable and it always depends on the applications needs. 
Nevertheless, for this case both kinds of confidence intervals display 
superiority when compared to the uncertainty estimates given by the 
Gumbel Copula (see Table 7). Of particular interest are the results pro-
duced for the case of Rhyl Flats. As shown in Table 5, there is a signif-
icant improvement in terms of all metrics. Table 6 illustrates that also in 
terms of critical performance, around the 1.5 m upper boundary, the 
fixed structure BN model’s performance is enhanced. Moreover, the 
behaviour of the 5-variable structures regarding models which include 
short-term past data (i.e. 48 h prior to the forecast), is quite consistent 
and robust in comparison to the structures incorporating 6 variables. 
Here, the point that the wind direction causes unsteadiness to the pre-
dictions is proved. 

Because the uncertainty estimates display large improvement as 
well, it seemed fit to present them here in comparison to the results 
given by the 6-variable BN structure (see Table 7). The normal confi-
dence intervals of the fixed-structured BN reach a coverage percentage 
of nearly 91% of the total observations, with an average length of just 49 
cm. Certainly, the form of the boundaries is not ideal, since they are 

Fig. 3. Structure for the long-trained and fixed BN models, incorporating 6 
variables (Gwynt-y-Mor). 

Table 4 
Correlation matrix for the long-trained BN models for the Gwynt-y-Mor case.  

Variable Dirp Tz U10 Udir Hs,num Hs 

Dirp 1.000 0.381 0.001 0.515 0.245 0.249 
Tz 0.381 1.000 0.596 0.359 0.842 0.874 
U10 0.001 0.596 1.000 0.110 0.820 0.795 
Udir 0.515 0.359 0.110 1.000 0.319 0.329 
Hs,num 0.245 0.842 0.820 0.319 1.000 0.964 
Hs 0.249 0.874 0.795 0.329 0.964 1.000  

Fig. 4. BN structures incorporating 5 variables for the long-trained models 
(Gwynt-t-Mor). 
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symmetrical, but still their performance provides a significant 
enhancement in accuracy, making the BN models a valuable correction 
tool for this application. The long-trained BN model is equally good in 
terms of accuracy, regardless the number of incorporated variables, 
making it also a robust and reliable tool, which with the inclusion of its 
uncertainty bounds introduces a significant improvement of the signif-
icant wave height (Hs) predictions. As such, it can be concluded that the 
5-variable BN models would need to be used for the case of Rhyl Flats, 
due to its robust behaviour, in comparison to similar techniques incor-
porating 6 variables. 

4. Conclusions 

The Bayesian Networks described in this study provide a useful tool 
for the decision making process of installation and maintenance opera-
tions in offshore wind farms. The applicability of the models in real-time 
scenarios could assure the right temporal and spatial placement of the 
personnel and equipment in dynamic circumstances, hence leading to an 
optimal utilization of the available resources. Since the success of 
offshore operations is based on the accurate prediction of specific 
weather windows, the improved Hs forecasts provided by the BN models 
will lessen the risk of high cost, while ensuring the safety of the crews. 

The basic goal was to manage to emulate the real-time nature of the 
application and draw conclusions for the applicability of the methods 
under consideration in operational environments. In that regard, the 5- 
variable fixed-structured BN model (incorporating Hs, Hs,num, Dirp, Tz, 
and U10) outperforms any other technique. Certainly, this kind of model 
has one major disadvantage; the fact that it needs short-term past data 
(48-hrs prior to the forecast) makes it unable to produce corrected 
forecasts in the absence of recent observations. This is not an issue when 
it comes to the long-trained BN model, which is able to produce forecasts 
of enhanced accuracy constantly, even in the absence of recent obser-
vations, thus constituting an attractive alternative for real-time use. 

The topology can induce secondary effects in terms of hydrody-
namics (i.e. reflection, diffraction, etc.), with direct variable relations 
which are not obvious (e.g. between the wind Udir and wave direction 
Dirp). Graphical data-driven approaches, such as the Bayesian Networks 
developed here, proved to be able to reveal non-trivial dependencies 
when the morphology of the area, or the way the measurements were 
collected (e.g. with wave-rider buoys and met-masts), induce many 
uncertainties. After all, a major benefit of the BN models is the infor-
mation acquired by the uncertainty estimates they supply, which can be 
either provided in normal or log-normal form and cover nearly 90% of 
the total number of measurements in the validation set. The normal 
confidence intervals seem to be the most suitable for this application, 
since they demonstrate good performance, especially in terms of the 
crucial 1.5 m boundary, introducing an acceptable average length of 
50–60 cm. 

It has to be stressed that the relatively small period of testing (i.e. 1 
year) is a result of the limited data availability, due to the fact that the 
wind farms under consideration are new. For the future, extensive real- 
time testing for the sites under question, as well as for additional wind 
farms in completely different locations, would provide a more concise 
and consistent validation of the models’ performance. Supplementary, 
some variables (e.g. wind direction) could be discretized rather than 
used as an additional continuous variable, leading to a hybrid network. 
As such the models’ accuracy could be evaluated based on the type of 
events (e.g. for wind coming from NW in comparison to SE). Finally, it is 
evident that the discrepancies between the model results are in certain 
occasions small. An application-based impact assessment would high-
light the contribution of each model (potentially in monetary terms) and 
could manifest the actual footprint of these small differences, when it 
comes to offshore maintenance operations. 

Table 5 
Evaluation metrics for the case of the 5-variable BN models (Rhyl Flats).  

Method SWAN BN 
Long Training 

BN 
Short Training 

BN 
Fixed Structure 

BN 
Long Training 

BN 
Short Training 

BN 
Fixed Structure 

6 Nodes 5 Nodes 

RMSE (m) 0.203 0.178 0.200 0.201 0.178 0.195 0.163 
BIAS (m) � 0.004 � 0.010 � 0.037 0.003 � 0.013 � 0.038 0.003 
URMSE (m) 0.203 0.178 0.196 0.201 0.177 0.191 0.163  

Table 6 
Application-specific evaluation metrics for the case of the 5-variable BN models (Rhyl Flats).  

Method SWAN BN 
Long Training 

BN 
Short Training 

BN 
Fixed Structure 

BN 
Long Training 

BN 
Short Training 

BN 
Fixed Structure 

6 Nodes 5 Nodes 

Critically 
Accurate (%) 

18.02 17.01 16.04 18.82 16.87 16.08 18.03 

Critically 
Inaccurate (%) 

1.05 2.28 2.50 1.34 2.30 2.45 1.47 

False Positive (%) 2.55 1.16 1.03 1.58 1.14 0.84 1.14  

Table 7 
Uncertainty estimates’ performance for the case of a 5-variable BN structure (Rhyl Flats).  

Method BN 
Long Training 

BN 
Fixed Structure 

BN 
Short Training 

Copula BN 
Long Training (Log-N) 

BN 
Short Training (Log-N) 

BN 
Fixed Structure (Log-N) 

5 Variables 
Coverage (%) 89.6 90.8 77.2 70.9 95.0 77.1 73.2 
Average Length (m) 0.527 0.489 0.430 0.327 1.024 0.505 0.460 
6 Variables 
Coverage (%) 89.7 64.7 69.8 70.9 94.7 68.9 61.0 
Average Length (m) 0.527 0.491 0.427 0.327 0.948 0.466 0.425  
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