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Executive Summary

Narratives are central to human communication, serving as the primary means by which we convey
information. They permeate every aspect of human life and influence our lifestyles. Narratives also
play a crucial role in the policy formation process. Discussions on complex topics often lead to com-
monly acceptedpractices, that eventually evolve intopolicies throughdebate and iterative refinement.
Therefore, studying these narratives is essential for a deeper understanding of policy issues and for de-
veloping effective strategies to guide the process.

With the exponential population growth following the Industrial Age and the subsequent Information
Age, there has been a proliferation of diverse narratives and platforms for their dissemination. Tra-
ditional manual methods of analyzing policy narratives frequently employed in qualitative research,
such as content analysis and qualitative coding, are no longer adequate to consume the amount of
available data. The size of data on the internet has grown at a rate of approximately 42% per year
between 2010 and 2020, and the rate of its growth is only increasing. Thus, automated methods are
necessary to analyze this ’big’ data effectively.

As a potential solution for this task, this research examines the applicability of using natural language
processing (NLP) techniques, specifically large language models (LLMs), for narrative policy analysis.
Large language models are mathematical models of natural language trained on a large amount of
language data to predict the next most probable word for a given input. Although it is a solution to
a common NLP problem, emergent abilities of reasoning (confirmed by tests of math and common
sense) make large language models a viable candidate for this task. The study involves qualitatively
coding a dataset of policy narratives, manually and automatically, using a codebook derived from the
Narrative Policy Framework (NPF)1, and comparing the results. The codebook contains definitions
of categories for elements such as plots, narrative strategies, belief systems, etc. and characters like
heroes, villains, victims, etc. that are identified in the narrative data. The central research question of
the study is:

Towhat extent do Large LanguageModels (LLMs) accurately automate qualitative coding of policy
narratives when compared to amanually coded dataset?

The research question necessitates a research design that involves a comparative analysis between the
outputs generated by a Large Language Model (LLM) on a specified classification and entity recog-
nition task, and those produced by a human performing the same task. In this context, the human-
generated output is regarded as the ’gold standard,’ which is a widely accepted benchmark in qualita-
tive research. The primary objective of this study is to evaluate the performance of LLMs on a complex
task related to policy narrative analysis. Consequently, a case study approach, combined with system-
atic content analysis, has been selected as themost appropriate methodology.

The case study centers on the issue of air pollution, a critical concern in developing nations, with the
setting being India. Despite the established scientific consensus on the adverse health impacts of air
pollution, India has exhibited a lack of adequate policy responses. Notably, Indian cities consistently

1The NPF is a comprehensive framework in policy studies for analyzing how policy narratives influence policy processes,
designs, and outcomes at multiple levels of analysis.
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rank among themost polluted globally. By examining policy narratives surrounding air pollution, this
study aims to uncover the complexities of the issue, assess the current state of air pollution policy in
India, and evaluate proposed actions to inform future strategies for addressing this challenge.

The policy narratives under investigation are extracted from textual content in news articles sourced
from an online newspaper. The search was conducted using the keywords ’air pollution’ and ’India.’
These narratives, when analyzed through the lens of theNarrative Policy Framework, will provide valu-
able insights into the policy problem, with the expectation of revealing its causes, mitigation efforts,
affected stakeholders, and the positions of supporting and opposing entities, as well as the narrative
structures employed.

The research design encompasses the following components:

1. Dataset Retrieval andCodebookGeneration - The dataset of newspaper articles from the news-
paper "TheTimes of India", the fourth largest in India by circulation (Audit Bureau, 2023) and the
most circulated daily English-language newspaper in the world (Guiness World Records, 2009),
is compiled by downloading and processing articles from online sources. A codebook based on
the Narrative Policy Framework (NPF) is initially created deductively and subsequently refined
inductively bymanually coding a small sample of articles.

2. Manual and Automated Coding - Manual coding is performed by one human coder, and auto-
mated coding is performed twice by the same LLM. Coding involves reading (in case of the hu-
man)/ processing (LLM) a news article, categorising it into one of the many codes available in
the codebook where appropriate, and saving the output in a structured data format.

3. Model Evaluation - The LLM is evaluated against themanually coded dataset usingmetrics such
as Accuracy2, Precision3, Recall4, F1 Scores5, and Krippendorff’s α6.

Twelve narrative components were identified for the codebook, eachwith their definitions, categories,
and examples (section A.3).

Manual codingwas performed at the document level on a representative sample of 297 articles from a
total dataset of 14,578 articles, requiring 26 days to complete. Each articlewas reviewedmultiple times
to identify all possible components, with components not present in the text marked as zero.

Themanual codingofairpollutionnarratives in Indiahighlightedkeyfigures: medicaldoctorsemerged
as the primary heroes spreading awareness, while farmers and stubble burning were seen as villains.
Theenvironmentandvulnerablecitydwellerswereportrayedasvictimsandbeneficiariesof theheroes’
actions. Government, research universities, and law enforcement were identified as allies; industry
and corrupt officials as opponents; and government interventions as sometimes ineffective. The nar-
ratives spanned across India, notably in the National Capital Region (Delhi, Gurugram, Noida), where
Delhi is infamous for extreme pollution. The study found a "Regulatory Enforcement" and "Story of
Decline" plot, with explicit policy solutions appearing as the moral in over half the texts. Egalitarian
andHierarchist belief systemswereprevalent, with "Mobilizationof Support" being the commonstrat-
egy. Historically, the general trend of air pollution policy development in developed countries starts
with high air pollution leading to increased public awareness, which puts pressure on the government

2The proportion of correct predictions (true positives and true negatives) out of all predictions.
3The ratio of true positives to the sum of true positives and false positives. It measures the accuracy of positive predictions.
4The ratio of truepositives to the sumof truepositives and falsenegatives. Itmeasures the ability tofindall positive instances.
5The harmonic mean of precision and recall. It balances the two metrics and is useful when you need a single measure of a

models performance.
6Krippendorffs alpha is a statisticalmeasure of the reliability of agreement between observers or raters. It generalizes several

known reliability indices and is applicable to various data types (nominal, ordinal, interval, and ratio).

https://www.auditbureau.org/files/JD%202022%20Highest%20Circulated%20(across%20languages).pdf
https://www.guinnessworldrecords.com/world-records/92821-highest-daily-english-language-newspaper-circulation
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to act. The crucial finding is the growing awareness from 2010 to 2024 about air pollution’s health im-
pact, indicating the start of the journey of India’s progressing efforts towards cleaner air. However, the
timeline of effective policy action remains uncertain.

Manual coding revealed the complexity of this analysis, necessitating a nuanced understanding of the
text and contextual knowledge of the country’s culture due to the presence of ’Hinglish’ (a blend of
Hindi and English) and regional languages.

For the automated analysis, a single prompt for the LLM was developed, incorporating a persona (an
LLM expert in policy narratives), context (the codebook), the task (coding articles using the NPF), and
an output example (in JSON format).

While the LLM accurately identified key characters, it often misrecognized the villain as the policy
problem itself. Medical doctors emerged as the primary heroes, raising awareness about air pollu-
tion. Farmers, particularly due to stubble burning, were frequently portrayed as villains. The envi-
ronment and vulnerable urban populations were depicted as victims and beneficiaries of the heroes’
actions. Key allies included government entities, research universities, and law enforcement, while in-
dustry and potentially corrupt officials were often seen as opponents. Government interventions and
policies were sometimes described as ineffective. Geographically, the narratives spanned across India,
with the highest concentration in the National Capital Region (NCR), particularly in Delhi, Gurugram,
and Noida.

The resulting dataset, codedby the LLM,was compared to themanually codeddataset. The LLM faced
challenges with classification, likely due to the numerous categories for each narrative component
and difficulty in distinguishing between them. It performed poorly for ’Plot’, achieving an accuracy
of 24.9% compared to the manual coding. ’Moral’ had the best performance among all categories,
reaching an accuracy of 59.9%, while ’Belief System’ and ’Narrative Strategy’ trailed at 36% and 45.5%
respectively. ’Moral’ also had the lowest number of classes (3). Recall and Precision scores were low,
indicating trouble identifying true positives, and Krippendorff’s α scores were also low, ranging from
-0.056 for ’Plot’ to 0.279 for ’Moral’.

The Large LanguageModel (LLM), used as-is out-of-the-box, demonstrated notable consistency in its
coding performance. Accuracy scores across different runs for the same model ranged from 78.1%
to 87.9%, with precision between 43.8% and 76.3%, recall from 32.6% to 82.6%, and F1 scores from
32.5% to 75.8%. Krippendorffs alpha ranged from 0.508 to 0.818, with "Belief System" showing the
best performance, likely due to clearer definitions in the codebook for this component.

However, named entity recognition presented challenges. Although the LLM consistently recognized
major narrative roles, low cosine similarity scores (0.19 for opponents to 0.34 for victims) indicated
poor performance in character identification. However, fromN-grams of themost frequentwords and
group ofwords created to identify recurring characters, similar characterswere present inmanual and
automatedcodingat the toppositions, showing that it largely identifies the important characters in the
categories, and low similarity could be arising from differences throughout the document. Enhanced
promptdefinitionswith few-shot examples (multiple examples), hyperparameter tuning, andfine tun-
ing through supervised learning could potentially improve output quality, as has been seen in similar
LLM annotation studies.

The LLMrequiredbetween 25-30minutes per run (depending on internet speed) for a total of 2 runs to
code the 297 articles, highlighting the potential for rapid scaling, constrained only by internet speed,
computational power, and cost of API access. As previously mentioned, recommendations in similar
LLMannotation studies for enhancing results includefine-tuning the LLMand improvingdata quality,
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which could be taken up in future research. LLMs’ capability for transfer learning can be leveraged,
and this methodology can be generalized for any research conducting a case study using qualitative
content analysis for text. With the advent of multimodal large language models, image, audio, and
video data can also be incorporated into the dataset.

In conclusion, this research demonstrates the limited ability of automating qualitative content analy-
sis at scale, with a simpler codebook, fewer categories for the LLM to classify articles into, fine tuning,
and few-shot examples possibly leading to higher performance. While the current accuracy of the out-
put remains sub-par compared to manual analysis, there is potential for improvement as research in
LLM technology progresses. LLMs, in their current state (August 2024) cannot be entirely relied on for
narrative policy analysis, but they can be used as a starting point to understand the background of a
complex topic such as air pollution policy at a high-level.
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1
Introduction

1.1. Narratives
Humans are a narrative species, operating through stories rather than facts. As it is difficult to under-
stand facts in isolation, narratives allow us to make sense out of those facts (Gabriel et al., 2004) by
acting as amedium to digest those facts. Narratives are defined in literature as "a storywith a temporal
sequence of events unfolding in a plot that is populated by dramaticmoments, symbols, and archetypal
characters that culminates in a moral to the story" (Jones & McBeth, 2010). This power of delivering
facts in an understandable format that narratives yield gives them the ability to shape opinions and
individual beliefs (Shanahan, McBeth, & Hathaway, 2011).

In the information age, where every bit of public knowledge is a few clicks or taps away, the power of
narratives to shape opinions is further bolstered. Even though strong communication technology has
allowed for the rapid spread of information,messages have travelled far andwidewithout the internet
as well. Throughout history, major religions have spread their teachings through stories as a medium.
Christianity spread its teachings through the Holy Bible, as did Islam with the Quran, and Hinduism
with theBhagavadGita. Religious texts have helped shapedhumanbehaviour through their teachings,
and in nations based on religion1, they have even contributed to forming public policy2.

Narratives today carry on this function in public and private policy processes, with individuals and
coalitions using narrative tools like newsmedia and social networks to portray a biased view of events
to influence outcomes (Jones & McBeth, 2010), giving rise to the study of policy narratives. A policy
narrative is a narrative with a reference to the policy problem that is being investigated (Shanahan,
Jones, & McBeth, 2018b). However the policy problem is mentioned in the text, including, but not
limited to being in the form of a policy solution, or a process leading to a solution, the reference to
the policy problem is what makes it a policy narrative. Policy narratives can be constructed to paint
a carefully thought-out picture to achieve a policy goal. For instance, during the healthcare reform
debate in the United States, proponents of the Affordable Care Act (ACA) framed the narrative around
expanding healthcare access and protecting vulnerable populations. In contrast, opponents focused

1The Saudi Arabian legal system is based on the Islamic Shari’a (Van Eijk, 2010)
2Although the church is separate from the state in the United Stated of America, anti-abortion activists in the country use

passages from the Bible to paint a picture of womenwho abort and physicians who perform abortion procedures as murderers
(Castle, 2011) to sway opinions in the abortion policy debate.

1
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on themes of government overreach and economic burden from the increased spending, presumably
to put an end to the act. These competing narratives were disseminated through various media chan-
nels to swaypublic opinionandpolitical support (Shanahanet al., 2011). In the realmofbiotechnology
policy, narratives have been used to influence public perception and regulatory decisions. Finucane
and Satterfield discuss how narrative frameworks can assess risk and value in biotechnology, illustrat-
ing that narratives can serve as a means to obtain more representative public opinions. By framing
biotechnology in terms of potential benefits or risks, stakeholders have significantly impacted public
attitudes and policy directions (Jones & McBeth, 2010). In the climate change debate, environmental
organizations often use narratives that emphasize the urgent need for action and the catastrophic con-
sequences of inaction. Conversely, climate change skeptics frame the issue as exaggerated or econom-
ically detrimental, aiming to delay policymeasures (Shanahan et al., 2011). Studying policy narratives
yields information about the policy problem, but there are also other reasons to study them systemat-
ically.

1.1.1. Why study policy narratives?
Studying policy narratives has many social use-cases. It can help in resolving conflicts, shine light on
the interests of various actors involved in the decision making process, andmake policy implementa-
tionsmore effective:

1. Conflict Resolution: Narrative mediation is an approach to conflict resolution that emphasizes
the roleof stories anddiscourses in shapingourperceptionsand reactions to conflicts. According
toWinslade andMonk, this approach involves deconstructing the traditional problem-solvingor
interest-based mediation processes and instead focusing on how conflicts are produced within
specific sociocultural contexts. By examining the language and stories used to describe conflicts,
mediators can uncover underlying biases and assumptions, gaining a deeper understanding of
the origins of conflicts, helping disputants to reframe their understanding and promote the cre-
ation of new, collaborative narratives that can help parties move beyond difficult or intractable
situations (Winslade & Monk, 2000), and find alternative solutions. For example, imagine a sce-
nario where two neighborhoods are in conflict over the city’s decision to build a new public park
in one area but not the other.

In this case, policy narrative analysis could be employed by mediators to examine the compet-
ing stories that each neighborhood tells about the issue. For example, one neighborhoodmight
frame the conflict in terms of historical neglect and systemic inequality, arguing that the city’s de-
cision perpetuates existing disparities. In contrast, the other neighborhoodmight focus on their
need for green space due to higher population density, framing the park as a necessary improve-
ment to their quality of life.

By analyzing these narratives, mediators could identify the underlying biases and assumptions
driving the conflict, such as a perceived lack of fairness or historical grievances. Through nar-
rative mediation, they could then help the parties to deconstruct these entrenched positions
and collaborate on creating anew, sharednarrative that acknowledges bothneighborhoods’ con-
cerns. This might involve reframing the discussion from a zero-sum game to a broader dialogue
about equitable resource distribution across the city or finding alternative solutions, such as de-
veloping a joint community initiative that benefits both areas.

Ultimately, policy narrative analysis helps to uncover the deeper cultural and social contexts that
fuel conflicts, enabling mediators to facilitate the creation of more inclusive and constructive
narratives that promote resolution and cooperation.
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2. Understanding Interests of Different Actors: In complex policy environments, policymakers of-
ten use cognitive and emotional shortcuts in their decision-making processes, and narratives
can effectively harness these biases. By presenting compelling stories, policymakers can better
grasp the underlying issues, values, and consequences of various policy options. This approach
is particularly useful in health policy-making, where personal stories can highlight important is-
sues, demonstrate the effectiveness of programs, and influence legislative changes (Fadlallah et
al., 2019). Additionally, narratives help in identifying the social and cultural contexts that shape
the interests and positions of different actors, providing amore nuanced understanding of their
motivations (Winslade &Monk, 2000). Consider a situation in which a public health policy is be-
ing debated regarding the funding ofmental health services in a rural community. Policymakers
are faced with several competing priorities, and the allocation of limited resources is a challeng-
ing decision.

Here, a powerful narrative might be presented by a mental health advocate who shares the per-
sonal story of a young individual from the community who struggled with severe depression but
had no access to mental health services. This story would illustrate the dire consequences of in-
adequate mental health care, highlighting not only the individual suffering but also the broader
impact on the community, such as increased unemployment and social isolation.

By leveraging this compelling narrative, policymakers can better understand the human impact
behind the abstract data and statistics. The story taps into cognitive and emotional shortcuts like
the availability heuristic3, allowing policymakers to quickly grasp the urgency and significance
of the issue. It also sheds light on the social and cultural contextssuch as the stigma aroundmen-
tal health in rural areas and the lack of infrastructurethat shape the community’s needs and the
positions of various stakeholders.

As a result, this narrative can influence policymakers to prioritizemental health funding, demon-
strating how personal stories can effectively convey the values, consequences, and urgency of
policy decisions in a way that traditional data might not. As Joseph Stalin has famously put “A
single death is a tragedy, a million deaths are a statistic.”

3. Making Policies More Effective: Narratives are also instrumental in making policies more effec-
tive by enhancing communication and engagement with policymakers and the public. Story-
telling can make complex information more accessible, memorable, and persuasive, which is
essential for influencing policy decisions. For instance, the use of narratives in policy advocacy
can help scientists and researchers communicate their findings more effectively to policymak-
ers, ensuring that evidence is taken up into policy. This approach leverages the psychological
and social dynamics of policymaking, making it easier to convey the relevance and urgency of
specific issues (Davidson, 2017). Moreover, narratives can shape public opinion and political at-
titudes, which in turn can drive policy changes. By constructing narratives that resonate with
the audience’s pre-existing beliefs and values, policymakers can garner broader support for their
initiatives (Dennison, 2021). For example, scientists and public health officials have extensive
data showing the benefits of vaccination, but simply presenting this data might not be persua-
sive enough to influence policy decisions or public behavior.

By crafting a narrative that centers around a personal storysuch as a parent whose child suffered
from a preventable disease due to lack of vaccinationthe campaign canmake the scientific infor-
mationmore relatable and emotionally impactful. This narrative can help policymakers and the

3A cognitive shortcut where people assess the probability of an event based on how easily examples come tomind
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public understand the real-world consequences of low vaccination rates, making the need for
strong vaccination policies more urgent and compelling.

The use of storytelling in this context not onlymakes the complex scientific datamore accessible
and memorable but also aligns with the audience’s values, such as protecting children and the
community. As a result, this narrative approach can shape public opinion, leading to broader
support for vaccination policies and potentially influencing lawmakers to adopt stricter regula-
tions or funding for public health initiatives.

In day-to-day life, policy narrative analysis can assist with strategizing the precise narratives to create
in a given scenario for a favourable outcome, providing powerful tools for both, policy lobbyists and
policy makers. For instance, in the case of Cape Wind’s proposal to install wind turbines to generate
electricity in Nantucket, there were clear policy winners and losers identified in the study, with the
winning coalition using the angel-shift4 strategy and the losing coalition falling into a devil-shift5 trap
(Shanahan, Jones, Mcbeth, & Lane, 2013). This study was carried out based on the Narrative Policy
Framework, but it is not the only way to study policy narratives.

1.1.2. Ways of Studying Policy Narratives
Although the systematic study of policy narratives is a relatively recent field, the existence and impor-
tance of stories in human understanding and communication are well known (Polkinghorne, 1988).
Several frameworks have been developed to study policy narratives. They are -

1. Argumentative Turn inPolicy Analysis: This postpositivist approach, pioneeredby scholars like
FrankFischer and JohnForester in the1990s, recognizes thatpublicpolicy is constructed through
language and argumentation (Fischer & Forester, 1993), (Veselková, 2017). It examines the role
of rhetoric, storytelling, and narratives in shaping policy debates and decisions.

2. Causal Stories Approach: Developed by Deborah Stone, this approach analyzes the causal sto-
riesornarratives thatpolicymakersandstakeholdersuse todefinepolicyproblems, assignblame,
and propose solutions. It focuses on the persuasive power of these narratives in framing policy
issues (Stone, 1989).

3. Discourse Analysis:Discourse analysismethods, drawing from linguistics and social theory, can
be used to study the narratives, frames, and discourses employed by policy actors. Approaches
like critical discourse analysis examine how language and narratives are used to constructmean-
ing and wield power in policy debates (Jones, McBeth, Shanahan, Smith-Walter, & Song, 2022).

4. Frame Analysis: Frameworks like Goffman’s frame analysis can be applied to analyze the frames
or narratives used by policy actors to define problems, diagnose causes, makemoral judgments,
and suggest remedies. This overlaps with the NPF’s focus on narrative elements like characters
and plots (Jones et al., 2022).

5. Narrative Analysis: Qualitative narrative analysis methods from fields like sociology, anthropol-
ogy, and literary studiescanbeadapted tosystematicallyanalyze thestructure, content, and func-
tions of policy narratives (Jones et al., 2022).

6. Narrative Policy Framework: The NPF provides a comprehensive framework for analyzing how
narratives influence policy processes, designs, and outcomes atmultiple levels. Its core assump-
tions, structured elements, and emphasis on empirical testing make it a valuable tool for policy

4Angel-Shift Strategy -FromtheNarrativePolicyFramework, it refers to the casting thewinners in thenarrative as the ’heroes’.
5Devil-Shift Strategy - From theNarrative Policy Framework, it refers to the casting the ’villains’ in the narrative as the victors

over the ’heroes’.
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research. By integrating narrative strategies and belief systems, the NPF enriches the analysis,
offering insights into the strategic use of narratives in public policy debates. Research is focus-
ing on refining operational definitions, replicating studies, and testing new hypotheses to build
a robust body of knowledge about the role of narratives in the policy process (Jones et al., 2022).

With all these different methods, it is important to choose the method that fits the purpose of a study.
Eachmethod has its advantages and disadvantages.

1.1.3. Strengths and Weaknesses of Various Methods
Methods to study policy narratives have the following strong and weak points (Volkens, 2007) -

Method Strengths Weaknesses
Argumentative Turn in
Policy Analysis

Emphasizes the role of rhetoric and
argumentation in policymaking
processes. Recognizes that policy
debates involve competing claims
and justifications.

May overlook the broader social and
cultural contexts that shape policy
narratives. Focuses primarily on the
argumentative aspects, potentially
neglecting other narrative elements.

Table 1.1: Strengths andWeaknesses of VariousMethods
Causal Stories Approach Highlights the importance of causal

explanations in policy narratives.
Examines how narratives attribute
causes and assign responsibility.

May oversimplify complex policy
issues by reducing them to linear
causal stories. Lacks a comprehensive
framework for analyzing other
narrative elements.

Discourse Analysis Provides tools for analyzing the
linguistic and rhetorical features of
policy narratives. Considers the
broader social and political contexts
that shape discourse.

May prioritize textual analysis over
the broader narrative structure and
content. Lacks a specific focus on the
unique characteristics of policy
narratives.

Frame Analysis Examines how policy issues are
framed and presented in narratives.
Highlights the role of framing in
shaping public perception and
policymaking.

Primarily focuses on issue framing,
potentially overlooking other
narrative elements. May lack a
comprehensive framework for
analyzing the overall narrative
structure.

Narrative Analysis Offers a systematic approach to
analyzing the structure and content
of narratives. Considers elements
such as plot, characters, and themes.

May lack a specific focus on the
unique characteristics of policy
narratives. Lacks a comprehensive
framework for analyzing the policy
process and its contexts.
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Table 1.1: (Continued)

Method Strengths Weaknesses
Narrative Policy
Framework (NPF)

Provides a comprehensive framework
for analyzing policy narratives in their
broader contexts. Considers narrative
elements, policy beliefs, and the role
of narratives in the policy process.
Examines how narratives influence
public opinion, policymaking, and
policy implementation.

A relatively new approach, still
evolving and being refined. May
require a significant amount of data
and analysis to fully apply the
framework.

Allmethods of narrative analysis consist the analysis of some formofmedia, usually text, and annotat-
ing that data in a defined and systematic way.

1.2. Role of Text in Policy Narratives
As illustrated in subsection 1.1.2, there are numerous methodologies for studying policy narratives,
yet the unifying element across these approaches is the centrality of natural human language. Natural
language is pivotal in the analysis of policy narratives as it constitutes the primary medium through
which these narratives are constructed, communicated, and interpreted. While narratives can be dis-
seminated through various formats, including audio, video, and print, the underlying messages are
invariably conveyed through natural language. In the contemporary context, print remains one of the
oldest and most readily accessible mediums for the distribution of information, highlighting the sig-
nificant role of text in the study of policy narratives.

Policy narrative texts are available in a wide array of sources such as newspaper articles, policy docu-
ments, legislative records, speeches, interviews, socialmedia posts, andmore. These texts contain the
stories that policymakers, stakeholders, and the public use to communicate and contest policy issues.
Sources are different at different levels of analysis (Shanahan et al., 2018b). They are -

Micro-Level Data: This includes interviews, providing detailed insights into individual perspectives
and experiences.

Meso-Level Data: Consists of public records, media content, speeches, and legislative records. This
level captures the interactions among groups and organizations.

Macro-LevelData: Encompassesculturalnarrativesand institutional communications. These sources
reflect broader societal values, norms, and ideologies.

The majority of the data discussed herein is qualitative and unstructured, originating from sources
such as newspaper articles, transcripts of speeches or interviews, and various forms of media includ-
ing audio, video, or images, as well as policy documents released by institutions. Aside from images,
audio, and video (all of which can be transcribed or described), this narrative data is presented in nat-
ural language text.

Advancements in communicationandstorage technologieshave led toanexponential increase indata
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generation. In2009, the"DigitalUniverse"6wasestimated toencompassapproximately0.8Zettabytes7,
withprojections indicatinganexpansion toaround35Zettabytesby2020 (Gantz&Reinsel, 2010). How-
ever, according to sources such as Raconteur8 and Statista9, the actual size of the digital universe in
2020 reached approximately 64 Zettabytes, nearly double the projected figure, with data generation
continuing to accelerate exponentially each day.

As the volume of data increases, traditional manual methods of qualitative content analysis struggle
to cope with the amount of available data, now falling entirely behind. Human coders have limited
capacity for analysis, and the need for a higher number of coders becomes a significant bottleneck,
hindering comprehensive analysis. This limitation increases the necessity for the automation of qual-
itative content analysis to manage and analyze the large amount of data effectively.

1.3. Addressing Challenges with Automation using Natural Language
Processing Techniques

Asmanual text analysis has natural limits, the solutionwould be to automate this task with the help of
computers. Previous research has employed NLP techniques to perform qualitative content analysis,
but there are certain limitations present in traditional techniques.

1.3.1. Use of NLP Techniques in Previous Research and Their Limitations
Techniques such as topic modelling, keyword extraction, named-entity recognition, etc. (Olofsson,
Weible, Heikkila, &Martel, 2018), (Wolton, Crow, &Heikkila, 2021) have been employed in policy anal-
ysis studies deploying the Narrative Policy Framework. While they have been proven valuable, they
have several limitations -

• Lack of Context and Nuance

– Traditional NLP techniques often struggle to capture the full context and nuance present in
policy narratives and texts. They may overlook subtle implications, sarcasm, or figurative
language that a human reader would easily understand (Jin & Mihalcea, 2022), (Zhou, Dai,
Ren, Chen, & Chen, 2022).

– Topicmodels and keyword extraction can identify prevalent themes and terms butmay fail
to grasp the deeper meaning, motivations, or underlying assumptions behind the policy
narratives (Jin &Mihalcea, 2022), (Zhou et al., 2022).

• Oversimplification

– By reducing complex policy narratives to topics, keywords, or named entities, traditional
NLP techniques can oversimplify the richness and complexity of the original text. Impor-
tant details, caveats, or counterargumentsmay be lost in this process (Jin&Mihalcea, 2022),
(Zhou et al., 2022).

– Named entity recognition can accurately10 identify and classify entities like people, organi-
zations, and locations, but it may struggle with more abstract or domain-specific concepts

6The Digital Universe is defined as all the "digital information created and replicated in the world" (Gantz & Reinsel, 2010).
71 Zettabyte = 1 Trillion Gigabytes
8Raconteur Source
9Statista Source
10AlthoughNamedEntity Recognition is largely considered a solved problemdelivering highly accurate results, it suffers from

problems of ambiguity in the very definition of what a named entity is, discrepancies in annotation guidelines across various
evaluation forums, a lack of said forums, a requirement of large annotated corpora for training which limits their practical ap-
plicability for end users, and reporting on overfit results which questions the accuracy (Marrero, Urbano, Sánchez-Cuadrado,
Morato, & Gómez-Berbís, 2013).

https://www.raconteur.net/infographics/a-day-in-data
https://www.statista.com/statistics/871513/worldwide-data-created/
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common in policy documents (Marrero et al., 2013).

• Bias and Subjectivity

– The performance of traditional NLPmodels can be influenced by the data used for training,
potentially introducing biases or reflecting the subjective perspectives of the training data
(Jin &Mihalcea, 2022), (Zhou et al., 2022).

– The interpretation of topics, keywords, or named entities extracted by traditional NLPmod-
els can be subjective and influenced by the researcher’s own biases and preconceptions (Jin
&Mihalcea, 2022), (Zhou et al., 2022).

• Data Quality and Preprocessing

– The quality and preprocessing of the input text data can significantly impact the perfor-
mance of traditional NLP techniques. Errors, inconsistencies, or noise in the data can lead
to inaccurate or misleading results (Jin &Mihalcea, 2022), (Zhou et al., 2022).

– Policy documents often contain specialized terminology, acronyms, or domain-specific lan-
guage that may not be well-handled by general-purpose traditional NLPmodels trained on
different types of text (Jin &Mihalcea, 2022), (Zhou et al., 2022).

Techniques like Recurrent Neural Networks, the state-of-the-art in natural language processing until
2018, had limitations such as limited context retention, scalability and computational limits arising
from a sequential architecture, and a lack of transfer learning (requiringmore task-specific training to
achieve good performance) (Schmidt, 2019).

A recentnatural languageprocessingsolution, nextwordgenerationusing large languagemodels, solves
many of these challenges using a new software architecture.

1.3.2. Why are Large Language Models Any Better?
Likeevery technologywitha sizeableuserbase, natural languageprocessinghasbeengettingbetter. Al-
thoughno computer can understand "meaning" in the human sense of theword, there are techniques
that can approximate and model "context" mathematically very well through the attention mecha-
nism.

In 2017, Google researchers released a paper titled "Attention is All You Need" (Vaswani et al., 2017),
introducing11 the attentionmechanism for language translation tasks.

This is how the architecture works -

1. Input Representation: Each word in the input sequence is first converted into a vector represen-
tation using embeddings.

2. Query, Key, and Value Vectors: For each word, three vectors are derived: the query vector (Q),
the key vector (K), and the value vector (V). These vectors are obtained bymultiplying the input
embedding with learned weight matrices.

3. Attention Scores: The attention score for a pair of words is calculated by taking the dot product
of their query and key vectors. This score is then scaled (by the square root of the dimension
of the key vectors) and passed through a softmax function (normalization function) to obtain
normalized weights.

11Although the transformer architecture, the backbone of large languagemodels, was introduced byBahdanau, Cho, andBen-
giofirst in2014, it gainedpopularity in2017,whenGoogle researchersused the transformerarchitecture for language translation
tasks and released their landmark paper (Vaswani et al., 2017).
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4. Weighted Sum: Thefinal representation of eachword is obtained by taking aweighted sumof the
value vectors, where the weights are the attention scores. The value vectors are converted back
into text and returned to the user as output.

In 2018, OpenAI, a research and development company applied this technique to create a generative
predictive application which was performing favourably with next word prediction12. The OpenAI
team scaled up the parameters in the model, the size of the training data, and released "ChatGPT".
Large LanguageModels (LLMs) have since then become the state-of-the-art in natural language tasks
and have shown performance in the top percentiles in standardized tests measuring language and
math skills (OpenAI, 2024). Thesemodels have shown that abilities like reasoning in natural language
emerge from training on a sufficiently large amount of data, making thesemodels the only viable can-
didate to attempt this human level task previously not possible.

LLMsaddress theproblemsof context, nuance, andoversimplification in textusing the self-attention13

mechanism, which enables transformers to consider all positions in the input sequence, effectively
capturing dependencies between distant words, and the multi-head attention14 mechanism which
dynamically weighs the importance of surrounding words, helping to disambiguate meaning based
on context (for example, "Paris" in "Paris is beautiful" vs. "Paris Hilton is famous") in the transformer
architecture.

Bias and subjectivity are a problem that exist in every human, and by extention, the data that we pro-
duce. Large language models are trained on large amounts of this very data, causing bias to creep
in. Development of large language models is assisted with reinforcement learning with human feed-
back (RLHF) (Christiano et al., 2023), where labellers provide desired responses to avoid the LLM from
providing toxic answers peppered with harmful sentiments (OpenAI, 2022), (Google Gemini Support,
2024) to mitigate this problem.

LLMsalsoovercometheproblemof sequentialprocessing inRecurrentNeuralNetworks, again, through
the transformer architecture, which is highly parallelizable. It allows for the use of parallel computing
for higher speeds (Vaswani et al., 2017). LLMs have much larger context retention (upto 1 million to-
kens15 for Google Gemini 1.5 Advanced (Gemini Token Size, 2024)), compared to the Long Short Term
MemoryRNN,withcontextwindows inpractice ranging fromabout50 to200words,withperformance
degrading withmore (Graves, 2012).

Due to these features of LLMs, they are good candidates for qualitative content analysis using standard
frameworks to analyse policy narratives, allowing text to be analysed at scale.

1.4. Thesis Focus
To examine the possibility of LLMs as a viable candidate for doing policy analysis, this thesis aims to
examine the performance of large languagemodels onqualitative content analysis of policy narratives
using a policy analysis framework, using a case study. The approach is twofold: a manual analysis of
the dataset, and analysis using large language models (LLMs). The Narrative Policy Framework has
been chosen for this study to analyze policy narratives. The NPF’s structured elements and emphasis
12Next word prediction is a common task in natural language processing (NLP) where the goal is to predict the next word in

a given sequence of words. This task is foundational in many applications such as text completion, language modeling, and
machine translation.
13In self-attention, eachwordattends toall otherwords (including itself) in the sequence, allowing it to incorporate contextual

information.
14Multi-head attention involves usingmultiple sets of query, key, and valuematrices, allowing themodel to capture different

types of relationships and nuances from different subspaces of the representation.
15100 tokens are equal to approximately 60-80 words in English (OpenAI, 2024), (Google, 2024)

https://openai.com/index/instruction-following/
https://support.google.com/gemini/answer/13594961?hl=en#zippy=%2Cwhy-is-human-review-of-my-gemini-apps-conversations-feedback-and-related-data-required
https://support.google.com/gemini/answer/13594961?hl=en#zippy=%2Cwhy-is-human-review-of-my-gemini-apps-conversations-feedback-and-related-data-required
https://blog.google/technology/ai/google-gemini-next-generation-model-february-2024/#context-window
https://help.openai.com/en/articles/4936856-what-are-tokens-and-how-to-count-them
https://ai.google.dev/gemini-api/docs/tokens
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on empirical testing provide a robust tool for policy research. It offers a rich set of vocabulary and
examinesdifferentdimensionsof narratives,making it suitable for this case studybecauseof 2 reasons:

1. The Narrative Policy Framework allows for the development of a codebook with definitions of
components that canbecustomizedaccording to the case study. Thismakespossible the capture
of complex elements that cannot be determined solely based on keywords in the text, making
context important. Thiswill serve to be the task that LLMsare specifically chosen for in this study.

2. The NPF is designed for repeatability in its application and to perform an empirical analysis of
qualitative data, which is useful in checking the consistency of LLM coding acrossmultiple runs.

By integrating narrative strategies and belief systems, the NPF enriches the analysis, offering insights
into the strategic use of narratives in public policy debates. Although the approach is new, there are
studies16 that have used and developed upon the framework, andmade available codebooks that can
be customized according to need.

While each approach has its merits, the Narrative Policy Framework (NPF) also stands out as themost
comprehensive and tailored approach for studyingpolicy narratives. It offers a holistic framework that
considers narrative elements, policy beliefs, and the broader policy process contexts. Its biggest ad-
vantage is its portability across contexts. The NPF has shown potential for portability across different
geographies, political systems, and policy fields. This adaptability is due to the universal importance
of narratives in human cognition and communication, making the NPF relevant in a wide range of
settings (Schlaufer, Kuenzler, Jones, & Shanahan, 2022). The NPF is used to analyze policy narratives
available in all kinds of media (audio, video, and text). In this study, it will be used to code textual in-
formation in the form of newspaper articles addressing the chosen policy problem. The chosen case
for this study is air pollution in India, a critical and persistent policy issue.

Air quality, a paramount environmental and public health concern, has been improving worldwide
(as measured through the concentration of pollutants) due to increasingly strong restrictions by gov-
ernments (Baldasano, Valera, & Jiménez, 2003). However, in low and average-income countries in the
Global South such as India, which unfortunately boasts some of theworld’smost polluted air (Kumari,
Lakhani, Kumari, et al., 2020), air pollutant concentration is high and its trend is only upward at the
ground level (Baldasano et al., 2003). This declining air quality poses severe health risks (Kampa &
Castanas, 2008), contributing significantly to the burden of disease. The key causes of air pollution
include man-made and natural sources such as factories, power generation plants, cars, planes, crop
burning practices, volcanic activity, wildfires, etc. (Pratap Choudhary & Garg, 2013). Policy can play
a key role in addressing the situation. Throughout history, governments have acted on air pollution
through anti-pollution policy when awareness about its ill effects has spread (Zeng, Cao, Qiao, Seyler,
& Tang, 2019).

Despite increasing evidence of these adverse effects, there remains a disproportionate response in pol-
icy action in India, especially in regions most affected by pollution, exacerbated by corruption and
under-utilization of allocated funds (PTI, 2023), (Tiwari, 2023), (Singh, 2015). Studying about the prob-
lem of air pollution in India using policy narratives in the form of newspaper articles about the policy
problemcouldprovide a deeper understanding of the issue, the actors and stakeholders in theprocess,
and the reasons for the lack of commensurate measures to tackle the problem.

Witha suitable case study to conduct, the researchmoves forwardwith the following researchquestion.
16Olofsson et al., Shanahan et al., Gupta, Ripberger, and Collins, Veselková, Crow and Berggren to name a few.
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1.5. Research Question
Towhat extent do Large LanguageModels (LLMs) accurately automate qualitative coding of policy

narratives when compared to amanually coded dataset?

As previously mentioned, to address the research question, a case study on air pollution in India will
be employed, facilitating a comparative analysis of the coding results. The investigation begins with
an exploration of the theoretical underpinnings pertinent to the research. Specifically, it necessitates
a comprehensive review of theNarrative Policy Framework (NPF) to effectively apply it to this analysis.
This theoretical review will elucidate the intricacies and uses of the NPF, to help make its application
relevant to the current study.

Subsequently, a tailored codebook will be developed and refined to align with the case study. Initial
data explorationwill aid in identifying prevalent themes, contributing to the codebook’s development.
The codebook will be iteratively refined through its application manually and evaluation of the fit. A
systematic research design will be established to ensure rigorous analysis. This will involve perform-
ing amanual coding process based on the refined codebook, with results presented in a standardized
format.

Following themanual analysis, an automated analysis using large languagemodels (LLMs)will be con-
ducted. The large languagemodel deployedwill be used as-is out-of-the-box. This is because there are
thousands of variants that can be created from a base model17 for specialized applications (Hugging
Face, 2024). Some specializedmodelsmay have better performance than basemodels for this particu-
lar task as theymight have been fine-tuned on classification datasets and entity recognition, andmay
have their hyperparameters tweaked for optimal performance. This kind ofmodel selection, however,
is outside of this study’s scope.

The findings from the automated analysis will be comparedwith those from themanual analysis. This
comparisonwill enable a thorough evaluation of the performance of LLMs in qualitative coding, iden-
tifying areas where they are effective and where they fall short using predefined metrics. Finally, con-
clusions will be drawn regarding the implications of LLM performance for future research.

The sub-questions designed to address themain research question are as follows:

1.5.1. Sub-Questions
1. What are the key theories, concepts, and relevant studies in policy narrative analysis using the

Narrative Policy Framework?

To effectively deploy the Narrative Policy Framework, a theoretical background requires estab-
lishment. The underlying assumptions of the NPF, the constituents of the framework, the defini-
tion of the codebook, and the levels of analysis will be studied, and previous research relevant to
this study will be reviewed.

2. What narrative components can be used to manually code news articles about the chosen case
study to create a robust reference dataset against which LLM agreement will be analyzed?

The policy problem of air pollution in India serves as a case study for assessing the capability
of LLMs in annotating texts for the chosen narrative components. In assessing capabilities, it is
crucial to compare labels presented by an LLM with a human-annotated dataset. To create this
dataset, a comprehensive codebook based on the elements of the Narrative Policy Framework

17By base model or base state of the model, the version of the LLM as shipped by the developer, with no modifications what-
soever is implied

https://huggingface.co/docs/hub/models
https://huggingface.co/docs/hub/models
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(NPF)will be developed and iteratively refined. A stratified sample of articleswill bemanually an-
notated, ensuring the coding framework comprehensively encompasses the content of the news
articles.

3. What insights are derived from themanual coding of the case study on air pollution in India?

Insights about the policy narrative of the chosen case study will be drawn in terms of the nar-
rative components chosen to code the data. The recurring characters, narrative plots (story of
decline, conspiracy, etc.), the belief systems present in the narrative (egalitarian, individualist,
hierarchist, etc.), and the narrative strategies employed to tell the story (devil-angel shift, cost
benefit distributions, etc.) will be identified18 and the findings will be discussed. These findings
will give context for comparing the results of the manual analysis to that of the LLM to aid the
judgement of LLM performance.

4. What is the consistency of LLM-generatedqualitative coding results for the sameprompts across
multiple runs?

Repeatability is a must in qualitative studies, and the robustness of the coding is determined by
inter-coder reliability. If LLMs are to be used for this work, it is important that they produce the
same results, or results with high levels of similarity acrossmultiple executions. Consistencywill
be evaluated by running the sameprompt 2 times and comparing the results. Metrics19 like accu-
racy, precision, recall, F1 scores, and cosine similarities will be used to measure the consistency
of narrative elements identified by LLMs across different runs.

5. How does the LLM-generated qualitative coding agree with themanually coded dataset?

Using a similar method as sub-question 4, the assessment of how well LLMs capture context,
nuance, and complexity in policy narratives compared to human coders will be analysed here.
Performancewill be evaluatedbycomparing theaccuracy, precision, recall, F1 scores, andcosine
similarities between LLM-based qualitative coding andmanual coding performed by a human.

The advantages and challenges of using LLMs will be analyzed, including scalability and relia-
bility. Specific strengths and weaknesses identified through comparative analysis with manual
codingwill be discussed. The implications of LLM-basedqualitative coding for large-scale policy
narrative research will also be explored, including how LLMs can enhance the speed with which
large volumes of policy-related text data canbe analyzed. Recommendationswill be provided for
the use of LLMs for policy narrative analysis.

Together, the sub-questions aim to collectively answer themain research question.

1.6. Approach
This research employs a qualitative case study approach: a detailed study of a complex phenomena in
a contemporary setting, performed throughmanual analysis and automated policy narrative analysis
usingLLMs. Themanual analysis involves traditionalqualitativemethods toexaminepolicynarratives
for the case study (air pollution in India) by coding thedataset of newspaper articles using apredefined
codebook, while the automated analysis leverages large language models to perform the same task.
The results of manual coding will be compared to the coding done by the LLM, and the consistency of
the LLM coding will be checked.
18See section A.3 for the complete codebook and definitions.
19See subsection 3.6.2.
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1.6.1. Scientific Relevance
This study attempts to address the limitations of current NLP techniques to do policy narrative analy-
sis type of work by exploring the ability of LLMs in their base state to performpolicy narrative analysis,
and measures its agreement with a human coder on the same dataset to benchmark its performance.
It contributes to the body of knowledge by demonstrating how advanced NLP tools can complement
traditional qualitativemethods and extend thembydoing tasks currently not possiblewith suchmeth-
ods. Onsuccessful implementation, theexpectation is thatusingLLMs forpolicynarrativeanalysiswill
enhance its robustness, speed, and scalability. This study will also make available datasets of articles
codedbyahumancoder andanLLM, anda larger dataset of all thedownloadedarticles for researchers
to use for their work in the future. The code written to pre-process the articles, make the graphs, run
the LLMs, and post-process their output will also bemade publicly available.

1.6.2. Practical Relevance
Understanding air pollution narratives is vital for addressing this significant policy issue. Effective nar-
rative analysis can inform the development and diffusion of new technologies and policies aimed at
mitigating air pollution. This research has practical implications for policymakers, researchers, and
public health advocates by providing insights into the narratives that shape public opinion and policy
decisions.

The studywill alsomakeavailable a fully crafted softwarepipeline to conduct such studies in the future,
helping shift the focus on the subject matter of the analysis rather than themethod.

1.7. Management of Technology Relevance
This thesiswas amandatorypart of theMScManagementof TechnologyProgramatTUDelft. Manage-
ment of Technology aims to teach students of a purely technical background about the deployment of
technology as a corporate resource. Thegoal of this researchbased study is to equip students to answer
important questions that companies must answer, such as -

1. What technology is required by the company?

2. When is it needed?

3. Should it be developed in-house, collaboratively, or acquired externally?

4. How can existing and emerging technologies affect the mission, vision, strategy, objectives, and
opportunities of the company?

Narrative analysis at scale possesses significant potential as a powerful tool for comprehending the
intricacies of public sentiment. This method can effectively address the challenges brought up by the
Management of Technology (MOT) program in the following ways -

1. Determining the necessary technologies and their appropriate timing - By analyzing market
trends through prevalent narratives in public and policy discussions, companies can identify
which technologies are gaining traction and recognize critical emerging issues. Moreover, nar-
rative analysis offers insights into customer needs by revealing what customers are discussing,
their pain points, and their expectations and a deep understanding of consumer attitudes and
societal trends. This enables companies to develop technologies that address current and gen-
uine needs, and allow for tailoredproducts andmarketing strategies. Using the tool developed in
this study, coupled with a customized NPF codebook would enable this kind of market research
at scale.
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2. TechnologyProcurement -Throughnarrativeanalysisof technological capabilitiesandadvance-
ments, companies can assess their in-house skills and determine if external expertise is required.
This analysis also uncovers potential collaborative opportunities by highlighting the strengths
and weaknesses of potential partners, aiding in the formulation of effective collaboration strate-
gies. Additionally, understanding market perceptions of technologies can inform decisions on
whether to develop technology internally or pursue acquisition or licensing, especially if a tech-
nology is perceived as highly specialized and beyond current capabilities. Using the methodol-
ogyof this study, corporationswill beable to createmapsof strengths,weaknesses, opportunities,
and threats from a sea of data, aiding their long term strategy.

3. Leveraging Technological Opportunities - By examining narratives around existing technolo-
gies and their shortcomings, companies can identify unmet needs and innovation opportuni-
ties. Understanding societal andpolicynarratives ensures that technological developmentaligns
with broader societal goals and company missions, promoting strategies that are both innova-
tive and socially responsible. Narrative analysis at scale will make available customer demand
information that corporations do not obtain from traditional sources of customer reviews and
feedback, allowing them to innovate and create better products.

4. Technology Impact Analysis - To analyze technologies and their commercial impact involves
investigating and comprehending the technological, economic, and social environments both
within organizations and in relation to business partners. Narrative analysis provides the neces-
sary tools for deep understanding of these environments. It also aids in anticipating wider soci-
etal trends, thus shaping strategic decisions about technological development andmarket entry.
Analyzing the commercial impact of technologies throughnarrative insights enables predictions
about consumer behavior and policy changes.

5. Technology Management - Strategic narrative management in business involves crafting com-
pelling stories to effectively position products and technologies in themarket, influencing stake-
holder perceptions, and driving adoption and loyalty. In navigating regulatory and policy envi-
ronments, narrative analysis helps anticipate and adapt to regulatory changes by understanding
policy narratives, and advocates for favorable regulations through informed narrative engage-
ment. Risk management and ethical considerations are addressed by understanding public and
ethical concerns through narrative analysis, proactively mitigating risks, and ensuring responsi-
ble technology deployment.

6. TechnologicalDiffusionandAdoption - Narrativeanalysis aids indevising strategies toenhance
societal acceptanceofnewtechnologiesandaligningor shiftingprevailingnarratives for smoother
integration.

7. Corporate Social Responsibility (CSR) and Puclic Relations (PR) - Narrative analysis supports
CSRandPRefforts by engagingwithpublic narratives tomaintain apositive corporate imageand
building public trust through understanding and influencing public perceptions.

1.8. Structure of the Document
In CHAPTER 2, the relevant background for the study and the current state of research in the Narrative
Policy Framework will be discussed. CHAPTER 3 details the research design and themotivation for the
choicesmade. CHAPTER 4 contains the results of themanual coding, an analysis of the results from an
airpollutionperspective, the insights inan Indiancontext. CHAPTER5contains the resultsof thecoding
done by the LLM, key observations, and comparison betweenmultiple LLM runs. CHAPTER 6 contains
the comparison of the results from the LLM to the results from themanual coding, and highlights the
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areas where the LLM performs well and those where it does not. CHAPTER 7 discusses the results ob-
tained, andwhat theymean forqualitative content analysis of policynarrativesbyLLMs, andwhat they
show about the policy landscape surrounding air pollution in India. CHAPTER 8 talks about takeaways
from the study, limitations, scientific contribution, future research, and a conclusion.



2
Theoretical Background

The research focuses on a systematic qualitative content analysis of policy narratives in an empirical
manner, manually and through automation. The analysis is done using the Narrative Policy Frame-
work (NPF) to code news articles about air pollution in India.

TheNarrative Policy Framework offers a structured analytical approach to understanding the role and
mechanics of narratives within public policy. Central to the NPF is the recognition of the inherent nar-
rative nature of human cognition and communication, particularly in the context of policy formation
and advocacy. The NPF is based on five core assumptions (Shanahan et al., 2018b), (Jones, Mcbeth, &
Shanahan, 2014), (Jones et al., 2022):

Social Construction of Policy Realities: Policy reality is socially constructed, meaning that the sig-
nificance of policy-relatedobjects andprocesses varies basedonhumanperceptions, best understood
through collective and individual social constructions rather than objective truths. For example, con-
sider climate change policy. In some communities, it might be seen as a critical issue due to perceived
direct impacts, like rising sea levels, while in others, it might be seen as less urgent or even contested,
depending on local experiences and beliefs.

BoundedRelativity: While social constructionscreatedifferentpolicy realities, this variation isbounded
by belief systems, ideologies, and norms within certain boundaries influenced by identity or culture,
making it stable over time. For instance, thedebate onguncontrol in theU.S. showsbounded relativity.
While views on gun ownership varywidely, the debate is generally framedwithin the boundaries of the
Second Amendment rights and cultural values surrounding personal freedom and safety.

Generalizable Structural Elements: Narratives possess specific, identifiable structures such as plots
and characters that are consistent across contexts that can be counted and analyzed statistically. Con-
sider discussions about healthcare reform in the U.S., where narratives often have a clear structure:
healthcare providers as heroes, insurance companies as villains, and patients as victims. This struc-
ture can be seen across various such debates, regardless of specific policy details.

Three Interacting Levels of Analysis: Narratives operate simultaneously atmicro (individual),meso
(group/coalitional), and macro (cultural/institutional) levels. For example, in the immigration policy

16
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debate, an individual (micro level) might share a personal story about their immigrant journey, which
resonateswith aparticular community or advocacy group (meso level), and these stories can influence
broader national discourse and policy-making (macro level).

Homo Narrans Model: Humans primarily understand and communicate about the world through
narratives or in narrative form. Emotions precede reason in narratives, and affective stories drive cog-
nition, communication, and decision-making. For example, a politician might share a touching story
about a struggling family to evoke an emotional response and support for social welfare policies, ap-
pealing to emotions rather than presenting only statistical evidence.

2.1. The Narrative Policy Framework
Proposedby JonesandMcBeth (2010), theNPFcontrastswith traditionalpoststructuralist1 approaches
by offering a systematic, empirical methodology for analyzing narratives in public policy. It empha-
sizes empirical and falsifiable research, integrating narrative analysis into the broader empirical study
of policy processes with clear hypotheses andmethodological guidelines.

It identifies narratives as having certain core components, which upon clearly defining, are repro-
ducible across context.

2.1.1. Core Components of a Policy Narrative
There are 2 types of core components, Narrative Form and Narrative Content.

Narrative Form
Narrative Form concerns itself with the elements present in the narrative, which are distinctly identifi-
able across contexts (Jones et al., 2014). They are -

1. Setting orContext: The setting of a policy narrative refers to the space and timewhere the action
unfolds, focusing the audience’s attention on a specific context. It can range from a physical lo-
cation to a broad socio-economic-political environment (Jones &McBeth, 2010) including legal,
cultural, political, social, and economic factors (Jones et al., 2014), grounding the narrative in a
particular reality that resonates with the audience.

2. Characters: Characters are the entities within the narrative who act or are acted upon, catego-
rized into heroes, villains, or victims based on their roles in the policy issue. Heroes are seen as
potential fixers of the issue, villains as the cause of the problem, and victims as those harmed.
Additional character types may include beneficiaries of the proposed policy solution and allies
or opponents to the hero’s cause.

3. Plot: The plot organizes the actions within the narrative, linking characters to each other and to
the setting. It highlights the causalmechanisms at play, often structured around commonpublic
policy storylines such as power struggles, change, or decline. The plot is crucial for construct-
ing a compelling narrative that guides the audience through the unfolding of events and their
implications.

4. Moral of the Story: Typically represented as the policy solution, themoral of the story is the take-
awaymessage intended to prompt action. Itmay advocate for a specific policy change or suggest

1Post-structuralism is a theoretical framework that challenges the idea of fixed structures andmeanings in language, culture,
and society. It emerged as a reaction against structuralism, which posited that underlying structures govern human behavior
and cultural phenomena. Post-structuralists argue that meanings are not stable but are instead constructed through language
and discourse, constantly shifting and influenced by power relations (Williams, 2014).
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intermediate steps towards a larger goal. Themoral reflects the narrative’s underlying values and
the protagonist’s (hero’s) efforts to achieve a beneficial outcome for the victim or society at large.

Narrative Content
Although a common claimby postpositivists2 is that narratives are relative, theNPFproposes that gen-
eralizable elements are present in narratives that confine the variability in content (Jones & McBeth,
2010). 2 possible ways to put this claim to practice are -

1. Belief Systems: These are the values and ideologies underlying the narrative, shaping the inter-
pretation of the narrative elements and influencing the persuasiveness of the narrative.

2. Narrative Strategies: These are techniques used to craft and deliver the narrative to maximize
its impact. They may include framing the narrative to resonate with the audience’s pre-existing
beliefs and emotions and employing persuasive elements to shift opinions and behaviors.

In the Narrative Policy Framework (NPF), the fundamental components are narrative form and con-
tent. These components are further divided into categories and characters, some of which are univer-
sally present across all narratives. Additionally, there are customizable elements that can be adapted
to align with the specific objectives of the study being conducted. The next section discusses them in
the context of this study.

Components of the Narrative Policy Framework
Thecategoriespresent innarrative formandcontentused inextantNPFstudiesand literature (Shanahan,
Jones, andMcBeth (2018a), Jones andMcBeth (2010), Olofsson et al. (2018), etc.) combined with cate-
gories that have been a part of existing narratives in contemporary and historical stories, such as the
Biblical plot of David and Goliath, plots of movies, etc. provide a rich set of labels to assign to entities
in the narratives to be studied, and to assign to the structure of the narrative itself. Characters such as
heroes, villains, and victims are a part of most, if not all, narratives we see and hear in daily life. Many
other such characters, plotlines, strategies of narration are described in the following figure and tables:

2Post-positivism is a philosophical approach that evolved as a critique of positivism. It acknowledges the limitations of posi-
tivism, particularly the idea that knowledge is entirely objective and can be fully captured through empirical observation. Post-
positivists recognize that all observation is fallible and that research is influenced by the researchers perspectives, values, and
biases (Phillips & Burbules, 2000).
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Figure 2.1: Narrative Elements and Content

Following is how the codebook is structured and how each component is defined -
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Characters
Type Definition

Hero

The potential fixer of the policy issue, taking action with purpose to achieve
or oppose a policy solution. Any actor depicted taking positive steps towards
air pollution mitigation, advocating for clean air policies, or raising aware-
ness about air pollutions consequences is considered a hero (Shanahan et al.,
2018a).

Villain
The entity causing the policy problem, creating harm or opposition to the
hero’s aims (Shanahan et al., 2018a).

Victim
The one harmed by the villain, affected negatively by an action or inaction
(Shanahan et al., 2018a).

Beneficiary
Those who benefit from the proposed policy solution; could be an animate
character who is explicitly stated, directly linked to a hero, and the receiver of
an action of a hero (Shanahan et al., 2018a).

Allies
Those aligned with the hero, supporting their efforts towards the policy solu-
tion (Shanahan et al., 2018a).

Opponents
An entity opposing a policy but distinct from a villain, often presenting alter-
native views or objections to the proposed solutions (Shanahan et al., 2018a).

Ineffective
An entity that performs an action that has no effect on the policy problem
(Shanahan et al., 2018a).

Setting
Type Definition
Specific Location Settings can be specific locations, like a fracking site (Shanahan et al., 2018a).

Broader Context
Settings can be broader contexts, like the American West (Shanahan et al.,
2018a).
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Plot
Type Definition

Story of Decline

This plot describes an initial state of well-being that deteriorates over time,
highlighting the urgent need for action (Shanahan et al., 2018a). It may start
with a good situation thatworsensorbeginat apointwhere things are already
dire.

Stymied Progress
This plot outlines a trajectory of improvement that is halted or reversed
by external interference, emphasizing thwarted efforts towards betterment
(Shanahan et al., 2018a).

Change-Is-Only an
Illusion

This narrative reveals that perceived changes in a situation are misconcep-
tions, with the real situation being stable ormoving in the opposite direction
(Shanahan et al., 2018a).

Story of Helpless-
ness and Control

This plot describes a dire situation initially seen as unchangeable but later
shown to be amendable through specific actions or revelations.

Conspiracy
This plot involves a progression from an apparently predetermined state to
one where control is exerted by a select fewwho have beenmanipulating cir-
cumstances for their own benefit (Shanahan et al., 2018a).

Blame the Victim
This plot centres on issues where those suffering from a problem are inaccu-
rately held responsible for causing it (Shanahan et al., 2018a).

Triumph Over Ad-
versity

This plot revolves around overcoming significant obstacles through re-
silience and ingenuity (Kimberly Fiock, 2023), focusing on successful mitiga-
tion of air pollution.

Restoration
This plot focuses on restoring the environment or social system to its original,
pristine condition after suffering degradation, highlighting restorative efforts
(Blignaut & Aronson, 2020).

Warning Tale
This plot serves as a cautionary story about the dire consequences of inac-
tion or improper actions, often projecting a bleak future to motivate current
action (Soriano & Frey, 1969).

Hero’s Journey
This plot follows a protagonist or group undergoing a transformative journey
to resolve a crisis, featuring various trials and eventual success.

David vs. Goliath
This plot highlights the struggle of a seemingly powerless individual or group
against a far more powerful adversary, emphasizing justice and equity (Holy
Spirit, Original text written circa 6th century BCE).

Rebirth or Renewal
This plot focuses on transformation and new beginnings after a period of de-
cline or catastrophe, promoting an optimistic and forward-looking perspec-
tive (Duffy, 2017).

Pendulum Swing
Thisplot captures thecyclicalnatureofpolicyandpublic sentiment,whereat-
titudes and conditions swing from one extreme to another over time (Rieder,
2018).

Regulatory En-
forcement

This plot typically involves a structured progressionwhere regulations are in-
troduced, enforced, and the consequences of these actions are observed and
analyzed (Kuhlmann & Blum, 2021).
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Narrative Strategies - Causal Mechanisms
Type Definition

Mechanical Cause
Theexcerpt associates intendedconsequencesbyunguidedactionwithapol-
icy problem (Shanahan et al., 2018a).

Intentional Cause
The excerpt associates intended consequences by purposeful action with a
policy problem (Shanahan et al., 2018a).

Accidental Cause
The excerpt associates unintended consequences by unguided action with a
policy problem (Shanahan et al., 2018a).

Inadvertent Cause
The excerpt associates unintended consequences by purposeful action with
a policy solution (Shanahan et al., 2018a).

Devil Shift Casting villains as the victors over the heroes (Shanahan et al., 2018a).
Angel Shift Casting the heroes as the winners (Shanahan et al., 2018a).
Mobilization of
Support

Rally support for a particular policy position (Shanahan et al., 2018a).

Demobilization of
Support

Diminish support for opposing views (Shanahan et al., 2018a).

Diffusing Costs
and Concentrating
Benefits

This strategy involves how the costs and benefits of a proposed policy are dis-
tributed among the characters in the narrative. The elite few get the advan-
tage, while the common people pay for it (Shanahan et al., 2018a).

Concentrating
Costs and Diffus-
ing Benefits

This strategy involves how the costs and benefits of a proposed policy are dis-
tributed among the characters in the narrative. Costs are concentrated and
benefits are intended for a larger audience, generally the public (Shanahan et
al., 2018a).

Moral/Policy Solution
Type Definition
Explicit Policy So-
lution

The policy solution in the policy narrative, frequently culminating in a call to
action (Shanahan et al., 2018a).

Implicit Policy Ref-
erence

Intermediary steps leading toa largerpolicy solution (Shanahanetal., 2018a).
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Belief Systems
Type Definition

Hierarchist

Hierarchist belief systems focus on the need for structured regulations and
state-led initiatives (Thompson, 2018) to tackle air pollution. They advocate
for stringent enforcement of emission standards, urban zoning laws, and in-
dustrial compliance with environmental regulations.

Individualist

Individualist belief systems emphasize innovation, economic growth, and
the role of market mechanisms (Thompson, 2018) in solving air pollution.
Narratives might promote the development and adoption of new technolo-
gies like electric vehicles andmarket-based solutions such as carbon trading.

Egalitarian

Egalitarian belief systems stress community involvement and the impacts of
air pollution on public health, particularly for the most vulnerable popula-
tions. They advocate for policies that ensure equal distribution of clean air as
a shared resource and demand radical changes (Thompson, 2018) to reduce
emissions, such as banning certain pollutants outright.

Fatalist

Fatalist belief systems are characterized by skepticism about the efficacy of
any interventions (Thompson, 2018). In the context of air pollution, this
translates into narratives that depict efforts to improve air quality as doomed
to fail due to overwhelming systemic challenges or corruption.

Modernist

Modernistbelief systemsemphasize thepowerof scientificprogressand tech-
nological innovation to solve problems (Burns, 1913), including environmen-
tal ones. This belief supports large-scale technological solutions to air pollu-
tion, such as the installation of state-of-the-art air purification systems or the
development of advanced low-emission public transportation.

Traditionalist

Traditionalist belief systems emphasize the importance of cultural heritage,
continuity, and adherence to historical lifestyles andpractices (Legenhausen,
2002). This belief advocates for the preservation of traditional practices that
have a smaller ecological footprint or criticizes modern industrial methods
for disrupting natural and social orders.

Activist

Activist belief systems focus on direct action and social change, particularly
in the face of perceived government inaction or corporate malfeasance. Nar-
ratives driven by this belief system mobilize public demonstrations or cam-
paigns to pressure policymakers into taking action against air pollution.

Technocratic

Trusts in experts and technical solutions over political or public opinion, em-
phasizing the role of educated elites and technologists in crafting policy solu-
tions (Bertsou & Caramani, 2020). This could lead to advocacy for solutions
based on scientific research and data-driven approaches.

The aforementioned elements constitute the codebook utilized in this study. Research employing the
Narrative Policy Framework (NPF) can be conducted at various levels of analysis.

2.1.2. Levels of Analysis
The NPF distinguishes between three primary levels of narrative analysis:

Micro Level: Focuses onpublic opinion and the individual-level effects of narrative persuasion. This
level examines how specific narrative elements influence personal beliefs and attitudes towards policy
issues.
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Meso Level: Concerns the strategic use of policy narratives by groups or coalitions to advance their
policy agendas. At this level, the analysis explores how narratives are constructed and deployed to
shape policy discourse and influence policy outcomes.

Macro Level: Examines the cultural and institutional narratives that operate at a broader societal
level. This includes the long-term andwidespread narratives that influence public policy across differ-
ent contexts and time periods.

The research design depends on the level of analysis. This study focuses on the meso level because it
is particularly well-suited for examining specific policy subsystems, which consist of groups of actors
such as government agencies, non-governmental organizations, and industry stakeholders engaged
in a particular policy domain. In the context of air pollution in India, a meso-level analysis allows for
an in-depth exploration of the narratives and interactions within a particular policy subsystem, such
as environmental regulation, public health, or urban planning. This level of analysis is preferable to
themicro level, which would focus on individual actors, or themacro level, which would consider the
nation as a whole.

Furthermore, the issue of air pollution in India is characterized by significant complexity, involving a
diverse arrayof stakeholders, regional variations, and intersectingpolicy areas, includingenergy, trans-
portation, andpublic health. Ameso-level analysis provides a framework for capturing this complexity
without being overwhelmed by the granular details of individual narratives, as would occur at the mi-
cro level, or the overly broad generalizations typical of macro-level analysis.

At themeso level, patternsof coalition formation, the alignmentof narratives, and the influenceof vari-
ous actorswithin the policy subsystemcanbe effectively identified and analyzed. This level of analysis
is particularly advantageous for understanding how specific narratives surrounding air pollution gain
traction, shape policy decisions, and facilitate interaction and negotiation among stakeholders within
the subsystem.

Lastly, the meso level offers an intermediate scope that balances depth and breadth, making it well-
suited for case studies that require a detailed exploration of narratives and their impacts within aman-
ageable and contextually relevant framework. This makes it particularly appropriate for a case study
on a complex issue like air pollution in a diverse and populous country such as India.

2.1.3. Research Design and Methods
NPF studies can employ both experimental and non-experimental designs:

Experimental Designs: Typically involve control groups and various narrative treatments to study
their effects on dependent variables.

Non-ExperimentalDesigns: Includequalitativeapproaches, contentanalysis, anddescriptive statis-
tics to explore the relationships and impacts of policy narratives.

This study employs a non-experimental design due to its exploratory nature, with the objective of gath-
ering insights into the policy problem under investigation. Amore detailed discussion of the research
design is provided in chapter 3. Data collection is structured according to the level of analysis, with
various types of data being available at different levels.
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2.1.4. Data Collection and Analysis
Micro-Level Data: Collected through surveys, interviews, and experimental treatments.

Meso-Level Data: Derived frompublic records,media content, speeches, and legislative documents.

Macro-Level Data: Comprised of cultural narratives and institutional communications.

The Narrative Policy Framework is the underlying theoretical basis for this study. Based on the frame-
work, the analysis of narrative data will involve coding for specific narrative elements throughmanual
and automated methods. The methodological approaches and the rationale behind them are elabo-
rated in chapter 3.



3
Research Design

Th research design is based on a case study approach, with the topic of the case study being ’Air Pollu-
tion in India’. The research is designed to examine how diverse groups construct policy narratives by
elucidating insights derived from both manual coding and automated coding, and facilitating a com-
parative analysis of thesemethods. Suchan inquiry is characteristic of ameso-level researchapproach,
which typically investigates the interplay between policy narratives and policy outcomes within spe-
cific contexts at the coalition level for actors and stakeholders (Jones et al., 2022). The central goal
of the research is to do an exploratory study of the policy problem and comparing the outcomes of
the manual analysis with the automated analysis. By adopting this methodology, the study seeks to
enhance our understanding of the potential advantages and limitations associated with advanced au-
tomated coding techniques, particularly those enabled by large languagemodels (LLMs), in the realm
of qualitative policy research.

This studyemploysqualitative content analysis as amethodofdoing text analysiswithin thecase study,
amethod extensively utilized within the Narrative Policy Framework (NPF) research domain (Jones et
al., 2022). In addition, qualitative content analysis, with its systematic, theory-guided procedures, is
well-suited for analyzing complex social phenomena in case studies (Kohlbacher, 2006) and can sig-
nificantly enhance the rigor, validity, and reliability of case study research (Kohlbacher, 2006). Specif-
ically, it adopts a meso-level, non-experimental, time-series design. The non-experimental nature of
the study is characterized by the absence of control and treatment groups, while the time-series di-
mension is defined by the examination of narrative policy data pertaining to the chosen case study
over the period from 2010 to 2024, based on available data at the time of this study. The study utilizes
newspaper articles as themeso-level data source to explore various groups and coalitions.

26
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3.1. Steps in Conducting the Research
Phase 1:

Data Collection

Phase 2:
Codebook Development

Phase 3:
Iterative Refinement

Phase 4:
Manual Coding

Phase 5:
Automated Coding

Phase 6:
Comparison of Results

Key Output 1:
Downloaded 16,007 newspaper (Times
of India) articles from LexisNexis with
the search term ’Air Pollution in India’.

Key Output 2:
Created a codebook based on prior NPF
research and narrative components

available in literature outside of the NPF.

Key Output 3:
Refined the codebook iteratively until a
random sample of 10 articles could be
manually coded without having to intro-
duce new narrative analysis components.

Key Output 4:
Manually coded a stratified sample
(based on the date when the news ar-
ticles were published) of 297 articles
out of 14,578 articles over 26 days.

Key Output 5:
(1) Set up an automated cod-
ing pipeline for an LLM.

(2) Coded 297 articles using
the LLM, twice for each arti-
cle, and processed the results.

Key Output 6:
Compared results from manual and
automated analyses based on de-

fined metrics to check for agreement.

3.2. Data - Census and Sample
Census: The data for this study consists of newspaper articles on the topic of "Air Pollution in India"
sourced from ’TheTimesof India’. This newspaperwas selecteddue to its extensive readership in India,
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the availability of English-language articles, and the ease of accessing these articles online.

Articles were retrieved using the Lexis Nexis, Nexis Uni database. The search term "Air Pollution in
India" was used, with a filter applied to include only articles from ’The Times of India’. This search
strategy ensured that each article contained the terms ’air’, ’pollution’, and ’India’, making them rele-
vant to the policy issue under study (Lexis Nexis Search Guide). Articles published between January
2010 andApril 2024were considered (all available articles in existence at the time of download), result-
ing in an initial total of 16,007 articles. Due to download limits, articles were downloaded in batches of
100, with a cap of 1000 articles per session (Lexis Nexis Download Limits).

The downloaded articles were processed using Python (Jupyter Notebook). This involved extracting
the articles into a structured tabular format and removing duplicates, resulting in a final dataset of
14,578 news articles. The duplication in articles were likely due to manual downloading errors. Al-
though Lexis Nexis offers ways to download more than the aforementioned limits through special re-
quest, this was outside the time and financial scope of the study.

The dataset had an average of 405.7 words per article, with amedian of 377 words. Initial data analysis
included examining the number of articles published each year, extracting keywords, and mapping
article locations (Python Notebook). Here are some insights from the raw data -

Figure 3.1: Number of Articles over the Years

Sample: A stratified sample of 297 articles was drawn out of the total data. The stratificationwas done
basis the share of articles in a particular time period. The share of articles by year is the same (upto 2
decimal points of the percentage) in the census and the sample.

https://www.lexisnexis.com/bis-user-information/docs/developingasearch.pdf
https://supportcenter.lexisnexis.com/app/answers/answer_view/a_id/1100645/~/how-to-download-documents-on-lexis%2B
https://github.com/darshxm/LLM_content_analysis/blob/ab7dbce21d14187afc0eb712970ceeedf984a9c4/Article_Extractor.ipynb
https://colab.research.google.com/drive/1xmTn1rcKq5QBVZld63i7mBZrXdnXiZUF?usp=sharing
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Figure 3.2: Number of Articles over the Years

3.2.1. Representativeness of the Sample:
The sample was drawn to be representative of the census. To validate its representativeness, the fol-
lowing visualizations were created -

(a)Number of Articles by Year - Census (b)Number of Articles by Year - Sample

Figure 3.3: Census-Sample Distributions
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Comparison of Census and Sample - Data Description

(a) Comparison of Number of Articles by Publishing ’Section’ Across All Years

(b)Most FrequentWords (noise words removed) Across All Years

Figure 3.4: Census-Sample Comparison
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(a) Latent Dirichlet Allocation (LDA)MethodWord Cloud Across
All Years - Census (b) LDAMethodWord Cloud Across All Years - Sample

(c) Latent Semantic Analysis (LSA) MethodWord Cloud Across
All Years - Census (d) LSAMethodWord Cloud Across All Years - Sample

Figure 3.5: Census-Sample Comparison -Word Clouds

Although there isnometric for comparisonhere, glancingat thewordclouds shows that thewordcloud
of the sample is a reduced version of the word cloud of the census. These figures are merely meant to
be representative to obtain a rough idea of the content of the dataset.

3.3. Defining the Codebook
Oneself-trained trainedhumancoder created the codebookby takingelements fromthe standardNPF
codebook and customizing it further by analyzing the sample narrative data. Ideally, two or three in-
dependent coders should read and code a small sample of the data independently. They thenmeet to
reconcile their codes, discussing discrepancies and establishing decision rules. Due to budget limita-
tions, this was not possible in this study. There were two parts to creating the codebook for this study:

Components from the StandardCodebook: TheNPF employs a standard codebook that includes def-
initions and operationalizations of narrative components such as setting, characters, plot, and moral
of the story. The codebook for this studywas defined by definitions of narrative formand content used
in contemporary studies in the analysis of air pollutionpolicy narratives in India (Olofsson et al., 2018),
(Costie & Olofsson, 2022), and other NPF studies (Shanahan et al., 2018b).

Customization of the Codebook: The codebook was used to code 10 random news articles, and itera-
tively changed until it contained the required elements needed to comprehensively code the breadth
of articles present in the dataset. The codebook can be viewed in section A.3.

3.3.1. Unit of Coding Analysis
Levels of Analysis: The unit of analysis can vary from headlines, sentences, and paragraphs to entire
documents or collections of documents. To check forwhich level of analysiswas suitable for this study,
2 articles were coded at a paragraph level and at the document level each, and the results were slightly
different at different levels of analyses. To maintain research rigor and quality, and to ensure that the
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LLM and manual coding happen at the same level, the unit of analysis was chosen to be at the docu-
ment level.

3.4. Manual Coding
HumanCoding: The process ofmanual coding was conducted by a single, self-trained coder, who is a
graduate STEMstudent. As previously discussed, the codebookwas iteratively developedby this coder.
Prior to commencing the final coding process, the coder thoroughly familiarized themselves with the
codebook, repeatedly reviewing each definition. Documented decision rules were consistently ap-
plied throughout the coding process. The coder successfully completed the coding of 297 articles over
a span of 26 days, with an average of approximately 12 articles coded per day. Each news article was
read multiple times before being coded. To ensure consistency and prevent burnout, regular breaks
were incorporated into the coding process. The coding was performed in Excel, with characters and
settings written out as they appear in the text while being as consistent between articles for repeating
entities as far as possible (example: ’police’, ’director’, ’Delhi’, ’New Delhi’, etc.), separated by commas
wherever appropriate. For plot, moral, belief system, and narrative strategy, each column had a data
validation check, where only pre-defined categories could be selected from a drop down list.

3.5. Automated Coding
For the automated coding process, a large language model was selected due to its demonstrated ef-
fectiveness in processing extensive amounts of natural language data with high accuracy and top per-
centile scores on natural language tasks (Gemini Performance, 2024). The newspaper articles and the
codebookwere inputted into the chosen large languagemodel, whichwas taskedwith identifying and
outputting the narrative elements in a JSON format to facilitate post-processing. The primary advan-
tageof automatedcoding lies in its ability toefficientlyhandle largedatasets, 14,578newspaperarticles
for instance.

3.5.1. Selection of Large Language Model
TheGoogleGemini large language out-of-the-boxmodelwith nofine-tuning anddefault hyperparam-
eters was selected for this study, as there are many ways to customize this family of models for high
performance on specific tasks. Although customizing may provide better results, this was outside the
scopeof this studydue to timeconstraints. GoogleGeminidemonstrates state-of-the-artperformance,
comparable to GPT-4 on various reasoning tests (Google Blog) as seen in the table below. Additionally,
Gemini offers a limitednumberof freeAPI requests through theirGoogleAI Studio environment, along
with$300 in sign-upcredits formakingAPI calls outsideofGoogleStudio. This allocationwas sufficient
for thepurposes of this study. The choice ofGeminiwas influencedby its cost-effectiveness, freeusage,
and ease of use in conjunction with Google Colab, the online Jupyter notebook platform utilized for
all coding in this research. The specific variant of Gemini employed was the 1.5 Flash version, which
Google describes as their "fastestmultimodalmodelwith excellent performance for diverse, repetitive
tasks and a 1million context window" (Google AI Studio). The performance of Gemini 1.5 (also known
as Ultra) on various benchmarks is detailed below.

https://blog.google/technology/ai/google-gemini-ai/#performance
https://blog.google/technology/ai/google-gemini-ai/#performance
https://ai.google.dev/pricing
https://colab.research.google.com/
https://ai.google.dev/pricing
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Table 3.1: Comparison of Gemini Ultra and GPT-4 Capabilities

Capability Benchmark Description Gemini Ultra GPT-4

General MMLU
Representation of questions in

57 subjects (incl. STEM,
humanities, and others)

90.0% CoT@32* 86.4% 5-shot**
(reported)

Reasoning Big-Bench
Hard

Diverse set of challenging tasks
requiringmulti-step reasoning 83.6% 3-shot 83.1% 3-shot

(API)

DROP Reading comprehension (F1
Score)

82.4 Variable
shots

80.9 3-shot
(reported)

HellaSwag Commonsense reasoning for
everyday tasks 87.8% 10-shot* 95.3% 10-shot*

(reported)

Math GSM8K
Basic arithmetic manipulations

(incl. Grade School math
problems)

94.4%maj1@32 92.0% 5-shot
CoT (reported)

MATH
Challengingmath problems
(incl. algebra, geometry,
pre-calculus, and others)

53.2% 4-shot 52.9% 4-shot
(API)

Code HumanEval Python code generation 74.4% 0-shot
(IT)*

67.0% 0-shot*
(reported)

Natural2Code

Python code generation. New
held out dataset

HumanEval-like, not leaked on
the web

74.9% 0-shot 73.9% 0-shot
(API)

* See the technical report for details on performance with other methodologies
** GPT-4 scores 87.29%with CoT@32 - see the technical report onGoogle AI Studio for full comparison

Table 3.2: Gemini Ultra vs GPT-4 (Google AI Studio)

3.5.2. LLM Process
Gemini 1.5 Flash follows a sequence of steps to process textual data, following a structured pipeline
fromthe receptionofuser input to thegenerationof theoutput. The steps for this studywereas follows:

Input Text Reception

Tokenization

Embedding

Passing Through theModel

Generating Output

Post-Processing

End

https://ai.google.dev/pricing
https://ai.google.dev/pricing
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1. Input Text Reception: First, the textual input was provided as described.

2. Tokenization: The input textwas then tokenized, i.e. itwasdecomposed intosmallerunits known
as tokens. These tokens could be words, subwords, or even individual characters, depending on
the Google Gemini Tokenizer. Tokenization is a critical step because LLMs function on tokens
and not entire words as read and understood by humans. The tokenization was taken care of by
the Google Gemini API call and initializing an instance of the ’GenerativeModel’ in the ’genera-
tiveai’ class:

!pip install -q -U google-generativeai
import google.generativeai as genai

model = genai.GenerativeModel(’gemini-1.5-flash’)

3. Embedding: Subsequently, the tokens were transformed into embeddings. These embeddings
are high-dimensional vectors representing the tokenswithin a continuous abstract vector space,
encapsulating semantic information about the tokens.

4. Passing Through the Model The token embeddings were then passed through the pre-trained
model,which typically comprisesmultiple layersof self-attentionmechanismsand feed-forward
neural networks (Vaswani et al., 2017). Each layer processes and refines the embeddings based
on the context provided by the entire input sequence.

(a) Self-AttentionMechanism: Theself-attentionmechanismallowed themodel toassignweights
to each token relative to others in the sequence, thereby capturing dependencies and rela-
tionships between tokens (Vaswani et al., 2017).

(b) Feed-ForwardNeural Networks: Following the self-attentionmechanism, the embeddings
wereprocessed through feed-forwardneural networks, which further transformed the infor-
mation.

5. GeneratingOutput: Thefinal layer of themodel generatedoutput embeddings,whichwere then
converted back into tokens. These tokens were subsequently decoded to produce the final text
output. The following code was used to generate and decode the output:

from IPython.display import Markdown

def to_markdown(text):
text = text.replace(’’, ’ *’)
return Markdown(textwrap.indent(text, ’> ’, predicate=lambda _: True))

response = model.generate_content("The prompt goes here")
print(to_markdown(response.text))

This was the response for a single query for testing the output. The whole program was run
through a loop with a rate limit on requests to avoid charges beyond the free tier of the Gemini
API1, and saved at regular intervals to prevent data loss in the case of interruptions. There was
also a provision added to load from a checkpoint in case of the aforementioned network loss.

# Determine the starting point
start_index = df.dropna(subset=[’Hero’]).shape[0] # Rows with ’Hero’ filled are processed
for index in range(start_index, len(df)):

1At the time of implementation> The current billing schememay be different.
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start_time = time.time()

# The extract function
result = extract(df.loc[index, ’Body’])
df.at[index, ’Gemini Output’] = result

# Save the checkpoint every 15 rows
if (index + 1) % 15 == 0:

save_checkpoint(df)
print(f"Checkpoint saved at row {index + 1}")

elapsed_time = time.time() - start_time
if elapsed_time < 4:

time.sleep(4 - elapsed_time)
# Save the final state of the dataframe
df.to_csv(final_output_path, index=False)
print("Analysis complete. Final data saved.")

6. Post-Processing The generated text underwent post-processing to ensure it conformed to the
desired format and quality. The JSON parts were extracted as a python dictionary and appropri-
ate columns in the python pandas dataframe were populated with the elements and saved as a
comma separated values file which could be accessed in Excel. Errors in the JSON output were
checked for and rectified. Sometimes, the commas and apostrophes were at the wrong place,
but these instances were few (4/297), which highlights the reliability of Gemini in terms of out-
put quality. The postprocessingwas done using pandas (WesMcKinney, 2010), numpy (Harris et
al., 2020), and sci-kit learn (Pedregosa et al., 2011).

3.6. Validation of Results
3.6.1. Testing
Following the coding phase, the performance of the large language model (LLM) was systematically
evaluated. For the narrative components, predetermined metrics were employed to determine the
concordance betweenmanual and automated coding, as well as between two separate runs of the au-
tomatedcodingprocess. Specifically, for elements suchasplot,moral, narrative strategy, andbelief sys-
tem, the metrics of accuracy, recall, precision, and F1 score were computed, commonly used metrics
in the field of machine learning for classification task evaluation (Rainio, Teuho, & Klén, 2024). In the
case of characters and settings, cosine similarities were utilized due to the nature of these elements as
part of an entity recognition task, rather than classification fromapredetermined set of output classes.
The metrics of accuracy, precision, recall, and F1 score assess equivalence in the most rigorous terms
and tend to perform suboptimally if characters are not consistently present with identical spellings in
the same order across the two coded datasets, making them inappropriate for characters.

3.6.2. Accuracy, Precision, Recall, F1 Score, Krippendorff's α

Accuracy: The proportion of correct predictions (both true positives and true negatives) out of all pre-
dictions.

Accuracy= T P +T N

T P +T N +F P +F N

Where,
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TP = True Positive

TN = True Negative

FP = False Positive

FN = False Negative

Precision: The ratio of true positives to the sum of true positives and false positives. It measures the
accuracy of positive predictions.

Precision= T P

T P +F P

Recall: The ratio of true positives to the sum of true positives and false negatives. It measures the
ability to find all positive instances.

Recall= T P

T P +F N

F1 Score: The harmonicmean of precision and recall. It balances the twometrics and is useful when
you need a single measure of a model’s performance.

F1 Score= 2 · Precision ·Recall
Precision+Recall

Krippendorff’s α: It is a statisticalmeasure of the reliability of agreement between observers or raters.
Social scientists typically utilize datawith reliability coefficients (α) of 0.800 or higher. Data
with reliability coefficients between 0.667 and 0.800 are considered for drawing tentative
conclusions, while data with reliability coefficients below 0.667 are generally disregarded
due to insufficient agreement (Krippendorff, 2013).

α= 1− Do

De

where:

Do is the observed disagreement, calculated as:

Do = 1

N

∑
c

∑
i ̸= j

oc,i ·oc, j ·di , j

De is the expected disagreement by chance, calculated as:

De = 1

N

∑
i ̸= j

∑
c

(oc,i ·oc, j ) ·di , j

N is the total number of observed pairs. oc,i and oc, j are the observed proportions for cate-
gory c by raters i and j . di , j is the distance function, which varies depending on the type of
data (e.g., nominal, ordinal). The data in this study is nominal.

3.6.3. Cosine Similarities
As stated in subsection 3.6.1, cosine similaritieswere calculated for identified characters in the dataset.
Traditional metrics, such as recall, precision, accuracy, and F1 scores, are typically employed in clas-
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sification tasks. These metrics evaluate a model’s performance by comparing correctly identified in-
stances relative to the actual instances. However, they are less suitable for tasks involving semantic
comparison of text, as equivalence between two datasets in this context extends beyond character-by-
character comparison. Characters might be identified in a different order in the output, or theymight
have different spellings in cases ofmultiple instances of the same characterwithin a data point. Conse-
quently, equivalence cannot be accurately captured by the aforementionedmetrics. There are several
advantages to using cosine similarities for evaluating the task of character recognition and labeling:

• Semantic Nuance Cosine similarity captures the subtle semantic nuances between textual de-
scriptions of narrative roles. This is crucial for comparing character roles, where two different
runsmay generate text that varies in wording but is semantically equivalent.

• Robustness to Variations in Text The use of embeddings and cosine similarity accounts for vari-
ations in wording and phrasing, focusing on the underlyingmeaning, where different phrasings
can convey the same role or concept.

• InterpretableResultsAverage cosine similarityprovides a straightforward, interpretablemeasure
of consistency between the runs. Higher similarity indicates greater consistency in narrative role
generation.

• Comparative Analysis By comparing the average similarities across different narrative roles, we
can identify specific roles where the model exhibits higher or lower consistency, which is not
easily captured by traditional metrics.

Methodology
1. Model Initialization: The SentenceTransformermodel (Reimers &Gurevych, 2019), specifically

paraphrase-MiniLM-L6-v2, was utilized to generate semantic embeddings of text. This model
is pre-trained to capture paraphrased sentences’ meanings in a high-dimensional vector space,
enabling nuanced comparison of textual data.

2. Selection of Columns: The comparison focuses on specific narrative roles: Hero, Villain, Victim,
Beneficiary, Ally, Opponent, Ineffective, and Setting. Coding for these elements was not a classi-
fication task like for the plot, narrative strategy, moral, and belief system.

3. Embedding andSimilarityCalculation: For eachnarrative role, texts from twodatasets (df1 and
df2) were embedded using the SentenceTransformer model. Cosine similarity was calculated
between the corresponding embeddings from the two datasets. Cosine similarity measures the
cosine of the angle between two vectors in amulti-dimensional space, providing ametric for the
textual similarity that ranges from -1 (completely dissimilar) to 1 (identical).

4. Average Similarity Calculation: The similarity scores for each role were averaged to provide an
overall measure of consistency for each narrative role.

5. Post-Processing:To improve the accuracy and clarity of the N-grams, the following steps were
taken:

• Refine Coding Process: The coding methodology was adjusted to filter out methodological
terms like ’implied’, ’explicitly mentioned’, and ’implicitly’. This was achieved by excluding
these terms during the coding phase or through post-processing of the N-grams.

• Manual Review: Amanual reviewof theN-gramswas conducted to identify and remove any
methodological artifacts. This will help ensure that theN-gramsmore accurately reflect the
substantive content of the articles.
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• Automated Filtering: Automated filtering techniques were implemented to identify and ex-
clude commonmethodological terms from the final N-grams. This was done using regular
expressions and stopword lists.

6. Visualization: The average cosine similarities for each narrative role were visualized using a bar
chart. All the visualizations were made using Matplotlib (Hunter, 2007), and Seaborn (Waskom,
2021).

Result visualizationsweremadewherever necessary to facilitate comparison in the formof bar graphs,
maps, co-occurrence plots, and confusionmatrices.



4
Results - Manual Coding

4.1. Manual Coding Results - Insights into Air Pollution
The analysis of the coded articles revealed the following about the presence and absence of narrative
components in the coded articles:

Figure 4.1: Presence and Absence of Narrative Components

As observed in the preceding analysis, policy narratives mention victims, beneficiaries, opponents,
and ineffectives less often than they are omitted, whereas the incidence of heroes is notably the high-
est, occurring in 264 narratives among all sampled narratives. This predominance of heroes may be

39
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attributed to the narrative function they serve, indicating thatmeasures are being undertaken to com-
bat air pollution, or suggesting that the severity of the situation necessitates decisive action.

An in-depth analysis of all the components of the narrative provide more insight into the state of air
pollution in India from 2010 to 2024.

4.1.1. Narrative Elements
Characters - Heroes

Figure 4.2: N-Gram of Heroes inManual Coding

The hero is defined as the potential fixer of the policy issue, advocating for or taking positive steps
towards air pollution mitigation. The analysis of N-grams (Figure 4.2) associated with heroes, reveals
the following:

1. A significant prevalence of the term ’dr,’ which, in this context, denotes Doctor of Medicine. The
majority of the articles featuring doctors as heroes highlight their efforts in raising public aware-
ness about the hazards of air pollution.

2. The surnames ’Singh’1 and ’Kumar,’ which are common in India, frequently appear in the data.
These names often belong to individuals, either private citizens or those in influential positions,
who actively voice their concerns about air pollution. They engage in various actions such as
filing police reports against polluters, initiating legal proceedings, or formulating policies to ad-
dress pollution issues within their capacity.

3. The term ’centre’ refers to theCentral Government of India, which is responsible for national gov-
1As present in the manual coding sheet - [’Jagbir Singh’, ’N P Singh’, ’Justice Dalip Singh and expert member P S Rao’, ’pul-

monary expert Dr B P Singh’, ’housewife Smiriti Singh’, ’additional solicitor general Maninder Singh’, ’general secretary of Gur-
dwara Singh Sabha Jatinder Singh Sandhu’, ’president of Gurdwara Dukhniwaran Sahib Pritpal Singh’, ’Dr Virendra Singh’, ’mu-
nicipal commissioner Chandra Prakash Singh’, ’Dr Virendra Singh’, ’senior scientist and head of KVK Raj Karan Singh’, ’HSPCB
regional officer Kuldeep Singh’, ’MLC Sanjeev Shyam Singh’, ’Punjab environmentminister Gurmeet SinghMeet Hayer’, ’district
agriculture officer KK Singh’]
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ernance and policy-making aimed at combating air pollution. Similarly, the state pollution con-
trol boards, central pollution control boards, environment pollution control authority, supreme
court, ministers, and municipal corporations are identified as heroes. These entities, represent-
ing both state and central levels of government, play pivotal roles in regulating andmitigating air
pollution.

4. Another category of heroes comprises secretaries, presidents, officers, ministers, chiefs, and di-
rectors of various civil and public institutions who contribute to the fight against air pollution.

5. Lastly, researchers, scientists, andprofessors arealso recognizedasheroes for their contributions.
These individuals not only advocate against the dangers of air pollution but also engage in devel-
oping technologies to purify air, reduce emissions, and conduct research aimed at achieving a
cleaner future.
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Characters - Villains

Figure 4.3: N-Gram of Villains inManual Coding

The villain is defined as the entity causing the policy problem, creating harm or opposing the hero’s
aims. The N-grams of villains (Figure 4.3) identify the following:

1. The most frequently mentioned villain is ’farmers’, often related to the practice of stubble burn-
ing, which significantly contributes to air pollution in the Northern plains of India, originating
from the farming states of Punjab and Haryana, and spreading to the east towards the National
Capital Region, Uttar Pradesh, Bihar, and so on.

Figure 4.4: Direction of Air Flow in North India (Financial Times)

https://ig.ft.com/india-pollution/
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2. Next,wehave ’powerplants’ and ’traffic’, bothofwhichare significant sourcesof emissions. ’Coal’
is another major villain, primarily due to its use in power generation and various industrial pro-
cesses.

3. ’Brick kilns’ are another notable contributor, as they release substantial amounts of pollutants
into the air. ’Diwali’ appears as a villain, due to the extensive use of fireworks during the festival,
leading to a temporary but severe spike in air pollution. This can also be seen in Figure 3.1 with a
spike in number of articles after September, as Diwali usually falls betweenmid-October to early
November.

4. ’Vehicles industries’ and ’waste burning’ are also major sources of pollutants, contributing sig-
nificantly to air quality degradation. ’Road’2, ’people’3, and ’construction activities’ are further
listed, with construction activities generating a lot of dust and particulate matter.

5. ’Generators’, ’trucks’, ’diesel vehicles’, and ’demolition’ also appear as common villains, highlight-
ing the diverse sources of air pollution. ’Delhi’ is frequentlymentioned, indicating thehigh levels
of air pollution in the city.

6. Other notable villains include ’heavy’4, ’old’5 (referring to old vehicles), ’transport’, ’plastic’, ’min-
ing’, ’industrial emissions’, ’stone’6 (stone crushing units), ’illegal’7 (activities like waste burn-
ing), ’authority’8, ’units’9 (industrial), ’vehicles construction’, and ’fireworks’. Each of these con-
tributes to air pollution through variousmeans, from emissions to dust generation and beyond.

2’digging roads’, ’road dust re-suspension’, ’construction work and road work’, ’road and C&D’
3’people in the vicinity of the trash burning it’, ’people bursting firecrackers’, ’people lighting firecrackers’, ’people’, ’people

burning tyres and plastic’
4As present in themanual coding sheet - ’heavy truck traffic’, ’heavy vehicles’, ’heavy traffic’
5’old vehicles’, ’20-year old diesel vehicles’
6’stonemining operations’, ’stone quarries’, ’stone crushers’
7’Operator of the illegal dumpyard’, ’illegal crusher units’, ’operation of illegal industries’
8"Haryana’s State Environmental Impact Assessment Authority (SEIAA)", ’Noida Authority workers’, ’National Highway Au-

thority of India (NHAI)’
9’four highly polluting industrial units’, ’illegal crusher units’
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Characters - Victims

Figure 4.5: N-Gram of Victims inManual Coding

The victim is the one harmed by the villain, or negatively affected by an action or inaction taking place
in the determined setting. The N-grams of victims (Figure 4.5) show the following:

1. The most frequently mentioned victims are ’people india’10, indicating the widespread impact
of air pollution on the general population.

2. ’Birds’ are also significantly affected, highlighting the ecological impact of air pollution. ’Preg-
nantwomen’ and ’drivers’ appear frequently, revealing the health risks to vulnerable populations
and those frequently exposed to polluted environments.

3. ’Delhi’11 ismentionedagain, reflecting the city’s severe air quality issues and its populationbeing
a victim. ’Environment’ and ’patients’12 are notable victims, with patients suffering from respi-
ratory and other health issues exacerbated by poor air quality.

4. ’Passengers’, ’team’, ’residentsworkers’, and ’residentsmumbai’ arealso listed, indicating thewidespread
impact on various groups of people, from commuters to workers and residents of specific areas.

5. Other notable victims include ’pre existing’ (referring to individuals with pre-existing ’health’
’conditions’ like ’copd asthma’), ’plants’, ’persons’, ’people living’ ’nearby’, ’patel’ (private indi-
viduals), ’elderly children’, ’wildlife’, ’local residents’, ’government’, ’cops policemen’, ’brick kiln
workers industrial area labourers’, ’locals elderly residents’, ’commuters city folk’, and ’residents
pilgrims varanasi’. Each of these groups experiences adverse effects fromair pollution, highlight-
ing the broad and varied impact on both humans and the environment.

10’vulnerablepeople’, ’people suffering fromasthma’, ’people living in thearea’, ’peoplewithpre-existingbreathingconditions’,
’people of Kanpur’
11’commuters on the Delhi-Gurgaon expressway’, ’Delhiites’, ’Delhi NCR’, ’Delhi residents’
12’patients of COPD and asthma’
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Characters - Beneficiaries

Figure 4.6: N-Gram of Beneficiaries inManual Coding

Beneficiaries are those who benefit from the proposed policy solution, directly linked to a hero and
receiving positive actions. The N-grams of beneficiaries (Figure 4.6) tell us the following:

1. The most frequently mentioned beneficiaries are ’people’, indicating the broad impact on the
general population.

2. ’Villagers’ are also significant beneficiaries, likely due to the direct impact of clean air initiatives
in rural areas. The ’environment’ itself is a key beneficiary, highlighting the ecological benefits of
reducing air pollution.

3. ’Farmers’ benefit aswell, possibly through reduced air pollution frompractices like stubble burn-
ing. ’India’ as awhole is abeneficiary, reflecting thenationwide impact of air pollutionmitigation
efforts.

4. Other notable beneficiaries include ’local’, ’public’, ’residents mumbai’, ’citizens pune’, and var-
ious mentions of ’indigenous tree species old rare endangered trees migratory birds fauna flora
endemic species’. These groups and entities reflect the widespread and diverse impact of clean
air initiatives, benefiting both human populations and the natural environment.
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Characters - Allies

Figure 4.7: N-Gram of Allies inManual Coding

Allies are thosealignedwith thehero, supporting their efforts towards thepolicy solution. TheN-grams
of allies (Figure 4.7) show the following -

1. ’Delhi’13 is the most frequently mentioned, indicating various initiatives and efforts within the
city by the government and people tied to Delhi institutions to combat air pollution.

2. ’institute’, ’national’, and ’central pollution control board cpcb’ are notable allies, reflecting the
involvement of research institutions and national regulatory bodies in addressing air pollution.
’University’, ’department’, and ’kumar’ (a common surname in India) also appear frequently, sug-
gesting the participation of educational institutions and individual advocates.

3. The ’government’, ’director’, and ’development’ indicate the significant role of government offi-
cials and development initiatives. ’Environmental’, ’police’, and ’centre’ (referring to the central
government) are also key allies.

4. Other notable allies include ’scientist’, ’singh’ (common Indian surname), ’haryana’ (a state in
India), ’iit’ (Indian Institutes of Technology), ’transport’, ’professor’, ’safar’ (System of Air Qual-
ity Forecast and Research), ’ministry’, ’sciences’, ’technology’, ’gujarat’ (a West Indian state), ’dr’
(Doctor), ’urban’, ’public’, ’bank’, ’senior’, and ’bihar’ (aNorth Indian state). These allies represent
a diverse group of entities, from government bodies and educational institutions to individual
advocates and researchers, all working towardsmitigating air pollution.

13’NewDelhiMunicipal Council’, ’municipal corporations of Delhi’, ’Central GroundWater Authority andDelhi Development
Authority’, ’senior advocate Dushyant Dave for Delhi government’, ’Delhi government’, ’Delhi Police’, ’Delhi government’, ’Delhi
University College of Medical Sciences’, ’IIT Delhi’, ’governments in Delhi’, ’Delhi Pollution Control Board’, "All-India Institutes
of Medical Sciences in New Delhi", ’Delhi Traffic Police’, "Delhi Congress’ Ajay Maken", ’Delhi and Uttar Pradesh pollution
department’, ’IIT-Delhi professor Mukesh Khare’, "Delhi government’s urban department", "IIT-Delhi professor Sagnik Dey’s
SAANS (Satellite-BasedApplication For Air QualityMonitoring andManagement atNational Scale)", ’Delhi BJP president Viren-
dra Sachdeva’
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Characters - Opponents

Figure 4.8: N-Gram of Opponents inManual Coding

Opponents are entities opposing a policy but distinct from a villain, often presenting alternative views
or objections. The N-grams of opponents (Figure 4.8) show that -

1. The most frequently (2 counts) mentioned opponents include ’director’14, ’officer’15, and ’min-
ister”Former BJP minister S A Ramdas’, ’chief minister Yogi Adityanath’, reflecting individuals in
positions of power who are resisting certain regulations or changes, possibly due to political rea-
sons.

2. ’Maharashtrapollutioncontrol board’ appears frequently (twice), suggestingpotential resistance
from this state-level regulatory body themselves. ’Operators’, ’industries’, and ’private compa-
nies’ are notable opponents, indicating resistance frombusiness interests potentially affected by
stricter pollution controls.

3. ’Secretary’, ’ministry’, and various associations like ’delhi taxi tourist transporters tour operator
association’ also appear as opponents, reflecting institutional and organizational resistance.

4. Other notable opponents include ’union’, ’cab’, ’bjp’ (right-wing political party with a majority
in the government since 2014), ’stroke autorickshaws’, ’owners plastic units’, ’vendors gopaldas
balani’, ’virat crackers ashok’, ’ashok chandak’, ’ishwardas viru balani’, ’balani ishwardas viru’, ’igl
rajesh vedvyas’, ’eia report’, ’cracker vendors gopaldas’, ’chandak fataka’, and other similar enti-
ties. These opponents represent a mix of political, business, and organizational resistance to air
pollutionmitigation efforts.

However, it is important to note that there are very few instances of opponents altogether, and the
highest frequency corresponds to a count of 2.

14’deputy director of mines’, ’horticulture director OmBir Singh’
15’divisional forest officer’, ’BMC executive health officer DrMangala Gomare’, ’erring officers/contractors’
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Characters - Ineffectives

Figure 4.9: N-Gram of Ineffectives inManual Coding

Innefectives are entities that perform an action that has no meaningful effect on the policy problem.
TheN-grams of ineffective efforts (Figure 4.9) highlight various entities and initiatives deemed ineffec-
tive in combating air pollution -

1. ’Cracker guidelines’ are themost frequentlymentioned, indicating ineffective regulations related
to the use of fireworks.

2. ’Political parties’ and ’action’ are also significant, suggesting thatpolitical efforts andactionshave
not been effective in reducing air pollution. ’Administration civil society’ and various ’bans puc
policies’ (PUC - pollution under control) appear frequently, reflecting the perceived ineffective-
ness of administrative and policy measures.

3. Other ineffectiveefforts include ’centralpollutioncontrolboardcpcbenvironmentministry’, ’cen-
tre national clean air programme ncap pmc’, ’delhi government nbcc’, ’grap’ (Graded Response
ActionPlan), ’maharashtragovernment’, ’nhai’ (NationalHighwaysAuthorityof India), ’rajasthan
haryana punjab government’, and ’road constructing companies’. These entities and initiatives
are perceived as failing to effectively address the problem of air pollution.
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Plots

Figure 4.10: Plots in the Text

Figure 4.10 reveals the distribution of various narrative plots used in news articles about air pollution
in India.

Dominant Plots
Themost frequent plot is ’Regulatory Enforcement’, with a count of 59. This suggests that a significant
portion of the news articles focus on the implementation and impact of regulations designed to ad-
dress air pollution. This plot emphasizes the role of government and regulatory bodies in controlling
pollution through policy measures, enforcement actions, and legal frameworks.

An example from the data of what a ’Regulatory Enforcement’ plot corresponds to:

“New Delhi: After the closure of the polluting Badarpur power plant due to environmental concerns,
theDelhi government is looking to cut down onmore coal-based electricity to combat air pollution this
winter. Whilemost of the blame for Delhi’s poor air quality is put on stubble burning in nearby states, a
lot of blame has also been placed on coal-based power plantswith the SupremeCourt-appointed EPCA
ensuring the closure of the Badarpur station. "Wehave tried to cut back on coal-fired power forDelhi as
muchas possible this season. The city, however, still needs power from theDadri II andAravalli stations,
which are critical for the islanding scheme," said Joshi.” (Verma, 2018).

This article talks about how authorities of RPCA, Delhi Government, and EPCA introduced and en-
forced regulation to close down coal power plants to control air pollution. The rest of the article talks
about how Delhi will not need power from the main thermal power station that winter due to the an-
other plant’s increased capacity, and the city will rely on fewer coal-based plants and other gas-based
stations.

The second most frequent plot is ’Warning Tale’ (44 counts), followed closely by ’Story of Decline’ (42
counts). The ’Warning Tale’ plot serves as a cautionary narrative, highlighting the potential conse-
quences of inaction or improper actions related to air pollution. This plot aims to raise awareness and
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prompt preventive measures. The ’Story of Decline’ plot focuses on the deterioration of conditions,
underscoring the urgency of addressing the air pollution crisis.

A news article coded as a ’Warning Tale’:

“MANGALURU: The report noted that waste generation of Class I cities (with population between 0.1
million to fivemillion) in Indiahas been estimated to be around80per cent of country’s totalwaste gen-
eration. Highlighting the concerns about per capitawaste generation rate, the study said that presently
it is about 300-400 gm/capita for medium cities and 400-600 gm/capita for large cities. " This is going
to increase with the present trend of urbanisation and consumption patterns." On the need for proper
waste treatment to generate environmental and monetary benefits, the study said that poorly man-
aged waste has direct implications to urban environment, leading to air, water, and soil pollution, to-
gether with long-term health impacts, while it has indirect implications to our economy and growth
prospects.” (Shenoy, 2017)

This story reports the effects of air pollution, and its consequences if left unchecked. The article talks
about a joint study by ASSOCHAM and PwC highlights that by 2050, India will need 88 sq. km. of land
forwaste disposal, equivalent to the areaofNewDelhiMunicipalCouncil, due tountreatedwaste. This
landwould be unusable for 50 years. The report urges a revampofwastemanagement practices, citing
rapid urbanization and increasing waste production. Challenges include poor planning, complex sys-
tems, limited capacity and funding, and regulatory issues. The study recommends granting industry
status to the waste management sector for better regulation and support.

Moderate Frequency Plots
Plots such as ’Restoration’ (31 counts), ’Story of Helplessness and Control’ (23 counts), ’TriumphOver
Adversity’ (20 counts), and ’Stymied Progress’ (19 counts) have moderate frequencies. The ’Restora-
tion’ plot depicts efforts to revert the environment or social system to its original state after degrada-
tion. This plot offers a hopeful perspective, emphasizing rehabilitation and recovery.

The ’Story ofHelplessness andControl’ plot presents anarrativewheredire situations canbe improved
through targeted actions or revelations, often portraying a sense of empowerment. ’TriumphOver Ad-
versity’ highlightsovercomingobstacles through resilienceand ingenuity, offering inspirational stories
of success against the odds.

The ’Stymied Progress’ plot portrays situations where improvement is halted or reversed due to ex-
ternal interference. This narrative can highlight the challenges and resistance faced in combating air
pollution.

Less Frequent Plots
Several plots appear less frequently, including ’Hero’s Journey’ (13 counts), ’David vs. Goliath’ (12
counts), ’Change-Is-Only an Illusion’ (6 counts), ’Blame the Victim’ (3 counts), ’Pendulum Swing’ (3
counts), ’Rebirth or Renewal’ (2 counts), and ’Conspiracy’ (1 count). These plots, though less com-
mon, offer unique perspectives on the air pollution issue. Their absence from the available narratives
may indicate that this type of narrative may not be getting the desired response from the public and
might be less effective.

The ’Hero’s Journey’ plot focuses onaprotagonist’s transformative journey to resolve a crisis, providing
anarrativeofpersonal growthandachievement. ’Davidvs. Goliath’portrays the struggleof apowerless
individual or group against a powerful adversary, highlighting themes of justice and resistance.

’Change-Is-Only an Illusion’ suggests that perceived changes are misconceptions, with the real situa-
tion remaining stable or worsening. This plot can be used to critique superficial or ineffective mea-
sures. ’Blame the Victim’ inaccurately holds victims responsible for the problem, potentially highlight-
ing flawed narratives or unjust blame.
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The ’Pendulum Swing’ plot illustrates the cyclical nature of policy and public sentiment, swinging be-
tween extremes. ’Rebirth or Renewal’ focuses on transformation and new beginnings after a period of
decline or catastrophe, offering a narrative of hope and regeneration. The ’Conspiracy’ plot, the least
frequent, suggests manipulation of circumstances by a few for their benefit does not occur very often,
with the plot itself adding a layer of intrigue and suspicion.

Implications
The dominance of ’Regulatory Enforcement’ and ’Warning Tale’ plots indicates a strong focus on gov-
ernmental actions and the potential consequences of inaction. This reflects themedia’s role in empha-
sizing the importance of regulation and raising public awareness about air pollution.

The prevalence of ’Story of Decline’ highlights the urgency and severity of the air pollution issue, while
’Restoration’ and ’Triumph Over Adversity’ offer counter-narratives of hope and resilience. The mod-
erate frequency of ’Story of Helplessness and Control’ suggests an emphasis on empowerment and
actionable solutions.

Less frequent plots like ’Hero’s Journey’ and ’David vs. Goliath’ provide personalized and dramatic
narratives, but their lower frequency indicates they are not the dominant framing in media coverage.
Plots like ’Change-Is-Only an Illusion’ and ’Blame the Victim’ offer critical perspectives, potentially
highlighting flaws in public perception or policy.

The ’Pendulum Swing’ plot’s low frequency suggests that cyclical narratives are less prominent, while
’Rebirth or Renewal’ offers a rare but hopeful outlook. The ’Conspiracy’ plot, being the least frequent,
indicates that narratives of manipulation and hidden agendas are not common in the coverage.

Moral

Figure 4.11:Moral in the Text

Figure 4.11 shows the distribution of explicit and implicit policy solutions in the narrative of news ar-
ticles on air pollution in India.
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Morals
The twomoral categories are ’Explicit Policy Solution’ and ’Implicit Policy Reference’.

’Explicit Policy Solution’ is the most frequently mentioned moral, with a count of 159. This suggests
that a significant portion of the news articles directly state policy solutions, such as specific bans, regu-
lations, or enforcementactions. This explicit approach indicates a clear anddirect call to action, urging
policymakers and the public to adopt or support specific measures to combat air pollution. An exam-
ple of an article coded to have an ’Explicit Policy Solution’ is:

“NEW DELHI: Stressing that the current air pollution spike could have been averted if GRAP was im-
plemented earlier and more stringently, she said GRAP had an ambitious set of measures under each
category of alerts to be issued with action and implementation ranging from penalising the polluting
car owners to capping of emissions from power plants across Haryana, Punjab and Uttar Pradesh. ”
(TOI, 2017b)

Here, the Graded Response Action Plan (GRAP) is an explicit policy solution introduced to control air
pollution in the IndianNational Capital Region. Independent researchers found thatDelhi’s air quality
dropped to emergency levels due to delayed and insufficient implementation of the graded response
action plan (GRAP). Despite a notification in January, GRAP actions only began around October 18.
Air pollution researcher Aishwarya Sudhir noted that air quality sharply declined from early October,
reaching severe levels before GRAP’s implementation. The lack of coordinated efforts among NCR
agencies and failure to address crop fires, which increased pollution by 25%, exacerbated the situa-
tion. The government’s delayed response, only intensifying efforts during the Under-17 FIFA World
Cup, failed to prevent the crisis or adequately warn the public.

The secondmost frequent moral is ’Implicit Policy Reference’, with a count of 133. This indicates that
manyarticlesprefer to implypolicy solutions indirectly, suchashighlightingeconomicbenefits, health
improvements, or other advantages of addressing air pollution. This approach can be effective in per-
suading readers by illustrating the positive outcomes of policy actions without explicitly stating the
policies. An example of an article coded to have an ’Implicit Policy Reference’ is:

“KANPUR: After having bumpy rides on the dug-up roads of the city in 2010, the commuters are pray-
ing for smoother roads to ride on in the new year. The ongoing work of laying of sewerlines under the
JNNURMprogramme left the city folks gasping for breath as the digging of roads resulted in dust parti-
cles flowing all around in the air. It is now expected that in next six months, the work will be complete
and only then will come relief for the city people. The long hours of power cuts forced people to depend
on generators. The generators in turn not only created air pollution but also added sound pollution.
The pollution in the Ganga river also remained a hot issue throughout the year. It was only after the
AllahabadHigh Court issued special directives to the pollution board asking it to crack down on erring
tanneries, that a few leather units were closed down and heavy penalties were imposed on some other
units. Locals hope that year 2011 would see the pollution level going down in the holy river. It was in
this direction only that professor Vinod Tare from IIT-Kanpur had demonstrated a ’zero toilet discharge
system (ZTDS)’ developedbyhim inhis lab. TheZTDS, as thename suggests, is a lookalike ofmost of the
conventional toilets with an only difference being that the water consumption in this system is based
on ecological sanitation. TheZTDS consists of a separator device below the toilet that divides solids and
liquids but the rest of the outside appearance of the ZTDS is completely similar to that of a conventional
toilet. The solid waste passes through a different stream and liquid from a different stream. One part of
the solid waste is mixed with two parts of cow dung and recycled for atleast 20 times before it is left to
decay and form a quality compost. The liquid part is recycled and utilised as flush water. The water is
collected, filtered, treated and then recycled to be used for flushing. Microbial agents are used for elimi-
nating odour. This recycling technique removes the need for fresh water in flushing. This system can be
installed as public toilets and hence thewaste released from these toilets into theGanga can be avoided.
In 2011, not only the city but the entire nation would like to see the holy Ganga flowing clean.” (TOI,
2010)

In the article, the focus is more on water pollution and a policy solution for that problem, but air pol-
lution is mentioned as well. Focusing on the policy problem, the policy is only implicitly referenced.
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Absence of Morals
The category labeled ’0’ has aminimal count (5), indicating that very few articles fall into this category.
This represents articles that do not present any clear moral or policy solution, instead are focusing on
reporting facts or highlighting issues without suggesting specific actions or solutions. An example of
an article is:

“NEW DELHI: The lieutenant governor on Monday reviewed the progress in providing land to the cor-
porations to deal with solid waste mess as all the landfills Ghazipur, Okhla and Bhalswa are not just
polluting and unscientifically built but are now saturated. DDA has identified eight sites. Another plot
of about 60 acres has been identified which, according to DDA, can be shared by the corporations. One
of the eight landfills is likely to be in Bawana. The LGs high-powered committee on air and water pol-
lution has made recommendations to deal with water scarcity. It has told Delhi Jal Board to list and
publicize the sewage treatment plants where treated waste water is available. It added that the wa-
ter should be supplied to all government agencies like DJB, horticulture departments, DDA, PWD and
NDMC. To curb dumping of waste in open drains, the panel has called for boundary walls and laying
of a wire mesh along the drains. It also recommends more dhalaos, so that people dont dump waste
in drains. The panel, however, doesnt mention anything about waste segregation or recycling. Experts
have pointed out that Delhis model favours waste disposal but not recycling.”(TOI, 2014)

The policy problem of air pollution has been mentioned as the presence of a regulatory body on air
andwater pollution, but the policy problem in focus is not air pollution. This happensmainly in cases
where the mention of air pollution is in a context not relevant to the policy problem, but shows up in
the data anyway due to the way it was searched.

Implications
The dominance of ’Explicit Policy Solution’ as the primary moral suggests a strong emphasis on clear,
actionable solutions in the media coverage of air pollution in India. This direct approach can be par-
ticularly effective in mobilizing public opinion and prompting policymakers to take concrete actions.
By clearly stating policy solutions, these articles aim to drive immediate and specific responses to the
air pollution crisis.

The significant presence of ’Implicit Policy Reference’ indicates that while many articles favor direct
calls to action, a substantial portion also employs amore subtle approach. By highlighting the benefits
of addressing air pollution, these articles can appeal to a broader audience, including those whomay
be more persuaded by the positive implications of policy actions rather than direct mandates. This
strategy can be useful in building consensus and support for long-term policy changes.

The minimal presence of articles without a clear moral or policy solution (’0’) suggests that most me-
dia coverage of air pollution includes some form of call to action or solution-oriented narrative. This
highlights the media’s role not only in reporting on the issue but also in advocating for change and
influencing public discourse.



4.1. Manual Coding Results - Insights into Air Pollution 54

Setting

Figure 4.12: Settings in the Text

These are the settings identified in the data. Metro cities have the highest counts as settings, withmax-
imumoccurrence inDelhi (65), the city with themost polluted air in theworld. Othermetro cities also
top the list, such as Mumbai and Kolkata, showing that the problem is exacerbated by Indian city life
and suggesting that the problem inmore pronounced in urban areas. There is no concentration of the
setting in a particular area of India, which leads to the conclusion that it is a widespread problem, and
not only a North Indian phenomenon attributable to stubble burning alone.
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4.1.2. Narrative Content
Belief Systems

Figure 4.13: Belief Systems in the Text

Dominant Belief Systems
Themost frequently mentioned belief system is ’Hierarchist’, with a count of 134. This suggests that a
significant portion of the news articles emphasize the need for structured regulations and state-led ini-
tiatives to tackle air pollution. Hierarchist narratives focus on stringent enforcement of emission stan-
dards, urbanzoning laws, and industrial compliancewith environmental regulations. This dominance
indicates a strong advocacy for top-down regulatory approaches tomanaging air pollution. Here is an
article of a ’Hierarchist’ belief system:

“NEWDELHI: In the backdrop of severe air pollution, the odd-even scheme in the national capital will
kick in from 8 am onMonday (November 4), with only even-numbered non-transport vehicles allowed
on Delhi roads on the first day of the exercise. Chief minister Arvind Kejriwal appealed to people on
Sunday to follow the rules for the sake of their children and the city. He has also asked the government
machinery to ensure that no person faces inconvenience due to the restrictions. Hundreds of teams of
Delhi Traffic Police and the transport and revenue departments have been deployed for a strict imple-
mentation of the scheme.”. (TOI, 2019a)

The article talks about the Delhi Government implementing the state-led initiative of the odd-even
scheme in the National Capital Region to control emissions from vehicles.

Moderate Frequency Belief Systems
’Modernist’ (36 counts), ’Egalitarian’ (29 counts), ’Fatalist’ (26 counts), and ’Activist’ (25 counts) belief
systems havemoderate frequencies.

’Modernist’ belief systems emphasize the power of scientific progress and technological innovation
to solve air pollution problems. Articles within this framework advocate for large-scale technological
solutions, such as renewable energy technologies and advanced low-emission public transportation.
An article with the ’Modernist’ belief system:
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“NewDelhi: Seeking to address the issue of stubble burning in a comprehensive and coordinatedman-
ner, the environment ministry has approved launching of a regional project to tackle the menace that
adversely affects air quality and soil health. It said, "A slew of technological interventionswill be under-
taken for timelymanagement of crop residue in addition to effective utilisation of existingmachineries.
Implementable and sustainable entrepreneurshipmodelswill be created in rural areas throughupscal-
ing successful initiatives and innovative ideas." The problem of crop residue burning has been intensi-
fying over the yearswithPunjab,HaryanaandUttar Pradesh being themajor stubble burninghotspots.
These activities affects air quality inDelhi andnational capital region (NCR) every post-harvest season.
Increasedmechanisation, decliningnumberof livestockandabsence of economically viable alternative
to use crop residue are some of the reasons why farmers resort to stubble burning. It also asked themin-
istry to collaborate with the department of science & technology to ensure that independent data on
stubble burning is available in real time for timely action.” (TOI, 2017c)

Here, new technology is being proposed tomanage the leftover stubble after harvesting crops instead
of burning it. The article talks about how the National Adaptation Fund for Climate Change (NAFCC)
will phase in a Rs 100 crore project in Punjab, Haryana, Uttar Pradesh, andRajasthan, focusing initially
onawareness andcapacity building topromote alternative farmingpractices and reduce stubbleburn-
ing,with theaimtomitigate climate impacts, enhanceadaptive capacity, anddiversify livelihoods. The
project’s scopemay expandbasedonperformance. It complements a central task force’s 12-point plan
to reduce air pollution in Delhi and NCR, urging coordinated action from agriculture and rural devel-
opment officials.

’Egalitarian’ belief systems stress community involvement and the impacts of air pollution on public
health, particularly for vulnerable populations. These narratives often demand radical changes and
equitable distribution of clean air.

’Fatalist’ belief systems depict efforts to improve air quality as doomed to fail due to overwhelming
systemic challenges or corruption. This viewpoint is characterized by skepticism about the efficacy of
interventions.

’Activist’ belief systems focus on direct action and social change, often in response to perceived gov-
ernment inaction or corporatemalfeasance. These articles highlight public demonstrations and grass-
roots campaigns demanding stricter air quality regulations. An example of the ’Activist’ belief system:

GURUGRAM: Nearly 200 children from a government school marched for at least four kilometres from
Sushant Lok-1 to Ardee City wearing masks and carrying plants on Saturday morning to underline
the importance of a greener city. Students of Senior Secondary Government School, Chakkarpur, along
with city-based doctors, also started an online petition, requesting Gurgaon authorities to take steps to
combat air pollution. Over 1000 signatures were uploaded, urging the government to find a solution."
(TOI, 2017a)

This story is about school children mobilizing a public demonstration to pressure policymakers into
taking action against air pollution. They also mention Bharat, a student in a march, who mentioned
that his parents recalledGurgaon as once green andunpolluted, nowworse thanDelhi, aiming to pres-
sure authorities to combat air pollution. Principal AnjanaDhingra highlighted the voluntary participa-
tion of students, stressing the impact of pollution on health and education. Principal medical officer
Dr. Pradeep Sharma emphasized collective responsibility in safeguarding the future.

Less Frequent Belief Systems
Belief systemssuchas ’Traditionalist’ (14counts), ’Individualist’ (8 counts), and ’Technocratic’ (4 counts)
appear less frequently.

’Traditionalist’ belief systems emphasize cultural heritage and historical practices that have a smaller
ecological footprint, advocating for the preservation of traditional methods.
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’Individualist’ belief systems highlight innovation, economic growth, andmarket mechanisms in solv-
ing air pollution, promoting new technologies andmarket-based solutions like carbon trading.

’Technocratic’ belief systems trust in experts and technical solutions, emphasizing data-driven ap-
proaches and scientific research to craft precise policy interventions.

The category labeled ’0’ has a notable count (21), indicating articles that do not clearly align with any
specific belief system or perhaps take a neutral stance without advocating for a particular framework,
or are possibly not focusing on air pollution as the policy problem.

Implications
Thedominanceof the ’Hierarchist’ belief systemsuggests a strongpreference for structuredandregula-
tory approaches tomanaging air pollution in themedia coverage. This aligns with the widespread call
for government-led initiatives and enforcementmechanisms to ensure compliancewith environmen-
tal standards. The emphasis on hierarchist solutions reflects a belief in the effectiveness of top-down
approaches in addressing complex environmental issues like air pollution.

The moderate presence of ’Modernist’, ’Egalitarian’, ’Fatalist’, and ’Activist’ belief systems indicates a
diverse rangeof narratives beyond regulatory enforcement. ’Modernist’ narratives highlight the role of
technology and scientific advancements, appealing to those who believe in progress and innovation.
’Egalitarian’ narratives bring attention to social justice and equity, advocating for policies that protect
vulnerable communities. The presence of ’Fatalist’ narratives points to a sense of despair and skepti-
cism about the effectiveness of interventions, which can be a significant barrier to mobilizing public
and political will. ’Activist’ narratives emphasize the power of collective action and public pressure,
showcasing the role of social movements in driving policy change.

The less frequent ’Traditionalist’, ’Individualist’, and ’Technocratic’ belief systems highlight alternative
viewpoints that focusoncultural heritage,market-based solutions, andexpert-ledapproaches, respec-
tively.
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Narrative Strategies

Figure 4.14: Narrative Strategies in the Text

Dominant Narrative Strategies
Themost frequentlymentionednarrative strategy is ’Mobilizationof Support’, with a countof 129. This
suggests that a significant portion of the news articles aim to rally support for particular policy posi-
tions. This strategy involves actively encouragingpublic engagement and support for clean air policies
by highlighting the impacts of air pollution and calling for action. For example, articles might include
stories of affected individuals, particularly children, to evoke emotional responses and mobilize cit-
izens to demand policy changes. An example of an article coded with the ’Mobilization of Support’
strategy is:

“HYDERABAD:Residents of Shastripuram, keenon securingapollution-freeneighbourhood, registered
their protest against plastic units operating in their area with the local MLA and government officials
whocame to survey the residential colonyonSaturday. In these columnsTOIhadearlierhighlighted the
plight of the residents of Shastripuram, which is Hyderabad’s biggest residential colony. The residents
have been up in arms against plastic units located in their neighborhood which have been steadily
turning the streets into plastic dump-yards, and polluting air and water.” (TOI, 2012)

Here, the residents are mobilizing support for their cause to fight against plastic units, aiming to stir
public emotions andencourageothers todemandaction fromtheir representatives. They furthermen-
tion that despite promises, only superficial cleaning was done. GHMC promised to request power
cuts to these units by Monday. Residents have also approached the State Human Rights Commission
(SHRC) for relief andmay consider legal action if unresolved.

The second most frequent narrative strategy is ’Concentrating Costs and Diffusing Benefits’, with a
count of 65. This strategy involves depicting policies where the costs are concentrated on a specific
group (e.g., polluting industries) while the benefits are diffused across a larger audience (e.g., the gen-
eral public). This narrative often emphasizes the broader social and health benefits of reducing air
pollution, despite the concentrated economic costs on specific sectors. An example of this strategy in
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the data:

“Surat: The standing committee of Surat Municipal Corporation (SMC) has approved a proposal to
procure loan of Rs1,925 crore fromWorld Bank. Themoneywill be used on pollution-free development
projects and also to conduct a study alongwith Gujarat Engineering Research Institute (GERI) and Gu-
jarat Pollution Control Board (GPCB) on pollution in the city.” (TOI, 2019b)

Civic bodies are procuring funds by concentrating costs to spend on mitigating pollution, to diffuse
benefits to the public. Projects include roads, bridges, gardens, and waste disposal. A proposal for air
qualitymonitoringwas approved, and SMCwill collaboratewithGPCBandGERI tomeasure pollution
and recommend solutions. Additionally, 15 newair qualitymonitoringmachineswill be installed after
the Lok Sabha elections, costing around Rs 50 lakh each.

Moderate Frequency Narrative Strategies
’Mechanical’ (29 counts) and ’0’ (27 counts) are narrative strategies withmoderate frequencies.

’MechanicalCause’ describesnarrativeswhereunintendedconsequencesarise fromunguidedactions.
In the context of air pollution, this might involve outdated industrial practices leading to high emis-
sions due to bureaucratic inertia and failure to update regulations.

The category ’0’ indicates narratives that do not clearly align with a specific strategy or may take a
neutral stance, only reporting facts and figures.

Less Frequent Narrative Strategies
Narrative strategies such as ’Devil-Shift’ (15 counts), ’Angel-Shift’ (14 counts), ’Accidental’ (8 counts),
’Inadvertent’ (3 counts), ’Intentional’ (3 counts), ’DiffusingCostsandConcentratingBenefits’ (3 counts),
and ’Demobilization of Support’ (1 count) appear less frequently.

’Devil-Shift’ involves casting villains as victors over heroes. This might depict polluting companies as
having defeated public interest groups bymanipulating regulatory processes to prioritize profits over
public health.

’Angel-Shift’ involves casting heroes as winners, highlighting successful efforts by activists or commu-
nities to overcome challenges and achieve cleaner air.

’Accidental Cause’ associates unintended consequences by unguided actions, suggesting air pollution
results from unforeseen byproducts of urban development and increased vehicle use.

’Inadvertent Cause’ involves unintended consequences by purposeful actions, where policies aiming
to stimulate economic growth inadvertently lead to increased pollution.

’Intentional Cause’ associates intended consequences by purposeful actions, depicting policymakers
as deliberately protecting industrial interests at the expense of public health.

’Diffusing Costs and Concentrating Benefits’ involves distributing policy costs broadly while concen-
trating benefits on a specific group, typically the elite few.

’Demobilization of Support’ aims to diminish support for opposing views, often by spreading doubt or
highlighting potential drawbacks of pollution control measures.

Implications
The dominance of the ’Mobilization of Support’ strategy indicates a strong focus on rallying public
and political support for air pollution controlmeasures. This approach emphasizes the importance of
public engagement and advocacy in driving policy changes. By mobilizing support, these narratives
aim to create a sense of urgency and collective action to address the air pollution crisis.
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The significant presence of ’Concentrating Costs and Diffusing Benefits’ suggests that many articles
frameair pollution controlmeasures as beneficial to the broader public despite the concentrated costs
on specific industries. This narrative strategy emphasizes the greater good and societal benefits of
clean air policies, making a compelling case for their implementation.

The moderate frequency of ’Mechanical Cause’ indicates recognition of systemic issues and bureau-
cratic inertia as significant contributors toair pollution. Thisnarrativehighlights theneed forupdating
regulations and addressing institutional failures to effectively manage air quality.

The less frequent narrative strategies provide additional perspectives, such as highlighting the unin-
tended consequences of policies, the role of deliberate actions by policymakers, and the importance
of equitable distribution of policy costs and benefits.

4.1.3. Co-Occurrences of Codes
Plots and Morals

Figure 4.15: Co-Occurrences of Plots andMorals

Key Observations
1. Regulatory Enforcement:

Explicit Policy Solution: This combination has the highest count (57), indicating that narratives
involving regulatoryenforcementheavily focusonexplicitpolicy solutions. This suggestsa strong
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call for government intervention and regulatory actions to combat air pollution.

2. Story of Decline:

Implicit Policy Reference: This plot has a significant count (25) for implicit policy references. Nar-
ratives here emphasize the deterioration of conditions and suggest indirect solutions or benefits
of addressing the decline. This indicates a narrative focusedon thenegative trajectory of air qual-
ity, pushing for a recognition of the problem before suggesting explicit actions.

3. Restoration:

Both Explicit and Implicit: Restorationnarratives are balanced between explicit (14) and implicit
(17) policy solutions. This shows a dual approach where articles not only call for specific actions
to restore previous conditions but also highlight the broader benefits of such actions.

4. Story of Helplessness and Control: Both Explicit and Implicit: Similar to restoration, this plot
shows a significant count in both categories (15 explicit and 8 implicit). This plot presents a dire
situation that can be amended, suggesting amix of direct and indirect policy recommendations.

5. Warning Tale: Implicit Policy Reference: The second-highest implicit policy reference count (36)
falls under this plot. Warning tales often highlight future risks of inaction, suggesting benefits of
addressing air pollution without directly stating policies.

6. Triumph Over Adversity, Stymied Progress, David vs. Goliath, Heros Journey: Balanced Ap-
proach: Theseplots showmoderate counts across both explicit and implicit solutions, indicating
a balanced narrative approach. They suggest that overcoming obstacles (adversity) or struggles
against powerful forces (David vs. Goliath) involve both direct actions and indirect benefits.

7. Change-Is-Only an Illusion, Conspiracy, PendulumSwing, Rebirth orRenewal, Blame theVic-
tim: Lower Counts: These plots have fewer occurrences and are less associated with explicit pol-
icy solutions. Theymight focusonexplaining the statusquoor shiftingblame rather thanpropos-
ing concrete solutions.

8. 0 Category: Explicit Policy Solution: The significant count (5) suggests some articles might in-
clude methodological artifacts or unclear plot identification but still call for explicit policy solu-
tions.

Insights
1. Dominance of Regulatory Narratives: The highest co-occurrence of explicit policy solutions

with regulatory enforcement indicates a strong narrative push for regulatory measures. This un-
derscores the media’s role in advocating for government-led initiatives and enforcement as key
solutions to air pollution.

2. ImportanceofDeclineNarratives: Thesignificantpresenceof implicit policy references in ’Story
ofDecline’ suggests that narratives focusingonworsening conditions are effective inhighlighting
the need for actionwithout always specifyingwhat that action should be. This can create a sense
of urgency and awareness among the public and policymakers.

3. Balanced Narrative Approaches: Plots like ’Restoration’ and ’Story of Helplessness and Control’
showing balanced use of explicit and implicit solutions suggest these narratives are versatile.
Theycanappeal tobothpolicymakers (throughexplicit solutions)and thegeneralpublic (through
implicit benefits).

4. Focus on Future Consequences: The prominence of implicit policy references in ’Warning Tale’
indicates a narrative strategy focused on cautioning about future consequences. This approach
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can be effective in mobilizing support by emphasizing the long-term benefits of addressing air
pollution.

5. Variety in Narrative Strategies: The presence of various plots withmoderate counts in both pol-
icy solution categories suggests that themedia employs a diverse range of narrative strategies to
discuss air pollution. This diversity helps cater to different audience segments and policy per-
spectives.

The dominance of regulatory enforcement with explicit solutions shows a clear advocacy for govern-
mental action. Simultaneously, narratives of decline and warnings about future consequences under-
score the urgency of the issue, leveraging both direct and indirect policy suggestions to mobilize sup-
port and action.

Plots and Belief Systems

Figure 4.16: Co-Occurrences of Plots and Belief Systems

Key Observations

1. Regulatory Enforcement:

• Hierarchist: The highest count (47) is observed in this combination, indicating a strong
narrative emphasis on structured regulations and state-led initiatives to tackle air pollution.
This belief system aligns with advocating for stringent enforcement of emission standards
and compliance with environmental regulations.

• Modernist and Technocratic: Lower count (9 and 2) suggests aminor but present narrative
focus on technology-based or expert-led and data-driven policy solutionswithin regulatory
enforcement stories.
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2. Story of Decline:

• Hierarchist andFatalist: High counts (19 and10, respectively) indicate narratives highlight-
ing the deterioration of conditions often focus on structured regulatory responses and skep-
ticism about the efficacy of interventions. This suggests a dual narrative where structured
actions are deemed necessary despite perceived systemic challenges.

• Egalitarian: Moderate count (6) shows a narrative focus on community involvement and
public health impacts, advocating for equitable air quality improvements.

3. Warning Tale:

• Egalitarian and Hierarchist: Significant counts (11 and 12, respectively) indicate caution-
ary narratives often stress the need for equitable policies and structured regulations to pre-
vent future risks.

• Fatalist: Moderate count (10) suggests some narratives convey skepticism about the effec-
tiveness of interventions despite warnings.

4. Restoration:

• Individualist, Modernist, Technocratic, Traditionalist: Balanced counts across these be-
lief systems (6-8) indicate a diverse narrative approach. Stories of restoration often high-
light technological innovations, scientific progress, traditional practices, andmarketmech-
anisms as solutions.

• Hierarchist: Moderate count (6) aligns with narratives advocating for structured regulatory
measures to restore conditions.

5. Story of Helplessness and Control:

• Hierarchist andEgalitarian: Highcounts (12each) suggestnarratives focuson thepotential
for structured regulatory actions and community involvement to improve dire situations.

• Technocratic: Moderate count (3) highlights the role of expert-driven solutions.

6. Stymied Progress:

• Hierarchist and Fatalist: High counts (10 and 5, respectively) indicate narratives highlight
structured regulatory challenges and skepticism about overcoming systemic barriers.

• Technocratic: Lower count (1) suggests minimal focus on expert-led solutions in these nar-
ratives.

7. TriumphOver Adversity:

• Hierarchist and Egalitarian: Significant counts (8 and 6, respectively) show narratives of
overcoming obstacles often advocate for structured regulations and community-driven ef-
forts.

• Modernist and Technocratic: Moderate counts (6 each) highlight the role of technological
and expert-driven solutions.

8. Plots withMinimal Representation:

• Conspiracy, Blame the Victim, Change-Is-Only an Illusion, Rebirth or Renewal, Pendu-
lum Swing: These plots have minimal co-occurrence with most belief systems, indicating
less frequent narrative focus on these storylines.
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Insights
1. Dominance of Hierarchist Belief System:

• The ’Hierarchist’ belief system shows the highest co-occurrence across multiple plots, par-
ticularly in ’Regulatory Enforcement’, ’Story of Decline’, and ’Warning Tale’. This indicates a
strong narrative focus on structured regulations and government-led initiatives to combat
air pollution.

2. Skepticism and Challenges:

• The ’Fatalist’ belief systemappears frequently in ’StoryofDecline’, ’WarningTale’, and ’Stymied
Progress’. This suggests narratives oftenhighlight systemic challenges and skepticismabout
the effectiveness of interventions, emphasizing the need for robust regulatory actions de-
spite these barriers.

3. Community and Equity Focus:

• The ’Egalitarian’ belief system shows significant co-occurrence in ’Warning Tale’, ’Story of
Decline’, and ’Story of Helplessness and Control’. This reflects narratives advocating for eq-
uitable policies, community involvement, and protection of vulnerable populations from
air pollution.

4. Technological and Expert-Driven Solutions:

• The ’Modernist’ and ’Technocratic’ belief systems appear in ’Restoration’, ’Triumph Over
Adversity’, and ’Regulatory Enforcement’. This indicates narratives often highlight the role
of scientific progress, technological innovation, and expert-led solutions in addressing air
pollution.

5. Diverse Narrative Approaches:

• Plots like ’Restoration’ and ’StoryofHelplessnessandControl’ showbalancedco-occurrence
across multiple belief systems, suggesting diverse narrative strategies that incorporate reg-
ulatory, technological, community-driven, and traditional approaches.

6. Limited Narrative Focus:

• Plots such as ’Conspiracy’, ’Blame the Victim’, and ’Pendulum Swing’ have minimal repre-
sentation across belief systems, indicating these storylines are less commonly employed in
narratives about air pollution.

The dominance of the ’Hierarchist’ belief system across multiple plots shows the strong advocacy for
structured regulatorymeasuresandstate-led initiatives. Simultaneously, thepresenceof ’Fatalist’, ’Egal-
itarian’, and ’Technocratic’ belief systems highlights the diverse narrative strategies emphasizing sys-
temic challenges, equity, and expert-driven solutions.
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Narrative Strategies and Belief Systems

Figure 4.17: Co-Occurrences of Narrative Strategies and Belief Systems

Key Observations
1. Support Mobilization:

• Hierarchist: The highest count (53) is observed in this combination, indicating a dominant
narrative strategy of rallying support for structured regulatory actions to combat air pollu-
tion. This belief system aligns with advocating for stringent enforcement of emission stan-
dards and compliance with environmental regulations.

• Egalitarian: Significant count (22) suggests thatmobilizing support often involves advocat-
ing for community involvement and equitable policies to protect vulnerable populations.

• Activist: Moderate count (21) reflects the narrative strategy ofmobilizing public demonstra-
tions or campaigns to pressure policymakers into action.

• Technocratic and Modernist: Lower counts (13 and 7, respectively) indicate narratives fo-
cusing on expert-driven solutions and technological innovation.

2. Mechanical:

• Hierarchist: High count (22) indicates narratives highlighting systemic or bureaucratic is-
sues within structured regulatory frameworks.

• Fatalist: Lower count (4) suggests some narratives emphasizing skepticism about overcom-
ing bureaucratic inertia.

• Technocratic: Moderate count (10) highlights expert-driven solutions to systemic issues.

3. Devil-Shift:
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• Hierarchist and Fatalist: High counts (9 and 6, respectively) show narratives portraying
regulatory bodies or systemic challenges as villains prioritizing other interests over public
health.

• Egalitarian: Moderate count (3) indicates narratives framing certain groups or institutions
as opposing equitable policies.

4. Accidental:

• Egalitarian and Hierarchist: Moderate counts (2 and 3, respectively) suggest narratives
highlighting unintended consequences of actions impacting public health and regulatory
frameworks.

• Fatalist: Lower count (1) reflects skepticism about the efficacy of addressing these acciden-
tal causes.

5. Concentrating Costs and Diffusing Benefits:

• Hierarchist and Fatalist: High counts (39 and 20, respectively) indicate narratives focusing
on how structured regulatory actions may impose costs on certain groups while diffusing
benefits more broadly. This strategy often highlights systemic challenges in implementing
equitable policies.

6. Angel-Shift:

• Hierarchist and Fatalist: Moderate counts (5 and 2, respectively) show narratives portray-
ing regulatory bodies or systemic challenges as heroes who successfully implement benefi-
cial policies.

• Egalitarian: Lower count (2) reflects narratives emphasizing the role of community-driven
efforts in achieving positive outcomes.

7. Intentional:

• Hierarchist: Moderate count (3) indicates narratives attributing purposeful actions by reg-
ulatory bodies to address air pollution effectively.

• Technocratic: Lower count (1) highlights expert-driven intentional actions.

8. Diffusing Costs and Concentrating Benefits:

• Hierarchist and Egalitarian: Moderate counts (1 each) show narratives emphasizing poli-
cies thatdistributecostsbroadlywhile concentratingbenefitsonspecificgroups, oftenalign-
ing with community-driven efforts.

• Technocratic: Lower count (1) suggests expert-driven policies with similar distribution ef-
fects.

9. Support Demobilization:

• Hierarchist and Egalitarian: Moderate counts (1 each) indicate narratives aiming to dimin-
ish support for opposing views within structured regulatory frameworks and community-
driven efforts.

• Fatalist: Lower count (1) reflects skepticismabout the effectiveness of these demobilization
efforts.

Insights
1. Dominance of Hierarchist Belief System:
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• The ’Hierarchist’ belief system shows the highest co-occurrence across multiple narrative
strategies, particularly in ’SupportMobilization’, ’Mechanical’, and ’ConcentratingCostsand
Diffusing Benefits’. This indicates a strong narrative focus on structured regulatory mea-
sures and state-led initiatives as primary solutions to air pollution.

2. Community and Equity Focus:

• The ’Egalitarian’belief systemappears frequently in ’SupportMobilization’, ’Accidental’, and
’Devil-Shift’. This reflects narratives advocating for equitable policies, community involve-
ment, and highlighting the unintended consequences of actions impacting public health.

3. Skepticism and Challenges:

• The ’Fatalist’ belief system appears in ’Mechanical’, ’Devil-Shift’, and ’Concentrating Costs
andDiffusing Benefits’. This suggests narratives often highlight systemic challenges, skepti-
cism about overcoming bureaucratic inertia, and the uneven distribution of costs and ben-
efits.

4. Technological and Expert-Driven Solutions:

• The ’Technocratic’ and ’Modernist’ belief systems show significant co-occurrence in ’Sup-
port Mobilization’ and ’Mechanical’. This indicates narratives frequently highlight the role
of scientific progress, technological innovation, and expert-driven solutions in addressing
air pollution.

5. Diverse Narrative Strategies:

• Theheatmap reveals diverse narrative strategies across different belief systems,with a focus
onmobilizing support, highlighting systemic challenges, and emphasizing the role of both
community-driven and expert-led efforts.

6. Limited Narrative Focus:

• Strategies such as ’Intentional’, ’Diffusing Costs and Concentrating Benefits’, and ’Support
Demobilization’ have minimal representation across most belief systems, indicating these
strategies are less commonly employed in narratives about air pollution.

The dominance of the ’Hierarchist’ belief system acrossmultiple strategies underscores the strong ad-
vocacy for structured regulatory measures and state-led initiatives. Simultaneously, the presence of
’Egalitarian’, ’Fatalist’, and ’Technocratic’ belief systems highlights the diverse narrative strategies em-
phasizing community involvement, systemic challenges, and expert-driven solutions.
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Plots and Narrative Strategies

Figure 4.18: Co-Occurrences of Plots and Narrative Strategies

Key Observations

1. Regulatory Enforcement

• SupportMobilization: This combinationhas thehighest count (38), indicating a strongnar-
rative focus on rallying public and political support for regulatory measures to combat air
pollution.

• Angel-Shift and Mechanical: Lower but significant occurrences (3 each) show narratives
casting regulatory bodies as heroes and highlighting systemic bureaucratic issues.

2. Story of Decline

• Support Mobilization: A high count (23) suggests that narratives about the deteriorating
condition of air quality are used tomobilize support for action.
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• Devil-Shift and Accidental: Lower counts (4 each) indicate narratives portraying villains as
victorious and highlighting unforeseen consequences of actions.

3. Warning Tale

• Support Mobilization: High occurrence (25) emphasizes using cautionary stories to mobi-
lize support by warning about future risks of inaction.

• Angel-Shift,Devil-Shift,Mechanical:Moderatecounts (3-4) suggestdiversenarrative strate-
gies within warning tales, from casting heroes and villains to highlighting systemic issues.

4. Restoration

• Support Mobilization: Significant count (11) shows narratives focusing on the benefits of
restoring conditions to their original state to rally support.

• Angel-Shift:Moderate occurrence (4) indicates narratives portraying successful restoration
efforts as heroic.

5. Story of Helplessness and Control

• SupportMobilization:Moderate count (15) shows narratives emphasizing the potential for
control and action to improve dire situations.

• Mechanical: Some occurrences (4) highlight systemic issues needing rectification.

6. TriumphOver Adversity

• Support Mobilization: High count (15) underscores narratives of overcoming obstacles to
inspire andmobilize support.

• Angel-Shift:Moderateoccurrence (3) emphasizesnarrativesportraying individualsorgroups
who triumph as heroes.

7. Stymied Progress

• Mechanical: Moderate count (6) suggests narratives focusing on how systemic or bureau-
cratic issues halt progress.

• Support Mobilization: Significant occurrence (6) indicates a narrative push to overcome
these obstacles throughmobilization.

8. Plots withMinimal Representation

• Conspiracy, Blame the Victim, Change-Is-Only an Illusion, David vs. Goliath, Heros Jour-
ney, Rebirth or Renewal, Pendulum Swing: These plots have minimal co-occurrence with
most narrative strategies, indicating these narratives are less frequently linked to strategic
mobilization or systemic issues.

Insights
1. Dominant Use of Support Mobilization

• Acrossmultiple plots, ’Support Mobilization’ is themost common narrative strategy, partic-
ularly in ’Regulatory Enforcement’, ’Story of Decline’, ’Warning Tale’, ’Restoration’, and ’Tri-
umph Over Adversity’. This indicates a strong focus on rallying support and advocating for
action in the fight against air pollution.

2. Systemic and Bureaucratic Issues
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• Plots like ’StymiedProgress’, ’Story ofHelplessness andControl’, and ’Regulatory Enforcement’
frequently employ the ’Mechanical’ narrative strategy. This suggests that narratives often
highlight systemic failures or bureaucratic inertia as significant obstacles to addressing air
pollution.

3. Casting Heroes and Villains

• The ’Angel-Shift’ and ’Devil-Shift’ strategies, though less frequent, are present in narratives
involving ’Regulatory Enforcement’, ’Warning Tale’, and ’Story of Decline’. This indicates that
these stories sometimes frame regulatory bodies, activists, or industrial players as heroes or
villains, adding amoral dimension to the narrative.

4. Accidental and Inadvertent Causes

• The presence of ’Accidental’ and ’Inadvertent’ strategies in plots like ’Story of Decline’ and
’Warning Tale’ suggests that some narratives focus on unintended consequences of actions,
portrayingair pollutionas abyproduct of otherdevelopments (e.g., urban sprawl, economic
growth).

5. Limited Narrative Diversity in Some Plots

• Plots such as ’Conspiracy’, ’Blame theVictim’, and ’PendulumSwing’ haveminimal represen-
tation across most strategies. This could indicate these narratives are either less common
or not as effectively linked to broader strategic narratives in the context of air pollution.

The co-occurrence analysis reveals that narratives about air pollution in India are primarily geared
towards mobilizing support for action. Regulatory enforcement and deterioration of air quality are
the main storylines driving calls for intervention. Additionally, systemic and bureaucratic failures are
frequently highlighted as significant barriers, reinforcing the need formobilization to overcome these
obstacles. Narratives also occasionally frame actors as heroes or villains, adding moral weight to the
stories.

4.2. Summary
The landscape of air pollution narratives in India presents a complex tapestry of characters, plots, and
belief systems, each contributing to the overarching story of a nation grappling with environmental
challenges. At the heart of this narrative are the heroes doctors, government entities, and researchers
who tirelessly advocate for and implement measures to mitigate air pollution. Their efforts are often
portrayed in stark contrast to the villains, such as farmers engaged in stubble burning, power plants,
and urban traffic, all of which contribute significantly to the air pollution crisis.

Victimsof this environmental battle arewidespread, ranging fromthegeneral population, especially in
severely affectedareas likeDelhi, to vulnerable groups suchaspregnantwomenandecological entities
like birds. These victims’ stories highlight the human and environmental toll of unchecked pollution,
screaming the urgency for effective intervention.

Beneficiaries of clean air initiatives, including villagers and the broader environment, reflect the pos-
itive outcomes of a few successful mitigation efforts. Allies in this fight come from various quarters,
including government bodies, educational institutions, and individual advocates, all supporting the
heroes’ mission. However, the narrative is also peppered with opponents political figures, businesses,
and associations who resist changes that threaten their interests. Alongside them are the ineffectives,
entities whose efforts, such as cracker guidelines and certain political actions, fail tomake ameaning-
ful impact on reducing pollution.
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The stories told through these characters are woven into various narrative elements. The most dom-
inant plot is that of "Regulatory Enforcement" (59 out of 297 articles, 19.86%) which emphasizes the
crucial role of government regulations in combating air pollution. This is followed by the "Warning
Tale" (14.81%), a plot that cautions about the dire consequences of inaction, and the "Story ofDecline"
(14.15%), which paints a bleak picture of deteriorating air quality, urging immediate attention and ac-
tion.

Moral narratives within these stories are often explicit (53.54%), with direct calls for policy solutions,
while others subtly imply the benefits of addressing pollution through indirect references (44.78%).
The belief systems underlying these narratives predominantly alignwith the "Hierarchist" perspective
(45.11%), advocating for structured regulations and state-led initiatives. Modernist (12.13%) and egal-
itarian (9.76%) viewpoints also surface, highlighting the importance of technological innovation and
community involvement, respectively.

Narrative strategies employed in these stories frequently aim tomobilize support (43.44%) for clean air
policies, rallying public engagement by emphasizing the severe impacts of pollution and the collective
benefits of mitigation efforts. Strategies like "Concentrating Costs and Diffusing Benefits" (21.88%)
and "Mechanical" (9.76%) narratives further talk about government action and inaction.



5
Results - Automated Coding

5.1. Results from LLM - Gemini
The same LLMwas used twice to obtain codes based on the codebook. The following results and their
comparisons between Run 1 and 2 were obtained -

5.1.1. Character N-Grams
Both runs of Gemini identified nearly the same important characters, showing a certain degree of re-
peatability as identified in theN-grams. However cosine similarity scores are low,withmost characters
having cosine similarity scores between 0.19 - 0.4 between run 1 and 2, indicating that it may not be
capturing the actual similarity accurately, or possibly the highest counts are the ones identified consis-
tently, with differences in less frequent characters identified. Setting has a higher similarity score than
every character, suggesting a better performance in capturing the same geographical context repeat-
edly. TheN-gramwas created to capture the 30more recurringmeaningful characters, but it ended up
capturing between 10-20 for each character, possibly due to the lack of repetition across each coded
article.

Overview of Extra Words
Terms such as ’implied’, ’explicitly mentioned’, and other similar phrases appear in the N-grams, indi-
cating that these words are likely artifacts of the coding process rather than substantive content from
the articles. These terms do not provide meaningful information about the heroes, villains, victims,
beneficiaries, allies, opponents, or ineffective efforts in the context of air pollution but instead reflect
themethodological approach used in the analysis. Care has been taken to remove these from the anal-
ysis as far as possible.

Examples of Extra Words in Context
Implied: This term appears in several categories such as ’Villain’, ’Victim’, and ’Ineffective Efforts’. It
suggests that certain actors or actions are inferred but not directly stated in the text. Its presence in the
N-grams highlights the use of inferential coding techniques, possibly the LLM judging their implica-
tions from the context.

ExplicitlyMentioned: This term is seen in categories like ’Opponent’ and ’Beneficiary’. It indicates that
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the coding process involved identifying whether specific actors or actions were directly mentioned in
the text. The term itself, however, is not useful in understanding the narrative content.

Implicitly: Similar to ’implied’, this term appears in ’Villain’ and ’Ineffective Efforts’. It suggests that
certain details are indirectly referenced. Its inclusion in theN-grams indicates amethodological focus
on inferredmeanings rather than only coding if it was explicitly mentioned.

Impact on Analysis
The presence of these extra words affects the clarity and usefulness of the N-grams. These terms do
not contribute to understanding the narrative elements but instead reflect the coding process. They
may obscuremoremeaningful content in the analysis if unchecked.

Refining the analysis process and implementing automated filtering techniques can help achieve this
goal, ensuring that the N-gramsmore accurately reflect the substantive content of the articles.

Figure 5.1: Between Gemini Run 1 and Gemini Run 2

The cosine similarities between the two runs is low, even though they recognize most of the same fre-
quently occurring characters as coded by the LLM. The similarity for heroes is 0.28, Villains is 0.24,
Victims is the highest at 0.34, Beneficiaries at 0.28, Allies at 0.20, Opponents are the lowest at 0.19, and
Ineffectives at 0.21. Settings has the highest similarity score at 0.46, which is still low. This leads to the
conclusion that characters are not consistently captured in the same category consistently according
to the cosine similarity.
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Characters - Heroes

Figure 5.2: N-Gram of Heroes in Gemini

The heroes identified from the LLM are ’dr’ (referring to Doctors of Medicine); ’singh’1 and ’kumar’2

(common surnames in India) who are private citizens, doctors, or people in positions of power taking
actions against air pollution; residents of various areas; ministers as in ministers of the government
(environmental, power, etc.); and so on. The example given in the prompt (section A.1) for heroes
was - “Example: An environmental activist leading a successful campaign to ban single-use plastics
in a major city, thereby reducing plastic waste and improving air quality.” Even though the prompt
is specific, the LLMmanages to recognize other instances of heroes, highlighting its transfer learning
capability.

Both LLM runs identified similar characters in approximately the same numbers, indicating agree-
ment and repeatability. Heroes however, have low cosine similarity (0.28 on a scale of 0 to 1), indi-

1’Singh’ occurrences in the raw data as identified by the LLM - Jagbir Singh (Manav Utthan Manch), SK Singh (ARTO), Dr B
P Singh, Tikender Singh Panwar (DeputyMayor), Maninder Singh (Additional Solicitor General), Jatinder Singh Sandhu, Pritpal
Singh, Gurdwara Singh Sabha, Renu Singh (Principal, Amity International School), Dr Virendra Singh, Kamaldeep Singh Sangah,
Prof Dhruv Sen Singh (Director, air quality monitoring station, Lucknow University), NTPC, R K Singh (Power Minister), Raj
Karan Singh, Rupesh Singh, Dhruvsen Singh, Kahan Singh Pannu (Tandrust Punjab Mission Director), Punjab State Council
of Science and Technology, Punjab Pollution Control Board, Hardeep Singh Puri, Rambali Singh, Gurmeet Singh Meet Hayer
(Punjab EnvironmentMinister), KK Singh

2’Kumar’ occurrences in the raw data as identified by the LLM - ’Anjan Kumar Dutta (reputed structural engineer)’, ’Nem
Kumar Banthia’, ’Siddhanta Kumar Dash’, ’Girish Kumar’, ’Inspector Anil Kumar’, ’Sushil Kumar Modi’, ’Dr Arunesh Kumar’, ’Dr.
Sanjay Kumar’, ’Dr. Pratyush Kumar’, ’Kumari Ria’, ’Dr Arunesh Kumar’, ’Ravindra Kumar (District Magistrate)’, ’Shiv Kumar
(farmer)’, ’Dr Ashok Kumar Ghosh (BSPCB chairman)’, ’Mahesh Kumar’, ’Shri. Rajesh Kumar Pathak’, ’Rajeev KumarMishra’
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cating a diagreement in the details of heroes for each article, or that themethod ofmeasurement does
not fully capture the equivalence of named entities, possibly due to their proper noun nature. There
could be other methods to perform this task.
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Characters - Villains

Figure 5.3: N-Gram of Villains in Gemini

Both runshavemistakenly identified the villain as thepolicyproblem itself. Other than that, the results
for villain also identify important sources of the policy problem, such as vehicles, stubble burning,
industries3, diesel (engines and trucks), firecrackers, etc. The cosine similarity scores for villains are
low (0.24) as well, indicating the same limitations as identified in subsubsection 5.1.1.4. The example
given in the prompt (section A.1) for identifying villainswas - “Example: Large industrial corporations
found guilty of illegally dumping toxic waste and emitting high levels of pollutants into the air, despite
regulations.”

3In the raw data as identified by the LLM - [’Polluting industries (specifically mentioned: petro-chemicals’, ’industries emit-
ting smoke’, ’Union ministry of heavy industries and public enterprises’, ’Chemical industries in Vapi’, ’Coal-based industries’,
’non-PNG industries’, ’Polluting industries and coal mines in Chandrapur’, ’Air Pollution Sources (specifically mentioned: road
dust and industries)’]
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Characters - Victims

Figure 5.4: N-Gram of Victims in Gemini

It is a similar story with victims, where the LLM has managed to capture entities, such as the environ-
ment, successfully. Other than that, we see the expected victims such as residents and at-risk popu-
lations. Some examples such as ’asthma’4, ’cities’5, ’especially’6 become clearer with the surrounding
words for context (see footnotes). The example given in the prompt (section A.1) for identifying vic-
tims was - “Example: Residents of a community suffering from respiratory issues due to the nearby
factory’s unchecked emissions, highlighting the human cost of industrial pollution.”

4’asthma patients’, ’Students with medical ailments like asthma and bronchitis’, ’people suffering from asthma in Delhi’, ’in-
cluding asthma’, ’children with asthma’

5’Residents of Madhya Pradesh cities’, ’Residents of other polluted cities like Gaya and Lucknow’, ’and other polluted cities
in Maharashtra’, ’especially those in the 17 non-attainment cities’, ’Residents of NCR cities’, ’Residents of cities impacted by air
pollution’, ’Residents of major cities’, ’Residents of Patna and other Bihar cities’, ’and other cities in southern India’, ’People in
metro cities’

6’especially children and senior citizens’, ’especially those living in areas with poor air quality’, ’especially children (suffering
from respiratory ailments)’
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Characters - Beneficiaries

Figure 5.5: N-Gram of Beneficiaries in Gemini

Similar to victims, beneficiaries have been captured in the right context. Additional context is required
for words such as ’cities’7, ’especially’8, and ’health’9. Discrepencies have started popping up here,
where both runs have different frequencies for coding the same characters. The example given in the
prompt (section A.1) for identifying beneficiaries was - “Example: School children in urban areas who
experience improvedhealthoutcomesandreducedasthmaratesafter the implementationof stringent
air quality standards.”

7’Residents of NCR cities’, ’Residents of cities impacted by air pollution’, ’People ofMumbai and other cities’, ’and other cities
in Bihar’, ’residents of metro cities’

8’especially those living in urban areas’, ’Residents of Delhi (especially those with respiratory issues)’, ’especially those with
pre-existing respiratory conditions’

9’Those experiencing improvedair quality andhealth’, ’Public health’, ’Peoplewho follow thehealth tips’, ’but especially those
with health concerns)’, ’People who experience improved health outcomes’
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Characters - Allies

Figure 5.6: N-Gram of Allies in Gemini

With allies as well, ’delhi’10 has been captured, but the surrounding context for the word appears later
as ’police’ and ’government’. Additional context forotherwords suchas ’indian’11, ’transport’12, ’health’13

alsoaids theanalysis. Theexamplegiven in theprompt (sectionA.1) for identifyingallieswas“Example:
Non-governmental organizations (NGOs) and community groups collaborating with environmental
activists to lobby for stricter air pollution controls and public awareness campaigns.”

10’Delhi and Bombay IITs’, ’New Delhi Municipal Council’, ’Municipal Corporations of Delhi’, ’Delhi Development Authority’,
’Delhi Dialogues Commission’, ’Delhi Pollution Control Committee (DPCC)’, ’Delhi Taxi Tourist Transporters and Tour Opera-
tor Association’, ’Delhi University College of Medical Sciences’, ’IIT Delhi’, ’Delhi Traffic Police’, ’Delhi Government’, ’Municipal
Corporation of Delhi (MCD)’, ’Delhi Transco Limited’, ’Tata Power Delhi Distribution Limited’, ’Delhi’, ’Delhi Police’, ’Delhi BJP
President Virendra Sachdeva’, ’IIT Delhi Alumni Association’, ’Delhi Traffic Police’
11’Indian Railways’, ’Environmental monitoring division of Indian Institute for Toxicology Research’, ’Indian Institute of Tox-

icology Research’, ’CEOs from Indian companies like ICICI’, ’Indian Medical Association (IMA)’, ’Indian Oil Limited’, ’IOCL (In-
dian Oil Corporation Limited)’, ’Indian Stroke Association (ISA)’, ’Federation of Indian Chambers of Commerce and Industry
(FICCI)’
12’Transport experts’, ’RegionalTransportOffice (RTO)’, ’DelhiTaxiTourist Transporters andTourOperatorAssociation’, ’Trans-

port Department Official’, ’Regional Transport Office (RTO)’, ’Transport department’, ’Transport and Revenue Departments’,
’Transport Department’, ’Transport Department Officials’
13’Researchers at Imperial College London and the National Institute for Public Health and the Environment in the Nether-

lands’, ’Centre for Environment Occupational and Health)’, ’World Health Organization (WHO)’, ’World Health Organisation
(WHO)’, ’Health experts’, ’Healthcare experts’, ’Healthy Energy Initiative India’, ’World Health Organisation (WHO)’
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Characters - Opponents

Figure 5.7: N-Gram of Opponents in Gemini

The government has been captured twice as many times in run 1 than in 2. However, given there are
only 5 observations, this may change with a larger dataset. Context for ’il fs’14, ’haryana’15 (an Indian
State), and ’delhi’16 is in the footnotes. The example given in the prompt (section A.1) for identifying
opponents was “Example: Local businesses that oppose new air quality regulations due to concerns
over increased operational costs, arguing that the economic impact outweighs the benefits of cleaner
air.”

14’Infrastructure Leasing and Financial Services Ltd. (IL&FS)’, ’IL & FS’
15’HUDA (Haryana Urban Development Authority)’, ’BJP Governments of Uttar Pradesh and Haryana’
16’DPCC (Delhi PollutionControl Committee) officials’, ’Delhi Taxi Tourist Transporters andTourOperator Association’, ’Delhi

Metro Rail Corporation (DMRC)’, ’Delhi government’
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Characters - Ineffectives

Figure 5.8: N-Gram of Ineffectives in Gemini

Here, the characters captured seem to be driven by the example given in the prompt (smog towers).
The example given in the prompt (section A.1) for identifying ineffectives was “Example: The govern-
ment installs smog towers in public areas to reduce air pollution, but the towers cannot work in that
setting with that much volume, hence rendering their solution useless and their intervention ineffec-
tive.” Other than that, the results seem appropriate for the definition. ’mpcb’ stands for Maharashtra
Pollution Control Board. Context for ’state’17, ’air’18, ’lack’19, and ’nagpur’20 is in the footnotes.

17’State government (due to inaction)’, ’RSPCB (Rajasthan State Pollution Control Board) officials’, ’Different Agencies of the
State’, ’State Forest Department’
18’Mysuru City Corporation (MCC) - spraying chemicals for air pollution’, ’Air Purifiers (implied as potentially not effective for

birds)’, "Nagpur’s Clean Air Action Plan", ’Commission for Air Quality Management (due to lack of support)’
19’MPCBOfficer (due to lack of enforcement power)’, ’Commission for Air Quality Management (due to lack of support)
20’NagpurMunicipal Corporation’, "Nagpur’s Clean Air Action Plan", ’NMC and NIT (Nagpur Improvement Trust)’
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5.1.2. Plots

Figure 5.9: Comparison of Plot Frequencies

For plot elements, the results showmoderate performance. The accuracy is 0.781,meaning that about
78.1% of the codes matched each other. The precision value is 0.487, indicating that 48.7% of the pre-
dicted codes were correct. The recall value is 0.507, reflecting that many true positives were missed,
with only 50.7% correctly identified. The F1 score of 0.490 demonstrates a balance between precision
and recall. Krippendorffs alpha value of 0.582 suggests moderate agreement, indicating a fair level of
reliability in the systems coding.

Plot capturing is higher in similarity than characters between runs. The Krippendorff’s alpha corrobo-
rates this agreement between runs, although it is still lower than the generally accepted standard of 0.8.
From subsection 3.6.2, data with Krippendorff’s α reliability coefficients below 0.667 are generally dis-
regarded due to insufficient agreement. The LLM codes for ’Story of Decline’ more (164-171) than any
other class, the next closest is ’Story of Helplessness and Control’ (44-46 times). Class imbalances21

lead to a low score of α (Feng, 2014), whichmeans that when the data is heavily skewed towards a par-
ticular category or if one category is rarely coded, it can result in a low alpha. This could be mitigated
by using a larger dataset.

21Class imbalance occurs when the classification data has a skewed distribution with one or more classes making up thema-
jority of the data.
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5.1.3. Moral

Figure 5.10: Comparison of Moral Frequencies

For moral elements, the results show moderate performance. The accuracy is 0.852, meaning that
about 85.2% of the codes matched each other. The precision value is 0.727, indicating that 72.7% of
the predicted codes were correct. The recall value is 0.826, reflecting that many true positives were
identified, with 82.6% correctly identified. The F1 score of 0.758 indicates a relatively good balance
between precision and recall. Krippendorffs alpha value of 0.517 suggests moderate agreement, indi-
cating some reliability in the systems coding. Similar disagreement in moral is observed, with a score
of 0.5167. Most articles (228-254) are coded to have an ’Implicit Policy Reference’.
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5.1.4. Belief Systems

Figure 5.11: Comparison of Belief System Frequencies

For belief systems, the results demonstrate a strong performance. The accuracy is 0.879,meaning that
approximately 87.9% of the codes matched each other. The precision value is 0.763, indicating that
76.3% of the predicted codes were correct. The recall value is 0.782, reflecting that a significant num-
ber of true positives were identified, with 78.2% correctly identified. The F1 score of 0.731 indicates a
good balance between precision and recall. Krippendorffs alpha value of 0.818 suggests a high level of
agreement, indicating the systems coding is reliable.

Belief system has a good agreement amongst subsequent runs, with the score of 0.818 which is higher
than 0.8. This would be accepted as reliable by social science research standards, indicating the ability
of LLMs to code this category consistently. Themost commonbelief system is found to be ’Egalitarian’
(120-121 instances out of 297), followed by ’Hierarchist’ (91-93 instances out of 297) and ’Modernist’
(66-71 instances out of 297), leading to the takeaway that most articles (according to the LLM) stress
upon community involvement to advocate for policies that ensure equal distribution of clean air as a
shared resource, followed by a focus on the need for structured regulations and state-led initiatives to
tackle air pollution, and the role of technology in addressing the policy problem.
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5.1.5. Narrative Strategies

Figure 5.12: Comparison of Narrative Strategy Frequencies

For narrative strategies, the results indicate lower performance. The accuracy is 0.801, meaning that
about 80.1% of the codesmatched each other. The precision value is 0.438, indicating that only 43.8%
of the predicted codes were correct. The recall value is 0.326, reflecting that many true positives were
missed, with only 32.6% correctly identified. The F1 score of 0.325 demonstrates a poor balance be-
tween precision and recall. Krippendorffs alpha value of 0.509 suggests moderate agreement, indicat-
ing some reliability but also highlighting issues in the systems coding.

Krippendorff’s α falls below the threshold for reliability. Run 2 wrongly identified warning tale (a plot)
as a narrative strategy. Most articles (233-248 out of 297) are identified as having a ’Mobilization of
Support’ strategy, highlighting the class imbalance in the output.

5.2. Agreement between Consequent Runs
From Table 6.5, a promising result is the repeatability of results. In all the classification components,
the lowest accuracy score is 0.78, showing a strong ability to identify the same instances with the same
categories. However, with high accuracy, and lower scores otherwise indicate a few things -

1. High Accuracy with Moderate Precision and Recall in Plots: The method shows a significant im-
provement, suggesting better performance and consistency. The high Krippendorffs Alpha indi-
cates strong agreement and reliability.

2. High Scores Across Metrics in Morals: The method is performing well in predicting moral ele-
ments, with strong precision and recall. The high Krippendorffs Alpha further confirms the reli-
ability of themethod.

3. VeryHighScores inBelief Systems: Themethodexcels inpredictingbelief systemelements, show-
ing high accuracy, precision, and recall. The very high Krippendorffs Alpha indicates excellent
reliability.

4. High Accuracy but Lower Precision and Recall for Narrative Strategies: The method shows high
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accuracy but struggles with precision and recall, suggesting some over-prediction of narrative
strategies. Themoderate Krippendorffs Alpha indicates good, but not perfect, reliability.

It is essential to acknowledge that these experiments were conducted using the default configuration
of the Gemini 1.5 Flash model. Various inference hyperparameters can be fine-tuned to modify the
output of a large language model (LLM) (Renze & Guven, 2024). Specifically, hyperparameters such
as temperature, top-k, repetition penalty, and maximum token length have a substantial impact on
both the quality and effectiveness of the LLMs generated output (Renze&Guven, 2024). To investigate
the effects of such tuning, the temperature parameterintegral to sampling strategies that regulate the
randomness of predictions generated by the languagemodelwas adjusted. Lower temperature values
result in more deterministic, high-probability outputs, whereas higher temperature values introduce
greater randomness, thereby producingmore diverse outputs (X.Wang et al., 2023)(GeminiDocumen-
tation, 2024). In the Gemini 1.5model, the temperature parameter ranges from 0 to 2, with the default
setting being 1, where higher values correspond to increased output randomness (Gemini Documen-
tation, 2024). For the purpose of this analysis, the temperature was set to 0, and the models were run
twice. The resulting output was identical in all instances, demonstrating perfect repeatability (see Ta-
ble A.2).

Moreover, while entirely repeatable coding is achievable, it may be more advantageous to obtain a
range of outputs by varying the temperature parameter and synthesizing these outputs, especially in
tasks that necessitate diverse reasoning approaches. A method known as "Self-Consistency," which
involves this procedure, enhances the reasoning capabilities of LLMs (X.Wang et al., 2023). By altering
the temperature, themodel generatesmultiple reasoningpaths for the sameproblem, potentially lead-
ing to different answers. The self-consistencymethod then aggregates these paths to identify themost
consistent final answer, thereby improving the models accuracy (X. Wang et al., 2023). As previously
noted, there are numerous approaches to optimizing the performance of an LLM for specific tasks, but
these considerations are beyond the scope of this study.

The next step is to check howmuch automated coding agrees with themanual coding.

https://ai.google.dev/gemini-api/docs/models/generative-models
https://ai.google.dev/gemini-api/docs/models/generative-models
https://ai.google.dev/gemini-api/docs/models/generative-models
https://ai.google.dev/gemini-api/docs/models/generative-models


6
Comparison of Manual and Automated

Coding

6.1. Comparison between Manual Coding, Gemini Run 1, and Gemini
Run 2

In this chapter, the results from chapter 4 and chapter 5 will be compared to see howmuch agreement
the LLMcodinghaswith themanual coding. Thefirst point of comparisonwill be the characters, using
a Cosine Similarity measure.

6.1.1. Cosine Similarities for Characters
For Characters, cosine similarities were calculated betweenManual Coding, Gemini Run 1, and Gem-
ini Run 2.
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Figure 6.1: BetweenManual Coding and Gemini Run 1

Figure 6.2: BetweenManual Coding and Gemini Run 2

Cosine similarity is ameasure used to determinehowsimilar two vectors1 are by calculating the cosine
of the angle between them. It ranges from -1 to 1, where 1 indicates that the vectors are identical, 0
indicates that they are orthogonal (no similarity), and -1 indicates that they are diametrically opposed.

1The vectors being comparedare the representations of the text in aparticular category embedded in ahighdimension space,
done through the SentenceTransformers library (Reimers & Gurevych, 2019).
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In the context of coding comparisons, a higher cosine similarity score indicates a greater alignment
between the codes produced by the LLM (Large LanguageModel) and themanual coding.

For both runs, the cosine similarities between the LLM coding andmanual coding are very consistent.
The cosine similarity scores for each character category are as follows:

• Hero: 0.25 in both runs.

• Villain: 0.18 in both runs.

• Victim: 0.16 in Run 1 and 0.15 in Run 2.

• Beneficiary: 0.19 in Run 1 and 0.18 in Run 2.

• Ally: 0.22 in both runs.

• Opponent: 0.64 in Run 1 and 0.63 in Run 2.

• Ineffective: 0.62 in both runs.

• Setting: 0.39 in both runs.

The similarity in these scores between the two runs suggests that the LLM is consistently coding these
categories in amanner that is comparable tomanual coding. The high cosine similarity for categories
like "Opponent" (0.64 and 0.63) and "Ineffective" (0.62 in both runs) indicates a strong alignment be-
tween LLM and manual coding in these categories. Conversely, categories like "Villain" (0.18 in both
runs) and "Victim" (0.16 and 0.15) have lower cosine similarities, suggesting that theremight bemore
variability or disagreement in how these categories are coded by the LLM versusmanually.

The consistency of the cosine similarity scores across the two runs implies that the LLM is reliable in
its coding practices. The higher scores for "Opponent" and "Ineffective" indicate that the LLMs coding
is highly alignedwith themanual coding for these categories, whichmay suggest that these categories
have more distinct and identifiable features that the LLM can easily recognize and match. These are
also the categories which have a higher proportion of ’0’ codes (component missing in the narrative),
which could be the reason for this result.

On the other hand, the lower similarity scores for "Villain" and "Victim" suggest that these categories
may be more challenging for the LLM to code accurately. This could be due to the more nuanced or
subjective nature of these roles, as well as the fact that these categories also include many named en-
tities with Indian names, whichmight not be as clearly defined or present in the training data used by
the LLM.
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6.1.2. Plots

Figure 6.3: Comparison of Plot Frequencies

Key observations from the plot comparison:

• Story of Decline: The counts for this plot type are inconsistent between Groud Truth and LLM
runs (whichare closer to eachother), withManualCodingat 42, GeminiRun1at 164, andGemini
Run 2 at 171.

• Story of Helplessness and Control: There is a notable discrepancy between theManual Coding
(23) and the Gemini runs (44 and 46).

• Triumph Over Adversity: Significant variation is observed, with Manual Coding at 20, Gemini
Run 1 at 36, and Gemini Run 2 at 44.

• Regulatory Enforcement: Manual Coding shows a high count of 59, while Gemini runs show
significantly lower counts (14 and 10).

• Restoration,WarningTale, Change-Is-Onlyan Illusion,Hero’s Journey, Blame theVictim,Pen-
dulumSwing, Conspiracy, Rebirth or Renewal: These plot types show considerable differences,
with some plots having zero counts in one or both Gemini runs.

From Figure 6.3, we see that plots are not well captured by the LLM. With low scores on every metric
in Table 6.5, the LLM does not appear to be very reliable when coding for this component. Many plots
thatweremanually coded for, are entirely absent in the automated coding, such as Rebirth or Renewal,
Pendulum Swing, Conspiracy, and the presence of no plot as well.

This is common across all components, showing the tendency of the LLM to provide an answer, even
when theremight not be one.

1. Rebirth or Renewal, Pendulum Swing, Conspiracy, 0 (No identifiable plot): These plots are
present in Manual Coding but absent in both Gemini runs, indicating that coding has been per-
formed everywhere, when themanual coder deemed the element to bemissing.
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2. Hero’s Journey, David vs. Goliath: Significantly lower, or entirely absent in both Gemini runs
compared toManual Coding.

3. Change-Is-Only an Illusion, Warning Tale, Restoration, Regulatory Enforcement, Triumph
Over Adversity: Manual Coding shows higher occurrences, indicating under-representation in
Gemini runs.

4. Story of Decline: Although present in all, Manual Coding is substantially higher, showing that
this dominant narrative plot is underrepresented by LLMs.

Low Scores Across AllMetrics: For plot elements, Gemini Run 1 has an accuracy of 0.246 andRun 2 has
0.249, meaning that only about 24.6% and 24.9% of the codes matched the manual coding. Precision
values are low at 0.231 for Run 1 and 0.239 for Run 2, indicating that only about 23% of the predicted
codes were correct. Recall values are 0.146 for Run 1 and 0.154 for Run 2, reflecting that many true
positives were missed, with only 14.6% and 15.4% correctly identified. F1 scores of 0.120 for Run 1
and 0.126 for Run 2 demonstrate poor balance between precision and recall. Negative Krippendorff’s
alpha values of -0.056 for Run 1 and -0.039 for Run 2 indicate that the agreement is worse than random
chance, suggesting complete unreliability in the system’s coding compared to themanual analysis.

Plot is also the component with the highest number of categories, some of which have subtle differ-
ences. This could be a reason that the LLM, even with its capability to mimic reasoning, fails to differ-
entiate between nuances in text.

ConfusionMatrix:
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Figure 6.4: Instances of Coding: Manual vs Run 1

Plot True Positive
(TP)

False Positive
(FP)

False Nega-
tive (FN)

True Nega-
tive (TN)

0 0 0 19 278
Blame the Victim 0 0 3 294
Change-Is-Only an Illusion 1 1 5 290
Conspiracy 0 0 1 296
David vs. Goliath 0 2 12 283
Hero’s Journey 0 1 13 283
Pendulum Swing 0 0 3 294
Rebirth or Renewal 0 0 2 295
Regulatory Enforcement 13 1 46 237
Restoration 3 2 28 264
Story of Decline 38 126 4 129
Story of Helplessness and Control 4 40 19 234
Stymied Progress 3 14 16 264
Triumph Over Adversity 8 36 12 241
Warning Tale 3 1 41 252
Total 73 224 224 3934

Table 6.1: ConfusionMatrix - Manual Coding and Run 1

As illustrated in Figure 6.4, the LLM (Large Language Model) assigns the ’Story of Decline’ plot signif-
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icantly more frequently than any other plot category. Analysis of the confusion matrix for Run 1 (and
Run 2 in subsection A.8.1) reveals that ’Story of Decline’ exhibits a high incidence of false positives
when compared to manual coding. Specifically, the LLM misclassifies instances identified manually
as ’Regulatory Enforcement’ 21 times, ’Warning Tale’ 33 times, and ’Story of Helplessness and Control’
16 times as ’Story of Decline.’

Moreover, subsubsection 4.1.1.9 presents an example that was classified as a ’Story of Decline’ by the
LLM but is more accurately characterized as a ’Warning Tale,’ according tomanual coding. The LLM’s
rationale was: "Plot: The narrative follows a ’Story of Decline,’ as it outlines the increasing problem of
wastegenerationand itsdamagingconsequences if left unaddressed."Nevertheless, further analysisof
the data reveals instances where the LLM’s codingmay be consideredmore accurate than themanual
coders. For instance, consider the following excerpt, which wasmanually coded as a ’Warning Tale’:

“BAREILLY: The unprecedented level of air pollution enveloping National Capital Region (NCR) has
now spread to western Uttar Pradesh reducing visibility to a low usually seen between December 25
and January 10, the peak winter days, due to low temperatures, humidity and absence of wind. On
Sundaymorning, poor visibility resulted in a pile-up onNational Highway 24 involving eight vehicles.
One person was killed and six persons were injured. The condition of one of the injured is stated to
be serious.According to sources, owing to low visibility conditions, two trucks collided at about 7:30
am on Bilwa flyover in Bhojipura. This triggered a pile-up as vehicles going towards Lucknow began
colliding into the first crash site, resulting in injuries to half-a-dozen commuters."We were on board a
DCMtruckcarryingdomestic goods toourvillageatRiccha, Bareillywhenourvehicle suddenly collided
with another vehicle onBilwaflyover. Therewere several repeated impacts of collision, afterwhich I fell
unconscious," said Mohammed Yakub, 55. According to a witness, the collision between trucks was
followed by a pile-up due to low visibility on the flyover. Some onlookers tried to make noise to deter
incoming vehicles from crashing into the pile-up.The smog condition hasmade roadsmore vulnerable
to accidents, with similar pile-ups being reported from other parts of NH 24. Around a dozen vehicles
collided on NH 24 in Hapur, leaving another half a dozen injured. No fatalities have yet been reported
from there.At least 12 people were injured in a pile-up of over 20 vehicles on Yamuna Expressway near
Delhi on Thursday.” (Rai, 2016)

Upon further reflection, it appears that the ’Story of Decline’ archetype is a more appropriate classifi-
cation. There are instances in which the manual coder might reconsider their initial coding decision,
acknowledging that manual coding is inherently susceptible to human error and subjectivity, which
can vary over time. However, the LLM introduces a class imbalance by disproportionately coding for
a single category, whereas manual coding exhibits a more evenly distributed categorization. This im-
balance may reflect the LLM’s suboptimal performance, potentially due to the inherent difficulty in
distinguishing amongmultiple similar categories.
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6.1.3. Moral

Figure 6.5: Comparison of Moral Frequencies

Key comparisons from themoral comparison:

• Explicit Policy Solution: The counts show a large discrepancy withManual Coding at 159, Gem-
ini Run 1 at 43, and Gemini Run 2 at 69.

• Implicit Policy Reference: There are notable differences, with Manual Coding at 133, Gemini
Run 1 at 254, and Gemini Run 2 at 228.

For moral, Gemini Run 1 shows an accuracy of 0.559, and Run 2 shows 0.599, indicating that approx-
imately 56% and 60% of the codes, respectively, matched manual coding, which is better than belief
systems but still not high. Precision scores of 0.463 for Run 1 and 0.452 for Run 2 suggest that less than
half of the predicted codes were correct. Recall values of 0.400 for Run 1 and 0.423 for Run 2 show that
40% and 42.3% of the actual positives were identified correctly, reflecting a moderate level of missed
true positives. The F1 scores of 0.346 for Run 1 and 0.390 for Run 2 remain low. Krippendorff’s alpha
values of 0.004 for Run 1 and 0.124 for Run 2 imply almost no agreement beyond chance for Run 1 and
slight agreement for Run 2. These results suggest that while Gemini runs are somewhatmore effective
in codingmoral, their overall performance remains inadequate.

ConfusionMatrix:
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Figure 6.6: Instances of Coding: Manual vs Run 1

Moral True Positive
(TP)

False Positive
(FP)

False Negative
(FN)

True Negative
(TN)

0 0 0 5 292
Explicit Policy Solution 38 5 121 133
Implicit Policy Reference 128 126 5 38
Total 166 131 131 463

Table 6.2: ConfusionMatrix BetweenManual Coding and Run 1

The LLM identifies a significantly greater number of implicit policy references compared to explicit
policy solutions, whereasmanual coding presents amore balanced identificationbetween the two cat-
egories. For example, in subsubsection 4.1.1.14 concerning the Graded Response Action Plan (GRAP),
the LLM classifies the article as containing an implicit policy reference, justifying this with the ratio-
nale: “The implicit policy reference is the need for coordinated efforts, proactive action, and public
awareness campaigns to effectively address air pollution”. This classification is made despite the arti-
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cle explicitly discussing the policy solutionmultiple times and questioning the delay in its implemen-
tation by the key stakeholder.

From the confusion matrix, it is evident that implicit policy references exhibit a large number of false
positives, indicating that the LLM misclassified 107-126 articles (depending on the run) as ’Implicit
Policy Reference’ when they weremanually coded otherwise.

In subsubsection 4.1.1.14, the article analyzed to have an implicit policy reference is identified by the
LLMas containing an explicit policy solutionwith the reason: “The article implicitly suggests the need
for waste segregation and recycling as a solution, as it highlights the lack of these practices in the cur-
rent model”. This interpretation addresses waste management as a policy problem, rather than air
pollution, indicating a deviation from the issue at hand despite the prompt stressing the focus on air
pollution as the policy problem. There are significantly fewer instances of the LLM coding for an ’Ex-
plicit Policy Solution’ indisagreementwith themanual analysis (38-57 cases); however, this alsomeans
that theLLMmissed identifying anexplicit policy solution in102-121 cases thatwere recognizedby the
manual coder.

In instances where the moral is coded as ’0’ (not present), the articles typically center on topics unre-
lated to the primary policy issue. This is another area where the LLM tends to “lose focus”. The LLM
consistently assigns one of the non-zero codes to news articles, failing to recognize when the policy
problem discussed in the narrative is unrelated to air pollution.

6.1.4. Belief Systems

Figure 6.7: Comparison of Belief System Frequencies

Key comparisons from the belief system comparison include:

• Activist: The counts show a large discrepancy withManual Coding at 25, Gemini Run 1 at 0, and
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Gemini Run 2 at 0.

• Fatalist: Manual Coding shows a count of 26, while both Gemini runs have 0.

• Traditionalist: Manual Coding has 14, Gemini Run 1 has 1, and Gemini Run 2 has 2.

• Individualist: Manual Coding has 8, Gemini Run 1 has 5, and Gemini Run 2 has 2.

• Technocratic: Manual Coding shows 21, while Gemini Run 1 has 8 and Gemini Run 2 has 14.

• Modernist: Manual Coding has 36, Gemini Run 1 has 71, and Gemini Run 2 has 66.

• Hierarchist: Manual Coding shows 134, while Gemini Run 1 has 91 and Gemini Run 2 has 93.

• Egalitarian: Manual Coding shows 29, while both Gemini Run 1 and Gemini Run 2 have similar
high counts of 121 and 120, respectively.

The accuracy for Gemini Run 1 is 0.350, and for Gemini Run 2, it is 0.360. This indicates that approx-
imately 35 out of 100 codes from Gemini Run 1 and 36 out of 100 from Gemini Run 2 matched the
manual coding, reflecting a modest level of correct identifications. Precision scores of 0.237 for Run
1 and 0.199 for Run 2 suggest that only about 23.7% and 19.9% of the predicted codes were correct,
respectively, highlighting a high rate of false positives. Recall, at 0.208 for Run 1 and 0.259 for Run 2,
shows that 20.8%and25.9%of the actual positive codeswere correctly identified, indicating thatmany
true positives were missed. The F1 scores, which balance precision and recall, are 0.150 for Run 1 and
0.174 for Run 2, demonstrating a poor balance between the two. Krippendorff’s alpha values of 0.260
for Run 1 and 0.279 for Run 2 indicate slight agreement beyond chance, which is minimal. Overall,
these metrics show that the Gemini system struggles significantly to match manual coding for belief
systems, with limited accuracy and reliability.

ConfusionMatrix:

Belief System True Positive (TP) False Positive (FP) False Negative
(FN)

True Negative
(TN)

0 0 0 21 276
Activist 0 0 25 272
Egalitarian 23 98 6 170
Fatalist 0 0 26 271
Hierarchist 60 31 74 132
Individualist 0 5 8 284
Modernist 20 51 16 210
Technocratic 0 8 4 285
Traditionalist 1 0 13 283
Total 104 193 193 2183

Table 6.3: ConfusionMatrix BetweenManual Coding and Run 1

For the ’Hierarchist’ belief system, there are 71 instances of false negatives, where the LLM failed to
identify the articles as reflecting the ’Hierarchist’ belief system, in contrast tomanual coding. The LLM
frequently misclassifies articles coded manually as ’Hierarchist’ as ’Egalitarian’ (46 instances in Run
1) and ’Modernist’ (21 instances in Run 1). Similarly, the LLM often misclassifies articles as having
an ’Egalitarian’ belief system when they were manually coded as ’Fatalist’ (16 instances in Run 1) and
’Activist’ (23 instances in Run 1), as depicted in Figure 6.8.

In subsubsection 4.1.2.2, an article exemplifying the ’Hierarchist’ belief system was identified by the
LLM as having an ’Egalitarian’ belief system, with the rationale: “The article aligns with an egalitarian
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Figure 6.8: Instances of Coding: Manual vs Run 1
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belief system, emphasizing the impacts of air pollution on public health, particularly for vulnerable
groups like children”.

“NEWDELHI: In the backdrop of severe air pollution, the odd-even scheme in the national capital will
kick in from 8 am onMonday (November 4), with only even-numbered non-transport vehicles allowed
on Delhi roads on the first day of the exercise. Chief minister Arvind Kejriwal appealed to people on
Sunday to follow the rules for the sake of their children and the city. He has also asked the government
machinery to ensure that no person faces inconvenience due to the restrictions. Hundreds of teams of
Delhi Traffic Police and the transport and revenue departments have been deployed for a strict imple-
mentation of the scheme.”. (TOI, 2019a)

The narrative does not emphasize the impacts of air pollution; rather, it focuses on the government’s
implementation of state-led initiatives.

The article identified as ’Modernist’ in subsubsection 4.1.2.2 was classified as ’Hierarchist’ by the LLM,
which justified this classification with the rationale: “The narrative emphasizes the role of the govern-
ment and its agencies in tackling the issue, aligning with a Hierarchist belief system”. This interpreta-
tion shifts the focus away from the stubble burning technology proposed. This raises the question of
what themost important aspect of a narrative iswhen coding it. It is essential to consider that complex
data such as this might havemultiple plausible codes.

6.1.5. Narrative Strategies

Figure 6.9: Comparison of Narrative Strategy Frequencies

Key comparisons from the narrative strategy comparison: There are notable differences throughout
the graph, withManual Coding far fromboth runs, andGemini Run 1 andGemini Run 2 closer to each
other.

The accuracy for Gemini Run 1 is 0.465 and for Run 2, it is 0.441, meaning that about 46.5% and 44.1%
of the codes matched the manual coding, which is slightly below half. Precision scores are very low at
0.122 for Run 1 and 0.089 for Run 2, indicating that only 12.2% and 8.9% of the predicted codes were
correct, highlighting many false positives. Recall values of 0.126 for Run 1 and 0.110 for Run 2 show
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Figure 6.10: Instances of Coding: Manual vs Run 1

that a significant number of true positives were missed, with only 12.6% and 11% correctly identified.
F1 scores of 0.110 for Run 1 and 0.091 for Run 2 reflect poor balance betweenprecision and recall. Krip-
pendorff’s alpha values of 0.210 for Run 1 and 0.097 for Run 2 indicate slight to no agreement beyond
chance. Collectively, these metrics reveal that the Gemini system faces significant challenges in accu-
rately coding narrative strategies.

ConfusionMatrix:

From the confusionmatrices, it is evident that the strategy ’Mobilization of Support’ has beenpredom-
inantly coded for most of the articles. The LLM (Gemini) misclassifies 25 articles manually identified
as ’Mechanical,’ 13 articles as ’Devil Shift,’ 42 articles as ’Concentrating Costs and Diffusing Benefits,’
and 15 articles as ’0’ under the category ’Mobilization of Support’ for Run 1. Similar misclassification
numbers areobserved forRun2, resulting inahighnumber (114-126)of falsepositives for this category
(subsection A.8.4, Figure 6.10, Figure A.7).

Although ’Mobilization of Support’ is the most frequently coded strategy in manual coding as well,
there is a substantial presence of other strategies in the distribution. In the example provided in sub-
subsection 4.1.2.7 for ’Mobilization of Support,’ there is concordance between themanual coding and
LLM coding. However, an example of disagreement is as follows:

“PATIALA: The Punjab Pollution Control Board has decided to periodically measure the pollution lev-
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Narrative Strategy True Posi-
tive (TP)

False Posi-
tive (FP)

FalseNega-
tive (FN)

True Nega-
tive (TN)

0 0 0 27 270
Accidental 0 2 8 287
Angel Shift 3 15 11 268
Concentrating Costs and Diffusing Benefits 16 8 49 224
Demobilization of Support 0 1 1 295
Devil Shift 0 9 15 273
Diffusing Costs and Concentrating Benefits 0 6 3 288
Inadvertent 0 0 3 294
Intentional 0 0 3 294
Mechanical 0 4 29 264
Mobilization of Support 119 114 10 54
Total 138 159 159 2811

Table 6.4: ConfusionMatrix BetweenManual Coding and Run 1

els at toll plazas during peak hours. Besides, asking project directors of privately managed National
Highways and State Highways in the state to initiate measures as per their concession agreements to
control dust pollution on the roads. KS Pannu, Chairman said the PPCB has asked the companies to
ensure that proper plantation in the central verge of the roads andonboth sides of the roads is done and
maintained. He said it has observed that although the agreement of the road constructing companies
includes developing a green cover on the central verge and the sides of the roads, the companies were
found lacking in undertaking the job. The PPCB chairman said that the board officials have recently
submitted a report in which dust being thrown in the air by vehicles using highways was found to be a
major pollutant, especially during thewinter season. He said the board has also asked the private com-
panies to make certain that measures to collect dust from roads was put in place. The non-concreate
paths between the over bridge and the service lanes was anothermajor dust spots whichwere not being
properlymaintained by the road constructing companies resulting in air pollution due to dust. Pannu
said PPCB would keep a constant watch on to ensure the directions given to the highway authorities
were followed in letter and spirit.” (Sirhindi, 2018)

In the aforementioned article, the outcome of manual coding for narrative strategy was ’Concentrat-
ing Costs and Diffusing Benefits,’ as the Punjab Pollution Control Board has required the private com-
panies managing the highways to implement dust control measures. This approach concentrates the
costson these companieswhile spreading thebenefits to the local populationandhighwayusers. How-
ever, the LLMcoded this as ’Mobilization of Support,’ justifying this with the rationale: “The article uti-
lizes the "Mobilization of Support" strategy by highlighting the severity of the issue and presenting the
PPCBas taking action, thereby encouragingpublic support for the agency’s efforts”. This classification,
in the coder’s judgment, is less appropriate. This issue recurs frequently, asmany policy narratives are
complex, involvingmultiple stakeholders, andmaybe relevant tomore thanone code, and in this case,
multiple narrative strategies may be at work here.
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6.2. Accuracy, Precision, Recall, F1 Score, and Krippendorff's Alpha
To reiterate, the following table outlines the scores on each of the metrics evaluated for. Any score
above 0.72 for Accuracy, Precision, Recall, and F1 has been highlighted in Green, along with all scores
above 0.83 for Krippendorff’s α.

Category Accuracy Precision Recall F1 Score Krippendorff’s Alpha
Manual Coding and Gemini Flash Run 1

Plot 0.246 0.230 0.146 0.120 -0.056
Moral 0.559 0.463 0.400 0.346 0.004
Belief System 0.350 0.237 0.208 0.150 0.260
Narrative Strategy 0.455 0.091 0.090 0.078 0.213

Manual Coding and Gemini Flash Run 2
Plot 0.249 0.239 0.154 0.126 -0.039
Moral 0.599 0.452 0.423 0.390 0.124
Belief System 0.360 0.199 0.259 0.174 0.279
Narrative Strategy 0.428 0.054 0.074 0.057 0.097

Gemini Flash Run 1 and Gemini Flash Run 2
Plot 0.781 0.487 0.507 0.490 0.582
Moral 0.852 0.727 0.826 0.758 0.516
Belief System 0.879 0.763 0.782 0.731 0.818
Narrative Strategy 0.801 0.438 0.326 0.325 0.508

Table 6.5: Results for Gemini Run 1 and 2

Column Manual Coding and Run 1 Manual Coding and Run 2 Run 1 and Run 2
Hero 0.25 0.25 0.28
Villain 0.18 0.18 0.24
Victim 0.16 0.15 0.34
Beneficiary 0.19 0.18 0.28
Ally 0.22 0.22 0.20
Opponent 0.64 0.63 0.19
Ineffective 0.62 0.62 0.21
Setting 0.39 0.39 0.46

Table 6.6: Average Cosine Similarity Between Characters

6.2.1. Definitions
Accuracy: The proportion of correct predictions (both true positives and true negatives) out of all pre-

dictions.

Precision: The ratio of true positives to the sum of true positives and false positives. It measures the
accuracy of positive predictions.

Recall: The ratio of true positives to the sum of true positives and false negatives. It measures the
ability to find all positive instances.

F1 Score: The harmonicmean of precision and recall. It balances the twometrics and is useful when
you need a single measure of a model’s performance.

Krippendorff’s Alpha: Krippendorff’s alpha is a statistical measure of the reliability of agreement be-
tween observers or raters. It generalizes several known reliability indices and is applicable

2Threshold used in other similar studies concerning annotation using large languagemodels (Pangakis et al., 2023), (Gilardi,
Alizadeh, & Kubli, 2023), (Ding et al., 2023)

3As commonly used in social science research (Krippendorff, 2013).
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to various data types (nominal, ordinal, interval, and ratio).

6.2.2. Result Review
Manual Coding and Gemini Flash Run 1 & 2

• Plot: TheGemini Flashmodel demonstrates significant difficulties in accurately identifying plot
elements when compared tomanual coding. In Run 1, themodel achieved an Accuracy of 0.246,
which marginally increased to 0.249 in Run 2. Precision improved slightly from 0.230 to 0.239,
while Recall moved from 0.146 to 0.154. The F1 Score, an aggregate measure of Precision and
Recall, showed a minor improvement from 0.120 in Run 1 to 0.126 in Run 2. Notably, Krippen-
dorff’s Alpha remained negative, shifting from -0.056 to -0.039, indicating a lack of agreement
and reliability in plot identification.

• Moral: The model’s performance in identifying moral elements displayed moderate accuracy
and agreement. Accuracy remained the same with 0.559 in Run 1 and 0.599 in Run 2. However,
Precision decreased slightly from 0.463 to 0.452, while Recall increased from 0.400 to 0.423. The
F1 Score improved from 0.346 to 0.390. Krippendorff’s Alpha showed a significant increase from
0.004 to 0.124, reflecting better agreement in Run 2.

• Belief System: For belief system identification, the Gemini Flashmodel exhibitedmoderate per-
formance. Accuracy increased from 0.350 in Run 1 to 0.360 in Run 2. However, Precision de-
creased from0.237 to 0.199,whereasRecall improved from0.208 to 0.259. TheF1Score improved
from0.150 to0.174. Krippendorff’sAlpha, reflecting the reliabilityof themodel, increasedslightly
from 0.260 to 0.279, indicating insignificant agreement.

• Narrative Strategy: Themodels identification of narrative strategies showedmoderate accuracy
but low precision and recall. Accuracy slightly decreased from 0.455 in Run 1 to 0.428 in Run 2.
Precision dropped from 0.091 to 0.054, and Recall decreased from 0.090 to 0.074. Consequently,
the F1 Score declined from 0.078 to 0.057. Krippendorff’s Alpha also decreased from 0.213 to
0.097, indicating reduced reliability.

Gemini Flash Run 1 vs. Run 2
• Plot: Themodel demonstrated substantial consistency in plot identification between runs, with
an Accuracy of 0.781. Precision was 0.487, and Recall was 0.507, resulting in an F1 Score of 0.490.
Krippendorff’s Alpha was 0.582, indicating better agreement between the two runs compared to
the agreement betweenmanual coding and the runs.

• Moral: The model achieved high accuracy and strong agreement for moral elements, with an
Accuracy of 0.852. Precision was 0.727, and Recall was 0.826, resulting in an F1 Score of 0.758.
Krippendorff’s Alpha was 0.516, reflecting substantial agreement between runs, but lower than
the threshold of 0.8 commonly used in social science studies (Krippendorff, 2013).

• Belief System: High accuracy and strong agreement were also noted for belief system identifica-
tion, with an Accuracy of 0.879. Precisionwas 0.763, and Recall was 0.782, yielding an F1 Score of
0.731. Krippendorff’s Alpha was 0.818, indicating high consistency between runs.

• Narrative Strategy: In narrative strategy identification, the model exhibited high accuracy with
moderate precision and recall. Accuracy was 0.801, Precisionwas 0.438, and Recall was 0.326, re-
sulting in an F1 Score of 0.325. Krippendorff’s Alpha was 0.508, indicating reliable performance.

Average Cosine Similarity Between Characters
• Hero, Villain, Victim, Beneficiary, Ally: The similarity scores are relatively low (0.15-0.28), indi-
catingmoderate alignmentbetweenmanual codingandmodel runs, andbetween the twomodel
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runs. This reflects some consistency in character identification but suggests room for improve-
ment.

• Opponent and Ineffective: Both categories showhigh similarity betweenmanual coding and the
runs (0.62-0.64), but a substantial drop in similarity between Run 1 and Run 2 (0.19-0.21). This
inconsistency between model runs suggests variability in model performance for these charac-
ters.

• Setting: The similarity is moderate (0.39-0.46), indicating reasonable consistency in identifying
the setting across manual coding andmodel runs, and between the twomodel runs.

6.2.3. Summary
• Low-Scoring Categories: Hero, Villain, Victim, Beneficiary, Ally

– Both Gemini runs exhibit struggles with these categories, indicated by low cosine similarity.

• Moderate-Scoring Categories:Moral, Setting, Plot, Narrative Strategy, Opponent, Ineffective.

– These categories demonstrate moderate performance, with slightly higher Krippendorff’s
alpha values in combined runs.

• Higher-Scoring Categories: Belief System.

– This category is identified with higher accuracy and reliability by both runs, though there
are still disagreements with the Manual Coding. The agreement within runs is satisfactory,
as shown by acceptable Krippendorff’s alpha value.



7
Discussion

7.1. Overview
The main objective of this study was to address the research question: "To what extent do Large Lan-
guageModels (LLMs) accurately automate qualitative coding of policy narratives when compared to a
manually coded dataset?" To answer it, a step-by-step analysis was performed using themethodology
outlined in chapter 3. This chapter will highlight the findings of this study, discuss those findings, and
acknowledge its limitations.

7.1.1. Findings
Fromthecomparisonof thechosenLLMandmanual coding, it is evident that theLLMdoesnotachieve
significant agreement with manual coding in this multi-class classification task. The lowest accuracy
was 0.246 for the ’Plot’ element, indicating that out of 100 instances, only 24 matched with the manu-
ally assigned code when coded by the LLM. The highest accuracy was for ’Moral’ at 59.9%. ’Narrative
Strategy’ and ’Belief System’ have similar scores, 42.8% - 45.5%, and 35% - 36% respectively (run 1% -
run 2%). Othermetrics such as precision, recall, F1 score, and Krippendorff’s α also reveal suboptimal
performance, with scores as low as 5.4% for Precision, 7.4% for Recall, and 5.7% for F1 for the ’Nar-
rative Strategy’ component. Krippendorff’s α ranges from -0.056 for ’Plot’ in run 1 to 0.279 for ’Belief
System’ in run 2. Overall, ’Moral’ (in run 2) has the best performance across all usedmetrics, possibly
due to the lowest number of possible classes in its output. In other studies, LLMs have been shown
to be particularly strong in tasks with fewer classes (Gilardi et al., 2023). ’Belief System’ has the sec-
ond best performance, with the highest α compared to other categories. The output demonstrated
class imbalance, affecting the scores (Jeni, Cohn, &De La Torre, 2013), (Feng, 2014) by causing skewed
agreement1, reduced sensitivity to minority classes2, bias in expected agreement3, and an impact on

1In the presence of class imbalance, where one class is much more prevalent than others, raters may show high agreement
simply by frequently choosing themajority class. This can inflate the observed agreement, potentially leading to amisleadingly
high Krippendorff’s alpha.

2If raters rarely encounter instances of the minority class, they may be less reliable in identifying and agreeing on these in-
stances. This can lead to lower agreement on theminority class, which, although itmightnot drastically change theoverall alpha
due to the small number of such instances, can still reflect poor reliability in important, albeit less frequent, categories.

3Krippendorff’s alpha compares observed agreement to expected agreement by chance. In imbalanced datasets, the ex-
pected agreement by chance will be skewed towards the majority class, potentially underestimating the difficulty of achieving
agreement onminority classes.
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interpretation4.

Although research in LLM text annotation is limited, there is agreement between the findings in this
study and previous studies. Pangakis et al. have shown that LLMs show promising results with a me-
dian accuracy of 0.850 and amedian F1 score of 0.707 across 27 annotation tasks from 11 datasets, but
there is significant variability in performance, with some tasks showing poor precision or recall. This
variability underscores the need for task-specific validation and careful assessment before deploying
LLMs for annotation tasks.

The LLM shows high repeatability in its coding, with best performance in the ’Belief System’ category,
with a Krippendorff’s α greater than 0.8, the generally acceptedmetric. Gilardi et al. also show that the
LLM in their study (ChatGPT) maintains high performance across various tasks, including relevance,
stance, topic, and frame detection. Its performance is particularly strong in tasks with fewer classes
(as mentioned before) and higher intercoder agreement among trained annotators on the same task
(Gilardi et al., 2023). In another study, Nasution and Onan found that LLMs annotate content at a
human level quality in tasks such as sentiment analysis, but human annotations by trained annotaters
or experts outperform LLMs inmore intricate and complex NLP tasks, especially with “understanding
context and addressing ambiguity” (Nasution & Onan, 2024). LLM annotations were still found to be
of higher quality than Amazon’s crowdsourcingMechanical Turk service (Nasution&Onan, 2024). It is
also possible to increase the repeatability by varying the temperature parameter (TableA.2), but it does
not give us better agreement with manual coding. In fact, Renze and Guven found that for multiple
choice problem solving tasks, varying the LLM temperature from 0 to 1 does not show a significant
impact on LLM performance, as is reproduced in Table A.2 as well. X. Wang et al. has shown that in
complex tasks that benefit from diverse reasoning paths, the LLMperformance can bemade better by
using outputs obtained from different temperature settings and using a vote-inmechanism to choose
themost appropriate response, as if simulating an artificial “Wisdom of Crowds”.

Several issues persist with NLP techniques used in qualitative content annotation, such as oversim-
plification, bias, and the effect of data quality on the output (Jin & Mihalcea, 2022; Zhou et al., 2022).
These issues continue to affect the process when using LLMs. For instance, bias and subjectivity be-
come apparent when the identified component is present in the example. For instance, smog towers
were frequently identified as “ineffective” due to the specific example of the “Ineffective” character be-
ing about them(sectionA.3). Additionally, the coding from theLLMshowedclass imbalances,whereas
themanual coding exhibited amore even distribution. This suggests that LLMs tend to favor one cate-
gory over another, possibly due to difficulty in discerning nuances between categories, similar to lim-
itations observed in traditional NLP techniques (Jin & Mihalcea, 2022; Zhou et al., 2022). In another
studywithGPT3.5andMeta’sLLAMAused for short answer scoring, itwas found that for complex tasks,
evenwell-framed questionsmay not suffice, indicating the limitations of current LLMs in handling in-
tricate reasoning or domain-specific content (Chamieh, Zesch, & Giebermann, 2024). Plots such as
’Story ofDecline’5 and ’Warning Tale’6 have definitions thatwould cause a coder to get confused about
which category an article belongs to, suggesting a possibility of codebook redesign. Pangakis et al.
found that refining the codebook can lead to modest improvements in accuracy and F1 scores. This
iterative refinement7 helps in addressing systematic misclassifications by the LLM.

4A high Krippendorff’s alpha in an imbalanced dataset may not indicate true reliability across all classes. It may reflect the
ease of agreement on themajority class whilemasking poor reliability onminority classes. Conversely, a low alphamight better
indicate genuine issues with inter-rater reliability across all classes.

5Story of Decline: This plot describes an initial state of well-being that deteriorates over time, highlighting the urgent need
for action. It may start with a good situation that worsens or begin at a point where things are already dire.

6Warning Tale: This plot serves as a cautionary story about the dire consequences of inaction or improper actions, often
projecting a bleak future tomotivate current action.

7Workflow proposed for iterative codebook refinement - section A.9.
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The design of the codebook also influences the qualitative analysis especially if performed by an in-
dividual, potentially constraining insights into predefined categories subscribing to the individual’s
personal biases, which could be a reason for class imbalance.

Human perception of decision problems and the evaluation of probabilities and outcomes are gov-
ernedbycertainpsychologicalprinciples,whichcan lead topredictable changes inpreferencedepend-
ing on how the problem is framed (Tversky & Kahneman, 1981). When the same problem is framed in
different ways, people’s preferences can shift predictably; this phenomenon is known as the "framing
effect" (Tversky&Kahneman, 1981). For example, a personmightmake a different choice if a situation
is framed in terms of potential gains versus potential losses, even if the actual outcomes are equivalent
(Tversky & Kahneman, 1981).

Theremay be labels appropriate for the content that do not exist in the codebook, thereby limiting the
analysis. This could also influence the output to slide towards a particular outcome, due to loaded lan-
guage8 or leading examples9, or from framing effects, leading to class imbalances, making codebook
design all the more important. Codebook quality becomes better and the codebook becomes less bi-
ased as more people are involved in its design (Fonteyn, Vettese, Lancaster, & Bauer-Wu, 2008). Since
the codebook was completely designed by one person in this study, there is scope for improvement
here

Finally, the presence of non-standard English in the narratives, such as ’Hinglish’ in India, poses chal-
lenges. It is an adaptation of English where Hindi words are written in the Latin Alphabet instead of
the ’Devanagari’ script. Words like puja (prayer), taluk (administrative district), pradhan mantri yo-
jana (prime minister’s scheme), and tandrust (strong, healthy) are terms present in the data that the
LLMmight not interpret correctly in context. Although a brief interaction with ChatGPT revealed that
it understands these words10, the context in complex tasks like qualitative coding could still pose diffi-
culties.

As LLMs are general purpose tools, the study undertaken here can be performed in various other con-
texts. Performance on simpler tasks such as sentiment analysis or topic modelling using LLMs will
likely deliver superior results, but for more complex tasks such as the one in this study, human valida-
tion would still be necessary.

7.1.2. Air Pollution in India
This analysis also revealed information about the policy problem itself. The heroes in these policy
narratives have emerged as medical doctors, as identified through both manual and automated cod-
ing processes. Doctors have played a crucial role in raising awareness about the adverse effects of air
pollution on public health and in educating individuals onmanaging these risks. Additionally, private
citizensand residentsofheavily affectedareashavebeen recognized for their efforts. These individuals
have actively engaged in protests, filed public interest litigations, and promoted awareness initiatives.

Moreover, various actors in positions of authority, including ministers, pollution control boards, and
municipal corporations, oscillate between being perceived as heroes and villains, contingent upon

8Choice of words and sentence framing such that an emotional response is evoked in the reader or listener (Macagno &
Walton, 2014).

9In law, a leading question is one that contains information that the questioner is looking to get confirmed, or is framing the
question in a way that evokes a certain answer or ’leads’ the other person there (Melilli, 2003). For example, “Have you stopped
stealing from your brother?” is a question implying that the person has a brother, and has stolen from him at some point.
10User: What is themeaning of tandrust?

ChatGPT: The term "tandrust" is a word from Urdu, which means "healthy" or "in good health." It is often used to describe a
person who is physically fit and free from illness. The word can be used in various contexts to refer to overall well-being and
soundness of health.
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media narratives. Entities such as farmers/stubble burning, coal-powered plants, brick kilns, vehicles,
firecrackers, and construction activities are frequently portrayed as the primary contributors to the
problem, often cast as villains in these narratives. In another study, the sources of air pollution in In-
dia have been found to include both anthropogenic and natural origins, such as industrial emissions,
vehicular exhaust, agricultural burning practices, and natural events like dust storms and wildfires
(Pratap Choudhary & Garg, 2013), corroborating this finding.

The detrimental impact of these so-called villains predominantly affects the victims, which include
the environment, local residents (particularly vulnerable populations such as the elderly), children,
individuals with cardiovascular and respiratory conditions, pregnant women, wildlife, as well as law
enforcement officers and laborers. It has been shown inmedical studies that that air pollution impacts
the respiratory, cardiovascular, and neurological health of the population (Genc, Zadeoglulari, Fuss, &
Genc, 2012; Bourdrel, Bind, Béjot, Morel, & Argacha, 2017; Glencross, Ho, Camina, Hawrylowicz, &
Pfeffer, 2020)

When the heroes succeed, the primary beneficiaries are the general populace, especially in rural areas.
Farmers also benefit, often arguing that they are depicted as villains due to the lack of viable alterna-
tives to stubble burning. The environment, including numerous indigenous, endangered, rare, and
ancient flora and fauna, also gains from the heroes’ actions. Government bodies, pollution control
boards, and institutions dedicated to research and technology frequently support the heroes by pro-
viding financial assistance, technological resources, or policy development.

However, opponents to the heroes’ efforts include directors, officers, ministers, private companies,
and worker unions, whose economic or operational interests are threatened by reduced air pollution,
given thecurrent lackof sustainableenergyalternativesormethodological substitutes. Political agenda
could also be driving this opposition. India is perceived to be the 93rd least corrupt country in the
world (Transparency International, 2023), implying the plausibility of the people in power opposing
air cleaning initiatives in exchange for goods and services. In this narrative, entities such as cracker
guidelines (restrictions on the use of firecrackers during festivals), political parties (pledging to reduce
air pollution during elections), bans and policies, and government interventions have been identified
as ineffective, failing tomake ameasurable impact in this ongoing struggle.

The “Plot”, as identified throughmanual analysis, predominantly focuseson themesof “RegulatoryEn-
forcement”, “Warning Tales”, and a “Story ofDecline”. Automated coding corroborates the prevalence
of the “Story of Decline” within the narrative, followed by a “Story of Helplessness and Control”. This
depiction underscores the dire state of air pollution in India, simultaneously indicating a movement
towards heightened mass awareness regarding the issue, which is a crucial preliminary step towards
developing effective policy responses (Zeng et al., 2019).

More thanhalf (159out of 297) of the samplednarratives explicitly proposepolicy solutions to the iden-
tifiedpolicyproblem, asdetermined throughmanual coding. However, the languagemodel (LLM) sug-
gests that the majority of references are “Implicit Policy References”. In this context, manual coding
is deemedmore accurate as the LLM seemingly lacks the capability to accurately distinguish “Explicit
Policy Solutions” within the text. This discrepancy highlights that while policy solutions are being pro-
posed, further efforts are needed to advance these proposals.

Gulia et al. discovered that air pollution studies in India have been largely limited to the Indo-Gangetic
plain and metro cities, while a large part of South, Central, and Eastern India has been neglected, the
settings for the narratives are spread throughout India, showing that it is a country-wide problem, and
warrant a country-wide research effort.

https://www.transparency.org/en/cpi/2023/index/dnk
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A “Hierarchist” belief systempredominantly characterizes the narratives, according tomanual coding.
This result also corroborates the hierarchical nature of Indian society (Meyer, 2014).

Figure 7.1: The CultureMap (Meyer, 2014)

Conversely, the LLM indicates that the narratives are largely “Egalitarian”. This divergence suggests
that multiple interpretative labels may be applicable. Given India’s socialist foundation (India, 1950)
and hierarchical societal structure (Meyer, 2014), this dual characterization is plausible. It reflects that
whilemany narratives advocate for a systematic approach to the policy problem, grassroots efforts are
also significant, leveraging community power and collective action. Additionally, “Modernist” belief
systems are prominently featured, emphasizing the role of technology, whether domestically devel-
oped or imported, in addressing air pollution.

Thenarrative strategy shows consistencybetweenmanual andautomated coding, both identifying the
“Mobilizationof Support” strategy as dominant. This alignment suggests that themedia plays a critical
role in this context by raising awareness about air pollution andmobilizing support, thereby appealing
to authorities and policymakers to address the issue.

Thepolicyproblemofairpollutionhas taken formas Indiadevelops, usesmoreenergy, develops infras-
tructure and technology, all of which are contributors to air pollution. The first step of raising aware-
ness is already underway, with the time to form and implement commensurate policy fast approach-
ing.

7.1.3. Interpretation of Findings
The results indicate that LLMs, in their current form, perform poorly in qualitative coding tasks com-
pared to manual coding, particularly in identifying plot elements and narrative strategies. However,
they showmoderate performance in identifying moral elements and belief systems. The consistency
between runswithout hyperparameter tuning is a notable strength, suggesting potential for improved
performance with further optimization.

Previous studies have highlighted limitations in NLP techniques, such as bias, subjectivity, and data
quality issues (Jin &Mihalcea, 2022; Zhou et al., 2022). This study confirms that these limitations per-
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sist with LLMs. However, it also demonstrates that LLMs can achieve consistent results across multi-
ple runs, which is an advantage over human coders whose coding behavior can vary over time (Belur,
Tompson, Thornton, & Simon, 2021). In other automated text annotation studies, LLMs have been
shown to be 30 times cheaper than Amazon’s mechanical Turk with 25% greater accuracy on tasks
such as judging the relevance of tweets or articles to specific topics, stance detection regarding Sec-
tion 230 legislation, topic detection for tweets, frame detection for content moderation as a problem
or solution, and policy frame detection for various policy-related aspects. (Gilardi et al., 2023).

The use of LLMs in this context is novel, and this study is among the first to conduct a comprehensive
Narrative Policy Framework (NPF) analysis of news articles on air pollution in India using LLMs. Previ-
ous approaches have relied on traditional NLP techniques such as topic modelling and named entity
recognition, which are less effective in handling nuanced and complex qualitative tasks such asmulti-
class classification (Peña et al., 2023) and recognition of named entities (Fritzler, Logacheva, & Kretov,
2019) by definition instead of keywords, especially when zero-shot performance becomes important
due to lack of training examples.

7.1.4. Contribution
Although the primary contribution of this study ismethodological, it also provides significant insights
into the air pollution policy challenges in India. A comprehensive dataset comprising 14,578 news-
paper articles on air pollution in India, spanning the years 2010 to 2014, has been made available in
a structured format conducive to analysis. For transparency, the study has made available the coded
datasets, and releasedopen-source code for the complete analytical process, includingpre-processing
of all articles, analysis using a large languagemodel (accessible via APIs or open-sourcewith thepoten-
tial for retrieval-augmented generation), post-processing for visualization, and calculation of relevant
metrics. This would facilitate the replication of the study by future researchers in an efficient manner
and enables enhancements to themethodology as deemed necessary.

The study tests a novel method (Large Language Models) to automate qualitative content analysis of
policy narratives using the Narrative Policy Framework, to increase the speed with which studies can
be carried out, and to increase the size of the data annotated for research. It details the parts where the
method performs satisfactorily, where it fails to reach generally accepted standards, and what can be
improved for future studies using this methodology. The entire pipeline has been made open-source
for researchers to use and build on, and a preliminary codebook has beenmade available to refine and
modify, to analyse narratives on air pollution.

7.1.5. Limitations of the Study
This study has some limitations which should be kept inmind while perusing the results:

• Themanual codingwas performed by a single coder who is a graduate student, with no previous
qualitative coding experience, and without inter-coder reliability checks. The dataset was not
annotated by experienced coders, whichmay have affected the quality of themanual coding.

• The study could have benefitted from further refinement of the codebook to improve its qual-
ity, to judge repeatability in coding with the same coder and make category distinctions clearer,
which was not possible due to time constraints.

• The LLM used in the study was not fine-tuned or optimized for the specific task, potentially lim-
iting its performance. It was used as is, out-of-the-box.

• Multiple LLMs could not be used to compare inter-LLM performance due to time constraints.
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• The data for this study included all online available articles with the terms ’Air Pollution’ and
’India’. The quality of the study could bemade better by triangulating usingmultiple newspapers
as sources, which was not possible due to download limits and time constraints.

• One of the largest limitations is the black-box, indeterminate nature of LLMs. Care was taken to
use the same prompt, with the same parameters on every run to ensure result repeatability, but
uncertainty still exists. This lack of transparency leads to many issues, such as hallucinations,
toxic responses, and a complete misalignment with ethical values (Zhao, Yang, Shen, Lakkaraju,
&Du, 2024). There is ongoing research into increasing the explanability of deep neural networks,
but there is a long way to go (Samek, Montavon, Lapuschkin, Anders, &Müller, 2021).



8
Conclusion and Future Work

8.1. Research Objectives and Questions Revisited
The primary objective of this study was to evaluate the capability of Large LanguageModels (LLMs) in
automating the qualitative coding of policy narratives through a case study on air pollution in India.
The researchaimed toassess theperformanceof LLMs in termsof accuracy andconsistency compared
to a human-coded dataset.

The guiding research question was:

Towhat extent do Large LanguageModels (LLMs) accurately automate qualitative coding of policy
narratives when compared to amanually coded dataset?

This research question was answered by addressing the following sub-questions:

1. What are the key theories, concepts, and relevant studies in policy narrative analysis using the
Narrative Policy Framework?

The Narrative Policy Framework (NPF) offers a systematic and empirical methodology for ana-
lyzing the role and impact of narratives in public policy. This framework, proposed by Jones and
McBeth, contrasts with traditional poststructuralist approaches by emphasizing empirical and
falsifiable research, integrating narrative analysis into the broader empirical study of policy pro-
cesses with clear hypotheses andmethodological guidelines.

Central to the NPF is the notion of the social construction of policy realities, positing that pol-
icy realities are socially constructed, meaning the significance of policy-related objects and pro-
cesses varies based onhumanperceptions. This perspective focuses on collective and individual
social constructions rather than objective truths. This concept is complemented by the theory
of bounded relativity, which acknowledges the variation in social constructions of policy reali-
ties. According to NPF, this variation is bounded by belief systems, ideologies, and norms, which
are influenced by identity or culture, thereby ensuring relative stability over time. The NPF fur-
ther identifies generalizable structural elements within narratives, such as plots and characters,
which are consistent across contexts and can be statistically analyzed. This aspect of the frame-
work underscores the empirical nature of the NPF, enabling the systematic study of narratives in
a reproducible manner. The framework also operates on three interacting levels of analysis: mi-
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cro (individual), meso (group/coalitional), and macro (cultural/institutional). This multi-level
approach emphasizes the simultaneous operation of narratives across different scales, highlight-
ing their pervasive influence in shaping policy discourse and outcomes. Additionally, the NPF is
grounded in the Homo Narrans model, which suggests that humans primarily understand and
communicate about the world through narratives. This model asserts that emotions often pre-
cede reason, driving cognition, communication, and decision-making. Within the NPF, policy
narratives are dissected into two main components: narrative form and narrative content. Nar-
rative form includes the elements present in the narrative, such as setting, characters (heroes,
villains, victims, etc.), plot, and the moral of the story (policy solutions). Narrative content, on
the other hand, involves the underlying belief systems and narrative strategies used tomaximize
impact. These strategies may include framing the narrative to resonate with the audiences pre-
existing beliefs and employing persuasive elements to shift opinions and behaviors.

To ensure systematic analysis, a codebook structure is created to define and categorize these nar-
rative elements, facilitating reproducibility across different contexts. This structured approach
enables researchers to systematically identify and analyze the components of policy narratives,
contributing to amorenuancedunderstanding of their role in policy processes. TheNPF empha-
sizes the importance of analyzing narratives at different levels. This study specifically focuses on
the meso level, which examines the strategic use of policy narratives by groups or coalitions to
advance their policy agendas. At this level, the analysis explores how narratives are constructed
and deployed to shape policy discourse and influence policy outcomes. Thismeso-level focus is
particularly relevant for understanding the dynamics of policy advocacy and the strategic use of
narratives in shaping public perception and policy decisions.

In terms of research design, this study employs a non-experimental approach, consistent with
many NPF studies. Specifically, a case study research design using qualitative content analysis
is utilized to analyze text data. This method allows for an in-depth examination of policy narra-
tives, capturing the complexities and nuances of narrative construction and deployment in the
context of public policy. Data collection focuses on meso-level data, derived from relevant arti-
cles identifiedby thekeyword"AirPollution in India" frompublic records. This approachensures
the inclusion of diverse and relevant perspectives, facilitating a comprehensive analysis of policy
narratives related to air pollution in India.

2. What narrative components can be used to manually code news articles about the chosen case
study to create a robust reference dataset against which LLM agreement will be analyzed?

A comprehensive codebook was created by taking a page out of the Narrative Policy Framework
book (chapter2)bydeductivelyand inductivelyaddingcomponents. Thecomponentsusedwere
the narrative elements (character, plot, setting,moral) andnarrative content (belief systems, nar-
rative strategies). Characters were ’Heroes’, ’Villains’, ’Victims’, ’Beneficiaries’, ’Allies’, and ’Oppo-
nents’, as found inexistingNPF literature,with theadditionof ’Ineffectives’, identified inductively
from the data. ’Plot’ underwent 8 such additions, 4 additions for ’Belief System’, andno additions
for ’Narrative Strategy’. This broke down the large amounts of text into components that could
be empirically assessed while ensuring repeatability for future studies. The codebook was used
for the manual coding, and then was used by the LLM for automated coding. The codebook has
also beenmade available for transparency, and to be used and improved upon for similar future
studies (section A.3).

3. What insights are derived from themanual coding of the case study on air pollution in India?
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The study identified major characters in the air pollution narratives in India (chapter 4), with
medical doctors coming up center stage as the most frequently identified heroes as they spread
awareness, farmers/stubble burning coming on top as villains, the environment and vulnerable
people of cities portrayed as victims of the villains, and the very same as the beneficiaries of the
heroes actions. Government, research universities, and law enforcement crop up as allies, indus-
try and (likely corrupt) officials as opponents, and government interventions and policies some-
times described as ineffective. The settings in the narratives were seen to be present throughout
India, with thehighest occurrence in theNationalCapital Regionof India, containing the cities of
Delhi (Infamous for being the city with the most polluted air in the world, with the AQI there ex-
ceeding500 inextremecases (AsiaPacificFoundationofCanada, 2023), (HindustanTimes, 2023),
(The Guardian, 2023)), Gurugram, and Noida. The plot is largely that of regulatory enforcement
and a “Story ofDecline”, with explicit policy solutions present inmore thanhalf the analyzed text
corpora. “Egalitarian” and “Hierarchist” belief systems dominate the narrative, with the most
commonly applied strategy being that of “Mobilization of Support”. Themost important finding
of this case study is that there is an increasing amount of awareness (from 2010 to 2024) being
spread about the detrimental effects of air pollution on health. This shows that India has already
started its journey towards cleaner air, because as discussed previously, governments in history
take action against air pollution when aware citizens raise their voice (Zeng et al., 2019). Com-
mensurate policy action is scheduled for India, however, it is difficult to say when.

4. What is the consistency of LLM-generatedqualitative coding results for the sameprompts across
multiple runs?

The LLM was found to be quite consistent in its coding (chapter 5), with accuracy scores (when
comparedbetweenruns) ranging from78.1%to87.9%,precision from43.8%to76.3%, recall from
32.6% to 82.6%, F1 from 32.5% to 75.8%, and Krippendorff’s α from 0.508 to 0.818, with “Belief
System” having the best performance, possibility due to higher perceived clarity in the codebook
to distinguishbetween classes for that narrative component. However, namedentity recognition
resultswere challenging to interpret. Despite consistent recognition ofmajor narrative roles, low
cosine similarity scores, ranging from 0.19 for opponents to 0.34 for victims, indicated potential
forusingothermetrics to judgecharacter identificationsimilarity (ordoing itmanually) andcom-
prehensive prompt definitions withmore examples to enhance output quality.

5. How does the LLM-generated qualitative coding agree with themanually coded dataset?

The comparison between LLMcoding and human coding revealed that the LLMdid not perform
well enough to have an agreement with the human (chapter 6), falling below the thresholds on
almost all the metrics. Accuracy was low, ranging from 24.6% for ’Plot’ to 59.9% for ’Moral’. The
ability to correctly identify the truepositiveswasalsobelowpar,withprecision ranging from5.4%
for ’Narrative Strategy’ to 46.3% for ’Moral’, and recall ranging from 7.4% for ’Narrative Strategy’
to 42.3% for ’Moral’, indicating ’Moral’ had the best performance amongst all the categories, pos-
sibly due to a lower number of output classes, as seen in similar LLM text annotation research1.
F1 scores, the harmonic mean of precision and recall, were similarly low, ranging from 5.7% for
’Narrative Strategy’ to 39.0% for ’Moral’. Krippendorff’s α scores showed that the agreement was
not enough even for drawing tentative conclusions, with worse than random results in ’Plot’ (-
0.056) to the highest in ’Moral’ (0.279). The output showed a lot of class imbalance, affecting
the scores likely by causing skewed agreement, reduced sensitivity to minority classes, bias in
expected agreement, and an impact on interpretation.

1(Gilardi et al., 2023)

https://www.asiapacific.ca/publication/haze-chokes-delhi-pollution-levels-blow-past-whos-safe-limit#:~:text=On%20November%203%2C%20New%20Delhi's,Health%20Organization's%20'safe'%20limit.
https://www.hindustantimes.com/india-news/cricketers-battle-delhis-severe-plus-air-ahead-of-wc-match-high-level-meet-today-top-updates-101699230145103.html
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Characters suffered similarly, with low cosine similarity scores, ranging from a low of 0.16 for
’Victim’ to a high of 0.62-0.64 for ’Ineffective’ and ’Opponent’. ’Ineffective’ and ’Opponent’ were
present only in some of the studied narratives(22/297 and 38/297 respectively), while being ab-
sent in most of them, possibly leading to high similarity due to this imbalance. The N-grams
showed amatch between the frequently appearing characters in the text, but the cosine similar-
ity scores show low overall agreement, raising questions about LLM performance in character
identification.

The response to the research question concerning the extent to which large language models (LLMs)
can accurately automate qualitative coding of policy narratives is: not sufficiently, at present. LLMs
demonstrate potential in handling complex tasks where context is critical; however, their agreement
withmanual coding, considered the gold standard for comparison in such studies, remains unsatisfac-
tory (Krippendorff, 2013). Enhancements to LLM performance for task-specific requirements, such
as fine-tuning through supervised training on labeled examples, prompt engineering, expert devel-
opment of codebooks with high inter-coder reliability, implementing techniques like Retrieval Aug-
mented Generation tomitigate hallucination, and utilizing AI agents for output quality control, could
improve their effectiveness. Nevertheless, in their current state, LLMs require further development,
and their application in text annotation necessitates additional research before they can be reliably
utilized for policy narrative analysis.

8.1.1. Implications of the Findings
Keeping inmind the limitations, the findings have several implications:

Practical Implications
Large LanguageModels (LLMs) offer significant potential for reducing the timeand resources required
in qualitative coding tasks. However, their current level of performance is not yet adequate for reli-
able automation without considerable manual supervision. While LLMs can effectively and consis-
tently identify specific terms, their utility for comprehensive coding remains limited. Enhancements
such as model fine-tuning with a sample set of coded data (Chamieh et al., 2024), the development
of a robust, expert-verified codebook (Pangakis et al., 2023), and the provision of few-shot examples
for each category (Chamieh et al., 2024) can significantly improve LLM coding. With these improve-
ments, LLMs could eventually achieve agreementwith expert-levelmanual coding. At this stage, LLMs
could function as text annotators, offering significant cost reductions and the ability to annotate data
at speedsmultiple times faster thanhumancoders, while eliminatinghumanerror and fatigue (Gilardi
et al., 2023). Utilizing specialized LLMs, rather than general-purpose models, can yield superior per-
formance. For instance, GPT-NER, an LLM architecture specifically designed for named entity recog-
nition, outperforms fully supervised models when data is limited (S. Wang et al., 2023), making it a
suitable candidate for character identification tasks.

Another big implication is that since LLMs are general purpose tools for all types of language andmath
tasks (with limitations there as well), they can be used for the systematic analysis of large volumes of
narrative data. The case study in this research is that of air pollution in India, but it could just as eas-
ily be that of water scarcity in South Africa, or the recent shift to right wing politics in the democratic
countries, and just aboutanypolicy issuewithnarrativedataavailable. Thegeneralizabilityof this tech-
nology allows the reuse of the programming pipeline developed for this study, with the only change
needed being the codebook and the data. LLMs are also multimodal now, i.e. they can take images,
text, and video as input, and output all images, text, and video. This opens up many more sources of
data that can be analyzed beyond text. Policy narratives may also be present in the form of political
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cartoons and parody videos that can become a part of the analysis.

Theoretical Implications
This study advances the understanding of the capabilities and limitations of LLMs in qualitative con-
tent analysis, delineating the contexts in which they can and cannot replace human judgment. The
prevailing consensus in the literature, corroborated by this study, is that LLMs cannot yet be wholly
relied upon for intricate natural language tasks, such as policy analysis, without human validation.
Nonetheless, they provide a valuable starting point for deriving initial insights in complex policy nar-
rative analysis. The use of the NPF helped the study, mainly due to its customizability and context-
agnosticism, which allowed its application in the case study. This framework is also easy to use with
Large LanguageModels, breaking the text corpora into classes andnamed entities throughdefinitions,
making it suitable for the task. This framework would likely become one of the top choices for a study
such as this.

Policy Implications
Policymakers should exercise caution when considering the adoption of LLMs for qualitative analysis
tasks until further advancements are realized. While the automated method presented in this study
could serve as a useful initial approach for policy narrative analysis, the necessity for human oversight
remains paramount to ensure accuracy and reliability.

8.1.2. Recommendations for Future Research
Future studies should address the findings of this study, and build upon the methodology before de-
ploying it for large-scalepolicynarrativeanalysis. Followingare recommendations that future researchers
pursuing this type of study should keep inmind:

• Multipleexperiencedqualitativecoders shouldcreateacodebook iteratively toachievehigh inter-
coder reliability, with as few categories and codes as possible to bemutually exclusive and collec-
tively exhaustive on the sampled dataset. Krippendorff’s α can be used as ametric for this.

• Datasets annotated by multiple experienced coders should be used, with inter-coder reliability
checks to ensure the quality of manual coding to establish a reliable reference dataset.

• Use multiple sources of narratives for data triangulation. This could include newspaper from
publishing houses with different political leanings, non-text data such as videos or images, etc.

• LLMs fine-tuned specifically for qualitative coding tasks in the required domain should be de-
ployed, and techniques suchhyperparameter tuningandRetrieval-AugmentedGeneration (RAG)
should be used to improve performance.

• Task specific LLMs, such as GPT-NER, should be used in named entity recognition tasks.

• Larger andmore advancedmodels than Gemini 1.5 Flash should be used to perform qualitative
coding tasks.

• Principles of prompt engineering such as context, persona, format, and task should be a part
of the deployed prompt, along with any other technique proven with statistical significance to
increase LLM output quality.

• More examples for each narrative component should be given, allowing for a few-shot prompt
for the LLM.

• Data Imbalance: For categories with high accuracy but low recall (e.g., Plot), addressing class
imbalance through resamplingmay improve performance.
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• AI agents can be deployed to control the output quality, with one agent being a generator of in-
formation, and another judging if it is right according to defined criteria.
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A
Appendix

A.1. Gemini Prompt
This is the prompting function written for getting an output fromGoogle Gemini -

1

2 # @title Gemini Prompt
3 def extract ( article ):
4 response = model . generate_content ( prompt )
5 return response .text

where the prompt is -

You are an expert on narrative policy analysis and on using the narrative policy framework. In this
policy narrative, (insert article here), using the narrative policy framework and the following codebook:

A: Unit of Analysis - code everything at a document level.

B: Narrative Elements - Characters

Definition: Characters are entities portrayed within the narrative, including individuals, groups,
organizations, animals, natural phenomena, or abstract concepts. They are depicted as having
agency or being acted upon, shaping the plot, themes, and conflicts of the story.

1. HeroDefinition: Thepotentialfixerof thepolicy issue, takingactionwithpurpose toachieve
or oppose a policy solution. Any actor depicted taking positive steps towards air pollution
mitigation, advocating for clean air policies, or raising awareness about air pollutions con-
sequences is considered a hero. Example: An environmental activist leading a successful
campaign to ban single-use plastics in a major city, thereby reducing plastic waste and im-
proving air quality.

2. Villain Definition: The entity causing the policy problem, creating harm or opposition to
the hero’s aims. Example: Large industrial corporations found guilty of illegally dumping
toxic waste and emitting high levels of pollutants into the air, despite regulations.

3. Victim Definition: The one harmed by the villain, affected negatively by an action or in-
action. Example: Residents of a community suffering from respiratory issues due to the
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nearby factory’s unchecked emissions, highlighting the human cost of industrial pollution.

4. Beneficiary Definition: Those who benefit from the proposed policy solution; could be an
animate character who is explicitly stated, directly linked to a hero, and the receiver of an
action of a hero. Example: School children in urban areas who experience improved health
outcomes and reduced asthma rates after the implementation of stringent air quality stan-
dards.

5. Allies Definition: Those aligned with the hero, supporting their efforts towards the policy
solution. Example: Non-governmental organizations (NGOs) and community groups col-
laboratingwith environmental activists to lobby for stricter air pollution controls andpublic
awareness campaigns.

6. OpponentsDefinition: Anentity opposing apolicy but distinct fromavillain, oftenpresent-
ing alternative views or objections to the proposed solutions. Example: Local businesses
that oppose new air quality regulations due to concerns over increased operational costs,
arguing that the economic impact outweighs the benefits of cleaner air.

7. Ineffectives Definition: An entity that performs an action that has no effect on the policy
problem. Example: The government installs smog towers in public areas to reduce air pol-
lution, but the towers cannot work in that setting with that much volume, hence rendering
their solution useless and their intervention ineffective.

C: Narrative Elements - Setting Definition: Setting is the space where the action of the story takes
place over time. It is used to focus the audience’s attention on a particular space and time. Set-
tings can be specific locations, like a fracking site, or broader contexts, like the American West.
They can be one of the following:

1. Specific Location (e.g., fracking site)

2. Broader Context (e.g., AmericanWest)

D: Narrative Elements - Plot Definition: Plot is the narrative element that links characters to each
other and to the setting, organizing actions, and often highlighting the moral of the story. Plots
can be traditional story arcs or thematic frameworks used to convey specificmessages. The plots
used in this analysis are:

1. Story of Decline Definition: This plot describes an initial state of well-being that deterio-
rates over time, highlighting the urgent need for action. It may start with a good situation
that worsens or begin at a point where things are already dire. Example: Articles detailing
the gradual increase in air pollution in New Delhi due to unchecked urban expansion and
vehicular emissions, emphasizing the resulting severehealth impacts and thepressingneed
for stringent pollution control measures.

2. StymiedProgressDefinition: Thisplotoutlinesa trajectoryof improvement that ishaltedor
reversed by external interference, emphasizing thwarted efforts towards betterment. Exam-
ple: Coverageonhowthe introductionof theNationalCleanAir Programme(NCAP) initially
led to improvements in air quality across Indiancities, but subsequentpolitical changes and
economic pressures, including industrial lobbying, led to a rollback of these gains.

3. Change-Is-Only an Illusion Definition: This narrative reveals that perceived changes in a
situation are misconceptions, with the real situation being stable or moving in the oppo-
site direction. Example: Reports onMumbai’s air quality improvement efforts, which were
believed to be successful due to reduced smog levels. However, further studies revealed
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that the air quality data was inaccurately reported, and actual pollution levels remained un-
changed or worsened.

4. Story of Helplessness and Control Definition: This plot describes a dire situation initially
seen as unchangeable but later shown to be amendable through specific actions or revela-
tions. Example: Articles about the persistent smog in Kanpur, initially believed to be an un-
avoidable consequence of industrial activity, which was later significantly reduced through
the implementation of stringent environmental regulations and the adoption of advanced
pollution control technologies.

5. Conspiracy Definition: This plot involves a progression froman apparently predetermined
state to one where control is exerted by a select few who have been manipulating circum-
stances for their own benefit. Example: Investigative pieces uncovering that despite pub-
lic efforts to reduce emissions, major coal-based power plants had been covertly lobbying
against environmental regulations andmanipulating emission data to falsely indicate com-
pliance with national standards.

6. Blame the VictimDefinition: This plot centres on issueswhere those suffering fromaprob-
lemare inaccurately held responsible for causing it. Example: In articles discussing poor air
quality in rural areas, initial public health campaigns blamed local communities for using
traditional biomass for heating and cooking. However, later interventions highlighted the
need for systemic solutions, such as providing affordable access to cleaner cooking tech-
nologies.

7. Triumph Over Adversity Definition: This plot revolves around overcoming significant ob-
stacles through resilience and ingenuity, focusing on successful mitigation of air pollution.
Example: Stories of how the city of Punedrastically improved its air quality by adopting elec-
tric buses, implementing green building codes, and launching successful grassroots cam-
paigns that mobilized the community towards environmental stewardship.

8. Restoration Definition: This plot focuses on restoring the environment or social system to
its original, pristine condition after suffering degradation, highlighting renewal efforts. Ex-
ample: Reports on the restoration of air quality in Hyderabad through large-scale reforesta-
tion projects and the adoption of stringent industrial emission standards that have helped
revert the city to cleaner air levels seen decades ago.

9. WarningTaleDefinition: This plot serves as a cautionary story about thedire consequences
of inaction or improper actions, often projecting a bleak future to motivate current action.
Example: Articles projecting the future health impacts and economic costs of air pollution
in Indian megacities if current trends of industrial emissions and vehicular pollution con-
tinue without significant intervention, serving as a dire warning to policymakers and the
public.

10. Hero’s Journey Definition: This plot follows a protagonist or group undergoing a transfor-
mative journey to resolve a crisis, featuring various trials and eventual success. Example:
Features on a policymaker or activist who champions groundbreaking legislation or initia-
tives, such as the introduction of the Bharat Stage VI emission standards, facing significant
opposition from various stakeholders but ultimately succeeding in implementing transfor-
mative changes.

11. David vs. Goliath Definition: This plot highlights the struggle of a seemingly powerless in-
dividual or group against a farmore powerful adversary, emphasizing justice and equity. Ex-
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ample: Narratives about small communities or environmental groups, like the residents of
Singrauli, taking on large industrial conglomerates and winning legal battles to demand re-
ductions in emissions and accountability for environmental degradation.

12. Rebirth or Renewal Definition: This plot focuses on transformation and new beginnings
after a period of decline or catastrophe, promoting an optimistic and forward-looking per-
spective. Example: Stories of how Ahmedabad transformed from a heavily polluted city to
a model of urban green living by implementing a series of successful environmental poli-
cies, including extensive green spaces, pollution control measures, and sustainable urban
planning.

13. PendulumSwingDefinition: This plot captures the cyclical nature of policy andpublic sen-
timent,where attitudes andconditions swing fromoneextreme toanother over time. Exam-
ple: Articles illustrating the shifts in air pollutionpolicy in India, fromstrict regulationunder
one administration to deregulation under another, and back again, reflecting the changing
political landscape and its impact on air quality management.

14. Regulatory Enforcement Definition: This plot typically involves a structured progression
where regulations are introduced, enforced, and the consequences of these actions are ob-
served and analyzed. Example: Coverage on the introduction of the Graded Response Ac-
tion Plan (GRAP) in Delhi, detailing how the regulations were enforced during periods of
severe air pollution, the immediate impact on air quality, and subsequent analyses of the
long-term effectiveness and compliance by various stakeholders.

E: NarrativeElements -Moral/Policy SolutionDefinition:Moral of the Story typically presents the
policy solution in the policy narrative, frequently culminating in a call to action. It may directly
state policy solutions or offer intermediary steps leading to a larger policy solution. They can be
one of the following:

1. Explicit Policy Solution (e.g., ban on fracking)

2. Implicit Policy Reference (e.g., economic benefits)

F: Narrative Strategies - CausalMechanismsDefinition: Causalmechanisms in narratives explain
how various factors within the story are linked causally. They involve intentional, inadvertent,
mechanical, and accidental aspects.

1. Mechanical Cause - does the excerpt associate intended consequences by unguided action
with a policy problem? Example: A bad policy might be explained as resulting from an un-
thinking bureaucracy. Example: A report may describe air pollution as a consequence of
industrial practices that are outdated and no longer regulated properly. It might argue that
the emissions are an inevitable outcome of an unthinking adherence to old technology and
methods, implying that the bureaucracy has failed to update standards and enforce new
regulations, thus unintentionally perpetuating high levels of pollution.

2. Intentional Cause - does the excerpt associate intended consequences by purposeful action
with a policy problem? Example: Policymakers might be accused of making policies to in-
crease their personalwealth. Example: Activistsmight claim that policymakers deliberately
resist updating air quality regulations because they receive campaign contributions from
big industrial companies. In this view, thepersistenceof air pollution is portrayed as adirect
result of policymakers intentionally acting to protect their own interests and the interests of
wealthy donors, at the expense of public health.
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3. Accidental Cause - does the excerpt associate unintended consequences by unguided ac-
tion with a policy problem? Example: Climate change might be explained as a natural oc-
currence having nothing to dowith human action. Example: An articlemight argue that air
pollution has worsened as an unforeseen consequence of urban sprawl and increased ve-
hicle use. The narrative suggests that as cities grew, no one intended to increase pollution;
rather, it was an accidental byproduct of the population’s desire for more housing and the
convenience of personal transportation.

4. Inadvertent Cause - does the excerpt associate unintended consequences by purposeful ac-
tionwith apolicy solution? Example: TheAmericanRecovery andReinvestmentAct of 2009
might be explained as having raised inflation. Example: A policy analysis might discuss
how efforts to stimulate economic growth through tax incentives for new factories inadver-
tently led to increased air pollution. Although the policy aimed to reduce unemployment
and boost local economies, the unintended side effect was a significant rise in emissions
due to increased industrial activity.

5. Devil Shift: Casting villains as the victors over the heroes.

6. Angel Shift: Casting the heroes as the winners.

7. Mobilization of Support: Rally support for a particular policy position. Example: A cam-
paign might mobilize support for clean air policies by distributing images and stories of
people, especially children, affected by asthma due to air pollution, aiming to stir public
emotions and encourage citizens to demand action from their representatives.

8. DemobilizationofSupport: Diminishsupport foropposingviews. Example: Industrygroups
might attempt to demobilize support for strict pollution controls by spreading doubt about
the scientific consensus on the health impacts of air pollution or by highlighting the poten-
tial economic drawbacks, like job losses in the industrial sector.

9. Diffusing Costs and Concentrating Benefits This strategy involves how the costs and bene-
fits of a proposed policy are distributed among the characters in the narrative. The elite few
get the advantage, while the common people pay for it.

10. Concentrating Costs and Diffusing Benefits This strategy involves how the costs and ben-
efits of a proposed policy are distributed among the characters in the narrative. Costs are
concentrated and benefits are intended for a larger audience, generally the public.

G: Belief SystemsDefinition: Belief systemsare viewpoints or ideological frameworks fromcultural
theory representedwithin the narrative, shaping how characters, actions, and events are framed
and interpreted. Types of belief systems are:

1. Hierarchist Definition: Hierarchist belief systems focus on the need for structured regula-
tions and state-led initiatives to tackle air pollution. They advocate for stringent enforce-
ment of emission standards, urban zoning laws, and industrial compliance with environ-
mental regulations. Example: Articles supporting the implementation of strict government
policies tocontrol industrial emissions, emphasizing the importanceofhierarchical enforce-
ment mechanisms to ensure compliance.

2. IndividualistDefinition: Individualistbelief systemsemphasize innovation, economicgrowth,
and the role of market mechanisms in solving air pollution. Narratives might promote the
development and adoption of new technologies like electric vehicles andmarket-based so-
lutions such as carbon trading. Example: Reports highlighting successful startups develop-
ing cutting-edge air purification technologies and advocating for carbon tradingmarkets to
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incentivize pollution reduction.

3. Egalitarian Definition: Egalitarian belief systems stress community involvement and the
impacts of air pollution on public health, particularly for the most vulnerable populations.
They advocate for policies that ensure equal distribution of clean air as a shared resource
and demand radical changes to reduce emissions, such as banning certain pollutants out-
right. Example: Stories emphasizing grassroots movements demanding equitable air qual-
ity improvements and policies aimed at protecting low-income communities from dispro-
portionate pollution exposure.

4. FatalistDefinition: Fatalist belief systemsare characterizedby skepticismabout the efficacy
of any interventions. In the context of air pollution, this translates intonarratives that depict
efforts to improve air quality as doomed to fail due to overwhelming systemic challenges or
corruption. Example: Articles portraying the air pollution crisis as insurmountable due to
pervasive governmental corruption and deeply ingrained industrial practices.

5. ModernistDefinition:Modernist belief systems emphasize the power of scientific progress
and technological innovation to solve problems, including environmental ones. This be-
lief supports large-scale technological solutions to air pollution, such as the installation of
state-of-the-art air purification systemsor the development of advanced low-emissionpub-
lic transportation. Example: Advocating for government investment in renewable energy
technologies to reduce reliance on coal-fired power plants, highlighting the role of cutting-
edge science inmitigating air pollution.

6. Traditionalist Definition: Traditionalist belief systems emphasize the importance of cul-
tural heritage, continuity, and adherence to historical lifestyles and practices. This belief
advocates for the preservation of traditional practices that have a smaller ecological foot-
print or criticizes modern industrial methods for disrupting natural and social orders. Ex-
ample: Promoting the use of traditional biomass stoves, which are seen as part of cultural
heritage despite their contribution to indoor air pollution, and advocating for a return to
pre-industrial agricultural practices.

7. Activist Definition: Activist belief systems focus on direct action and social change, partic-
ularly in the face of perceived government inaction or corporate malfeasance. Narratives
driven by this belief system mobilize public demonstrations or campaigns to pressure pol-
icymakers into taking action against air pollution. Example: Organizing mass protests de-
manding stricter air quality regulations and immediate government action to reduce air pol-
lution, featuring vivid accounts of public demonstrations and grassroots campaigns.

8. Technocratic Definition: Trusts in experts and technical solutions over political or public
opinion, emphasizing the role of educated elites and technologists in crafting policy solu-
tions. This could lead to advocacy for solutions basedon scientific research anddata-driven
approaches. Example: Supporting policies that fund extensive air quality monitoring and
research into long-term health impacts of air pollution, used to craft precise interventions
based on empirical evidence.

Tell me who the explicitly mentioned heroes, villains, victims, beneficiaries, allies, opponents, and
ineffectives are in the news article. Also, identify the setting, the plot, the presence of ONLY ONE type
of eachof the following -moral (implicit policy reference or explicit policy solution), belief system, and
narrative strategy of the article. Give it to me in a JSON format that is easily parsable, for example:

{
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"Hero":"(Name of hero 1, Name of hero 2, etc)",
"Villain":"(Name of Villain 1, Name of Villain 2, etc)",
"Victim":"(Name of Victim 1, Name of Victim 2, etc)",
"Beneficiary":"(Name of Beneficiary 1, Name of Beneficiary 2, etc)",
"Ally":"(Name of Ally 1, Name of Ally 2, etc)",
"Opponent":"(Name of Opponent 1, Name of Opponent 2, etc)",
"Ineffective":"(Name of Ineffective 1, Name of Ineffective 2, etc)",
"Setting":"Name of the place/area",
"Plot":"Name of Plot",
"Moral":"Explicit Policy Solution/Implicit Policy Reference",
"Belief System":"Name of System",
"Narrative Strategy":"Name of Strategy"
}

A.2. Python Code
All the code is available in the form of Python notebooks here - Github Repository.

A.3. Codebook

https://github.com/darshxm/LLM_content_analysis


Codebook for Qualitative Content Analysis of Policy Narratives Using 
the Narrative Policy Framework 

 

General Coding Guidelines - 

Unit of Analysis: Define whether coding by sentence, paragraph, or document. 

Manifest Content: Only explicit content is coded; avoid inferring or interpreting meanings. 

Repetition: Characters and key elements are coded once per document, regardless of how 
often they appear in the text. 

Completeness: Fill all cells; use “0” for absence. 

Documentation: Maintain a log of coding decisions and note any ambiguities or unusual cases 
in a separate notes column. 

 

 1: Policy Narrative Demographics 

Unit of Analysis (sentence, paragraph, document) 

 

2: Narrative Elements - Characters 

Narrative Elements - Characters 

Definition: Characters are entities portrayed within the narrative, including individuals, groups, 
organizations, animals, natural phenomena, or abstract concepts. They are depicted as having 
agency or being acted upon, shaping the plot, themes, and conflicts of the story. 

1. Hero 

Definition: The potential fixer of the policy issue, taking action with purpose to achieve or 
oppose a policy solution. Any actor depicted taking positive steps towards air pollution 
mitigation, advocating for clean air policies, or raising awareness about air pollution’s 
consequences is considered a hero. 

Example: An environmental activist leading a successful campaign to ban single-use plastics in 
a major city, thereby reducing plastic waste and improving air quality. 

2. Villain 

Definition: The entity causing the policy problem, creating harm or opposition to the hero's 
aims. 

Example: Large industrial corporations found guilty of illegally dumping toxic waste and 
emitting high levels of pollutants into the air, despite regulations. 

3. Victim 



Definition: The one harmed by the villain, affected negatively by an action or inaction. 

Example: Residents of a community suffering from respiratory issues due to the nearby 
factory's unchecked emissions, highlighting the human cost of industrial pollution. 

4. Beneficiary 

Definition: Those who benefit from the proposed policy solution; could be an animate 
character who is explicitly stated, directly linked to a hero, and the receiver of an action of a 
hero. 

Example: School children in urban areas who experience improved health outcomes and 
reduced asthma rates after the implementation of stringent air quality standards. 

5. Allies 

Definition: Those aligned with the hero, supporting their efforts towards the policy solution. 

Example: Non-governmental organizations (NGOs) and community groups collaborating with 
environmental activists to lobby for stricter air pollution controls and public awareness 
campaigns. 

6. Opponents 

Definition: An entity opposing a policy but distinct from a villain, often presenting alternative 
views or objections to the proposed solutions. 

Example: Local businesses that oppose new air quality regulations due to concerns over 
increased operational costs, arguing that the economic impact outweighs the benefits of 
cleaner air. 

7. Ineffective 

Definition: An entity that performs an action that has no effect on the policy problem. 

Example: The government installs smog towers in public areas to reduce air pollution, but the 
towers cannot work in that setting with that much volume, hence rendering their solution 
useless and their intervention ineffective. 

 

 3: Narrative Elements - Setting 

Definition: Setting is the space where the action of the story takes place over time. It is used to 
focus the audience's attention to a particular space and time. Settings can be specific 
locations, like a fracking site, or broader contexts, like the American West. 

Specific Location (e.g., fracking site) 

Broader Context (e.g., American West) 

 

 4: Narrative Elements - Plot 



Definition: Plot is the narrative element that links characters to each other and to the setting, 
organizing actions, and often highlighting the moral of the story. Plots can be traditional story 
arcs or thematic frameworks used to convey specific messages. 

1. Story of Decline 

Definition: This plot describes an initial state of well-being that deteriorates over time, 
highlighting the urgent need for action. It may start with a good situation that worsens or begin 
at a point where things are already dire. 

Example: Articles detailing the gradual increase in air pollution in New Delhi due to unchecked 
urban expansion and vehicular emissions, emphasizing the resulting severe health impacts and 
the pressing need for stringent pollution control measures. 

2. Stymied Progress 

Definition: This plot outlines a trajectory of improvement that is halted or reversed by external 
interference, emphasizing thwarted efforts towards betterment. 

Example: Coverage on how the introduction of the National Clean Air Programme (NCAP) 
initially led to improvements in air quality across Indian cities, but subsequent political changes 
and economic pressures, including industrial lobbying, led to a rollback of these gains. 

3. Change-Is-Only an Illusion 

Definition: This narrative reveals that perceived changes in a situation are misconceptions, with 
the real situation being stable or moving in the opposite direction. 

Example: Reports on Mumbai's air quality improvement efforts, which were believed to be 
successful due to reduced smog levels. However, further studies revealed that the air quality 
data was inaccurately reported, and actual pollution levels remained unchanged or worsened. 

4. Story of Helplessness and Control 

Definition: This plot describes a dire situation initially seen as unchangeable but later shown to 
be amendable through specific actions or revelations. 

Example: Articles about the persistent smog in Kanpur, initially believed to be an unavoidable 
consequence of industrial activity, which was later significantly reduced through the 
implementation of stringent environmental regulations and the adoption of advanced pollution 
control technologies. 

5. Conspiracy 

Definition: This plot involves a progression from an apparently predetermined state to one 
where control is exerted by a select few who have been manipulating circumstances for their 
own benefit. 

Example: Investigative pieces uncovering that despite public efforts to reduce emissions, major 
coal-based power plants had been covertly lobbying against environmental regulations and 
manipulating emission data to falsely indicate compliance with national standards. 

6. Blame the Victim 



Definition: This plot centres on issues where those suffering from a problem are inaccurately 
held responsible for causing it. 

Example: In articles discussing poor air quality in rural areas, initial public health campaigns 
blamed local communities for using traditional biomass for heating and cooking. However, later 
interventions highlighted the need for systemic solutions, such as providing affordable access 
to cleaner cooking technologies. 

7. Triumph Over Adversity 

Definition: This plot revolves around overcoming significant obstacles through resilience and 
ingenuity, focusing on successful mitigation of air pollution. 

Example: Stories of how the city of Pune drastically improved its air quality by adopting electric 
buses, implementing green building codes, and launching successful grassroots campaigns 
that mobilized the community towards environmental stewardship. 

8. Restoration 

Definition: This plot focuses on restoring the environment or social system to its original, 
pristine condition after suffering degradation, highlighting restorative efforts. 

Example: Reports on the restoration of air quality in Hyderabad through large-scale 
reforestation projects and the adoption of stringent industrial emission standards that have 
helped revert the city to cleaner air levels seen decades ago. 

9. Warning Tale 

Definition: This plot serves as a cautionary story about the dire consequences of inaction or 
improper actions, often projecting a bleak future to motivate current action. 

Example: Articles projecting the future health impacts and economic costs of air pollution in 
Indian megacities if current trends of industrial emissions and vehicular pollution continue 
without significant intervention, serving as a dire warning to policymakers and the public. 

10. Hero's Journey 

Definition: This plot follows a protagonist or group undergoing a transformative journey to 
resolve a crisis, featuring various trials and eventual success. 

Example: Features on a policy maker or activist who champions groundbreaking legislation or 
initiatives, such as the introduction of the Bharat Stage VI emission standards, facing significant 
opposition from various stakeholders but ultimately succeeding in implementing transformative 
changes. 

11. David vs. Goliath 

Definition: This plot highlights the struggle of a seemingly powerless individual or group against 
a far more powerful adversary, emphasizing justice and equity. 

Example: Narratives about small communities or environmental groups, like the residents of 
Singrauli, taking on large industrial conglomerates and winning legal battles to demand 
reductions in emissions and accountability for environmental degradation. 

12. Rebirth or Renewal 



Definition: This plot focuses on transformation and new beginnings after a period of decline or 
catastrophe, promoting an optimistic and forward-looking perspective. 

Example: Stories of how Ahmedabad transformed from a heavily polluted city to a model of 
urban green living by implementing a series of successful environmental policies, including 
extensive green spaces, pollution control measures, and sustainable urban planning. 

13. Pendulum Swing 

Definition: This plot captures the cyclical nature of policy and public sentiment, where 
attitudes and conditions swing from one extreme to another over time. 

Example: Articles illustrating the shifts in air pollution policy in India, from strict regulation 
under one administration to deregulation under another, and back again, reflecting the changing 
political landscape and its impact on air quality management. 

14. Regulatory Enforcement 

Definition: This plot typically involves a structured progression where regulations are 
introduced, enforced, and the consequences of these actions are observed and analyzed. 

Example: Coverage on the introduction of the Graded Response Action Plan (GRAP) in Delhi, 
detailing how the regulations were enforced during periods of severe air pollution, the 
immediate impact on air quality, and subsequent analyses of the long-term effectiveness and 
compliance by various stakeholders. 

 

5: Narrative Elements - Moral/Policy Solution 

Definition: Moral of the Story typically presents the policy solution in the policy narrative, 
frequently culminating in a call to action. It may directly state policy solutions or offer 
intermediary steps leading to a larger policy solution. 

A: Explicit Policy Solution (e.g., ban on fracking) 

B: Implicit Policy Reference (e.g., economic benefits) 

  

 

6: Narrative Strategies - Causal Mechanisms 

Definition: Causal mechanisms in narratives explain how various factors within the story are 
linked causally. They involve intentional, inadvertent, mechanical, and accidental aspects. 

A: Mechanical Cause - does the excerpt associate intended consequences by unguided action 
with a policy problem? EX: a bad policy might be explained as resulting from an unthinking 
bureaucracy.  

Example: A report may describe air pollution as a consequence of industrial practices that are 
outdated and no longer regulated properly. It might argue that the emissions are an inevitable 
outcome of an unthinking adherence to old technology and methods, implying that the 



bureaucracy has failed to update standards and enforce new regulations, thus unintentionally 
perpetuating high levels of pollution. 

B: Intentional Cause - does the excerpt associate intended consequences by purposeful action 
with a policy problem? EX: policymakers might be accused of making policies to increase their 
personal wealth.  

Example: Activists might claim that policymakers deliberately resist updating air quality 
regulations because they receive campaign contributions from big industrial companies. In this 
view, the persistence of air pollution is portrayed as a direct result of policymakers intentionally 
acting to protect their own interests and the interests of wealthy donors, at the expense of 
public health. 

C: Accidental Cause - does the excerpt associate unintended consequences by unguided 
action with a policy problem? EX: climate change might be explained as a natural occurrence 
having nothing to do with human action.  

Example: An article might argue that air pollution has worsened as an unforeseen consequence 
of urban sprawl and increased vehicle use. The narrative suggests that as cities grew, no one 
intended to increase pollution; rather, it was an accidental byproduct of the population's desire 
for more housing and the convenience of personal transportation. 

D: Inadvertent Cause - does the excerpt associate unintended consequences by purposeful 
action with a policy solution? EX: the American Recovery and Reinvestment Act of 2009 might 
be explained as having raised inflation.  

Example: A policy analysis might discuss how efforts to stimulate economic growth through tax 
incentives for new factories inadvertently led to increased air pollution. Although the policy 
aimed to reduce unemployment and boost local economies, the unintended side effect was a 
significant rise in emissions due to increased industrial activity. 

E: Devil Shift: Casting villains as the victors over the heroes.  

Example: In discussions about air pollution control measures, proponents of strict regulations 
might depict companies opposing the regulations as villains who prioritize profits over public 
health, suggesting they have managed to defeat public interest groups by manipulating 
regulatory processes. 

F: Angel Shift: Casting the heroes as the winners.  

G: Mobilization of Support: Rally support for a particular policy position.  

Example: A campaign might mobilize support for clean air policies by distributing images and 
stories of people, especially children, affected by asthma due to air pollution, aiming to stir 
public emotions and encourage citizens to demand action from their representatives. 

H: Demobilization of Support: Diminish support for opposing views.  

Example: Industry groups might attempt to demobilize support for strict pollution controls by 
spreading doubt about the scientific consensus on the health impacts of air pollution or by 
highlighting the potential economic drawbacks, like job losses in the industrial sector. 



I: Diffusing Costs and Concentrating Benefits – This strategy involves how the costs and 
benefits of a proposed policy are distributed among the characters in the narrative. The elite few 
get the advantage, while the common people pay for it 

J: Concentrating Costs and Diffusing Benefits – This strategy involves how the costs and 
benefits of a proposed policy are distributed among the characters in the narrative. Costs are 
concentrated and benefits are intended for a larger audience, generally the public. 

 

7: Belief Systems 

Definition: Belief systems are viewpoints or ideological frameworks from cultural theory 
represented within the narrative, shaping how characters, actions, and events are framed and 
interpreted. 

1. Hierarchist 

Definition: Hierarchist belief systems focus on the need for structured regulations and state-
led initiatives to tackle air pollution. They advocate for stringent enforcement of emission 
standards, urban zoning laws, and industrial compliance with environmental regulations. 

Example: Articles supporting the implementation of strict government policies to control 
industrial emissions, emphasizing the importance of hierarchical enforcement mechanisms to 
ensure compliance. 

2. Individualist 

Definition: Individualist belief systems emphasize innovation, economic growth, and the role of 
market mechanisms in solving air pollution. Narratives might promote the development and 
adoption of new technologies like electric vehicles and market-based solutions such as carbon 
trading. 

Example: Reports highlighting successful startups developing cutting-edge air purification 
technologies and advocating for carbon trading markets to incentivize pollution reduction. 

3. Egalitarian 

Definition: Egalitarian belief systems stress community involvement and the impacts of air 
pollution on public health, particularly for the most vulnerable populations. They advocate for 
policies that ensure equal distribution of clean air as a shared resource and demand radical 
changes to reduce emissions, such as banning certain pollutants outright. 

Example: Stories emphasizing grassroots movements demanding equitable air quality 
improvements and policies aimed at protecting low-income communities from 
disproportionate pollution exposure. 

4. Fatalist 

Definition: Fatalist belief systems are characterized by skepticism about the efficacy of any 
interventions. In the context of air pollution, this translates into narratives that depict efforts to 
improve air quality as doomed to fail due to overwhelming systemic challenges or corruption. 

Example: Articles portraying the air pollution crisis as insurmountable due to pervasive 
governmental corruption and deeply ingrained industrial practices. 



5. Modernist 

Definition: Modernist belief systems emphasize the power of scientific progress and 
technological innovation to solve problems, including environmental ones. This belief supports 
large-scale technological solutions to air pollution, such as the installation of state-of-the-art 
air purification systems or the development of advanced low-emission public transportation. 

Example: Advocating for government investment in renewable energy technologies to reduce 
reliance on coal-fired power plants, highlighting the role of cutting-edge science in mitigating air 
pollution. 

6. Traditionalist 

Definition: Traditionalist belief systems emphasize the importance of cultural heritage, 
continuity, and adherence to historical lifestyles and practices. This belief advocates for the 
preservation of traditional practices that have a smaller ecological footprint or criticizes modern 
industrial methods for disrupting natural and social orders. 

Example: Promoting the use of traditional biomass stoves, which are seen as part of cultural 
heritage despite their contribution to indoor air pollution, and advocating for a return to pre-
industrial agricultural practices. 

7. Activist 

Definition: Activist belief systems focus on direct action and social change, particularly in the 
face of perceived government inaction or corporate malfeasance. Narratives driven by this 
belief system mobilize public demonstrations or campaigns to pressure policymakers into 
taking action against air pollution. 

Example: Organizing mass protests demanding stricter air quality regulations and immediate 
government action to reduce air pollution, featuring vivid accounts of public demonstrations 
and grassroots campaigns. 

8. Technocratic 

Definition: Trusts in experts and technical solutions over political or public opinion, 
emphasizing the role of educated elites and technologists in crafting policy solutions. This 
could lead to advocacy for solutions based on scientific research and data-driven approaches. 

Example: Supporting policies that fund extensive air quality monitoring and research into long-
term health impacts of air pollution, used to craft precise interventions based on empirical 
evidence. 
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A.3.1. Sources of Narrative Data
All the narrative data for this study was in the form of newspapers as described in section 3.2. Here are
some other sources that may be used in future studies -

InterestGroupData PublicConsumptionDocuments: These includenewsletters, reports, andother
documents produced by interest groups for public dissemination. They often provide rich narrative
data on policy debates.

Newspapers Media Coverage: Newspapers offer a wealth of narrative data, including editorials and
news stories. Researchers must provide a rationale for including or excluding specific types of media
coverage and apply the NPFs definition of a policy narrative to these texts.

Transcripts, Speeches, and Digital Media Television Transcripts: Sources like Lexis-Nexis provide
access to TV news program transcripts.

Speeches: Elected officials, candidates, and other leaders often have their speeches transcribed and
available online.

Digital Media: Platforms like YouTube, Facebook, and Twitter are increasingly used for narrative anal-
ysis, despite presenting unique challenges in accessing and coding the data. Coding visual narratives
(e.g., YouTubevideos, images in tweets)has shown tobeeffective inunderstanding the impactofpolicy
narratives on public attention and emotional reactions (Jones et al., 2022).

InterviewsandFocusGroups: Semi-structured interviewsallow for targeteddata acquisition related
to NPF elements, while focus groups can reveal narrative understandings among participants.

A.4. All Metrics
A.5. Automated Coding
Context within narratives is crucial, which has led to most Narrative Policy Framework studies being
conducted manually, typically by trained human coders (Jones et al., 2022; Shanahan et al., 2018b).
Efforts to automate this process have beenmade through automatic dictionary lookup,whereinwords
associated with specific themes are identified and classified within the text. This method dates back
to 1962 and has been utilized in contemporary policy research, such as Olofsson et al.’s (2018) study
on air pollution narratives in Delhi (Wolton et al., 2021). However, this research is primarily limited to
thematic analysis and does not fully capture the nuances of narratives, largely due to the constraints
of Natural Language Processing techniques (Shanahan et al., 2018b; Wolton et al., 2021).

A.5.1. Natural Language Processing
“Natural Language Processing is a collection of computational techniques for automatic
analysis and representation of human languages,motivated by theory” (Chowdhary, 2020).

Natural LanguageProcessing aims to enable computers tounderstand, interpret, and generatehuman
language in ameaningful and useful way. Natural Language Processing encompasses a broad range of
applications, includingmachine translation, sentimentanalysis, questionanswering, and information
extraction.
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A.5.2. Components of NLP
NLP can be broadly divided into two parts: Natural Language Understanding (NLU) and Natural Lan-
guage Generation (NLG) (Khurana, Koli, Khatter, & Singh, 2022).

Natural LanguageUnderstanding (NLU) NLU involves the comprehension of human language by a
machine and includes several linguistic levels (Khurana et al., 2022):

• Phonology: Systematic organization of sounds in languages.

• Morphology: Study of word structure andmorpheme formation, which are the smallest units of
meaning.

• LexicalAnalysis: Understanding themeaningofwordsand their roles in sentences, often through
part-of-speech tagging.

• Syntax: Arrangement of words to form sentences and their grammatical structure.

• Semantics: Meaning of words and sentences, including disambiguation of words with multiple
meanings.

• Discourse: Analysis of text structure beyond individual sentences to understand flow and coher-
ence.

• Pragmatics: Consideration of context and intendedmeaning behind the text.

NaturalLanguageGeneration (NLG) NLGis theprocessofproducingcoherent text fromamachine’s
internal representation and involves (Khurana et al., 2022):

• Content Selection: Deciding what information to include.

• Textual Organization: Structuring the information logically.

• Linguistic Resources: Choosing appropriate words and phrases.

• Realization: Generating the final text.

Processing vs. Understanding Processing and understanding are distinct yet interrelated aspects
of NLP. Processing refers to the technical manipulation of language data, such as tokenization, pars-
ing, and stemming. Understanding involves comprehending themeaning and context of the language,
which is crucial for tasks like sentiment analysis andmachine translation.

A.5.3. Standard Techniques in NLP
Several techniquesandmodels are employed inNLP toprocess thegiven input andproduceacoherent
output (Khurana et al., 2022), (Chowdhary, 2020):

• Tokenization: Breaking down text into individual units (tokens) such aswords or phrases. This is
an important part of all NLP tasks as computers only understand numbers, and series of tokens
can be represented numerically.

• Part-of-Speech Tagging (PoS): Assigning parts of speech to each token based on its role in the
sentence.

• Named Entity Recognition (NER): Identifying and classifying entities in the text such as names,
dates, and organizations.

• Parsing: Analyzing the grammatical structure of sentences to uncover relationships between
words.
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• Stemming and Lemmatization: Reducing words to their root forms to aid in analysis. This re-
moves the ’ing’ or the plural form of ’es’ in words.

• Word Embeddings: Representing words in a high dimensional vector space to capture semantic
similarities. This is used to either compare words and phrases, or operations can be done on
these vectors to change their meaning, as similarly spelled words may have different meanings
in different contexts. For example - "The person is lying on the bed" versus "The person is lying
tome".

• Neural Networks: Using deep learning models, such as Convolutional Neural Networks (CNNs)
and Recurrent Neural Networks (RNNs), to process and understand language. Multi-layer per-
ceptrons (NeuralNetworks) are best known for their capability is approximating non-linear func-
tionswith remarkable accuracy. Processingnatural language in termsofmathematical equations
is accomplished in this way.

A.5.4. Prompting
With the advent of large language models, the field of ’Prompt Engineering’ has emerged. There has
been a lot of research in this area. Specifically for Google Gemini, the Google team has released these
set of instructions (Google, 2024) for creating prompts -

1. Use clear, concise, andnatural language -Give clear instructions as towhat the task requires, and
what your expectations are.

2. Provide all the necessary context - Give any background informationwith keywords specific and
relevant to the task provided. The NPF codebook was given as an input.

3. Use a chain of prompts to break down complex tasks - Provide step by step instructions if the task
requires critical analysis.

4. Provide a persona to the LLM - For example, in the case of policy analysis, the prompt should
start with "You are an expert on narrative policy analysis using the narrative policy framework."

5. Format - Describe exactly how the output is needed. In this study, the LLM was asked to pro-
vide the narrative element and content in a JSON format, along with an explanation for each as
a string.

The prompt can be seen in the section A.1.

A.6. The History of Natural Language Processing
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Figure A.1: Timeline (Khurana et al., 2023)

Natural Language Processing has come a long
way from a rudimentary Russian-English transla-
tor to multi-billion parameter Generative Large
LanguageModels.

A.6.1. Applications of NLP
NLP has numerous applications across different
fields:

• Machine Translation: Automatically trans-
lating text between languages, such as
Google Translate.

• Text Categorization: Classifying text into
predefined categories, used in spam detec-
tion and content moderation.

• Sentiment Analysis: Analyzing the senti-
ment expressed in text, widely used in so-
cial media monitoring and customer feed-
back analysis.

• Question Answering: Developing systems
that can answer questions posed in natu-
ral language, such as virtual assistants and
chatbots.

• Information Extraction: Extracting spe-
cific information from text, used in data
mining and knowledgemanagement.

• Summarization: Automatically generating
concise summariesof longer texts, useful in
news aggregation and document manage-
ment.

A.6.2. Challenges in NLP
• Ambiguity: Handling the multiple mean-
ings of words and sentences.

• Context Understanding: Grasping the
broader context beyond individual sen-
tences.

• Multilingual Processing: Developingmod-
els thatworkacrossdifferent languages and
dialects.

• Resource Limitations: Lack of annotated
data for trainingmodels in less-studied lan-
guages.

• Bias and Fairness: Ensuring that NLPmod-
els do not perpetuate or amplify biases
present in training data.



A.6. The History of Natural Language Processing 143

Coder Accuracy Precision Recall F1 Score
Ground Truth and Gemini Flash Run 1

Hero 0.053872 0.026544 0.025483 0.024968
Villain 0.030303 0.018072 0.014992 0.015249
Victim 0.013468 0.011730 0.008814 0.008830
Beneficiary 0.013468 0.007326 0.003706 0.003748
Ally 0.030303 0.017886 0.019535 0.017930
Opponent 0.060606 0.006536 0.000454 0.000849
Ineffective 0.057239 0.017809 0.009708 0.010180
Setting 0.040404 0.027135 0.018841 0.020713
Plot 0.245791 0.230632 0.145902 0.120189
Moral 0.558923 0.462553 0.400467 0.345912
Belief System 0.350168 0.236790 0.207539 0.149685
Narrative Strategy 0.454545 0.090569 0.089895 0.078231

Ground Truth and Gemini Flash Run 2
Hero 0.060606 0.027896 0.024784 0.024642
Villain 0.037037 0.017195 0.015228 0.015377
Victim 0.013468 0.010324 0.008866 0.008882
Beneficiary 0.077441 0.006988 0.003877 0.004133
Ally 0.094276 0.022205 0.025930 0.023036
Opponent 0.545455 0.012932 0.010739 0.011605
Ineffective 0.501684 0.025042 0.021299 0.022620
Setting 0.047138 0.033403 0.027649 0.028649
Plot 0.249158 0.239119 0.153509 0.125842
Moral 0.599327 0.452263 0.422755 0.390120
Belief System 0.360269 0.199054 0.258664 0.174460
Narrative Strategy 0.427609 0.054074 0.074137 0.056703

Gemini Flash Run 1 and Gemini Flash Run 2
Hero 0.360269 0.211206 0.212348 0.210968
Villain 0.343434 0.172956 0.177658 0.174547
Victim 0.279461 0.135257 0.137946 0.135178
Beneficiary 0.164983 0.074676 0.077987 0.074013
Ally 0.218855 0.134353 0.137685 0.133566
Opponent 0.070707 0.038283 0.041115 0.038569
Ineffective 0.074074 0.030518 0.033874 0.030691
Setting 0.420875 0.220421 0.223487 0.217982
Plot 0.781145 0.487067 0.506579 0.489918
Moral 0.851852 0.726640 0.826451 0.757928
Belief System 0.878788 0.763222 0.781999 0.730984
Narrative Strategy 0.801347 0.437805 0.326037 0.324831

Table A.1: All Results for Gemini 1.5 Flash Runs 1 and 2 with Temperature 1
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Coder Accuracy Precision Recall F1 Score
Manual Coding and Gemini Pro Run 1

Hero 0.040 0.020 0.014 0.015
Villain 0.064 0.019 0.018 0.019
Victim 0.027 0.013 0.007 0.008
Beneficiary 0.094 0.007 0.006 0.003
Ally 0.077 0.017 0.015 0.015
Opponent 0.232 0.022 0.014 0.016
Ineffective 0.205 0.011 0.002 0.004
Setting 0.205 0.069 0.034 0.041
Plot 0.296 0.207 0.153 0.128
Moral 0.727 0.485 0.495 0.489
Belief System 0.478 0.251 0.247 0.211
Narrative Strategy 0.391 0.113 0.090 0.076

Ground Truth and Gemini Flash Run 2
Hero 0.040 0.020 0.014 0.015
Villain 0.064 0.019 0.018 0.019
Victim 0.027 0.013 0.007 0.008
Beneficiary 0.094 0.007 0.006 0.003
Ally 0.077 0.017 0.015 0.015
Opponent 0.232 0.022 0.014 0.016
Ineffective 0.205 0.011 0.002 0.004
Setting 0.205 0.069 0.034 0.041
Plot 0.296 0.207 0.153 0.128
Moral 0.727 0.485 0.495 0.489
Belief System 0.478 0.251 0.247 0.211
Narrative Strategy 0.391 0.113 0.090 0.076

Manual Coding and Gemini Pro Run 2
Hero 1.000 1.000 1.000 1.000
Villain 1.000 1.000 1.000 1.000
Victim 1.000 1.000 1.000 1.000
Beneficiary 1.000 1.000 1.000 1.000
Ally 1.000 1.000 1.000 1.000
Opponent 1.000 1.000 1.000 1.000
Ineffective 1.000 1.000 1.000 1.000
Setting 1.000 1.000 1.000 1.000
Plot 1.000 1.000 1.000 1.000
Moral 1.000 1.000 1.000 1.000
Belief System 1.000 1.000 1.000 1.000
Narrative Strategy 1.000 1.000 1.000 1.000

Table A.2: All Results for Gemini 1.5 Pro Runs 1 and 2 with Temperature 0
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A.7. Air Pollution Policy Research
Researchonairpollution in Indiahaspredominantly focusedon the Indo-GangeticPlainandmetropoli-
tan areas, often neglecting other regions (Gulia et al., 2022). While policy initiatives are evolving, there
remains a significant gap between legislative actions and the requiredmeasures tomeet air quality tar-
gets. Recommendations for bridging this gap include developing comprehensive air quality measure-
ment networks, enhancing data analytics capabilities, and fostering robust science-policy interfaces
(Ravindra, Sidhu, Mor, John, & Pyne, 2016).

Previous studies have systematically analyzed narratives within Indian news media, revealing topics
such as the health risks of air pollution, urgent calls for action, and the frequent attribution of pollu-
tion to vehicular emissions (Murukutla, Negi, Puri,Mullin, &Onyon, 2017). Additionally, international
events have influenced the prominence of air pollution in media coverage (Murukutla et al., 2017).
Notably, a study using the NPF to analyze narratives in Delhi highlighted the role of government as a
central actor, often depicted as both a hero and a villain (Olofsson et al., 2018).

Aggregating Data: Many NPF studies aggregate raw counts of narrative elements within individual
documents and standardize these counts by the length of the narrative. This is how the distribution of
the length of text looks like in the policy narrative documents in the census and the sample.

(a)Word Count Distribution in the Census (b)Word Count Distribution in the Sample

Figure A.2:Word Counts in the Census and Sample

Thenarrativity indexwas created for each codeddataset. Narrativity index is ameasureof thepresence
of narrative components in the policy narrative. It was calculated by dividing the number of narrative
components present in the text by the total possible narrative components in the codebook. It is usu-
ally also normalized by word count of the policy narrative.
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(a)Narrativity Index of Manual Coding
(b)Narrativity Index of Manual Coding - Standardized byWord

Count

Figure A.3: Census-Sample Distributions

A.8. Confusion Matrices
A.8.1. Plot

Plot True Positive
(TP)

False Positive
(FP)

False Nega-
tive (FN)

True Nega-
tive (TN)

0 0 0 19 278
Blame the Victim 0 2 3 292
Change-Is-Only an Illusion 1 2 5 289
Conspiracy 0 0 1 296
David vs. Goliath 0 0 12 285
Hero’s Journey 0 0 13 284
Pendulum Swing 0 0 3 294
Rebirth or Renewal 0 0 2 295
Regulatory Enforcement 10 0 49 238
Restoration 3 4 28 262
Story of Decline 38 133 4 122
Story of Helplessness and Control 6 40 17 234
Stymied Progress 5 13 14 265
Triumph Over Adversity 7 29 13 248
Warning Tale 4 0 40 253
Total 74 223 223 3935

Table A.3: ConfusionMatrix - Manual Coding and Run 2
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Figure A.4: Instances of Coding: Manual vs Run 2

A.8.2. Moral

Moral True Positive
(TP)

False Positive
(FP)

False Negative
(FN)

True Negative
(TN)

0 0 0 5 292
Explicit Policy Solution 57 12 102 126
Implicit Policy Reference 121 107 12 57
Total 178 119 119 475

Table A.4: ConfusionMatrix BetweenManual Coding and Run 2
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Figure A.5: Instances of Coding: Manual vs Run 2

A.8.3. Belief System

Belief System True Positive (TP) False Positive (FP) False Negative
(FN)

True Negative
(TN)

0 0 0 21 276
Activist 0 0 25 272
Egalitarian 22 98 7 170
Fatalist 0 0 26 271
Hierarchist 63 30 71 133
Individualist 0 2 8 287
Modernist 19 47 17 214
Technocratic 2 12 2 281
Traditionalist 1 1 13 282
Total 107 190 190 2186

Table A.5: ConfusionMatrix BetweenManual Coding and Run 2
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Figure A.6: Instances of Coding: Manual vs Run 2

A.8.4. Narrative Strategy

Narrative Strategy True Posi-
tive (TP)

False Posi-
tive (FP)

FalseNega-
tive (FN)

True Nega-
tive (TN)

0 0 0 27 270
Accidental 0 1 8 288
Angel Shift 4 9 10 274
Concentrating Costs and Diffusing Benefits 7 19 58 213
Demobilization of Support 0 2 1 294
Devil Shift 0 2 15 280
Diffusing Costs and Concentrating Benefits 0 4 3 290
Inadvertent 0 0 3 294
Intentional 0 1 3 293
Mechanical 0 1 29 267
Mobilization of Support 120 126 9 42
Warning Tale (future impacts of inaction) 0 1 0 296
Total 131 166 166 3101

Table A.6: ConfusionMatrix BetweenManual Coding and Run 2
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Figure A.7: Instances of Coding: Manual vs Run 2

A.9. Workflow Proposed for Iterative Refinement of the Codebook by
Pangakis et al.:

1. Creating task-specific instructions (a codebook).

2. Human annotation of a subset of text samples using the codebook.

3. LLM annotation of the same subset, followed by performance evaluation.

4. Refining the codebook based on initial results and repeating the validation if necessary.

5. Testing the final LLM performance on the remaining human-labeled samples.

A.10. Use of Large Language Models in this Thesis
Since the study is about LLMs themselves, this thesis extensively used LLMs (Google Gemini andOpe-
nAIChatGPT) for formatting in Latex, code generation for Python, and image generation for the cover.
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