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A Meaningful Human Control Perspective on User Perception of
Partially Automated Driving Systems: A Case Study of Tesla Users

Lucas Elbert Suryana', Sina Nordhoff!, Simeon C. Calvert!,
Arkady Zgonnikov?, Bart van Arem!

Abstract— The use of partially automated driving systems
raises concerns about potential responsibility issues, posing
risk to the system safety, acceptance, and adoption of these
technologies. The concept of meaningful human control has
emerged in response to the responsibility gap problem, re-
quiring the fulfillment of two conditions, tracking and tracing.
While this concept has provided important philosophical and
design insights on automated driving systems, there is currently
little knowledge on how meaningful human control relates to
subjective experiences of actual users of these systems. To
address this gap, our study aimed to investigate the alignment
between the degree of meaningful human control and drivers’
perceptions of safety and trust in a real-world partially auto-
mated driving system. We utilized previously collected data
from interviews with Tesla “Full Self-Driving” (FSD) Beta
users, investigating the alignment between the user perception
and how well the system was tracking the users’ reasons.
We found that tracking of users’ reasons for driving tasks
(such as safe maneuvers) correlated with perceived safety and
trust, albeit with notable exceptions. Surprisingly, failure to
track lane changing and braking reasons was not necessarily
associated with negative perceptions of safety. However, the
failure of the system to track expected maneuvers in dangerous
situations always resulted in low trust and perceived lack of
safety. Overall, our analyses highlight alignment points but
also possible discrepancies between perceived safety and trust
on the one hand, and meaningful human control on the other
hand. Our results can help the developers of automated driving
technology to design systems under meaningful human control
and are perceived as safe and trustworthy.

[. INTRODUCTION

The increasing use of automated driving systems raises
concerns about potential responsibility issues, which can
impact safety, adoption, and acceptance of these systems [1],
[2]. In particular, delegating control to automated systems,
either partially or fully, could create responsibility gaps —-
situations where no human agent is responsible for the behav-
ior of the system [3], [4]. The concept of meaningful human
control (MHC) recently gained prominence in addressing the
responsibility gap problem [5], [6], [7]. This concept posits
that humans, not artificial agents, should remain morally
responsible for the behavior of automated systems [5]. This
entails that (partially or fully) automated systems should be
designed in such a way that humans interacting with the
systems maintain some form of meaningful control over the
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system behavior, even when not in operational control of
the system [5]. Recent work on operationalizing meaningful
human control made steps towards specific frameworks and
design principles for developing automated driving sys-
tems [8], [9], [10]. However, there is currently a lack of
understanding of how meaningful human control relates to
subjective experiences of actual humans, in particular human
drivers/users of driving automation.

In this paper, we aim to investigate the alignment be-
tween the degree of meaningful human control and drivers’
perceptions of safety and trust in a real-world partially
automated driving system. To this end, analyzing subjective
evaluation data from participants with real driving experience
is crucial. In this research, we analyzed previously collected
data from interviews with Tesla FSD Beta users [11] from
the meaningful human control perspective. From this data,
we gathered information when the participants indicated their
perception of trust and safety while describing the behavior
of the automated driving technology. Then, we analyzed
that information by classifying whether the behavior of the
vehicles was tracking the users’ reasons, along with the
corresponding perception of trust and safety.

II. RELATED WORK
A. Meaningful human control of automated driving systems

Santoni de Sio & van den Hoven [5] provide a com-
prehensive philosophical account of two conditions for a
system to be under meaningful human control. First, the
tracking condition requires that a system should be capable
of responding to relevant moral, strategic, and intentional
reasons of humans in the environment where the system
operates. Second, the tracing condition implies that a system
should be designed in a way that allows tracing back the
outcome of its operation to at least one human in the loop of
control. The tracking condition has been operationalized for
partially automated driving systems [12], connecting strate-
gic and tactical reasons with Michon’s classical theory of the
driving task [13]. In this approach, the tracking condition is
satisfied when the behavior of the automated driving system
aligns with the moral (e.g. respecting regulations), strategic
(e.g., going home), tactical (e.g., overtaking), and operational
(e.g., steering) reasons of relevant humans (e.g., the driver).
For instance, if a driver has a tactical reason to change
lanes smoothly, the system should perform a lane change
considered smooth by the driver. Findings from [12] have
then been used as a basis for design guidelines on human-
automation interaction in mixed-traffic [7]. Furthermore, [14]
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applied these findings to create a quantitative formulation for
vehicle control.

B. User perception of safety and trust in automated driving
systems

Studies consistently demonstrate that drivers’ perceptions,
particularly their perceptions of safety and trust, significantly
influence their willingness to adopt automated driving sys-
tems [15], [16]. However, such studies have so far been
mostly limited to driving simulator experiments and public
surveys [17], [18], which warrants caution in assuming that
the results accurately reflect real-world driving experiences.
A systematic review of driving simulator experiments re-
vealed variations in the representations [19]. Furthermore,
many survey studies primarily relied on drivers’ imagina-
tive perceptions and expectations of automated vehicles,
lacking practical experience and detailed knowledge about
the vehicles’ functionality [20]. Survey studies also have
disadvantages in terms of information access, reliability, and
validity [21]. For this reason, in this work we focus on semi-
structured interview data collected previously [11] that avoids
these issues but also provides in-depth insight into the tactical
reasons of users.

III. METHODOLOGY
A. Vehicle behavior

In this work, we connect the concept of meaningful human
control to perceived safety and trust via the behavior of
automated driving systems. According to [22], automation
capabilities, including behaviors such as lateral-longitudinal
control and collision avoidance, influence the level of per-
ceived safety and trust. These behaviors closely parallel the
behaviors of a system that should adhere to the tracking
condition, aligning with relevant human reasons. To the best
of our knowledge, no existing automated driving systems
have been designed with the concept of meaningful human
control in mind. Nevertheless, any automated driving system
inherently satisfies the tracking condition to some extent
[12]. Therefore, our focus in this paper will be on the
tracking condition. When we refer to reasons being tracked
or not tracked in subsequent sections, it implies whether the
vehicle can fulfill the expected tactical or operational reasons
of the driver.

The vehicle behavior analyzed in this research is related
to the driving tasks of vehicles equipped with automated
driving technology. When drivers discussed how the vehicle
performed the driving task, it indicated whether the vehicle
tracked their reasons or not. Given that the subject of this
research is SAE Level 2 vehicles, our focus was on exam-
ining the driving tasks that automated driving technologies
can perform according to the SAE standard [23]. According
to this standard, vehicles should have driving assistance
features, such as adaptive cruise control and lane centering, at
the same time. However, most of the participants did not ex-
plicitly mention the names of these features when explaining
the behavior of FSD Beta and standard Autopilot and their
perceived safety and trust. Therefore, we only highlighted
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driving tasks that encompass these features, namely steering,
braking, and accelerating.

B. Data

In this study, we utilized transcribed conversation data
from [11]. Our analysis covered aspects that were not dis-
cussed in previous research that used this data [11], [24],
[22]. The data comprised responses from 103 respondents in
the FSD Beta program, collected through interviews using a
semi-structured protocol that included a total of 35 questions,
comprising both open-ended and closed-ended questions.
The questions consisted of five sections: general experience,
perceptions of vehicle operation, perceptions of safety, explo-
ration of trust level, and typical vehicle usage. The interviews
were conducted via Zoom and the participants were recruited
through social media. On average, each interview lasted 78
minutes and yielded approximately 12,200 words. Following
quality checks, which involved the removal of non-English
interview data and addressing missing transcriptions, only 99
interview data were deemed suitable for further analysis in
this research. We only used the answers to the open-ended
questions because the purpose was to look for reasons that
were only mentioned when the participants explained them.
Throughout the interviews, both video and conversation were
recorded. The interviewer’s role was limited to reduce the
possibility of bias.

C. Data processing

Based on the collection of documents where the tran-
scribed conversation data was saved, we further processed
the data so that it could be used for further analysis in our
keyword search algorithm. We processed each transcript by
applying a series of text preprocessing steps: removing new-
line characters, adding spaces between digits and alphabets,
and combining these operations to create a cleaned version
of the conversation. The text was then tokenized using the
‘word_tokenize® function in NLTK (https://www.nltk.org) to
break it into individual words. Subsequently, a text cleaning
function was applied, removing short words, eliminating
spurious characters, transforming letters to lowercase, and re-
moving stopwords and specific words defined in the process,
such as the names of participants. The final step involved
lemmatization, which normalizes the tokens using NLTK’s
WordNet lemmatizer. To illustrate, consider a sample text
such as ”’So changing lanes and avoiding blind spot collisions
is very, very good here. I'm maintaining speeds and safe
speeds.”. After applying the data processing, the lemmatized
tokenized data results will be formatted as a list: ['chang-
ing’, ’lane’, ’avoiding’, ’blind’, ’spot’, ’collision’, 'good’,
‘maintaining’, 'speed’, ’safe’, speed’].

D. Seed words and keyword search

To identify instances in the transcribed conversation data
where interview participants mentioned the driving tasks and
their perceived safety and trust, we employed seed words and
a keyword search algorithm with the data. Seed words were
defined as individual terms associated with driving tasks,
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perceived safety, and trust. For driving tasks, we defined the
seed words as the verb corresponding to each driving task,
except for steering. The choice of the seed word steer”
was often connected to the expression “steering wheel,”
which was not our focus. Therefore, we sought alternative
terms describing the steering process, namely ’change lane’
and ’keep lane’. Defining seed words is an iterative step,
aligning with [25]’s suggestion to derive seeds based on
the researcher’s subject knowledge. For perceived safety and
trust, we adapted the seed words used by [22]. Subsequently,
our keyword search algorithm, which operates by using the
defined seed words as keywords, was employed to identify
instances in each conversation where participants mentioned
these seed words. We chose keyword search over manual
inspection because relevant content could potentially span
across various answers to different questions, and the con-
siderable length of the conversations made manual inspection
impractical. The seed words and the algorithm can be found
in Table I and Algorithm 1. In Table I, the use of ’and’
indicates that both words must be present for the keyword
search algorithm, while the use of ’or’ indicates that the
presence of either one is sufficient. As an example, assume
we have a list of lemmatized tokenized data: [’vehicle’,
‘good’, ’brake’, ’really’, ’hard’, ’try’, 'make’, ’left’, ’turn’,
‘reason’, ‘turn’, ’blinker’, ’quick’, ’definitely’, 'make’, feel’,
‘unsafe’, "house’, ’spot’, ’signal’, ‘'make’, ’better’, 'before’].
We are looking for words discussing perceived safety and
trust, particularly those related to braking. We set ’brake’
as the seed word for braking and ’safe,” ’happy, ’relax,
‘comfort,” 'glad,’ ’trust, ’distract,’, ’rely, and ’trustworthy’
as seed words for perceived safety and trust. The algorithm
goes through the list, searching for occurrences of these seed
words. When it finds one occurrence in one of the seed
words, for instance, the word ’brake’, it will expand the
search over the next 20 words, resulting in a new list of words
[’brake’, ’really’, "hard’, ’try’, ‘'make’, ’left’, 'turn’, 'reason’,
‘turn’, "blinker’, 'quick’, 'definitely’, make’, ’feel’, unsafe’,
"house’, ’spot’, 'signal’, ’'make’]. Then, the algorithm checks
for any words related to the seeds of perceived safety and
trust, and it identifies the word ’safe’ inside the term ’unsafe’.
Now, there are two occurrences of seed words in the list, and
the list will be retrieved.

After defining seed words and implementing keyword
search, we qualitatively classified perceptions by analyzing
the word context surrounding the keywords in the transcribed
conversations. The classification process began with an initial
assessment conducted by the first author. Subsequently, to
minimize subjectivity in categorization, discussions were
held with the co-authors to ensure alignment with others’
perspectives. These discussions involved verifying whether
the systems tracked participants’ reasons during actions such
as braking and determining whether the braking process
indicated positive or negative perceptions of safety and trust.

IV. RESULTS

After performing the keyword search algorithm and qual-
itative classification, we obtained the results displayed in
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TABLE I

SEED WORDS
Category Sub-category Seed words
Accelerating *accelerate’
Braking “brake’

Driving taks Lane changing

Lane keeping

’lane’ and ’change’

’lane’ and "keep’

’safe’ or "happy’ or 'relax’
or "comfort’” or "glad’

’trust’ or ’distract’ or ’rely’

or ’trustworthy’ or ’comfort’

Perceived safety

Trust

Algorithm 1: Keyword Search Algorithm
Data: Seed Words (seeds), Tokenized Data
(tokenList), Buffer Size (bufferSize)

Result: Retrieved list (list)

1 bufferSize <+ 20;

2 list < [];

3 threshold «+ ) (seed in seeds);

4 for token,index in tokenList do

5 if token in seeds then
6 tokenBuffer + tokenList[index :
index + bufferSize];
7 seedCount <
D eed in seeds (s€ed in tokenBuffer);
8 if seedCount > threshold then
9 L list < tokenBuffer;

Table II. The first column represents the driving tasks of
the automated driving systems. The second column classifies
perceived safety and trust into four categories: safe, unsafe,
trust, and lack of trust. The numbers in the third and fourth
columns indicate whether the vehicle satisfied the tracking
condition of meaningful human control (i.e., tracked or did
not track the participant’s reasons).

In addition to summary statistics (Table II), we qualita-
tively analyzed the instances of participants’ perceptions of
driving tasks performed by automated driving systems, along
with details regarding whether their reasons were tracked or
not. As the primary focus of this research was to investigate
the alignment between tracking and perceived safety and
trust, we specifically chose parts of the results that fall within
the same category for each perception for further analysis.
We developed three categories by examining the pattern of
reasons tracked and not tracked for each perception. The
first category, Controversy,” includes perceptions where both
reasons were tracked and not tracked. The second and third
categories, 'Reasons mostly tracked’ and ’Reasons mostly
not tracked,” show perceptions where the majority of reasons
were either tracked or not tracked.

A. System perceived as safe

The results showed that when the participants perceived
the driving tasks of accelerating, braking, and lane changing
as safe, there were instances where their reasons were tracked
and not tracked.
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TABLE I
DRIVING TASK AND USER PERCEPTION ANALYSIS RESULTS

.. . Reasons | Reasons
Driving tasks | Perception tracked not tracked

Safe 2 2

. Unsafe 0 8
Accelerating Trust T 0
Lack of trust | 0 4

Safe 19 7
. Unsafe 0 21
Braking Trust 8 2
Lack of trust | 1 5

Safe 9 4

Lane Unsafe 0 5
changing Trust 4 0
Lack of trust | O 0

Safe 11 0

Lane Unsafe 0 3
keeping Trust 9 0
Lack of trust | 0 0

1) Controversy: lane changing

The participants mentioned thirteen instances where they
felt safe with the systems. Nine instances indicated that the
systems tracked participants’ reasons, while the rest did not.
One participant emphasized that significant improvements in
automatic lane changes contributed to their sense of safety.
Previously, their vehicle would perform several unsafe lane
changes, but now it has become as safe as their own driving.
Another participant simply did not want to be bothered with
lane-changing, as they believed that the systems worked
properly and safely.

o "I do feel safe when it’s doing automatic lane changes,
and that’s a massive improvement since when it first was
released, it used like almost every autopilot lane change
when it first came out. Would be cutting someone off.
Pulling into a lane with someone rapidly approaching
or some other form of unsafe lane change now..The
automatic lane change feature is.. about as safe as I
am. (RO07)”

o "I don’t want to be bothered with changing lanes.. So
from my perspective, let the car do it. I know the car is
safe, it will do it properly. (RO35)”

Four participants mentioned that they felt safe even though
their reasons were not tracked. One of them described how
the vehicles kept their turn signals differently from human
drivers, but they believed it was because the system was
a better driver. Another participant felt safe and shared an
occasion where they were impressed with how the system
took a lane. They were initially unsure if it was a faster
lane, but it turned out to be correct several seconds later.

o "I feel safe when I am on the freeway.. it’s s better driver
than I am at taking turns on the freeway.. Changing
lanes.. I like how it keeps his turn signal on all the way
through the entire lane change and sometimes human
drivers will just do a couple blinks. (R043)”

o "I do feel safe with autopilot.. but I feel like it’s more of
a clever thing like it makes really interesting decisions..
like changing into a lane that doesn’t yet appear to be
faster, but it says it’s changing into a faster lane and
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then 10 seconds later it is the faster lane.. autopilot
picked the correct lane and it does it so many times it’s
like it can’t be coincidence. (R074)”

2) Controversy: braking

Participants mentioned nineteen instances where the sys-
tem tracked their reasons. One participant emphasized feeling
safe due to the automated driving system’s ability to slam
the brakes faster than they could react. Another participant
indicated a feeling of relaxation, which is linked to the
perception of safety, as it reduced repetitive driving tasks
during traffic jams. For example:

”Completely safe.. You know, it slammed on the brakes
when the guy in front of me slammed on the brakes,
faster than I could. (R0O84)”

e "It can just kind of help you relax a bit.. one time I was
stuck in a traffic jam and autopilot was nice because..
1 didn’t have to.. put the gas on and then put the brake
on and then put the gas on in there.. like over and over
and over again. (R059)”

However, seven instances were perceived as safe situations
even when participant’s reasons were not tracked. Two
participants felt safe in braking scenarios, like sudden brakes
or brakes that were too slow in their perception, because they
could quickly take over. For example:

e "I keep my foot almost always on the gas pedal so that
if it brakes suddenly, I can quickly override it.. That’s
how 1 feel very safe. (RO47)”

o "So if I'm coming up on a stop sign and it’s not slowing
down soon enough for what I would expect, then I will
manually hit the brakes and disengage.. I've never felt
unsafe though and using it. (RO87)”

3) Reasons mostly tracked: lane keeping

When the participants perceived lane keeping as safe, all
instances showed that their reasons were tracked. Participants
mentioned eleven instances where the automated driving
system’s lane keeping tracked their reasons and gave them
safe perceptions. One participant described that they felt safe
because the systems reduced their main workload so that
they did not have to pay attention to lane keeping. Another
participant mentioned that the systems did a very good job
of lane keeping. For example:

e I feel like Autopilot makes me safer because it reduces
my workload.. in terms of lane keeping mainly.. It makes
me feel more comfortable as a driver just because |
don’t have to pay attention to the lines on the road.
(R0O24)”

o "I feel safe when autopilot and FSD beta..they’re not
perfect, but yes. They do a very good job of keeping you
in your lane. (R099)”

B. System perceived as unsafe

When the participants perceived all driving tasks as unsafe,
all instances showed that their reasons were not tracked.

1) Reasons mostly not tracked: lane changing

When the participants explained the situations in which
they felt unsafe while changing lanes, the automated driving
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systems did not track their reasons at all. One of the
participants mentioned that they did not feel safe because
the system did not have human-like behaviors. They further
emphasized that it was too fast or too close to other vehicles
at stop signs or traffic lights. Another participant highlighted
that they could feel safer if the systems could adapt to how
humans drive and incorporate a more human-like feeling into
them.

e "How do you feel when you feel safe or unsafe?.. once

they start getting to the point where it has more human
like behaviors and doesn’t have those.. conflicts in what
it’s seeing and hitting the brakes or making a turn, you
know, changing lanes. (RO81)”
”Having a limit on acceleration when changing lanes..
might make sense in kind of a textbook way of safety
driving.. it does not match up with the way that humans
drive and how you should be adapting to how humans
drive.. putting in some more.. natural feeling or more
human feeling.. would make me feel safer.” (R050)

2) Reasons mostly not tracked: accelerating

No reasons were tracked when the participants indicated
that they felt unsafe with the automated driving system’s
acceleration. Out of eight instances where they described
feeling unsafe, their reasons were not tracked. One of them
mentioned that the vehicle did not feel like a safe driver
because it did not blend its speed to accelerate with the flow
of traffic. Another participant felt unsafe when merging on
the highway because the vehicle did not do a good job of
accelerating to match the other vehicle.

o "It would be safer for the car to accelerate more just
with the flow of traffic.. just being able to kind of blend
in with the drivers around you, I think as part of being
a safe driver. And so since our still situations where the
car will not speed up when appropriate or when safe,
I'm going to say that there are safety issues. (R050)”
”But when I'm merging on to the highway. That’s when
1 feel the most unsafe because it it will get on to the
on ramp. Accelerate to match the speed of the other
vehicles, which it doesn’t really good job of. (RO74)”

C. Trust

Our results indicate that participants had trust in the
automated driving system’s braking in eight instances when
their reasons were tracked and in two instances when their
reasons were not tracked.

1) Controversy: braking

The participants described instances when they had high
and low levels of trust in the braking experience. When
they mentioned that they had trust in the automated driving
systems, their reasons were tracked eight times, and two
times their reasons were not tracked. Things that made the
participants trust the automated driving systems were their
capability to brake according to the traffic rules and brake
to stop better than themselves.

o "One advantage of the larger Autopilot is that it can

automatically stop at traffic lights. That works pretty
well too. It’s comfortable. (RO47)”
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”Stays safe distances I have been in on-air state
whenever they just slammed on their brakes and it
has stopped very well. Probably better and I would
have done. I would have panic stopped and it stopped
perfectly. Maintains a good distance. Ohh. So yes, |
trust it. (R062)”

However, there were also instances when they had trust
even though the vehicle did not track their reasons. One par-
ticipant mentioned that even though they intervened in some
instances where they felt unsafe, they felt more comfortable
the more they drove because the level of perceived safety
changed over time. Another participant described a situation
where they hit the brake to avoid a long truck but still felt
comfortable with the system. They attributed this comfort to
the benefit of feeling less tired, even though they still needed
to monitor the system.

o "So whenever I feel unsafe or even uncertain, I'll.. tap
the brakes or move the stock up.. it’s not difficult for
me to do that.. I go in and out of FSD all the time, and
that’s how I handle this issue of when I don’t feel safe..
As your perceived safety changed over time.. the more
I drive it, the more comfortable I get.” (R103)

"That truck tried to turn into my lane and the car. 1
didn’t realize that it was a really long trailer. So I had
to just slow it down, hit the brake, but so you can get
pretty comfortable with it and pretty relaxed. I would
say you know, so still watching, but it’s it actually you’re
less tired when you get where you're going.” (R100)

2) Reasons mostly tracked: lane changing

Nevertheless, when the participants had trust in the driving
tasks of accelerating, lane changing, and lane keeping, all
instances indicated that all of the participants’ reasons were
tracked. During lane-changing situations, participants men-
tioned four instances where their reasons were tracked and
they had a higher level of trust. One participant initially faced
trust issues with the system because it frequently placed them
in the wrong lane. However, after an update that required
confirmation before lane changes and smooth experiences,
the participant’s trust started to build. Another participant
described a trust-building process with a software upgrade,
allowing the system to perform complex maneuvers in city
traffic.

e "You frequently get in the wrong lane.. And so I did
all the driving through there. Uh, because I didn’t trust
Autopilot.. but by then I gained some confidence in the
lane changing.. so I let it tell me when to change lanes
and I just confirmed it.. do the lane changing. It was
the smoothest trip I've ever taken. (R010)”

”I got the full self-driving upgrade software.. and then
I had to get used to it. Changing lanes had to get used
to it, doing on ramps and off ramps.. And then I went
to FSD beta. And then now I’'ve got to be able to.. trust
and get used to the car doing city traffic and these very
complex interceptions, these complex intervals (RO48)”
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D. Lack of trust

When participants expressed lower trust in the automated
driving system’s braking, one instance showed that their
reasons were tracked, while five instances indicated that their
reasons were not tracked.

1) Reasons mostly not tracked: braking

Participants who felt lack of trust described that the
systems failed to track their reasons. They mentioned that
they did not trust the automated driving systems because
the systems could make unexpected wrong decisions very
fast, such as braking when there was a pedestrian on the
crosswalks. Another participant described that they did not
trust the systems when entering a highway because the
systems did not brake when there was not much of a gap.

”[ don’t fully trust it when it’s active.. it can just do
something wrong very fast.. you just do not expect it.
For example, if it sees a pedestrian.. on the crosswalk,
it’ll kind of just slam on the brakes. (R065)”

”You’re gonna turn onto that highway.. It will creep
forward.. it’ll sometimes creep into the other highway.
So you have to hit the brakes, or it’ll appear to start
going when there’s not much of a gap, so you slam on
the brakes again. So I don’t trust it. (R010)”

However, in one instance, the systems tracked their rea-
sons. The only participant who felt lack of trust, even though
the systems tracked their reasons, mentioned they admitted
Autopilot may react and brake faster than a human, but they
felt uncertain because they still needed to rely on themselves.

o "I think the Autopilot may even be better than a human,
and if we take emergency braking, then it can probably
react and brake faster than me or certainly close to that,
but.. you have to assess the situation, then it’s uncertain,
and that’s why I always have to rely on myself. (RO15)”

V. DISCUSSION
A. Alignment between tracking and perception of safety

1) Perceived safety

Our results revealed that participants could feel that lane-
changing and braking behaviors of the vehicle were safe,
even when the reasons were not being tracked (the ‘contro-
versy* category). Additionally, we also found the ’reasons
mostly tracked’ category, where participants perceived lane-
keeping tasks as safe, and all their reasons were tracked.
Participants who felt safe with lane changing observed better
vehicle performance in tracking their reasons, noting that
actions like acceleration, deceleration, and lane changes were
as safe as manual driving. This aligns with [17], where
positive experiences with vehicle adaptation led to increased
perceived safety and trust. The system’s performance in
lane-changing, braking, and lane-keeping tasks influenced
participants’ safety perceptions by meeting expectations and
providing a relaxed driving experience with less difficulty
and workload. According to [26], reliable experiences with
self-driving vehicles increased trust, perceived usefulness,
and perceived ease of use. This likely explains why partici-
pants believed the system was safe.
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On the other hand, feeling safe doesn’t always mean that
the automated driving systems tracked all their reasons; there
were instances of lane-changing and braking tasks where
tracking failed. One participant noted that braking was too
slow for them, indicating their expected deceleration reason
was not tracked. However, they felt safe as long as they
were ready to take over. When the driver realized operational
reasons for deceleration were not fulfilled, they often took
control. The participant also reported no difficulties with
the takeover process. [27] found that aggressive drivers
were more likely to take control when driving defensively
programmed automated vehicles (AVs), potentially explain-
ing the frequent initiation of takeover processes by drivers.
The study also revealed that perceived safety levels were
similar when aggressive drivers operated both aggressive
and defensive AVs. Despite this, the safety score remained
higher than when defensive drivers operated aggressive AVs,
potentially explaining the continued feeling of safety.

The other instances indicated that the vehicle acted differ-
ently from what they expected, but it still led to perceived
safety because they believed it was a better driver. The
experience of many unexpected maneuvers that turned out
to be correct decisions also influenced their belief. The more
the vehicles behaved according to the expected reasons, the
more they gained trust from the driver. This trust would make
people perceive the system as safe, even if it fails to track
their reasons. This is in line with the findings on the effect
of reliable experiences with trust that the system is safe [26].
Thus, we found indications that tracking driver expecta-
tions, such as performing safe maneuvers like lane-keeping,
braking, and lane-changing like human drivers, positively
correlated with perceived safety. However, failure to track
reasons for lane changing and braking was not necessarily
associated with perceived lack of safety; it depended on other
factors like the numerous reliable experiences, the driver’s
trust level, and ease of taking over control.

2) Perceived lack of safety

We observed instances where participants felt unsafe dur-
ing accelerating and lane-changing experiences. Interestingly,
in all these instances, the systems failed to track their reasons.
Participants noted that the vehicles did not drive in a manner
consistent with human behavior. According to [28], human
drivers express a higher comfort level with systems that
mimic human driving. In this research, we linked the term
’comfort’ to the perception of safety and trust, aligning
with our observations. Another instance occurred when the
vehicle failed to adjust its speed to match the surrounding
vehicles during merging or while on the road. It seems
that when the vehicle does not track the driver’s reasons
in situations involving other vehicles that might lead to
dangerous situations, it contributes to the perception of being
unsafe. This observation aligns with findings from [29],
which suggest that drivers tend to intensely pay attention
to potential dangers with other vehicles in specific traffic sit-
uations, such as merging roads. Our findings suggest that the
failure of automated driving systems to track drivers’ reasons
for human-like acceleration and lane-changing behaviors
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in potentially dangerous traffic situations can contribute to
perceived lack of safety.

B. Alignment between tracking and level of trust

1) Trust

Our findings highlighted that participants could exhibit
trust in vehicle’s behavior during braking tasks regardless
of whether their reasons were tracked (the ‘controversy‘ cat-
egory). Additionally, we observed another category: ’reasons
mostly tracked,” where participants expressed higher trust in
lane changing, and all of their reasons were tracked. We
further examined situations where participants demonstrated
a higher level of trust in both braking and lane changing,
analyzing scenarios where their reasons were tracked. In
these instances, participants emphasized that their positive
experiences with the system’s performance in intended sit-
uations contributed to a higher level of trust. Again, this is
in line with the finding from [17]. Furthermore, the trans-
parency experienced during lane changes, where the driver
could anticipate the direction of the vehicle’s lane change
and had the chance to confirm it, significantly contributed to
building the driver’s trust. This aligns with a study by [22]
that indicates transparency positively impacts trust levels.
Additionally, it supports findings from [30], suggesting that
using displays to indicate maneuver intentions increases
overall transparency in the driving experience.

In contrast, there were instances where participants ex-
pressed trust even though the automated driving systems
failed to track their reasons for braking tasks. Despite
encountering situations where the vehicle made them feel
unsafe, the participants maintained their trust in the system
due to the ease of taking over and the relaxed experience it
provided. When the driver took over control of the system,
we expected they did that to reduce the perceived risk they
faced. As they had ease of taking over, they could reduce
the perceived risk. According to [31] and [32], perceived
safety risk has a negative correlation with trust. Thus, these
findings might justify why the driver kept feeling safe
because they could take over control to reduce the perceived
risk, thereby increasing their trust level. Furthermore, the
relaxed experience with the system suggests that participants
have previously had positive experiences, contributing to a
higher level of trust [26]. These situations could recover the
trust that might temporarily decline during the takeovers or
failure of the systems to track the participant’s reasons [33].

We found indications that tracking driver expectations,
including improved maneuver execution and human-like
performance in intended traffic situations in lane-changing
and braking tasks, positively relates to trust. Additionally,
transparency, which does not relate to tactical or operational
reasons, was also positively associated with trust. Notably,
the failure to track reasons for braking tasks did not always
result in the lack of trust; factors such as positive experiences
and the ease of taking over control played a crucial role here.

2) Lack of trust

Our analysis showed situations where participants reported
a lower level of trust in braking tasks; their reasons were

always not tracked in such cases. Participants expressed
concerns that the system could make unexpected decisions,
potentially leading to collisions with other vehicles, thereby
reducing their trust. In one contrasting case, a participant
had lack of trust, but their reasons were tracked. They
believed the system could outperform humans in reaction
time and braking. However, the uncertainty introduced by
the need to assess situations led them to consistently rely
on themselves. Manufacturers of automated driving systems
explicitly instructed FSD Beta program users to maintain
constant attention and be ready to act at any time [24]. This
requirement might explain their lack of trust, as it implies
reliance on personal judgment.

C. Limitations

First, the data in this research focused on drivers’ sub-
jective perceptions which may not accurately reflect the
actual on-road situation (e.g., findings from [34] indicate
that subjective risk can significantly differ from actual crash
risk). Future research should investigate telemetry data in
addition to subjective reports. Second, we limited the tactical
and operational reasons for relevant human agents only to
the driver’s perspective. However, many other agents (e.g.,
vehicle manufacturers and other road users) could and should
have meaningful human control over automated driving
systems [12]. We recommend further research to evaluate
the tracking of the reasons of other relevant human agents
for a more holistic analysis. Third, our results (e.g., Table II)
might not have fully captured the entirety of the participants’
responses. The use of seed words may restrict instances
that are essentially the same but articulated with different
words. We recommend incorporating a more extensive set of
alternative seed words, especially in the context of driving
tasks, for more comprehensive results. Fourth, our findings
are limited by the small number of participants in the
FSD Beta program. Future research should aim for a more
diverse sample encompassing a wider range of manufacturers
and participants to better represent the population. Finally,
the qualitative nature of our evaluation presents challenges
in scalability, particularly when confronted with a larger
database of interviews. Given the expansive volume of data,
our current methods may prove impractical to implement.

VI. CONCLUSIONS

This study investigated the alignment between tracking
component of meaningful human control and user perception
of safety and trust. Successfully tracking drivers’ reasons
for driving tasks, such as safe maneuvers, performance
improvement, and transparency, positively influenced the
perception of safety and trust levels. However, the failure
to track reasons for lane changing and braking tasks did not
necessarily result in negative perception of safety and low
trust. Factors such as the ease of taking over control and
reliable experiences contributed to drivers feeling safe and
maintaining trust. Nevertheless, the failure to track drivers’
reasons for expected movements and human-like behaviors
in potentially dangerous traffic situations was associated with
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perceived lack of safety and low trust. Our results can help
the developers of automated driving technology to design
systems that are under meaningful human control and are
perceived as safe and trustworthy.
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