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1
INTRODUCTION

Learning to Rank (LTR) is at the core of many retrieval problems such as document re-
trieval and recommendation and aims at learning how to properly rank a set of items
based on some criterion like relevance to a query or user. As often times users tend to
only browse the top of the predicted ranking, a good ranking is one where relevant items
are placed near the top and irrelevant items near the bottom. A wide variety of machine
learning (ML) techniques have been applied to create ranking models capable of ranking
items according to their relevance. The main difference between traditional ML and LTR
is that while traditional ML solves a prediction problem on an instance consisting of a
single item, LTR defines instances as a set of items. Subsequently, LTR methods care less
about individual predicted relevance, but aim at optimizing the relative ordering of the
items.

In order to train such models, a training set consisting of users or queries, sets of
items and ground truth relevance judgments is often used. A loss function (or objective
function) is utilized to measure the accordance between the predicted and ground-truth
ranking. Logically, the choice of loss function plays a big role in the optimization pro-
cess, as it defines what is considered to be correct and what is not. While a wide variety
of loss functions exist, a straightforward choice of loss would be one that closely resem-
bles the measure used to evaluate the ranking function. We will call this sub-category
of LTR techniques the direct optimization method and will mainly focus on this sub-
category throughout the rest of this thesis. Information retrieval (IR) metrics such as
nDCG , nRBP and AP , which evaluate systems on a per-query basis, are often used to
evaluate the performance of ranking functions. Therefore, direct optimization methods
deploy loss functions which closely resemble these metrics.

During training, an optimization algorithm such as gradient descent or Adam is then
used to adjust the models parameters in order to minimize the loss on the training set.
The optimization is an iterative process which utilizes the loss function and its deriva-
tives with respect to the models parameters to determine how to update the model. To
increase the computational efficiency of the training process, models are often trained
on batches of data and the optimization process thus aims at minimizing the average
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Table 1.1: nDCG scores for two instances I A and IB . Green cells indicate relevant items, while red cells indicate
non-relevant items. Items are ranked from left to right.

Instance Ranked Items nDCG Score
I A 0.63
IB 0.78

loss on a set of instances. As a result, each instance is assumed to be equally informative,
while in reality, this might not be the case.

As will become apparent in chapter 2, the bounds of the aforementioned metrics
and their listwise losses are either not upper- or lower-bounded. Instead, their bounds
heavily depend on 1. the number of relevant and non-relevant items in a given instance
and 2. the ratio of relevant to non-relevant items. This means that the worst possible
ordering of items yields a score greater than zero.

Figure 1.1 visualizes the lower bound of nDCG and AP as a function of the frac-
tion of relevant items in an instance with instance size N ∈ {25,50,100,200}. While the
lower bound of nDCG is more dependent on the instance size, the fraction of relevant
items has a big impact on the lower bound of both metrics. In a typical training dataset,
the number of (relevant and non-relevant) items is not constant and as a consequence,
the bounds of the listwise losses are not constant across users or queries. In addition,
instances with a high relevant-to-non-relevant item ratio have a greater lower bound
than instances with a lower relevant-to-non-relevant item ratio. One could therefore
argue that it is easier to produce high scores for instances with a higher relevant-to-non-
relevant item ratio and that the metric score does not solely reflect the performance of
the model, but also depends on the instance properties. To illustrate this, Table 1.1 lists
two ranked instances I A and IB . Instance I A ranks its only relevant item at the second
rank and achieves an nDCG score of 0.63. But while instance IB ranks all its relevant
items at the bottom, its nDCG score is still higher than that of instance I A . As the opti-
mization process aims at minimizing the average loss on the training set, the lack of and
inconsistency in upper- and lower-bounds might pose a problem.

Figure 1.1: Lower bounds of nDCG and AP as a function of the fraction of relevant items in an instance of size
N ∈ {25,50,100,200}.
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Considering the above, we argue that different instances have different ranking dif-
ficulty. We call this ranking difficulty ’instance-difficulty’ and note that popular listwise
loss functions do not account for this difficulty, which might negatively impact the per-
formance of ranking functions.

1.1. RESEARCH GOALS
This thesis sets out to define bounding methods to create difficulty-aware losses. In ad-
dition, we analyze the impact of user/query wise metric bounding on the average perfor-
mance of learning to rank models. Finally, we investigate the effect of user/query-wise
metric bounding on individual user/query performance. To summarize, this thesis aims
to answer the following questions:

• How can instance-difficulty be quantified and incorporated in listwise loss func-
tions?

• Does user/query-wise metric bounding affect the average performance of learning
to rank models?

• What effect does user/query-wise metric bounding have on individual user/query
performance?

1.2. MAIN FINDINGS
In this thesis, we define multiple notions of instance-difficulty and utilize these notions
to define four bounding methods. The proposed bounding methods are applied to three
popular listwise losses and empirical results on two real-world datasets are obtained.
Experimental results indicate that optimizing bounded variants of popular listwise loss
functions may increase the average performance of the ranking models, albeit often
marginally. In addition, we find that user/query-wise metric bounding offers benefits
when considering nDCG@k for evaluation, further increasing the recommendation util-
ity and making metric bounding interesting for applications where users are presented
with a small selection of recommended items. To further analyze the impact of the pro-
posed bounding methods, we analyzed the change in performance on instance level.
We found that in addition to increasing the overall performance, optimizing a bounded
variant of nRBP may increase the recommendation performance for instances with a
higher number of relevant items.

Overall, our results show promising results for user/query-wise metric bounding in
LTR, especially when applied to nRBP .

1.3. THESIS OUTLINE
The remainder of this thesis is organized as follows. In chapter 2, we describe a general
framework for LTR, give a brief overview of popular models and loss functions, and de-
scribe popular evaluation metrics. In chapter 3, this work is further motivated and four
bounding methods are introduced. chapter 4 describes the experimental setup of our
experiment, the results of which are presented in chapter 5. Finally, in chapter 6 this
thesis is concluded.
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BACKGROUND

In this chapter, the required knowledge to understand the problem and its proposed
solution is described. First, we describe a general framework for LTR and continue by
introducing IR- and Recommendation-specific models within this framework. Second,
the evaluation methodology often used to evaluate ranking models is introduced. Next,
three widely used IR metrics are described. We conclude this chapter by introducing
three listwise loss functions used throughout the rest of this thesis.

2.1. LEARNING TO RANK FRAMEWORK
Learning to Rank is the application of supervised machine learning techniques for train-
ing models which aim to solve the ranking problem introduced in chapter 1. In super-
vised machine learning, models are fit on training data comprised of example inputs
and target vectors, also called instances. While LTR represents a family of models, we
can distinguish between three main types, namely pointwise, pairwise and listwise ap-
proaches [1].

The pointwise approach aims to predict the relevance of a single item and meth-
ods for classification and regression can be applied. Instances are defined as a single
Query-Item pair and hence these approaches also define loss functions based on indi-
vidual items. Popular examples of pointwise approaches include Subset Ranking [2],
McRank [3] and Prank [4].

In pairwise approaches, instances are defined as a pair of items and the problem is
formalized as that of pairwise classification or regression. More specifically, pairwise
models take two items as input and aim to predict which one should be ranked higher
than the other in the final order. By making a prediction for all item pairs, a total order
can be created. In contrast to the pointwise approach, pairwise approaches define loss
functions as a function of two items. Examples of this approach include RankBoost [5],
RankNet [6], LambdaRank [7] and LambdaMART [8].

Finally, listwise approaches take item lists as instances and are capable of utilizing
listwise loss functions [9]. A great advantage of this approach is that the group struc-
ture of ranking is maintained and can be incorporated into the loss function. Instances
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Table 2.1: Notation Rules

Meaning Notation
Number of Queries or Users (Topics) T
Query or User (Topic) ti or t
Number of items in an instance t N or Nt

Number of relevant items in an instance t P or Pt

A ranked instance for topic t of size N of which P items are relevant X t
(N ,P ) or X(N ,P )

Ground-truth relevance of the i th ranked item in instance x for topic t xi or x t
i

Ground-truth relevance of item i for Topic t yi or y t
i

Predicted relevance of item i for Topic t ŷi or ŷ t
i

Loss function L(·)
Metric function M(·)
Sigmoid function with gain a σa(·)
Ranking Position (See Equation 2.1) Rt i (·)
Smooth Ranking Position (See Equation 2.9) R̃t i (·)

are defined as list of items for a given topic v x = {v x
1 , . . . , v x

Nx
} and its corresponding rele-

vance y x = {y x
1 , . . . , y x

Nx
}. A ranking function f will output a score f (v x

j ) for each item v x
j ,

resulting in a list with predicted relevance scores ŷ x = ( f (v x
1 ), . . . , f (v x

Nx
). The training

objective then becomes minimizing

T∑
i=1

L
(

y i , ŷ i
)

,

where L is a listwise loss function.

2.2. MODELS
Using this framework, LTR can be introduced from two perspectives, namely Recom-
mendation and IR. The goal of a ranking function in a typical recommendation setting
is to provide relevant items for a given user. Users and items are often represented by
a non-informative identifier. For a system with T users and N items, interactions be-
tween users and items can be represented by a T ×N matrix Y , where each element yt i

describes an interaction between user t and item i . These interactions can represent,
among other things, clicks or ratings, but are assumed to be binary relevance through-
out the rest of this thesis.

Matrix factorization is one of the most effective methods for learning a ranking func-
tion from this data and can be combined with direct optimization of IR metrics [10, 11,
12]. In this approach, users and items are represented by latent features which aim to
capture the characteristics of users and items. For a given user t and item i and their
associated latent vectors pt and qi , the predicted relevance is given by the dot product
pu ·qi . Using the latent vectors of users and items, the recommendation model can pre-
dict a T ×N matrix F T×N with element ft i representing the relevance of item i to user
t . The ranking position Rt i follows from a pairwise comparison between the predicted
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relevance score for item i and all other items, as can be seen in Equation 2.1.

Rt i = 1+
N∑

j=1\i
I( ft j > ft i ), (2.1)

where I(·) denotes the indicator function.
More complex models which aim to capture nonlinear and more complicated repre-

sentations between users and items exist [13], but are outside of the scope of this thesis.
When considering IR, data is often represented in a different manner and hence

other machine learning methods can be applied [9]. Instead of having identifiers for
queries and documents, a feature vector is created from every query-document pair.
These features can be categorized into three main classes: features based on the query,
features based on the document and features based on both the query and document.
The predicted ranking position Rt i of item i for query t again follows from a pairwise
comparison between the predicted relevance score for item i and all other items using
Equation 2.1.

Cao et al. [9] propose ListNet, a listwise approach which employs a neural network as
model and gradient decent as algorithm. The method is heavily inspired by RankNet [6],
but while RankNet deploys a pairwise loss function, ListNet uses a listwise loss to opti-
mize the model parameters. Other well-known listwise LTR algorithms include AdaRank[14],
ListMLE [15], ListRank-MF [16] and SoftRank [17].

2.3. EVALUATION
The performance of ranking models is often evaluated on a query-bases, using the method
described below.

• Collect a (large) set of topics S = {t1, t2, . . . , tT }

• For every ti ∈ S:

– Collect a set of associated items for ti

– Collect the relevance of each item for ti by human assessment

– For each item, use the ranking model to predict the relevance for ti

– Use an evaluation measure to evaluate the performance of the ranking func-
tion for ti

• Report the average measure on all topics in S

A wide variety of evaluation measures have been proposed. We will consider three
widely-used measures and describe them below. Normalized discounted cumulative
gain (nDCG) [18] is a measure of ranking quality which discounts the gain of a docu-
ment based on its position in the ranked list. The idea is that documents with a lower
rank are less valuable for the user, and hence a smaller share of its gain is added to the
cumulated gain. For a topic t and a ranked set of items X , nDCG is calculated as follows.
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nDCG(t ) = DCG(t )

I DCG(t )
, where

DCG(t ) =
N∑

i=1

2x t
i −1

log2(i +1)

(2.2)

and I DCG represents the ideal DCG . Also, as often times only a small fraction of the
results are displayed to the user, nDCG may be cut off at a certain rank. nDCG@k, where
k is the cut-off position is calculated using Equation 2.3.

nDCG@k(t ) = DCG@k(t )

I DCG@k(t )
, where

DCG@k(t ) =
k∑

i=1

2x t
i −1

log2(i +1)

(2.3)

and I DCG@k represents the ideal DCG@k through position k.

Table 2.2: Computation of DCG

Rank (i ) Item x t
i log2(i +1) Gain

1 A 1 1.00 1.00
2 B 1 1.58 0.63
3 C 1 2.00 0.50
4 D 0 2.32 0.00
5 E 0 2.58 0.00
6 F 0 2.81 0.00
7 G 0 3.00 0.00
8 H 0 3.17 0.00
9 I 0 3.32 0.00

Sum = 2.13

(a) Ideal DCG

Rank (i ) Item x t
i log2(i +1) Gain

1 I 0 1.00 0.00
2 H 0 1.58 0.00
3 G 0 2.00 0.00
4 F 0 2.32 0.00
5 E 0 2.58 0.00
6 D 0 2.81 0.00
7 C 1 3.00 0.33
8 B 1 3.17 0.32
9 A 1 3.32 0.30

Sum = 0.95

(b) Worst DCG

Table 2.2 shows toy examples of the calculation of DCG for N = 9 documents of
which P = 3 are relevant. The order of the result list is given by the order in which the
documents are listed in the two tables.

Second, we consider Rank-Biased Precision (RBP ) [19], a metric for scoring rankings
which includes a simple user model by utilizing a persistence parameter p ∈ [0,1). To
model user behavior, it is assumed that users traverse the ranked list from top to bottom.
In addition, it is assumed that users move on to the next document with probability p,
and stop with probability 1−p. A gain per document can then be calculated by multiply-
ing the probability a user will look at the document by the relevance of that document.
RBP is defined as follows.

RBP (t ; p) = (1−p) ·
N∑

i=1
x t

i ·p i−1, (2.4)
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Table 2.3: Computation of RBP (t ), p = 0.7

Doc Rt i y t
i pRt i−1 Gain

A 1 1 1.00 1.00
B 2 1 0.70 0.70
C 3 1 0.49 0.49
D 4 0 0.34 0.00
E 5 0 0.24 0.00
F 6 0 0.17 0.00
G 7 0 0.12 0.00
H 8 0 0.08 0.00
I 9 0 0.06 0.00

Sum 2.19
×(1−p) 0.66

(a) Ideal RBP

Doc Rt i y t
i pRt i−1 Gain

I 1 0 1.00 0.00
H 2 0 0.70 0.00
G 3 0 0.49 0.00
F 4 0 0.34 0.00
E 5 0 0.24 0.00
D 6 0 0.17 0.00
C 7 1 0.12 0.12
B 8 1 0.08 0.08
A 9 1 0.06 0.06

Sum 0.26
×(1−p) 0.08

(b) Worst RBP

where p is the persistence of the user. Table 2.3 shows examples of the computation of
RBP .

To align the bounds of RBP with the other metrics used in this theis, we consider
the normalized Rank-Biased Precision, or nRBP , which normalizes the bare RBP by the
maximum obtainable RBP [20]. Formally, nRBP is defined as follows:

nRBP (t ; p) = Z (t , p) ·RBP, (2.5)

where Z (t , p) = 1/(1−pP t
), the normalization factor. Note that p denotes the persistence

parameter and P t the number of relevant items for topic t .
Finally, Average Precision (AP ) [21] is the average of the Pr eci si on@k values at each

relevant item in the ranking. Given a topic t and its ranking permutation x t , AP (t ) is
given by Equation 2.6.

AP (t ) =
∑Nt

i=1 Pr eci si on@i ×x t
i

Pt
, (2.6)

where Pr eci si on@k is the precision at cut-off k and x t
i is the relevance of the docu-

ment at rank i . Two toy examples of the calculation of AP are given in Table 2.4.

2.4. LISTWISE LOSS FUNCTIONS
Qin et al. [22] describe three properties a good listwise loss function should have. Loss
functions should be insensitive to the number of document pairs, to avoid a high incon-
sistency between document-level losses and query-level losses. In addition, a good loss
function should penalize ranking errors at the top more than ranking errors at the bot-
tom. And finally, query level losses should be upper bounded, to avoid queries with large
losses to dominate the training process. More general, there should exist a constant C
such that for any topic t

L(y t , ŷ t ) ≤C
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Table 2.4: Computation of AP

Doc Rel Precision
A 1 1/1
B 1 2/2
C 1 3/3
D 0 -
E 0 -
F 0 -
G 0 -
H 0 -
I 0 -

Sum 3.00
/R 1.00

(a) Ideal AP

Doc Rel Precision
I 0 -
H 0 -
G 0 -
F 0 -
E 0 -
D 0 -
C 1 1/7
B 1 2/8
A 1 3/9

Sum 0.73
/R 0.24

(b) Worst AP

IR metrics such as nDCG and AP meet these requirements, but cannot be deployed
as loss due to the non-differentiable nature of the sorting operation which is used in
these metrics. Following Li et al. [20] and using the notation as given in Table 2.1, nDCG
and AP can be written as a function of the predicted relevance using Equation 2.7 and
Equation 2.8.

nDCG(t ) =
∑Nt

i=1(2y t
i −1)/log2(Rt i +1)∑Pt

i=1 1/log2(i +1)
(2.7)

AP (t ) = 1

Pt

Nt∑
i=1

y t
i

Rt i

Nt∑
i=1

y t
j I(Rt j ≤ Rt i ) (2.8)

To address the problem of non-differentiability, a smooth function such as a sigmoid
or ReLU can be used to approximate the indicator function [20, 11, 23]. Using a sigmoid
function, the approximated ranking position R̃t i can be calculated using Equation 2.9.

R̃t i = 1+
Nt∑

j=1\i
σ( ft j − ft i ), (2.9)

where σ(x) = 1/(1+e−x ).
Using R̃t i , the smooth variants of AP and nDCG for topic t can be formulated as

follows: ânDCG(t ) =
∑Nt

i=1(2y t
i −1)/log2(R̃t i +1)∑Pt

i=1 1/log2(i +1)
(2.10)

ÃP (t ) = 1

Pt

Nt∑
i=1

y t
i

R̃t i
(1+

Nu∑
j=1\i

y t
jσ( ft j − ft i )) (2.11)

As the target of the optimization process is to maximize nDCG and AP , we consider
the additive inverse of Equation 2.10 and Equation 2.11 as loss. In addition, we will con-
sider the RBP-based loss function proposed by Li et al. [20], which is given by
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ânRBP (t ) =
Nt∑

i=1
y t

i (R̃t i −1)−
Pt∑

j=1
( j −1) (2.12)



3
METRIC BOUNDING

During training, a loss function and its derivatives are utilized to adjust the model pa-
rameters. An iterative optimization algorithm such as Gradient Descent or Adam uti-
lizes a loss function and batches of instances to update the model in order to decrease
the average loss on a given batch. The direction and size of change are determined by
the loss function and its derivatives with respect to the model parameters. Losses such
as nDCG , AP and nRBP do not account for instance-difficulty. Instead, each instance is
assumed to be equally informative, while in reality, this might not be the case. This could
negatively impact the performance of the model. It might therefore be beneficial to take
this instance-difficulty into consideration during training, by incorporating it in the loss
function. In this chapter, we describe three notions of instance-difficulty and provide
four bounding methods to create difficulty-aware losses. In addition, the required up-
per bounds, lower bounds and expectations of instances for the losses introduced in the
previous chapter are given. Bounds, expectations, loss scores and metric scores are cal-
culated on instances. For simplicity, and following the notation rules as introduced in
Table 2.1, we let X(N ,P ) denote an instance with N documents, of which P are relevant
and xi denote the relevance of the i th ranked item in an instance. In addition, we let
M(·) be a metric and M̃(·) be its smooth approximate. Finally, we note that in case of
nDCG and AP , we need to use their additive inverse as loss function, but ignore that in
this chapter for simplicity.

3.1. MIN-MAX NORMALIZATION
The first aspect which motivates the use of user/query-wise metrics bounding, is the in-
consistency of bounds of the listwise loss functions introduced the previous section. As
previously shown, nDCG and AP and their listwise losses do not have a constant lower
bound of zero across instances. Instead, their lower bounds depend on the number of
relevant and non-relevant items in a given instance.

In a typical IR and RecSys setting, it is safe to assume the number of relevant items is
dwarfed by the number of non-relevant items. In addition, the number of rated (and thus

11
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relevant) items is often not constant across topics. To address this issue of unbalanced
data, the majority class is often under-sampled in the training (and testing) data. This
results in instances to have a fixed ratio of relevant to non-relevant items but does not
address the inconsistency in the number of relevant items across topics. Due to this
inconsistency in the number of relevant items, the lower bounds are not constant across
instances. As a consequence, it is easier to produce high scores for instances with a high
number of relevant items. We can therefore say that the metric/loss score does not solely
reflect the performance of the model, but also depends on the number of relevant items
in an instance.

A simple, yet effective method to create constant upper and lower bounds across top-
ics is to apply Min-Max Normalization. Min-Max Normalization addresses the issue of
inconsistent bounds by bringing all values into the range [0,1]. Given an instance x and a
metric function M(·), the bounded and smooth metric M̃M M (·) is given by Equation 3.1.

M̃M M (x) = M̃(x)−Mmi n(x)

Mmax (x)−Mmi n(x)
, (3.1)

where Mmi n(x) and Mmax (x) denote the minimal and maximal loss achievable on in-
stance x, respectively. We continue by providing formulas for the upper and lower bounds
of nDCG , nRBP and AP and show their dependence on the number of relevant and non
relevant items in an instance.

3.1.1. BOUNDS OF nDCG
The largest obtainable nDCG score is obtained when ranking all relevant items at the
top, producing an nDCG of 1. In contrast, the smallest obtainable nDCG score is ob-
tained when ranking all relevant items at the bottom. For an instance with N items of
which P are relevant, this means ranking the relevant items at ranks N −P +1, N −P +
2, . . . , N −P +P , producing discounted gains of 1

log2(N−P+2) , 1
log2(N−P+3) , . . . , 1

log2(N−P+P+1) .

It follows that the minimal obtainable nDCG is given by Equation 3.2.

nDCGmi n(X(N ,P )) =
N∑

i=N−P+1

1

log2(i +1)
(3.2)

3.1.2. BOUNDS OF nRBP
While nRBP has a lower bound of 0, its upper bound is not constant across topics [20].
The largest nRBP loss is obtained when ranking all relevant items at the bottom. For an
instance X(N ,P ), this means ranking the relevant items at ranks N−P+1, N−P+2, . . . , N−
P +P . This results in the following nRBP loss.

nRBPmax (X(N ,P )) =
N∑

i=N−P+1
(i −1)−

P∑
j=1

( j −1)

We can rewrite the summations to obtain Equation 3.3.

nRBPmax (X(N ,P )) = 1

2
P (2N −P −1)− 1

2
P (P −1) (3.3)
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3.1.3. BOUNDS OF AP
Recall that AP is the average of the Pr eci si on@k values at each relevant document in
the ranking. The optimal AP is obtained when ranking all P relevant documents at the
top, producing an AP score of 1. To obtain the smallest AP score, relevant documents
are ranked at ranks N −P +1, N −P +2, . . . , N −P +P , producing Pr eci si on@k values of

1
N−P+1 , 2

N−P+2 , . . . , P
N−P+P . The AP score is then obtained by summing these values and

dividing by P . It naturally follows that the smallest obtainable AP score for an instance
X(N ,P ) is given by Equation 3.4.

APmi n(X(N ,P )) = 1

P

P∑
i=1

i

N −P + i
(3.4)

3.1.4. IMPACT OF BOUNDING ON LOSS SCORES
Recall that, as mentioned in chapter 2, the goal of optimization is to maximize nDCG
and AP . To align the analysis of the impact of metric bounding on nDCG and AP with
that of nRBP , we consider their additive inverse as loss. Figure 3.1 shows the bounded
loss scores as a function of the unbounded loss scores for three instances with N SR = 2
(top) and three instances with N SR ∈ {1,2,3} (bottom), by loss function (columns).

As expected, min-max bounding guarantees consistent bounds across instances.
The resulting loss function is thus insensitive to the number of (relevant) items in an
instance. We analyze the consequences of this in chapter 5.

We further observe minimal changes for the bounded AP loss, hence we expect min-max
bounding to result in minimal changes in datasets with a constant N SR.

Figure 3.1: Analyzing the impact of min-max bounding on the loss score for three instances with N SR = 2
(top) and three instances with N SR ∈ {1,2,3} (bottom), by loss function (columns).
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3.2. EXPECTATION-BASED METRIC BOUNDING
A second method to create difficulty-aware losses, is to consider the expected score of a
random guess. This method is heavily inspired by Gienapp et al. [24], who propose the
expected nDCG score of a hypothetical random ranker as a method to identify difficult
and non-difficult instances. The expected nDCG score of a random ranker or RnDCG is
calculated as follows:

RnDCG(t ) =
∑Nt

r=1
µ

log2(r+1)

I DCG(t )
, (3.5)

where µ denotes the average gain over the set of documents.
We adopt this method and use the expectation of a metric as a method to quantify

instance-difficulty. Take as example two instances A and B , A then has a higher instance-
difficulty if

E[M(A))] < E[M(B))],

where E[M(I )] denotes the expectation of metric M given instance I .
The expectation of a metric for an instance is given by the average of the scores

produced by all possible permutations of that instance and can be utilized to quantify
instance-difficulty [24]. We propose expectation based bounding (EB), which aims
at utilizing this expectation in order to account for instance-difficulty. For a metric M(·),
the bounded metric M̃EB (·) is given by Equation 3.6.

M̃EB (x) = M̃(x)

E[M(x)]
(3.6)

We continue by providing formulas for E[nDCG], E[nRBP ] and E[AP ] and again
show its dependence on the number of relevant and non relevant items in an instance.

3.2.1. EXPECTATION OF nDCG
The expectation of nDCG for an instance X(N ,P ), or E[nDCG(X(N ,P ))], is given by the av-
erage of the nDCG scores produced by all possible orderings of that instance. As the
ideal DCG (I DCG) score is independent of the ranking, we can write the expectation as
follows:

E[nDCG(X(N ,P ))] = E[DCG(X(N ,P ))]

I DCG(X(N ,P ))
(3.7)

We further note that DCG is the sum of multiple terms gi and that the value of term
gi depends on the relevance of the item at rank i . Given the relevance xi of the item at
rank i , the value of gi is given by Equation 3.2.1.

gi = 2xi −1

log2(i +1)

Table 3.1 shows examples of the computation of the expectation of two instances
X(2,1) and X(3,1). Note that in an instance with N items of which P are relevant, we have
N ! permutations of which N !

P !∗(N−P )! are distinct. To ease calculations, we consider all N !
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permutations and thus include duplicates. Below, we describe these examples in more
detail and finally provide a general function for computing E[nDCG(X(N ,P ))].

Table 3.1: Calculation of E[DCG(X(N ,P ))]

x1 x2 DCG
g1 + g2

1 0 21−1
log2(2) + 20−1

log2(3)

0 1 20−1
log2(2) + 21−1

log2(3)

(a) E[DCG(X(2,1))]

x1 x2 x3 DCG
g1 + g2 + g3

1 1 0 21−1
log2(2) + 21−1

log2(3) + 20−1
log2(4)

1 0 1 21−1
log2(2) + 20−1

log2(3) + 21−1
log2(4)

1 1 0 21−1
log2(2) + 21−1

log2(3) + 20−1
log2(4)

1 0 1 21−1
log2(2) + 20−1

log2(3) + 21−1
log2(4)

0 1 1 20−1
log2(2) + 21−1

log2(3) + 21−1
log2(4)

0 1 1 20−1
log2(2) + 21−1

log2(3) + 21−1
log2(4)

(b) E[DCG(X(3,2))]

To calculate E[DCG(X(2,1))], we need to sum all DCG scores and divide by the num-
ber of possible orderings, which equals N !, 2 in this case.

E[DCG(X(2,1))] =
21−1

log2(2) + 20−1
log2(3) + 20−1

log2(2) + 21−1
log2(3)

2
=

21−1
log2(2) + 21−1

log2(3)

2

For E[DCG(X(3,1))], we again need to sum all DCG scores and divide by the number of
possible orderings. Note that the DCG score is always the sum of multiple terms gi , di-
vided by the log2(·). We can thus first add up all terms which are divided by the same
log2(·), and finally divide by that log.

E(DCG(X(3,1))) =
4·(21−1)
log2(2) + 4·(21−1)

log2(3) + 4·(21−1)
log2(4)

(3)!

= 4/6 · (21 −1)

log2(2)
+ 4/6 · (21 −1)

log2(3)
+ 4/6 · (21 −1)

log2(4)

Note that each term gi is non-zero exactly P
N ·N ! times. More general, we can write the

expectation of DCG for a instance X(N ,P ) as follows:

E[DCG(X(N ,P ))] =
P
N ·N !·(21−1)

log2(2) +
P
N ·N !·(21−1)

log2(3) +·· ·+
P
N ·N !·(21−1)
log2(N+1)

N !

=
P
N · (21 −1)

log2(2)
+

P
N · (21 −1)

log2(3)
+·· ·+

P
N · (21 −1)

log2(N +1)
=

N∑
r=1

P
N · (21 −1)

log2(r +1)
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It follows that the expectation of nDCG(·) is given by:

E[nDCG(X(N ,P ))] =
∑N

r=1

P
N

log2(r+1)

I DCG(X(N ,P ))
(3.8)

3.2.2. EXPECTATION OF nRBP
To compute E[nRBP (X(N ,P ))], we take a similar approach and ignore the second term of
nRBP (Equation 2.12), which ensures a lower bound of 0 for all instances and is inde-
pendent of the ranking.

E[nRBP (X(N ,P ))] = E[L1
nRBP (X(N ,P ))]−

M∑
j=1

( j −1), where

L1
nRBP (X(N ,P )) =

N∑
i=1

y t
i (R̃t i −1) =

N∑
i=1

xi · (i −1)

We continue to compute the expectation of L1
nRPB (·) and note that it is equal to the

sum of multiple terms gi = xi · (i − 1). Table 3.2 shows examples of the computation
of L1

nRPB (·).

Table 3.2: Calculation of E[L1
nRBP (X(N ,P ))]

L1
nRBP

x1 x2 g1 + g2

1 0 1 · (1−1)+0 · (2−1) = 0
0 1 0 · (1−1)+1 · (2−1) = 1

(a) E[nRBP (X(2,1))]

L1
nRBP

x1 x2 x3 g1 + g2 + g3

1 1 0 1 · (1−1)+1 · (2−1)+0 · (3−1) = 1
1 0 1 1 · (1−1)+0 · (2−1)+1 · (3−1) = 2
1 1 0 1 · (1−1)+1 · (2−1)+0 · (3−1) = 1
1 0 1 1 · (1−1)+0 · (2−1)+1 · (3−1) = 2
0 1 1 0 · (1−1)+1 · (2−1)+1 · (3−1) = 3
0 1 1 0 · (1−1)+1 · (2−1)+1 · (3−1) = 3

(b) E(L1
nRBP (X(3,2))

Each term gi is non-zero exactly P
N ·N ! times, producing a score of (i−1). To compute

the expectation of gi , we sum these values and divide by the total number of permuta-
tions to obtain

E[gi ] =
P
N ·N !

N !
· (i −1) = P

N
· (i −1).

It follows that the expectation of L1
nRBP can be computed as follows.

E[L1
nRBP (X(N ,P ))] =

N∑
i=1

E[gi ] = P

N
·

N∑
i=1

(i −1).

Now, when again introducing the normalizing term of Equation 2.12, the expectation
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becomes:

E[nRBP (X(N ,P ))] = P

N
·

N∑
i=1

(i −1)−
P∑

j=1
( j −1)

= P

N
· 1

2
(N −1)N − 1

2
(P −1)P = 1

2
·P · (N −P )

(3.9)

3.2.3. EXPECTATION OF AP
The expectation of Average Precision for an instance X(N ,P ) is equal to the average of
the AP scores produced by all possible orderings of that instance. Table 3.3 shows two
examples.

Table 3.3: Calculation of E[AP (X(N ,P ))]

x1 x2 AP
1 0 1/1
0 1 1/2

sum: 3/2
E: 3/4

(a) E[AP (X(2,1))]

x1 x2 x2 AP
1 1 0 (1/1 + 2/2)/2
1 1 0 (1/1 + 2/2)/2
1 0 1 (1/1 + 2/3)/2
1 0 1 (1/1 + 2/3)/2
0 1 1 (1/2 + 2/3)/2
0 1 1 (1/2 + 2/3)/2

sum 29/6
E 29/36

(b) E[AP (X(3,2))]

Following Y. Bestgen [25], ignoring the two divisors P and the total number of (dif-
ferent) permutations, E[AP (·)] is the sum of precision scores at each rank. The idea is to
calculate, for each rank n, the probability of having the i th relevant document at rank n.
This would produce a score of i /n. This probability is equal to the probability of having
i successes in n draws from a population of size N with P successes. In addition, we
require the last draw to be a success. The probability of having i successes in n draws
from a population of size N with P successes is given by the following formula.

Pr (X = i ) =

(
P
i

)(
N −P
n − i

)
(

N
n

)

The probability of the last draw to be a success when having n draws and i successes
is i

n . Combining this probability with Pr (X = i ) and the produced scores, results in the
following expectation for AP.

E[AP (XN ,P )] =
∑P

i=1

∑N−P+i
n=i

i
n · i

n ·Pr (X = i )

P
(3.10)
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3.2.4. IMPACT OF BOUNDING ON LOSS SCORES

To align the analysis of the impact of metric bounding on nDCG and AP with that of
nRBP , we consider their additive inverse as loss. Figure 3.2 visualizes the expectation of
the loss scores of nDCG , AP and nRBP as a function of the number of relevant items
in an instance for instances with a constant ratio of non-relevant to relevant items (neg-
ative sampling ratio). We can make several interesting observations. First, for all losses
we observe a positive correlation between the N SR and the expected loss score. This
observation indicates that having a higher fraction of non-relevant items in an instance
makes the ranking task harder.

Second, the expectation of nDCG loss is a decreasing function from P ≥ 5 relevant
items. This means that for a constant N SR, instances with a higher number of relevant
items are expected to perform better. In contrast, the expectation of AP and nRBP is,
for a constant N SR, a increasing function with respect to the number of relevant items
in an instance. This means that for a given N SR, larger instances are more difficult.

To analyze the effect of the bounding methods on the produced loss scores, Figure 3.3
shows the bounded loss value, as a function of the unbounded loss value for three in-
stances with N SR = 2 (top) and three instances with N SR ∈ {1,2,3} (bottom), by loss
function (columns). We can make the following observations. First, while bare nDCG
and AP have consistent upper bounds across topics, the bounds of the bounded losses
are depended on the instance properties. In contrast, we observe that the bounded
nRBP losses have consistent upper and lower bounds across instances. As a result,
we expect that that expectation based bounding and expectation-max bounding
will achieve similar performance as
min-max bounding . We investigate whether this is indeed the case in chapter 5.

When considering instances with different N SR, we observe that instances with a
higher N SR are able to achieve higher losses, making the training process more sensitive
to these difficult instances.

Figure 3.2: Expectation of nDCG , AP and nRBP for different negative sampling ratios, as function of the
number of relevant items in an instance.
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Figure 3.3: Analyzing the impact of expectation based bounding on the loss score for three instances with
N SR = 2 (top) and three instances with N SR ∈ {1,2,3} (bottom), by loss function (columns).

3.3. EXPECTATION-MAX BOUNDING
We propose a third method bounding method which combines Min-Max Normalization
with the expectation of a metric. Expectation-max bounding applies Min-Max nor-
malization, but takes the expectation as the minimal value. More formally, expectation-max
bounding is given by Equation 3.11.

M̃E M (x) = M̃(x)−E[M(x)]

Mmax (x)−E[M(x)]
(3.11)

We use the formulas for the expectation of nDCG , AP and nRBP as given in the pre-
vious section and continue with an analysis on the impact on the produced loss scores.

3.3.1. IMPACT OF BOUNDING ON LOSS SCORES
To align the analysis of the impact of metric bounding on nDCG and AP with that of
nRBP , we consider their additive inverse as loss. Figure 3.4 shows the bounded loss
value, as a function of the unbounded loss value for three instances with N SR = 2 (top)
and three instances with N SR ∈ {1,2,3} (bottom), by loss function (columns).

First, for instances with a constant N SR, we observe that expectation-max bounding
has a similar impact as expectation based bounding on the produced loss scores
and thus expect to achieve similar performance.

Second, when considering instances with different N SR, we observe that instances
have a consistent lower bound of -1. However, when considering nDCG and AP we
observe the upper bound depends on the instance properties. We analyze the impact of
this observation in chapter 5.
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Figure 3.4: Analyzing the impact of expectation-max bounding on the loss score for three instances with
N SR = 2 (top) and three instances with N SR ∈ {1,2,3} (bottom), by loss function (columns).

3.4. DISTRIBUTION-BASED METRIC BOUNDING
While expectation based bounding and expectation-max bounding aim to cre-
ate difficulty-aware losses by utilizing the performance of a random ranker, the resulting
loss function is not guaranteed to have a constant lower and upper bound across in-
stances. A second method of utilizing the performance of a random ranker is to use the
distribution of scores produced by this random ranker. For a given instance and metric,
a distribution of scores can be calculated: each of the possible orderings of the instance
results in a particular value. The distribution is then defined by the probability of those
orderings. A discrete cumulative distribution naturally follows. distribution based
bounding aims at incorporating the instance difficulty by utilizing this distribution and
simultaneously ensures a constant lower and upper bound of zero and one, respectively.

For a metric M(·) and instance x, the bounded metric MDB (x) is given by Equa-
tion 3.12.

M̃DB (x) = F(x;M)(M̃(x)), (3.12)

where F(x;M)(·) denotes the cumulative distribution for the given metric and instance,
which maps a metric score to the fraction of instances which produce the same score or
lower. This fraction is equivalent to the probability we outperform a random system.

While the distribution of measures like recall and Pr eci si on@k have nice closed
forms, for more complex measures like nDCG and nRBP the only resource is simula-
tion [26]. We therefore propose a method to calculate F(x;M)(·) for any metric, which
makes no assumptions about the underlying distribution of the metric, but relies on



3.4. DISTRIBUTION-BASED METRIC BOUNDING

3

21

precalculated probability density functions.
Given the discrete probability density function for a given metric M and instance X ,

which is given by the metric scores Dx and the probability of those scores D y , F(X ;M)(·)
can be calculated as shown in algorithm 1. The Heaviside function H(·) is defined as
follows.

H(x) =
{

0 if x < 0
1 if x ≥ 0

As a result of using the Heavyside function H in algorithm 1, the resulting CDF is
not smooth. However, to allow MDB (x) to be used as loss, the function should be dif-
ferentiable and thus smooth. Hence, F (·) should be a smooth function. To smoothen
F(x;M)(S), we approximate the Heaviside function and deploy a sigmoid functionσa with
gain a. The resulting function F̃(x;M ;a)(S) is given by algorithm 2. Figure 3.5 shows the
approximated distributions for nDCG , AP and nRBP for two example instances using
different gains. When using the sigmoid function σa with default gain a = 1, the result-
ing function is smooth, but does not approximate the distribution well. In addition, the
gain which results in a smooth distribution which closely resembles the underlying dis-
tribution, is not constant. We therefore propose a value for the gain which depends on
both the metric and distribution size. The gain a is calculated using Equation 3.13.

a(D) = 1
max(Dx )−mi n(Dx )

len(Dx )

, (3.13)

where max(Dx ) and mi n(Dx ) denote the maximal and minimal metric score in the dis-
tribution and len(Dx ) denote the number of scores in the distribution. Figure 3.6 shows
the approximated distributions for nDCG , AP and nRBP for two example instances.

Algorithm 1: Discrete F(X ;M)(S)

Input score S
Initialize distribution:
D = (Dx , D y )

diff = S - Dx

ans = H(diff) ·D y

return sum(ans)

Algorithm 2: Smooth F̃(X ;M ;a)(S)

Input score S
Initialize distribution:
D = (Dx , D y )

diff = S - Dx

ans = σa(diff) ·D y

return sum(ans)
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(a) nDCG (b) AP (c) nRBP

(d) nDCG (e) AP (f) nRBP

Figure 3.5: Cumulative distribution and approximated distributions (See algorithm 2) of nDCG , AP , and nRBP
for two instances X(8,4) (top) and X(15,5) (bottom) for gain a ∈ {1,4,16,64}.

(a) nDCG (b) AP (c) nRBP

(d) nDCG (e) AP (f) nRBP

Figure 3.6: Approximated distributions of nDCG , AP , and nRBP for three instances with N SR = 2 (top) and
three instances with different N SR ∈ {1,2,3} (bottom). Using algorithm 2 and Equation 3.13.
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Figure 3.7: Analyzing the impact of distribution based bounding on the loss score for three instances
with N SR = 2 (top) and three instances with N SR ∈ {1,2,3} (bottom), by loss function (columns).

3.4.1. IMPACT OF BOUNDING ON LOSS VALUES
To analyze the effect of the bounding methods on the produced loss scores, Figure 3.7
shows the bounded loss value, as a function of the unbounded loss values for three in-
stances with N SR = 2 (top) and three instances with N SR ∈ {1,2,3} (bottom), by loss
function (columns). To align the analysis of the impact of metric bounding on nDCG
and AP with that of nRBP , in this subsection we consider the additive inverse of nDCG
and AP as loss function. As a result, the goal of optimization is to minimize the nDCG
loss, AP loss and nRBP loss.

Similar to min-max bounding , distribution based bounding ensures constant
upper and lower bounds across instances, but is in contrast to the previous bounding
methods not a linear mapping. As a result of the consistent bounds across topics, the
resulting loss should be insensitive to the number of (relevant) items in an instance. We
analyze the impact of distribution based bounding in chapter 5.



4
EXPERIMENTAL SETUP

The goal of this thesis is to assess the impact of query/user-wise metric bounding on
the relative performance of learning to rank models. First, we explain the selection of
models and datasets. Then, we describe the experimental protocol for our experiment.

4.1. MODELS
As mentioned in chapter 1, LTR can be introduced from two perspectives, namely Rec-
ommendation and IR. We therefore choose to analyze the relative performance of rank-
ing models in both a recommendation and IR setting. Considering recommendation, we
follow the practice from other ranking-based recommendation that target direct metric
optimization and choose Matrix Factorization as the model [20, 10]. For IR, we follow
the approach of Liu et al. [15] and deploy a Neural Network as recommendation model.
While more advanced methods for LTR exits, our goal is to assess the relative perfor-
mance of the models when trained using the bounding methods introduced in chap-
ter 3. A more comprehensive study on the performance of more advanced models is left
for future work.

4.1.1. HYPERPARAMETERS
We explored the impact of the dimensionality of the latent vectors of Matrix Factoriza-
tion within the range {16, 32, 64}. In accordance with [20], we found that while a higher
dimensionality often results in better ranking accuracy, the embedding size has no im-
pact on the relative performance of the models. We therefore select 32 as the number of
latent factors and initialize them randomly in the range [−0.01,0.01]. Finally, the batch
size, which defines the number of instances that will be propagated through the network
before updating it, is set to 32.

While complex Neural Networks with a high number of hidden layers are capable of
achieving high metric scores, the goal of this experiment is to analyze the impact of using
different bounding methods and realizing the optimal performance is outside the scope
of this thesis. We therefore simply initialize a Neural Network with one fully connected

24



4.2. DATASETS

4

25

hidden layer. For selecting the number of neurons in the hidden layer, we performed a
search in the range {6, 12, 23, 46, 69, 92}. The results showed minimal change in overall
performance, we therefore simply selected 46 as the number of neurons in the hidden
layer. PyTorch [27] will be used to implement and train the models.

4.2. DATASETS
To assess the performance of the proposed bounding methods, two widely-used datasets
are selected. For training the Neural Network, we will use the LETOR 4.0 [28] package.
LETOR 4.0 is a package of benchmark datasets for research in learning to rank and in-
cludes the MQ2008 dataset. The dataset contains about 800 queries with labeled doc-
uments. Each data point represents a query-document pair and consists of a 3-level
relevance judgment and a 46-dimensional feature vector.

The MovieLens [29] dataset includes 100,000 5-star ratings to 9,000 movies by 600
users and will be used to train the Matrix Factorization model.

Both datasets contain multi-level ratings which need to be binarized before they can
be used as training and testing data. In the MQ2008 dataset, items with the highest rele-
vance rating are considered as relevant. For the MovieLens dataset, we consider items
with ratings of 4 and higher as relevant. The remaining items, including non-rated items,
are taken as non relevant. In addition, we filter out users with less than 25 relevant items
in the MovieLens dataset, because the lack of data might lead to unreliable performance
measurements [20]. As using the same strategy on the MQ2008 dataset would requires us
to remove over half the data, we do not filter out any queries.

4.3. PROTOCOL
To avoid problems like over-fitting and selection bias, cross validation is applied. The
5-fold partitions included in the MQ2008 dataset will be used for training and testing. For
the MovieLens dataset, we take a similar approach and randomly split the data in to 5
splits, stratified by user. As we have a minimum of 25 relevant items per user, each user
will have at least 5 relevant items in the test set, and 20 in the training set. To speed up the
training process, not all irrelevant items will be included in the training and testing set.
Instead, irrelevant items will be sampled with a fixed ratio with respect to the relevant
items for a user. We denote this ratio as the negative sample ratio (NSR) and create three
datasets with a NSR in the range {1, 2, 3}.

Preliminary research on the impact of the optimizer has been done and while Stochas-
tic Gradient Decent often results in better performance, Adam [30] will be used to opti-
mize the models, as it is computationally efficient, has no impact on the relative perfor-
mance and requires little tuning for the learning rate [31].

As mentioned in section 3.4, the distribution based bounding method relies on pre-
calculated distributions. Both the MQ2008 and MovieLens dataset contain instances
with more than 100 items. As a result, computing the metric score for each of the 100!
possible orderings becomes infeasible. Therefore, the distributions will be approximated
by means of sampling. For each instance, an approximated distribution is created by
calculating the metric score for 300.000 random permutations. For the Expectation-
Based bounding method, which relies on the expectation of metrics, we take a similar
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approach. To increase efficiency, we avoid computing the expectation during training
and calculate the expectation during preprocessing.



5
RESULTS

In this chapter, we compare the effectiveness of the four bounding methods introduced
in chapter 3 when applied to three widely-used listwise loss functions. More specifically,
we use the performance of the models trained using the unbounded nDCG , AP and
nRBP as a baseline and analyze the difference in performance when using one of the
proposed bounding methods.

In section 5.1, we analyze the difference in overall performance between models
trained with bounded and unbounded losses. Then, the impact of the proposed bound-
ing methods on the nDCG@k score for different values of k is investigated. In section 5.2,
we analyze and compare the distributions of scores produced by models optimized for
bounded and unbounded losses. Finally, in section 5.3 and section 5.4 we investigate the
effect of metric bounding on the recommendation performance on instance level.

5.1. EFFECT OF METRIC BOUNDING ON OVERALL PERFORMANCE
Table 5.1 shows the performance of the proposed bounding methods for each loss and
dataset. We evaluated the models by using the same metric as used for optimization.
For models optimized for nRBP , we choose to report the nRBP .95 score, as it is best
correlated with other metrics [20, 32, 33]. We also note that the reported relative results
are representative for both nRBP 0.8 and nRBP .9.

While optimizing the bounded losses often results in similar performance across all
losses on all datasets, several observations can be made. First, in the MovieLens dataset,
a clear negative correlation exists between the negative sampling ratio and the perfor-
mance of the models. This does not necessarily mean the models trained with a higher
N SR are worse [20]. As the test and training sets follow the same distribution, models
trained with a higher N SR are evaluated with test sets containing more non-relevant
items, which makes the ranking task harder.

Second, the performance on the MQ2008 dataset is significantly lower when com-
pared to the MovieLens dataset. This indicates a difference in ranking difficulty between
the two datasets, which might be a direct consequence of the difference in average ratio
of relevant to non relevant items between the two datasets.

27
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Finally, we note that applying Distribution Based Bounding to nDCG leads to a
significant decrease in performance in the MovieLens dataset. We discuss this in more
detail in section 5.5.

Table 5.1: Average performance for each loss and bounding method . Final row denotes the evaluation met-
ric. Italic scores indicate an increase in performance with respect to no bounding while the best score per loss
is highlighted in bold.

MovieLens Score
NSR

loss bounding method 1 2 3
nDCG No 0.9659 0.9466 0.9294
nDCG Min-Max 0.9657 0.9465 0.9293
nDCG Expectation Based 0.9654 0.9463 0.9289
nDCG Distribution Based 0.8791 0.8534 0.8346
nDCG Expectation-Max 0.9662 0.9475 0.9309

n
D

C
G

AP No 0.8960 0.8448 0.8051
AP Min-Max 0.8958 0.8448 0.8050
AP Expectation Based 0.8960 0.8450 0.8044
AP Distribution Based 0.9010 0.8438 0.7965
AP Expectation-Max 0.8958 0.8453 0.8046

A
P

nRBP No 0.9349 0.9046 0.8749
nRBP Min-Max 0.9473 0.9158 0.8848
nRBP Expectation Based 0.9471 0.9154 0.8854
nRBP Distribution Based 0.9424 0.9104 0.8777
nRBP Expectation-Max 0.9471 0.9157 0.8846

R
B

P
.95

(a) MovieLens datasets with N SR ∈ {1,2,3}.

MQ2008

loss bounding method Score
nDCG No 0.7940
nDCG Min-Max 0.7932
nDCG Expectation Based 0.7940
nDCG Distribution Based 0.7945
nDCG Expectation-Max 0.7963

n
D

C
G

AP No 0.6687
AP Min-Max 0.6705
AP Expectation Based 0.6640
AP Distribution Based 0.6726
AP Expectation-Max 0.6679

A
P

nRBP No 0.7140
nRBP Min-Max 0.7173
nRBP Expectation Based 0.7181
nRBP Distribution Based 0.7139
nRBP Expectation-Max 0.7181

R
B

P
.95

(b) MQ2008 dataset.

We will in addition consider nDCG@k as a method to quantify the performance of
the models. Figure 5.1 shows the nDCG@k scores as a function of k for each bounding
method, by loss (rows) and dataset (columns).

We first note that while there exist a negative correlation between k and the nDCG@k
score in the MovieLens datasets, a clear positive correlation between k and the nDCG@k
can be observed for the MQ2008 dataset. An analysis on why we observe a different corre-
lation in the two datasets is left for future work and discussed in more detail in chapter 6.

Looking at the performance of the bounding methods, we can again make several
observations. First, we observe minimal changes in performance when optimizing the
bounded variants of nDCG . This observation supports the previous findings that opti-
mizing bounded variants of nDCG does not result in an increase in performance.

Second, while optimizing the bounded variants of AP did not lead to a clear increase
in overall performance, we do observe an increase in nDCG@k score when deploying
distribution based bounding. Interestingly, while applying distribution based
bounding resulted in a decrease in average performance in the MovieLens dataset with
a negative sampling ratio of 3, a slight but consistent increase in performance can be
observed when considering nDCG@k for k ≤ 10. In the MQ2008 dataset, we observe that
optimizing a bounded variant of AP often leads to an increase in nDCG@k.

Finally, we observe that models optimized for bounded nRBP losses outperform the
unbounded nRBP in terms of nDCG@k in all datasets, except the MovieLens dataset
with a negative sampling ratio of 3, where an increase can be observed for k ≥ 3. This ob-
servation, combined with the finding that optimizing bounded variants of nRBP leads
to similar overall performance, suggests that applying user/query-wise metric bounding
to nRBP loss can increase recommendation utility.
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In the next sections, we analyze and compare the performance on instance-level, to
further analyze the impact of applying user/query-wise metric bounding in LTR.

Figure 5.1: nDCG@k scores as a function of k for each bounding method, by loss base (rows) and dataset
(columns).

5.2. EFFECT OF METRIC BOUNDING ON INDIVIDUAL USER/QUERY

PERFORMANCE
The analysis in the previous sections showed that optimizing bounded losses may in-
creases the overall performance, but only marginally. In addition, we observed that some
bounding methods consistently increase the recommendation performance in terms of
nDCG@k.

A big drawback of evaluating a system using the average nDCG , AP or nRBP is that
the performance of a system is assessed using a single value and the recommendation
utility for individual users or specific groups of users cannot be analyzed. Especially
when comparing systems, a more in-depth analysis of the performance for different
users or groups of users might be of relevance.

In this section, we analyze the performance of the bounding methods by comparing
the distribution of scores produces by models optimized for bounded and unbounded
losses. This gives greater insights into the performance of the model on instance-level.

Figure 5.2, Figure 5.3 and Figure 5.4 show the comparison between the distribution of
scores produced by the models optimized for bounded and unbounded losses for each
loss, by bounding method (rows) and dataset (columns). The x-axis represents the
instance score, the y-axis shows the fraction of instances that achieve a scor e ≤ x.

As the plot might be hard to interpret, score intervals in which the fraction of in-
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stances that achieve those scores is lower for the model trained on the bounded loss, are
highlighted in gray. In the optimal case, gray areas appear on the left side of the plot,
indicating low scores are less likely.

We can make several interesting observations. First, we observe that applying
expectation-max bounding to nDCG results in an slight increase in the fraction of in-
stances that achieve the highest scores. This apparent increase in performance is, how-
ever, at the cost of an increase in the fraction of instances that achieve the lowest scores.
We further observe minimal changes in the distribution of scores when optimizing a
bounded variant of nDCG . This supports the findings in previous section that optimiz-
ing a bounded variant of nDCG does not lead to an increase in performance.

Second, applying distribution based bounding to AP results in a decrease in
the fraction of instances that achieve the lowest scores, not at the cost of instances that
achieve high scores. The impact of distribution based bounding does seem to de-
crease with an increase in NSR. This observation supports the findings in the previous
sections that distribution based bounding works best in datasets with a low NSR.
We further observe that optimizing other bounded variants of AP do not improve the
distribution of scores.

Finally, the results in the previous sections showed that optimizing a bounded vari-
ant of nRBP could increase the recommendation utility. This observation is supported
by Figure 5.4, where we observe a consistent decrease of the fraction of instances that
achieve low scores in the MovieLens dataset. Also, in line with previous findings, we
observe a decrease in the effectiveness of distribution based bounding for higher
negative sampling ratios.

In the next sections, we continue to analyze the performance of the models opti-
mized for bounded and unbounded losses and aim to identify which instances benefit
most from metric bounding.

5.3. WHERE DOES METRIC BOUNDING HAVE THE LARGEST EF-
FECT?

In this section, we aim to identify which instances benefit from metric bounding by ana-
lyzing and comparing the performance on instance level. As the models are trained and
tested on the same dataset, we can compare scores on instance level by plotting the per-
formance of the model trained with a bounded loss as a function of the performance of
the model trained with an unbounded loss. Figure 5.5, Figure 5.6 and Figure 5.7 show
the instance scores as a function of the performance of the model optimized for the un-
bounded loss for each loss, by bounding method (rows) and dataset (columns).

For all losses, we observe a clear and strong correlation between the instance scores
achieved by the models optimized for a bounded loss and the scores achieved by the
models optimized for a unbounded loss. This indicates that high scoring instances re-
main to achieve high scores and any change in performance in not correlated with the
scores achieved by model trained on unbounded losses. However, in the MovieLens
dataset with a N SR of 1, we observe that metric bounding may increase the performance
for the lowest scoring instances.

In addition, in the MovieLens dataset we observe that the variance in score increases
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Figure 5.2: Comparing the distributions of scores produced by models optimized on bounded and unbounded
nDCG , by bounding method (rows) and dataset (columns).

Figure 5.3: Comparing the distributions of scores produced by models optimized on bounded and unbounded
AP , by bounding method (rows) and dataset (columns).
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Figure 5.4: Comparing the distributions of scores produced by models optimized on bounded and unbounded
nRBP , by bounding method (rows) and dataset (columns).

with the N SR. This observation holds true for all losses and indicates that the proposed
bounding methods have greater impact when used on datasets with a higher N SR. Inter-
estingly, this observation challenges the finding in the previous section that the impact
of distribution based bounding decreases with a higher NSR.
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Figure 5.5: Instance scores when optimizing bounded variants of nDCG , as a function of the instance score
when optimizing for unbounded nDCG .

Figure 5.6: Instance scores when optimizing bounded variants of AP , as a function of the instance score when
optimizing for unbounded AP .
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Figure 5.7: Instance scores when optimizing bounded variants of nRBP , as a function of the instance score
when optimizing for unbounded nRBP .

5.4. WHO BENEFITS FROM METRIC BOUNDING?
The analysis in the previous sections indicated that optimizing a bounded loss can in-
crease the recommendation utility. The proposed bounding methods utilize some no-
tion of instance-difficulty to create difficulty-aware losses. As a result, difficult instances
are weighted more heavily during training, which could increase the recommendation
utility for these difficult instances, possibly at the cost of the utility for easier instances.
As shown in chapter 3, the bounding methods heavily depend on the number of relevant
and non relevant items in an instance. We therefore investigate whether we observe a
correlation between the performance difference as a function of the number of relevant
items in an instance. Figure 5.8, Figure 5.9 and Figure 5.10 show the performance differ-
ence between optimizing the bounded and unbounded loss as a function of the num-
ber of relevant items in an instance. In addition, we provided a kernel density estimate,
which is a non-parametric fit to the data.

For models trained on bounded variants of nDCG and AP , we do not observe a clear
correlation between the performance change and number of relevant items in an in-
stance. This means that instances with a high number of relevant items do not benefit
from the proposed bounding methods.

In contrast, in the MovieLens dataset with a higher NSR, we observe that while op-
timizing a bounded variant of nRBP improves the performance for all instances, in-
stances with a higher number of relevant items may benefit more. This increase in per-
formance for instances with a higher number of relevant items is not at the cost of in-
stances with a lower number of relevant items.
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Figure 5.8: Score difference between optimizing the bounded nDCG and unbounded nDCG (higher is better),
as a function of the number of relevant items in an instance, by dataset (columns) and bounding method
(rows).

Figure 5.9: Score difference between optimizing the bounded AP and unbounded AP (higher is better), as a
function of the number of relevant items in an instance, by dataset (columns) and bounding method (rows).
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Figure 5.10: Score difference between optimizing the bounded nRBP and unbounded nRBP (higher is better),
as a function of the number of relevant items in an instance, by dataset (columns) and bounding method
(rows).

5.5. SUMMARY
To summarize, the empirical evidence in this chapter showed that optimizing a bounded
loss is often no less effective than optimizing unbounded losses. In addition, we ob-
served a marginal but consistent increase in average performance when optimizing a
bounded variant of nRBP . Interestingly, additional analysis on the impact of metric
bounding on the performance of ranking models in terms of nDCG@k showed an in-
crease in performance for both AP and nRBP . These observations are further sup-
ported by a comparison of the distributions of scores produced by models optimized
for bounded and unbounded losses.

Furthermore, the obtained results show a strong correlation between the instance
scores achieved by the models optimized for a bounded and unbounded losses. Inter-
estingly, we observed that optimizing a bounded variant of nRBP resulted in an increase
in performance for the lowest scoring instances. In addition, we observed that metric
bounding may benefit instances with a higher number of relevant items more.

Finally, the results in this chapter showed that applying distribution based bounding
to nDCG leads to a significant decrease in performance in the MovieLens dataset. In
contrast, distribution based bounding showed promising results in other datasets,
or when applied to other losses. Additional analysis on the performance in different
MovieLens datasets showed similar ranking performance. In addition, an analysis on
the approximated distributions did not result in new insights on this decrease in perfor-
mance. Further analysis is outside the scope of this thesis and is left for future work.
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CONCLUSION

Learning to Rank is the application of Machine Learning in order to create and opti-
mize ranking functions. Most learning to rank methods follow a listwise approach and
optimize a listwise loss function which closely resembles the same metric used in the
evaluation. The optimization of such ranking functions is an iterative process which uti-
lizes a loss function and its derivatives with respect to the models parameters to decrease
the average loss on the current batch. Popular listwise loss functions such as nDCG , AP
and nRBP do not have consistent bounds across topics and do not account for instance-
difficulty. As a result, the loss score does not solely reflect the performance of the model,
but also depend on the instance properties. During training, each instance is assumed
to be equally informative, while in reality, this informativeness might depend on the dif-
ficulty of the instance.

In this thesis, we proposed four bounding methods which utilize some notion of
instance-difficulty to produce difficulty-aware losses and showed the impact on the pro-
duced loss scores. We applied the four proposed bounding methods to three popular
listwise loss functions, namely nDCG , AP and nRBP and analyzed the impact on the
recommendation effectiveness of two ranking models. Experimental results based on
two datasets showed that, in most cases, optimizing a bounded loss function results in a
consistent but marginal increase in overall performance. More interestingly, we showed
that optimizing a bounded variant of nRBP and AP may increase the nDCG@k, increas-
ing the recommendation utility.

To further investigate the impact of user/query-wise metric bounding on the per-
formance of the ranking models, we analyzed the performance on instance level. We
showed that user/query-wise metric bounding can increase the recommendation per-
formance for instances with a higher number of relevant items, without a negative im-
pact on the performance for instances with a lower number of relevant items.
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6.1. RECOMMENDATIONS
The empirical results suggest that, in most cases, optimizing a bounded loss leads to a
consistent but marginal improvement in average performance of the ranking functions.
Furthermore, we observed that optimizing a bounded loss can lead to a consistent in-
crease in the nDCG@k score for k ≤ 10, which makes the optimization of a bounded loss
interesting for applications where only a small list of recommendations is provided to
a user. In addition, the results suggest that optimizing a bounded variant of nRBP can
benefit instances with a higher number of relevant items, without a negative effect on
the average performance of other instances. This observation of the proposed bounding
methods further motivates the use of user/query-wise metric bounding.

Finally, while optimizing a bounded variant of nRBP generally outperforms optimiz-
ing bare nRBP , the best bounding method for nDCG and AP seems more dependent on
the dataset.

6.2. FUTURE WORK
The research in this thesis can be extended on the following aspects. First, we can extend
the experiment and analyze the impact of user/query-wise metric bounding in different
datasets. In addition, we can extend the experiment with more complex ranking mod-
els. This allows us to analyze whether the observations made in this thesis hold true in
different datasets and for more complex ranking functions.

Secondly, distribution based bounding currently relies on distributions gener-
ated from sampled data. These distributions are generated by calculating the metric
score of a fixed amount of random permutations of an instance. As a consequence, each
order is taken as equally likely, while in reality most ranking functions easily outper-
form a random ranking. We would like to analyze the impact of distribution based
bounding when utilizing a distribution which favors ranking relevant items higher. This
makes for a more realistic distribution of scores and in addition increases the resolution
of the distribution at higher scores.

Third, the results showed a negative correlation between k and the nDCG@k score
in the MovieLens dataset. In contrast, in the MQ2008 dataset we observed a positive
correlation. It would be interesting to analyze what is the reason behind this observation.
We suspect this to be either a consequence of the used ranking function or dataset, but
leave the analysis for future work.

Furthermore, in this thesis, we focused on the direct optimization of IR metrics and
thus evaluated the ranking functions using the same metric as used in the optimiza-
tion process. However, other research challenges the assumption that optimizing the
same metric used in the evaluation leads to the best performance [20]. It would there-
fore be interesting to analyze to which extent the observations made in this thesis hold
true when evaluating and optimizing a ranking function using different metrics.

Finally, the current training and test sets follow the same distribution of relevant to
non-relevant items. It would be interesting to analyze to which extent the ranking mod-
els can benefit from being trained on training sets with a higher negative sampling ratio
when optimizing a bounded loss. To analyze this, we would increase the NSR in the
training set, without increasing the NSR in the test set.
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