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Abstract

A 2022 Harvard Business Review report critically examines the readiness of
AI for real-world decision-making. The report cited several incidents, like an
experimental healthcare chatbot suggesting a mock patient commit suicide
in response to their distress or when a self-driving car experiment was called
off after it resulted in the death of a pedestrian.

These incidents, leading to media frenzies and public outcries, underscore
a pressing concern: "How do these AI systems reach their conclusions?" It
has created an urgent demand for transparency and clarity in AI decision-
making processes. This urge to understand has translated into a significant
uptick in the volume of work in Explainable AI (XAI). This makes it crucial
to have consistent evaluation standards for streamlined growth in the field.

However, XAI, being a multidisciplinary field, faces the challenge of a lack
of consensus on what constitutes a "good" explanation. Stakeholders with
diverse backgrounds and needs can have diverging expectations from XAI.
Some might prioritize simple and concise explanations, while others prioritize
detailed information about AI predictions, all depending on their end goal.

This thesis addresses the standardization of an evaluation framework for XAI
methods, that accounts for stakeholders’ needs in different usage contexts.
It presents a prototype that can be customized and extended to suit various
XAI methods and tasks. Findings affirm the framework’s ability to yield
insightful comparisons between different XAI methods. It also highlights
issues with human perception of specific XAI features in those methods.
The efforts in this work contribute to XAI techniques being integrated into
real-world applications, ensuring more reliable and consistent performance
assessment.

iii





Contents

1 Introduction 1

1.1 XAI – Why do we need it? . . . . . . . . . . . . . . . . . . . 2

1.2 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Our Objectives . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.4 Scope of the work . . . . . . . . . . . . . . . . . . . . . . . . 5

1.5 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2 Background and Related works 7

2.1 Value Framework . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2 Stakeholder Analysis . . . . . . . . . . . . . . . . . . . . . . 8

2.3 Explanations . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.4 Pilot studies evaluating XAI . . . . . . . . . . . . . . . . . . 12

2.4.1 A case for interactive XAI solution . . . . . . . . . . 13

2.5 Evaluation of XAI in literature . . . . . . . . . . . . . . . . 14

2.5.1 Application-grounded evaluation . . . . . . . . . . . . 15

2.5.2 Human-grounded evaluation . . . . . . . . . . . . . . 15

2.5.3 Functionally-grounded evaluation . . . . . . . . . . . 15

2.6 Scale development . . . . . . . . . . . . . . . . . . . . . . . . 16

2.7 Quality Control . . . . . . . . . . . . . . . . . . . . . . . . . 17

3 Methodology 19

v



Contents

3.1 The Evaluation Framework . . . . . . . . . . . . . . . . . . . 19

3.1.1 Contexts . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.1.2 Operationalizing the Values . . . . . . . . . . . . . . 21

3.2 Experiment Design . . . . . . . . . . . . . . . . . . . . . . . 23

3.2.1 Independent variables . . . . . . . . . . . . . . . . . 24

3.2.2 Dependent variables . . . . . . . . . . . . . . . . . . 27

3.2.3 Participants . . . . . . . . . . . . . . . . . . . . . . . 27

3.2.4 Sample size . . . . . . . . . . . . . . . . . . . . . . . 28

4 Study Administration 29

4.1 Data Collection . . . . . . . . . . . . . . . . . . . . . . . . . 29

4.1.1 Crowdsourcing Platforms . . . . . . . . . . . . . . . . 29

4.1.2 Audience filtering . . . . . . . . . . . . . . . . . . . . 30

4.1.3 Quality Control . . . . . . . . . . . . . . . . . . . . . 31

4.2 User story . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

4.3 Study Design Validation . . . . . . . . . . . . . . . . . . . . 35

4.3.1 Pre-test validity . . . . . . . . . . . . . . . . . . . . . 35

4.3.2 Post-test validity . . . . . . . . . . . . . . . . . . . . 38

5 Results and Discussion 39

5.1 Evaluating Fulfillment of Selected Values . . . . . . . . . . . 39

5.1.1 Processing incorrect responses . . . . . . . . . . . . . 40

5.1.2 Explainer Dashboard - Credit Risk . . . . . . . . . . 41

5.1.3 Explainer Dashboard - Recidivism Risk . . . . . . . . 45

5.1.4 TalkToModel - Credit Risk . . . . . . . . . . . . . . . 49

5.1.5 TalkToModel - Recidivism Risk . . . . . . . . . . . . 52

5.2 Comparative Analysis of XAI Solutions . . . . . . . . . . . . 54

5.2.1 Statistical testing results . . . . . . . . . . . . . . . . 55

5.3 Implications . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

5.3.1 Interactive XAI for Enhanced User Performance . . . 59

5.3.2 Human-Subject Testing in XAI Validation . . . . . . 59

5.4 Limitations and Considerations . . . . . . . . . . . . . . . . 59

vi



Contents

5.4.1 Restricted User-XAI Interaction . . . . . . . . . . . . 60

5.4.2 Customization of Study Items and Human Error . . . 60

5.4.3 Resource Constraints in Study Administration . . . . 61

5.4.4 Subjectivity in the Evaluation Process . . . . . . . . 61

5.4.5 Data Variability arising from Participant Skills and
Motivations . . . . . . . . . . . . . . . . . . . . . . . 62

6 Conclusion 63

6.1 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

Appendix 73

A Reproducibility . . . . . . . . . . . . . . . . . . . . . . . . . 73

B User Engagement Scale Reports . . . . . . . . . . . . . . . . 74

C Platform Charges for experiments . . . . . . . . . . . . . . . 76

vii



List of Figures

2.1 Stakeholder Analysis . . . . . . . . . . . . . . . . . . . . . . 9

2.2 The scale development process . . . . . . . . . . . . . . . . . 16

3.1 The experiment design . . . . . . . . . . . . . . . . . . . . . 27

4.1 An example of a Task Card visible to a Toloker, along with
the pre-screening filters on the right . . . . . . . . . . . . . . 32

4.2 Task Card on Toloka - ExplainerDashboard Recidivism Risk
Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4.3 Prolific User Story Part 1 – An example of the profile section
which is used to screen participants . . . . . . . . . . . . . . 33

4.4 Prolific User Story Part 2 . . . . . . . . . . . . . . . . . . . 34

4.5 Task Card on Prolific - TalkToModel Recidivism Risk Study 34

4.6 An overview of Pre-test validity steps . . . . . . . . . . . . . 35

5.1 Correct and Incorrect Responses in Capability Assessment for
Explainer Dashboard - Credit Risk Scenario . . . . . . . . . 42

5.2 Correct and Incorrect Responses in Decision Support for Ex-
plainer Dashboard - Credit Risk Scenario . . . . . . . . . . . 42

5.3 Contribution Plots in Explainer Dashboard - Credit Risk User
Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

5.4 The information about the model’s error probability is pro-
vided as a supporting visual for uncertainty questions in the
Decision Support contexts in all of the studies. . . . . . . . . 44

viii



List of Figures

5.5 Correct and Incorrect Responses in Domain Learning for Ex-
plainer Dashboard - Credit Risk Scenario . . . . . . . . . . . 44

5.6 Show the features sorted from most important to least im-
portant based on SHAP values. These values are the average
absolute impact of the features on the final prediction. . . . 45

5.7 Correct and Incorrect Responses in Capability Assessment for
Explainer Dashboard - Recidivism Risk Scenario . . . . . . . 45

5.8 Correct and Incorrect Responses in Domain Learning for Ex-
plainer Dashboard - Recidivism Risk Scenario . . . . . . . . 46

5.9 Contribution Plots in Explainer Dashboard - Recidivism Risk
User Study . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

5.10 Correct and Incorrect Responses in Decision Support for Ex-
plainer Dashboard - Recidivism Risk Scenario . . . . . . . . 48

5.11 Correct and Incorrect Responses in Capability Assessment for
TalkToModel - Credit Risk Scenario . . . . . . . . . . . . . . 50

5.12 Correct and Incorrect Responses in Decision Support for Talk-
ToModel - Credit Risk Scenario . . . . . . . . . . . . . . . . 51

5.13 Correct and Incorrect Responses in Domain Learning for Talk-
ToModel - Credit Risk Scenario . . . . . . . . . . . . . . . . 52

5.14 The sub-figures are the supporting visual for the completeness
question 2 in the Domain Learning context in TalkToModel
- Credit Risk and TalkToModel - Recidivism Risk studies re-
spectively . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

5.15 Correct and Incorrect Responses in Domain Learning for Talk-
ToModel - Recidivism Risk Scenario . . . . . . . . . . . . . . 53

5.16 Correct and Incorrect Responses in Capability Assessment for
TalkToModel - Recidivism Risk Scenario . . . . . . . . . . . 54

5.17 Correct and Incorrect Responses in Decision Support for Talk-
ToModel - Recidivism Risk Scenario . . . . . . . . . . . . . . 54

5.18 Actionability report – Credit Risk Study . . . . . . . . . . . 55

5.19 Actionability report – Recidivism Risk Study . . . . . . . . . 58

1 The Likert data of participants for the question – The time I
spent on the task just slipped away. . . . . . . . . . . . . . . 74

2 The Likert data of participants for the question – I found the
system confusing to use . . . . . . . . . . . . . . . . . . . . . 75

ix



List of Figures

3 The Likert data of participants for the question – The system
was aesthetically appealing. . . . . . . . . . . . . . . . . . . . 75

4 The Likert data of participants for the question – Using the
system was worthwhile. . . . . . . . . . . . . . . . . . . . . . 76

x



List of Tables

2.1 The explanation types tested in our evaluation framework for
the selected XAI solutions . . . . . . . . . . . . . . . . . . . 12

4.1 Platform-Specific Pre-Screening Filters for Participant Selection 31

5.1 Comparison of XAI Solutions: Context-Specific Study Items
Performance in Credit Risk User Study . . . . . . . . . . . . 56

5.2 Comparison of XAI Solutions: Context-Specific Study Items
Performance in Recidivism Risk User Study . . . . . . . . . 57

xi





Chapter 1

Introduction

Artificial Intelligence (AI) has finely integrated into the fabric of our every-
day lives, with its superior predictive capabilities deployed across various
domains. In 2017, a paper [25] by Stanford University researchers reported
that their deep neural network performance was at par with that of a group
of dermatologists in detecting skin cancer. In 2018, a report [17] attributes
35% of Amazon’s sales to their recommendation algorithm. A 2023 Forbes
article [36] estimates the implementation of chatbots in the banking industry
can lead to a potential cost reduction of up to 30 percent in customer service
expenses.

As the trend continues, increasingly, organizations are adopting AI in high-
stakes decisions in domains like job applications, credit scoring, healthcare,
the criminal justice system [15], and financial markets impacting millions
of people. Until recently, these crucial decisions were delegated solely to
humans [42].

But as AI has become more complex and pervasive in people’s lives, what we
have today are sociotechnical systems, where important decisions are made
jointly by both humans and AI. For these systems to thrive, it is vital for the
humans involved to have a comprehensive understanding of how AI systems
operate. This urgency has spurred a lot of work in the field of Explainable AI
(XAI). It is given the responsibility of filling in the gaps in the stakeholders’
understanding that would shift the black-box perception of AI closer to that
of a glass box [56].
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Chapter 1. Introduction

1.1 XAI – Why do we need it?

Mitigating Unintended Consequences of AI Once, people believed
that AI-powered decision-making could replace human judgment to ensure
fairness, considering the biases inherent in human decisions. However, AI
models, often viewed as black boxes, can inadvertently perpetuate and am-
plify biases stemming from their training data. A notable example is Ama-
zon’s recruitment tool [19], which favored resumes from male applicants over
equally qualified female ones due to historical hiring data biases. This in-
cident, along with numerous similar cases of biased algorithms [11, 50], un-
derscores the critical importance of XAI in addressing concerns related to
discrimination, accountability, and trust.

The Legal Imperative The need for XAI is becoming increasingly ev-
ident, from a legal standpoint. The European Union’s General Data Pro-
tection Regulation (GDPR) has set a precedent by emphasizing the right
to explanations for automated decisions, ensuring that individuals can seek
and obtain explanations for decisions that affect them, and challenge those
decisions [31, 64]. Similarly, in the USA, certain automated decision-making
scenarios, such as credit decisions, necessitate transparency. For instance,
the Equal Credit Opportunity Act (Regulation B) [6, 68] requires creditors
to provide applicants with specific reasons for credit denial.

A more recent example in a similar context is the EU AI Act (in negotiation),
which aims to be the world’s first comprehensive AI law. Its goal is to
establish a technology-neutral, uniform definition for AI and set rules based
on the risk levels of AI systems [53]. In conclusion, such regulations highlight
the necessity for systems that not only make decisions but also explain their
reasoning in a manner comprehensible to end-users.

To fulfill the above needs, there has been a significant uptick in research
around developing XAI solutions. But the question arises – are the expla-
nations from these solutions good enough?

1.2 Problem Statement

The Challenge At this point, it serves us to shift our focus to the over-
arching perspective. The XAI field has experienced a surge in publications
[1, 24, 55, 69, 72], along with growing interest [27, 30]. This translates to
a substantial body of work concentrating on creating novel XAI methods
to address interpretability challenges. However, the attention given to stan-
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1.2. Problem Statement

dardizing evaluation approaches has been comparatively limited. As a result,
we face a meta-level issue that warrants attention.

Today there is a large multi-disciplinary community focused on the problem
of XAI. Despite a shared recognition of the importance of developing XAI
systems, there is no consensus in the community on what makes an expla-
nation good. For that matter, there is no widely agreed-upon definition for
explanations [10, 60]. This lack of consensus is one of the main challenges
that impede streamlined growth in the field of XAI. The objectives of the
papers in XAI are diverse and sometimes discordant because they cater to
different stakeholders interested in varying goals. As a result, unlike objec-
tive performance metrics like the accuracy or precision of an ML model, the
criteria for good explanations are not directly quantifiable. It explains the
lack of a standardized evaluation approach for the bench-marking of XAI
solutions as highlighted in this seminal work, [22].

As [48] enumerates the broad spectrum of research along with a wide array
of notions in XAI, it becomes evident that scholars from different disciplines
use different metrics to evaluate XAI solutions. However, a significant gap
exists in evaluating the solutions with respect to stakeholders’ specific re-
quirements. Algorithmic work in this area often bases its evaluation on
ill-defined user needs. [22, 35, 42]. This disconnect leads to limited effec-
tiveness or unforeseen consequences of explainability for the users [16, 66].
It can also create challenges for practitioners in making informed technical
choices.

This work This work introduces a standardized evaluation framework de-
signed to streamline the multidisciplinary work in the field of XAI. Differ-
ent stakeholder groups leverage XAI solutions for different objectives with
varying priorities. Some seek to advance the state-of-the-art, others are in-
terested in understanding the model’s prediction to better their chances of
a favorable outcome, and still more want to look at AI through a critical
lens to ensure ideals of fairness and trustworthiness. These objectives can
sometimes diverge; for instance, a developer might seek detailed explanations
for debugging, whereas a non-expert user desires easily understandable and
concise explanations for decision support. It is crucial to recognize that the
definition of goodness (of XAI solutions) changes based on the usage context.
Usage contexts are the range of scenarios where humans seek explanations.

This work addresses the challenge by implementing an evaluation framework
for XAI solutions that is aware of the usage contexts. It tailors the assess-
ment to the specific objectives and priorities associated with different tasks
that XAI solutions address.
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Chapter 1. Introduction

1.3 Our Objectives

The research aim here is to design and develop an evaluation framework that
accounts for different usage contexts based on the tasks the XAI solutions
are used for. [41] presents a blueprint for a contextualized evaluation that
this work extends. Addressing the following questions will guide the research
process to fulfill the aim stated at the beginning of this section.

Research Question How to perform a contextualized evaluation of XAI
solutions?

SRQ 1 : How do different stakeholder groups relate to specific usage con-
texts?

Answering this question translates to performing a stakeholder analysis.
Understanding each usage context where stakeholders seek explanations
also sheds light on what measures of explanation goodness they prioritize
in those. Answers to these questions would inform how the evaluation
framework components are formulated, corresponding to each context.

SRQ 2 : How is XAI evaluated in the literature?

It involves examining the existing evaluation approaches and metrics em-
ployed to assess the performance and quality of XAI systems. By analyzing
the literature, we can gain insights into the strengths and limitations of
different evaluation methods. This exploration provides a foundation for
developing a comprehensive and contextually aware evaluation framework.

SRQ 3 : How to operationalize the diverse "explanation goodness" con-
structs into a practical XAI evaluation framework?

This question aims to bridge the gap between abstract concepts gathered
from the literature and the practical implementation of a unified evalua-
tion framework. The goal is for this framework to serve as the unified hu-
man evaluation component for various algorithmic XAI techniques across
different problem domains.

SRQ 4 : How can we ensure the effectiveness of the evaluation framework?

As a sanity test, we look at whether the evaluation framework effectively
identifies the values that XAI solutions embody or lack. For a formal an-
swer, this work proposes a controlled experiment consisting of user studies.

SRQ 5 : Which XAI methods should the evaluation framework be applied
to, for validation?

4



1.4. Scope of the work

This question examines the types of XAI methods outlined in the litera-
ture. It helps us make a connection between the current algorithmic work
in this field to the specific requirements of stakeholders in XAI. The answer
to this question informs us of the features each XAI method incorporates
and specific types of explanations that the evaluation framework will then
put to the test.

The following are the notable contributions:

• This work offers an analysis of essential constructs for developing con-
textualized evaluation of XAI methods. Through a stakeholder analysis
and a thorough investigation of existing literature on XAI evaluation, it
establishes a foundation for formulating an effective evaluation method-
ology.

• It conceptualizes an evaluation framework. To this end, it translates the
abstract XAI evaluation concepts presented in [41] into a practical and
unified solution.

• It presents a prototype that can be customized and extended, offering a
flexible and adaptable tool for evaluation purposes.

• This work also demonstrates the efficacy and generalizability of the eval-
uation framework through a series of controlled experiments with human
participants involving multiple datasets and XAI methods.

The significance of these contributions lies in their potential to advance
bench-marking and the adoption of XAI methods in real-world applications.
Having a unified evaluation framework allows researchers and practitioners
to assess the performance and effectiveness of different XAI methods consis-
tently and reliably. Furthermore, developing a customizable template adds
to the significance of this research. It provides a practical tool that can be
tailored to specific XAI solutions and downstream tasks, accommodating the
diverse and even diverging requirements of the varied disciplines with stakes
in XAI.

1.4 Scope of the work

The human-centered approach adopted in this research does not include
values like the stability and faithfulness of explanations that are evaluated
through automated metrics. It might result in overlooking some human-
XAI interaction insights. However, the current operationalization can be
augmented to incorporate additional metrics based on specific user needs.

5



Chapter 1. Introduction

Given that this evaluation focuses on human interactions involving partici-
pants from crowdsourced platforms rather than domain experts, and due to
the use of sandboxed task scenarios, it is essential to acknowledge that this
work should be viewed as a prototypical implementation. It may benefit
from further validation and refinement in future studies involving domain
experts.

1.5 Thesis outline

This thesis is organized into several chapters. Chapter 2 delves into the
background and related works, including stakeholder analysis, types of XAI
methods, and broad categories of XAI evaluation approaches. Chapter 3
introduces the evaluation framework and its design considerations. Chapter
4 details the experiments conducted to validate the framework. In Chapter
5, results are presented and interpretations discussed, along with limitations
and implications of this work. Chapter 6 concludes this thesis with a sum-
mary and recommendations for future research.

6



Chapter 2

Background and Related works

This chapter encompasses a range of contributions from the literature, which
serve as different puzzle pieces in developing a comprehensive evaluation
for XAI. We start by briefly outlining the value framework (the backbone
of our evaluation design) because the subsequent sections referred to its
central constructs multiple times. This chapter then delves into the who
in XAI, exploring diverse contexts that demand the explainability of AI.
After shedding light on various stakeholders and their expectations from
XAI, we navigate through the literature to enumerate different explainability
methods.

Next, insights are drawn from pilot studies that shed light on specific user
expectations for future XAI solutions, guiding the selection of subjects to
apply our method. Following this, evaluation approaches of XAI solutions
to date are reviewed, leading to the rationale for our value-based contex-
tualized method. This section concludes with a discussion of recommenda-
tions and cautionary notes from the literature that are vital in constructing
a human-centered evaluation approach that ensures robust data collection
and validation.

2.1 Value Framework

Contexts in XAI The first building block of the framework (introduced
in [41]) is the context, defined as a situation for which a user seeks an ex-
planation. In simple terms, the contexts are the XAI use cases and ties
to the field’s multidisciplinary nature. The contexts can vary widely, from
needing explanations to improve and audit models to needing explanations

7



Chapter 2. Background and Related works

for decision support scenarios.

Values in XAI The second building block of this framework is the values
that refer to the desired properties or outcomes of an explanation in a given
context. These values can include a range of attributes like faithfulness, sta-
bility, and translucence, which ensure that the explanations provided by AI
systems are accurate, consistent, and transparent. They are a combination
of model intrinsic and human-centered properties.

Model intrinsic properties can be measured using computational metrics,
while human-centered properties that reflect the perception of the explainee
are best measured by capturing human responses. By considering the values
while evaluating XAI algorithms, the framework aims to provide a set of
normative criteria for what constitutes a good explanation in a given con-
text. Together, the context and value constructs form a comprehensive and
nuanced approach that accounts for the specific needs and objectives of dif-
ferent users.

The constructs introduced above, referred to as values and contexts, will
be consistently denoted by these terms throughout the remainder of this
document.

2.2 Stakeholder Analysis

Contrary to previous works in XAI, current literature shows the increased
importance of human stakeholders when evaluating and developing explain-
ability methods. Section 2.5 discusses this further. This attention to stake-
holder expectations is because the need for explainability starts with the
increased societal impact of AI systems.

It draws attention to the presence of various categories of stakeholders with
different interests in the explainability of these systems. It is worth not-
ing that these classes aren’t necessarily mutually exclusive. For example,
someone who operates an AI system can also be impacted by it.

An experienced user might want different things from an XAI solution than
a lay user. [48] groups the stakeholders based on their domain expertise and
AI literacy as AI novices, data experts, and AI experts. However, this cate-
gorization based on stakeholders’ expertise obscures the vital usage contexts,
which form a fundamental basis for the evaluation framework proposed in
this work. So what follows are the broad classes of stakeholders highlighting
their expectations and usage contexts as observed across multiple papers in
the literature [10, 40, 46]. Figure 2.1 summarizes these classes which follow

8



2.2. Stakeholder Analysis

the categorization in [5, 40].

Stakeholders in XAI

Deployers

Users

Developers

RegulatorsAffected Parties

• Fairness
• Stable and correct 

information to aim for 
favorable outcomes

• Fairness & safety
• Accountability in 

case of unfavorable 
outcome

• Domain expertise
• AI ability information
• Actionable decision 

support • Debugging & model 
improvement

• High fidelity & low 
granularity of 
explanations

• Decision to integrate 
AI into organizations

• AI acceptance & 
compliance

Figure 2.1: An overview of the different categories of stakeholders with
different expectations from XAI. Their expectations connect to the

contexts and associated values for which we test the XAI techniques.

Deployers The people who are in a position to put AI systems into prac-
tice at organizations like hospitals and banks fall in this category. In [40],
the authors have a separate category for them because their decision influ-
ences many other stakeholder categories. For example, the users category
discussed shortly, needs to adapt to these systems because of the decisions
of deployers. A major concern for this category of stakeholders is the ac-
ceptance of AI systems. Since they share some responsibility when they
decide to deploy these systems, legal compliance becomes another criterion
for them.

Users This category of stakeholders comprises individuals such as doctors,
loan officers, and judges who take AI system predictions into account when
deciding how or whether to act. Most research articles include this class in
their categorization. While possessing domain expertise in their respective
fields, these users may lack intricate technical knowledge about the workings
of the AI system. Ideally, effective human-system interaction would help
users make quicker or improved decisions. This connects to the context of
decision support which is a component of the experiment design.

For this stakeholder category to use the AI system well, they need more
information about its abilities to form proper expectations. It ensures that
their expectations are met and enables them to identify situations where in-

9



Chapter 2. Background and Related works

tervention may be necessary, particularly when the system is prone to errors.
It amounts to two central requirements of appropriate trust and usability of
these systems. The connection between stakeholders and adequate expecta-
tions is particularly relevant in the context of capability assessment.

Developers Those who design, build, maintain, and improve the AI sys-
tems in question fall into this category. Generally, these individuals concern
themselves with the aspects related to improving system performance and
verifying that the system behaves as expected in any situation. By getting
more information about the rationales which led the models to behave a
certain way, they can debug if the model learns some erroneous patterns or
deal with underrepresented features.

Regulators This category comprises individuals who set the rules, regula-
tions, and guidelines ensuring that the use, deployment, and development of
the AI systems adhere to fairness and safety standards. They concern them-
selves with constructs of accountability in case of an unfavorable outcome
in connection to the use of the AI system. For instance, this category would
include people actively involved in shaping the EU AI Act or the GDPR.
[8] discusses a range of ways in which XAI can serve the regulatory goals of
fairness and accountability.

Affected parties As the influence of AI systems becomes more pronounced
in our lives, the number of people getting impacted by the decisions of such
systems keeps increasing – often without their knowledge. These people fall
under this category and have the least control over the systems and the de-
velopment in the field of XAI. For this category, fairness and ethics are the
most crucial priorities. Understanding how the system operates at a high
level can help them understand how to increase their chances of a favorable
outcome. In this regard, this category is related to the context of domain
learning.

Section 3.1.1 describes how the contexts – decision support, capability assess-
ment, and domain learning form different components of our experiments.

2.3 Explanations

Interpretability and explainability Before we go further into the dis-
cussion about XAI and its evaluation, it serves us to address that in litera-
ture, the terms interpretability and explainability are often used interchange-
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ably [5, 48]. However, it is important to note that these are not necessarily
the same. This work uses the term interpretability to refer to a characteristic
of an AI system. It describes the level of understanding it generates in a
human about its behavior and decision-making. On the other hand, it uses
the term explainability to refer to the ability to make humans understand
complex model behaviors through post hoc explanations. The XAI system
generates the said explanations.

Now let’s explore the types of explanations commonly found in the litera-
ture. Out of the range of explanation types detailed below, the evaluation
framework in this work tests a subset, as highlighted in table 2.1.

For the interpretability of AI systems, one way is to build human-understandable
models that are interpretable by design. However, there is a trade-off between
model complexity and model performance. Interpretability is inversely pro-
portional to model complexity and size. The high-performing models are
complex and not interpretable to humans due to their huge variable space.

Although some research articles like [4] favor building interpretable models,
the trade-off has led many researchers to the other paradigm of interpretabil-
ity i.e. designing post hoc explainers, like those presented in seminal works
like [43, 58], to explain any underlying black-box AI algorithm. This work
focuses on methods that use post hoc explainers. What follows is an enu-
meration of different types of these explanations based on [48].

Global and Local Explanations The scope of the interpretation is a
common way of classifying explanations. An explanation could be describ-
ing the overall model’s behavior over the entire dataset. Some examples of
this category of global explanations are model visualizations and decision
rules. Alternatively, explanations could have an instance-level scope or local,
i.e. they describe the relationship between specific input-output pairs of the
model predictions. This type of explanation is said to be suited for model
or data debugging. Explainability using saliency methods or local approxi-
mation of the main model fall under the category of local explanations.

Why Explanations They focus on communicating which features in the
input data are responsible for the model’s prediction(s). In other words, they
aim to inform the users about the model’s rationales behind its predictions.
They can be both model-dependent or model agnostic.

Why-Not Explanations They help users understand the reasons for the
difference between their expected outcome and the model’s predictions, com-
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monly using feature attribution.

What-If Explanations They help users understand how manipulating
certain feature values in the input space or changing model parameters affects
the model’s predictions. For domains with high-dimensional data like images
or text, users have fewer parameters to tune as opposed to simpler low-
dimensional tabular data. Our experiment scenarios use tabular data for
this purpose.

How-To Explanations They inform users of the hypothetical adjust-
ments to the feature values or the model, to achieve the outcome of interest.

What-Else Explanations These explanations pick similar samples from
the training data that generate the same or similar model outputs.

Interactive XAI Point and click XAI

Why ✔ ✔

Why-Not ✘ ✘

What-If ✔ ✔

How-To ✔ ✘

What-Else ✘ ✘

Global ✔ ✔

Local ✔ ✔

Table 2.1: The explanation types tested in our evaluation framework for
the selected XAI solutions

2.4 Pilot studies evaluating XAI

XAI has been the subject of diverse studies, each evaluating its nuances
through different lenses, reflecting it is not a monolithic field.

In 2018, [8] focused on the societal implications of XAI, exploring people’s
perceptions of fairness in algorithmic decisions. The authors found that
explanation styles significantly influence perceptions of fairness. This lens
underscores the importance of XAI systems that resonate with public per-
ceptions of transparency and justice. They suggest that future work should

12



2.4. Pilot studies evaluating XAI

examine how to design systems to make machine learning outputs inter-
pretable in different ways to multiple end-users for dissimilar ends.

Parallel to these societal concerns, [37] explored the technical challenges
data scientists face while interpreting model outputs. They found that while
these tools can sometimes aid in uncovering model issues, they can also
lead to over-trust and misuse. They recommend that future studies focus on
designing more user-friendly and intuitive tools that activate critical thinking
and account for users’ specific needs and mental models.

Adding another dimension to the discourse, in 2022 [39] offered insights into
the needs of domain experts like doctors, healthcare professionals, and pol-
icymakers, using AI. The authors argue that existing explanations, such as
feature importance or rule lists, may not be sufficient for many use cases that
require dynamic, continuous discovery from stakeholders with a wide range
of skills and expertise. The authors suggest that rethinking explainability
as a dialogue between humans and machines can bridge the gap between
human decision-makers and machine learning models.

These studies collectively emphasize the need for a comprehensive approach
to evaluating XAI – one that is sensitive to societal values, technically robust,
and adaptable to specific domain needs. It is instrumental for the broader
acceptance and effectiveness of AI.

2.4.1 A case for interactive XAI solution

Multiple studies [39, 45, 71], point to interactivity as a trait that increases
the accessibility of XAI. [71] argues that one should look at explanations as a
means of communication, which makes them inherently a social transaction
between the explainee and the explainer. They also bring in the perspec-
tive of trust calibration as a goal for explanations that necessitates dialogue
rather than one-way communication. [20, 47] reinforces this perspective by
further shedding light on an increased likelihood of people forming a cor-
rect mental model of the capabilities of an AI system if it communicates
explanations in a human-like way. They hypothesize the reason for this to
be people applying human traits to AI systems, which makes them expect
XAI solutions to communicate explanations the same way humans do with
humans in a conversational setting.

[39] takes this narrative a step further by conducting a qualitative study
where they interview domain experts like healthcare professionals and pol-
icymakers about their needs from XAI. Their study shows domain experts
aren’t satisfied with the existing explanation paradigms. Their preference
lies with a solution that allows interaction with the model to understand
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its behavior rather than one-off explanations. Instead of feature importance
and saliency maps, practitioners agree that explanations through natural
language dialogues would be more advantageous. They follow this study
up with [65] to introduce an interactive dialogue system called TalkToModel
(TTM) to explain machine learning models’ behavior through conversations.
Their qualitative and quantitative evaluation shows that their conversational
solution understands diverse user inputs on tabular datasets and models with
high accuracy. Section 3.2.1 presents a more detailed discussion of the solu-
tion as we apply our evaluation framework to TTM. The reason behind the
choice is that interactive explanations are a promising direction for future
work in XAI.

2.5 Evaluation of XAI in literature

In recent years, there has been a notable surge in the volume of publica-
tions within the field of XAI, particularly following the emergence of deep
learning. To share insights on this expanding domain, the analysis in [70]
covers a range of research paper types, including review papers that survey
the current landscape, research papers that propose novel XAI methods, pa-
pers discussing fundamental notions of XAI, and papers dedicated to the
evaluation of XAI approaches. This section focuses on a high-level overview
of the evaluation approaches discussed in the literature.

Before diving into the categorization of evaluation approaches mentioned in
survey papers, this section briefly enumerates other recurring patterns that
emerged. Among these patterns, the pilot studies are the first [8, 37, 39],
which conduct confirmatory tests for some pre-existing conjectures about
specific XAI solutions.

A second pattern involves the evaluation methods commonly found in pa-
pers introducing a novel XAI approach. These studies typically included
quantitative or qualitative analyses to validate the proposed XAI approach,
offering an internal assessment of its efficacy [40, 58, 59, 65].

Yet another pattern was observed in meta-evaluation methods [62], wherein
researchers examined and analyzed existing works on XAI evaluations to
conclude the effectiveness and limitations of various XAI solutions.

Next, if we talk about the synthesis of evaluation methods in survey papers,
most follow some version of the categorization proposed in [22].
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2.5.1 Application-grounded evaluation

Application-grounded evaluation emphasizes conducting human experiments
within real-world applications. For instance, if a researcher’s focus is on a
specific application, such as assisting doctors in diagnosing patients [39, 41],
the most effective evaluation would involve doctors performing the diagnoses.
Evaluations in this category aim to improve error identification, discover new
facts, or reduce discrimination. It’s essential to maintain high standards for
experimental design, given the significant time and effort involved, to make
a significant impact in real-world applications. Directly testing the objective
the XAI technique is built for, provides strong evidence of its success.

In this context, had the evaluation approach implemented in this work been
application-centered, it would have involved real loan officers and legal pro-
fessionals instead of crowd workers as will be explained in Section 3

2.5.2 Human-grounded evaluation

While application-grounded evaluation focuses on real-world applications,
human-grounded evaluation is more flexible, allowing for experiments in con-
trolled settings [8, 41]. It is commonly recognized in the Human-Computer
Interaction (HCI) research community that directly involving domain ex-
perts in evaluation is not an easy evaluation metric both because of subject
availability and associated costs. Human-grounded evaluations address this
by conducting simplified human-subject experiments that maintain the core
aspects of the target application. The evaluation approach in this work falls
under this category.

The emphasis in this category is on understanding the general qualities of an
explanation, such as clarity or persuasiveness, rather than its direct impact
on a specific task. The evaluation should focus solely on the explanation’s
quality, regardless of the model’s nature or the correctness of the associated
prediction.

2.5.3 Functionally-grounded evaluation

Distinct from the other two, functionally-grounded evaluation does not in-
volve human subjects at all [2, 34, 35, 63]. Instead, it relies on predefined
metrics or standards that serve as proxies for human understanding. This
method is particularly useful when human-subject experiments are imprac-
tical due to resource or ethical constraints. The challenge here is to ensure
that the chosen metrics accurately represent human interpretability and that
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they provide meaningful feedback on the XAI method’s effectiveness.

For the remainder of this chapter, we move away from the discussions on
XAI and its evaluation. The focus is shifted to the recommendations in the
literature concerning the process of building any evaluation scale and using
crowd-sourcing as a tool for human-centered evaluation efforts.

2.6 Scale development

The process of scale development enables the creation of dependable and
valid measures tailored to specific constructs. This work utilizes the process
to construct a tool to assess the degree to which various XAI techniques are
delivering different values. The guidance provided by [38] and [9] serves as
a foundation for our approach. Following is a synthesis of their recommen-
dations:

For IN5000 - scale development pipeline

Item 
Generation

Item 
Formatting

Initial 
Questionnaire Validation Pilot Testing Data 

Collection Evaluation

Item 
Development

Scale 
Development

Scale 
Evaluation

Figure 2.2: The scale development process

Study item Generation and Formatting Combining both deductive and
inductive methods is essential. The deductive method involves a litera-
ture review and assessment of existing scales, while the inductive method
uses qualitative data from observations, focus groups, and interviews to
identify domain items. It’s recommended to have a broader item set
initially, which can be refined later.

Preparing the Initial Questionnaire After item generation, an initial
questionnaire is prepared. It’s crucial to ensure that the items are clear,
concise, and free from ambiguity. The use of simple language and avoid-
ance of double-barreled questions is emphasized

Validation Expert reviews are invaluable in refining the scale items. Ex-
perts can provide feedback on the content validity, clarity, and relevance
of items. Cognitive interviews, on the other hand, help in understanding
how potential respondents interpret the items, ensuring that they are
understood as intended.
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Pilot Testing Before a full-scale study, pilot testing with a small sample is
recommended. It helps in identifying any issues with the questionnaire,
estimating the time required for completion, and refining the items based
on feedback.

Data Collection Once the scale is refined, data collection from a larger
sample is conducted. It’s essential to ensure that the sample is represen-
tative of the target population.

Interpreting the Data After data collection, various statistical analyses,
including factor analysis and reliability analysis, are conducted to assess
the scale’s validity and reliability. The results guide further refinements
and confirm the scale’s ability to measure the intended construct accu-
rately.

2.7 Quality Control

Ensuring the quality of data collected through crowdsourced user studies
is crucial before we can extract meaningful insights from it. The diverse
nature of crowd workers, with varied abilities, skills, and motivations, ne-
cessitates rigorous quality control mechanisms. This section delves into the
literature’s recommendations and strategies for maintaining quality in crowd-
sourced tasks concerning some key issues a crowdsourced study faces. They
can be enumerated as the following.

Motivation, Incentives, and Compensation Motivation in crowdwork-
ers can be of two types [18]:

1. Extrinsic Motivation: Driven by external factors, such as monetary
rewards. Offering appropriate compensation can motivate workers to
produce high-quality results, with workers being more diligent if they
perceive that better performance could lead to higher rewards.

2. Intrinsic Motivation: Driven by internal factors, like the task’s en-
tertainment value or the opportunity to compare one’s performance
with others.

Training and Feedback Preparing workers for specific tasks through in-
struction or training can enhance the quality of submissions. This can
involve directly teaching workers or providing feedback on their work
[18, 28]. Moreover, the study on malicious behavior underscores the im-
portance of training to mitigate the risks of malevolent actions in crowd-
sourcing [29].
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Task Design and Framing The design of the task itself can significantly
influence the quality of results. If a task is not user-friendly or if its
instructions are unclear, it might lead to low-quality submissions [18].
The importance of clear framing and instructions is further highlighted
in the work on cheat robustness, emphasizing that well-structured tasks
can deter cheating behaviors [23].

Execution Control and Monitoring Actions can be taken during the ac-
tual execution of a task, such as re-deploying tasks if it becomes clear
that not all workers will produce outputs [18]. Monitoring the time taken
by participants can also help in identifying and filtering out rushed or
inattentive responses.

Cheating Robustness Attention checks are commonly used in crowdsourc-
ing to filter out participants who are not genuinely engaged in the task.
The literature on malicious behavior and cheat robustness further high-
lights the need for mechanisms to detect and counteract malicious actions
by crowd workers and deter cheating behaviors, ensuring the integrity of
the collected data [18, 23, 29].
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Chapter 3

Methodology

This chapter outlines the structured approach taken to address the research
question mentioned earlier – How to perform a contextualized evaluation of
XAI methods?. A thorough overview of the evaluation framework developed
in this work is discussed first, along with all the design considerations. What
follows is an experiment design aimed at testing the proposed framework,
essentially evaluating the evaluation framework.

3.1 The Evaluation Framework

This work proposes a summative evaluation of XAI methods. Unlike forma-
tive evaluation, which offers ongoing feedback for iterative improvements,
summative evaluation provides conclusive insights into the overall perfor-
mance and impact of the methods. This choice aligns with the study’s aim
to draw definitive conclusions about the effectiveness of the selected XAI
methods. The ideas central to the evaluation framework, like values and
contexts are discussed in detail later in the section.

The evaluation is performed in two parts, the behavioral section consisting
of questions corresponding to selected values, followed by the self-reports.

• Behavioral evaluation: Constituting about three-fourths of the evalua-
tion, it consists of questions about the underlying model predictions for
real-world task scenarios which are explained further in section 3.2.1.
The XAI method in question should facilitate the participants to answer
these questions correctly. Correct answers from the participants indicate
that the XAI method delivers on the value mapped to the questions.
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• Self-reports : This portion of the evaluation has two purposes: to oper-
ationalize the actionability value and to perform an exploratory assess-
ment of the usability of the evaluation framework itself. NASA Task
Load Index (TLX)[33] is widely used to measure aspects of a system’s
performance in complex socio-technical domains. The NASA-TLX tool
measures workload across six dimensions: Mental Demand, Physical De-
mand, Temporal Demand, Performance, Effort, and Frustration Level.
This work uses the NASA-TLX tool to measure the actionability value.

The usability of the evaluation framework is measured using a condensed
version of the original User Engagement Scale [51]. It is a widely rec-
ognized tool used to measure the quality of user engagement in digital
domains. It assesses various dimensions of engagement, including aes-
thetic appeal, focused attention, and perceived usability. The aim is to
perform a preliminary assessment of the evaluation framework in terms
of its effectiveness as a socio-technical system for assessing XAI methods,
based on user perception.

3.1.1 Contexts

This subsection explains how the behavioral part of our evaluation divides
into three contexts where a stakeholder seeks explanations from an AI appli-
cation. Within these contexts lies the essence of the evaluation framework.
By breaking down it into different contexts, the method becomes aware and
accounts for the differing user needs when assessing an XAI method. Each
part tests specific user expectations and needs. The following enumeration
first introduces each of the three contexts. Then it goes on to highlight the
empirical results of the user studies in [41], to connect the prioritized values
to the contexts. The mentioned values are detailed in the next section.

• Capability assessment : Here the objective is to assess whether the par-
ticipants quickly gather the capabilities and limitations of the AI system,
much like what first-time users expect from their onboarding journeys to
a new system. To this end, this framework evaluates their understanding
of various features of the system and also its shortcomings.

According to [41], participants prioritize clear and concise explanations
about the model’s abilities, to aid their onboarding process. They also
want the explanations to highlight what the system cannot do or where
it might go wrong.

• Decision support : For this context, the evaluation focuses on the partici-
pant’s understanding of the reasoning behind the AI system’s predictions.
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It evaluates the extent to which users comprehend the decision-making
processes of the underlying system. This understanding enables users
to make informed decisions based on the system’s output. Additionally,
participants want to know when to exercise caution with the model pre-
dictions.

[41]’s results reinforce the above statements for decision support when
participants prioritize values such as uncertainty, comprehensibility, and
actionability. It underscores the importance given to effective communi-
cation of uncertainty of model predictions and transparency about the
system’s limitations in explanations for decision-making purposes.

• Domain learning : In domain learning, we aim to evaluate the partici-
pants’ ability to grasp new concepts and spot patterns in the task do-
main using AI-provided information. The study items measure their skill
in extracting insights from historical data for favorable outcomes. They
do so by testing if the participants are able to answer questions about
how certain feature values should be changed to obtain a specific class of
model prediction.

[41] found that in their study, participants prioritize being presented with
information that is accurate and stable. This preference stems from the
need for reliable information while learning new concepts. In essence,
stable, correct, and relatively complete explanations help uncover mean-
ingful domain patterns. Moreover, explanations should be easily under-
standable, especially for users without deep machine learning expertise
or a strong technical interest in AI models.

3.1.2 Operationalizing the Values

For each context listed above, the priorities of values change. The studies,
which are an implementation of the evaluation framework presented in this
work, consist of a list of study items per context that are mapped to one of
the following values.

• Comprehension: To assess comprehension in XAI methods, this work
employs the situation awareness (SA) construct introduced by [61]. SA
enables the evaluation of participants’ information needs on three levels.
The first level focuses on understanding the model’s input and output
(i.e., the what questions). The second level delves into comprehend-
ing the underlying reasons behind the model’s predictions (i.e., the why
questions). Lastly, the third level evaluates whether the XAI method aids
participants in answering what-if questions, providing insights into the
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model’s behavior under altered feature values. Put simply, the following
questions exemplify the study items used in this evaluation framework
to assess the value of comprehensibility.

Question 1: What is the model’s prediction for applicant 7645?

Question 2: What are the two most important features for deter-
mining whether defendant 7645 is likely or unlikely to commit a crime
again?

Question 3: How do the prediction probabilities change for candidate
1976, if his number of prior crimes is reduced to 5?

• Completeness : To assess this value, following recommendations from [41,
67], the study items check if the XAI method gives information about
how the AI works for subgroups of the data. The idea is to enable
participants to generalize their understanding to include more than one
prediction instance. Examples of study items assessing this value are as
follows.

Question 1: What is the most important feature of the model’s pre-
diction for whether women are likely or unlikely to commit a crime?

Question 2: How likely is the model prediction correct about a de-
fendant who is 22 years old?

• Uncertainty : For this value, study items are devised to assess the par-
ticipants’ certainty perception of the model predictions. Accurately con-
veying uncertainty is crucial as it helps users gauge the trustworthiness
of the AI’s decisions [67]. For instance, a medical diagnosis AI that is
only 60% confident in its prediction might lead a doctor to seek additional
tests or opinions, whereas 95% confidence might lead to immediate treat-
ment decisions. In this work, uncertainty is gauged through a series of
study items that test participants’ ability to exercise caution with model
predictions depending on their uncertainty score.

Question 1: How confident is the model that candidate 3391 is likely
to commit a crime?

Question 2: Is the model more confident about its prediction of
candidate 1542 or 79?

• Translucence: For this value, the study items aim to evaluate the effec-
tiveness of explanations in highlighting the limitations of the underlying
AI system. They provide insights into the specific scenarios where the
model is more prone to making errors. Notably, papers such as [3, 14]
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emphasize the importance of studies that evaluate XAI systems using
measures that assess users’ ability to perceive the limitations of the AI
system with the help of explanations. Building on this notion, [13] sug-
gests evaluating the quality of explanations through human-subject stud-
ies, which specifically measure the gap between human perception of the
model’s core functions and the actual functions, particularly for model
errors. This approach aligns with the value of translucence as it focuses
on enabling humans to develop an accurate conceptual model of the AI
system’s behavior and its error boundary. This value is tested through
study items like the one below.

Question 1: Given the category 6336 falls into, and the model’s
prediction probabilities for it, do you think the model is more likely
incorrect?

• Actionability : Actionability refers to the ability of an explanation to
assist the explainee in figuring out follow-up actions. The purpose is to
help them achieve the task for which they sought out the explanations
in the first place [67]. As pointed out by [41], this criterion depends on
the specific objective of the explainee. So it can be assessed by

– gathering goal-specific subjective responses, or

– conducting a behavioral assessment to determine the achievement of
the explainee’s objectives.

Following this, actionability is measured through a combination of be-
havioral metrics like the number of questions users answer correctly with
the help of the explanations and subjective metrics which inform us of
the cognitive load of the users while consuming the explanations of the
XAI system.

In conclusion, the evaluation framework consists of study items aligned with
the selected values for each of the three contexts, similar to the example
questions provided earlier for each value.

3.2 Experiment Design

In order to answer SRQ 4 – How can we ensure the effectiveness of the eval-
uation framework? as outlined in chapter 1, this work conducts a controlled
experiment. In this experiment, human participants take part in multiple
user studies to assess how two different XAI methods help them understand
the workings of the underlying model predictions. The participants see two
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scenarios per XAI method where they would emulate someone who needs to
act based on their understanding of the model’s behavior.

The first scenario involves explaining a model’s prediction regarding po-
tential criminal behavior to assist a judge’s decision on bail or sentencing
(recidivism risk). In the second scenario, participants receive explanations
for a model’s credit risk prediction to guide a loan officer’s loan approval
decision (credit risk). Additional details on these scenarios can be found
in Section 3.2.1. This section provides essential context and outlines the
experiment design.

The overarching objectives of the experiment can be condensed to the fol-
lowing.

Study objective 1: Does the evaluation framework successfully capture
the extent to which selected values are fulfilled by the XAI methods?

For this objective to be fulfilled, the evaluation framework should be able
to test if the participants correctly perceive the necessary information in
explanations provided by an XAI method.

Study objective 2: Can the evaluation framework effectively differenti-
ate the performance of various XAI methods based on different contexts?

For this objective to be fulfilled, the evaluation framework should be able
to discern which XAI method performs better given a particular context.

Experiment method This experiment follows a between-group approach
across four sets of studies, each sharing similar study items but differing in
scenarios and XAI methods used. Efforts are made to maintain consistency
in difficulty and constructs tested across these studies. As a result, distinct
participants engage in different studies to prevent practice and fatigue effects
caused by participants taking multiple studies. These effects could lead to
participants feeling fatigued or anticipating the questions.

This section first enumerates the experimental variables manipulated and
measured across two datasets to see if the study objectives are fulfilled.
This is followed by a description of the target audience and an explanation
of how the sample size was determined.

3.2.1 Independent variables

The studies are formed by combining the two task scenarios with the two
XAI methods, resulting in four different configurations across the studies.
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Task Scenarios and Datasets

The experiment includes two decision-support AI application scenarios for
which the explainability of model predictions could aid the system users in
different contexts. These applications are such that the domains are com-
monly understood, allowing the recruitment of participants who can likely
imagine the scenarios and answer the study questions accordingly. Also, the
decision-making in both cases involves high stakes which likely leads to the
need to understand the AI.

• Credit Risk : This AI system is being considered to assist loan officers
in determining whether or not to approve a loan application. The sys-
tem analyzes information such as the requested loan amount (currency -
Deutsche Mark), employment status, and loan purpose. It uses this data
to predict the likelihood of an applicant defaulting on the loan. The AI
system is capable of generating explanations that detail its risk assess-
ments and rationale for classifying specific applications as good or bad
credit risks. The German Credit Risk Data is used for this application.

The dataset, sourced from Kaggle1 and originally prepared in UC Irvine[57],
comprises 1000 entries with 20 categorical/symbolic attributes. The
dataset, transformed into a more readable CSV format, includes key fea-
tures such as age, sex, job type, housing status, details of saving and
checking accounts, credit amount, duration, and purpose of credit. Each
entry represents an individual’s credit risk profile, classified as either good
or bad. This dataset serves as a valuable resource for credit classification
tasks in machine learning and data science projects.

• Recidivism Risk : The AI system under consideration is designed to as-
sist judges in making decisions related to sentencing or bailing by pre-
dicting the recidivism risk of a defendant. The system uses various at-
tributes such as the defendant’s age, employment status, and criminal
history to estimate the likelihood of re-offending. It can generate expla-
nations that provide details on how it assesses the risk of re-offending for
each defendant and the level of confidence it has in its predictions. The
system’s ability to provide explanations helps to promote transparency
and accountability in decision-making processes. The COMPAS (Correc-
tional Offender Management Profiling for Alternative Sanctions) Dataset
is used for this application.

This dataset is a significant resource in the field of predictive policing and
criminal justice. It contains data on over 10,000 criminal defendants in

1German Credit Risk Dataset on Kaggle
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Broward County (2013 & 2014), Florida, including their prison time, de-
mographics, criminal history, COMPAS risk scores, and two-year recidi-
vism outcomes. The COMPAS Dataset [54], was made publicly available
by ProPublica, a non-profit news organization, as part of their investiga-
tion2 into the COMPAS risk assessment tool’s potential racial bias. This
dataset has been instrumental in assessing the accuracy and potential
bias of the COMPAS recidivism algorithm.

XAI methods

The experiment applies the evaluation framework to the following XAI meth-
ods.

• Interactive XAI To simulate an interactive experience, participants are
shown screenshots with relevant questions and answers from (TalkTo-
Model) TTM [65]. TTM is an XAI implementation that allows users
to chat about the underlying (tabular) machine learning model’s pre-
dictions. Internally, it generates feature attribution explanations using
various explainability methods like LIME [58] and KernalSHAP [44]
and outputs the one with the highest fidelity scores. TTM also gen-
erates additional explanation types like counterfactual explanations to
answer explainability questions that feature importance explanations
cannot answer. Apart from explainability, TTM supports a variety of
data and model prediction exploration features. The study items test
participants’ understanding of all the mentioned features.

• Point-and-click XAI In comparison to the conversational XAI experi-
ence described earlier, the ExplainerDashboard (ED) XAI implemen-
tation [21] is a customizable dashboard web app that supports ex-
plainability of (scikit-learn compatible)3 machine learning models. The
studies test the participants’ understanding of the feature importance
functionality for both individual predictions and the overall data. This
library uses SHAP values [43] and permutation importance to deter-
mine feature importance scores. The study items also use the classi-
fication statistics, individual predictions, and what-if features of the
ExplainerDashboard library. Classification statistics present general
information about the model through standard evaluation metrics like
accuracy, precision, and others related to model performance and a
summary of how the data is distributed over the prediction classes.

2Propublica’s report on Machine Bias
3scikit-learn
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3.2. Experiment Design

The what-if functionality allows users to modify feature values and see
the resulting change in model predictions.

3.2.2 Dependent variables

• Value presence: This is measured by assessing whether the question(s)
mapped to the specific value can be effectively answered using the avail-
able information in the XAI method.

• User performance: This measure is the behavioral aspect of the study.
It accounts for what values the XAI methods deliver and to what extent.
Each study item tests the user’s understanding of the underlying predic-
tor’s working corresponding to one of the values listed in section 3.1.2.

• User perception: This measure is the self-reported aspect of the study.
It depends on the user’s impression of the construct being tested.
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Figure 3.1: The experiment design

3.2.3 Participants

While recruiting the participants on a crowdsourcing platform the following
criteria need to be taken into consideration.

Inclusion criteria

• As the study is administered in English, the participants who are fluent
in English are included. This could translate to recruiting from only the
countries with the highest percentage of English-speaking populations
like the UK and USA.

• For good quality data collection, participants need to be screened with
some metric that is calculated on their past performance.
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• There could be another filter to ensure only participants with an under-
graduate degree and above are included. This criterion is based on the
assumption that the target users of the XAI systems in the chosen task
domains would ideally possess domain expertise, like loan officers and le-
gal professionals who possess a certain level of education. The user study
is crowdsourced, where the participants will simulate the domain experts’
responses. Including individuals with this educational background en-
sures a foundation of knowledge and understanding that can contribute
to meaningful insights and feedback during the evaluation process.

Exclusion criteria

The following categories of participants need to be excluded.

• Participants who have been a part of another study from these exper-
iments need to be excluded. This check is important to be in place to
avoid responses from participants who are already familiar with the study
pattern.

• Participants who aren’t paying attention using Attention Checks. More
details on attention checks can be found in the appendix.

• Participants who don’t complete the study.

• Participants who finish the study exceptionally fast 4

3.2.4 Sample size

Taking the guidelines from [12] into consideration, this work uses the a priori
power analysis method to determine the sample size for the study. For this
purpose, the G-power tool [26] was used. Since there is no certainty of
the data distribution, we use the Wilcoxon-Mann-Whitney t-test for two
independent groups. It calculates the sample size as a function of the effect
size d (0.5), α error probability (0.05), and Power(1 − β error probability)
(0.80). Using the quoted values for each parameter gives us a sample size of
106 with an equal number of participants in each group.

4By ’exceptionally fast’ we mean participants who are statistical outliers (3 standard
deviations below the mean) as recommended on Prolific
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Chapter 4

Study Administration

In this chapter, we go from theoretical constructs to collecting empirical
evidence to show that the evaluation framework implemented in this work
fulfills the study objectives identified in chapter 3. It begins with section 4.1
outlining the data collection specifics on the Crowdsourcing Platforms. Sec-
tion 4.2 provides insight from the participants’ perspective, capturing their
experiences and interactions with the platforms. This chapter concludes by
addressing the crucial aspects of validity and reliability in section 4.3, aiming
to ensure the robustness and credibility of our study findings.

4.1 Data Collection

The process of data collection is foundational to this work because it al-
lows the evaluation framework to be tested using the experiment designed
in chapter 3. This section enumerates the steps involved in the studies from
the researcher’s perspective. It delves into the mechanisms and procedures
adopted for gathering our data on crowdsourcing platforms. The following
subsections provide details on quality control measures and study adminis-
tration costs.

4.1.1 Crowdsourcing Platforms

Toloka, Prolific, and LimeSurvey serve as platforms for data collection in
the experiments. Toloka and Prolific are crowdsourcing platforms utilized
in this study for participant recruitment. Participants sign up on these
platforms to partake in various human subject studies, for research purposes
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and otherwise. LimeSurvey, on the other hand, is the platform that hosts the
studies for the experiments. It is where participants from both Toloka and
Prolific are redirected to complete the evaluation, designed to assess their
interactions with different Explainable Artificial Intelligence (XAI) solutions.

Step 1 | Introduction on the crowdsourcing platform: The task
scenario (Recidivism or Credit Risk Prediction) is introduced, along with
the study’s purpose. A disclosure states that participant responses will
be stored for subsequent processing and analysis, with no personal infor-
mation solicited.

Step 2 | Provide identification details: The instructions ask Prolific
participants to give their Prolific ID on LimeSurvey as their proof of par-
ticipation. While Toloka participants are instructed to use a unique iden-
tifier (favorite color + favorite country + birth month) on both Toloka
and LimeSurvey.

Step 3 | Instructions on LimeSurvey: Upon proceeding to the sur-
vey site, participants receive essential instructions regarding the scoring
scheme and attention checks. They are also provided with a quick brief-
ing of the specific context in which they will be answering the questions
(Capability assessment, Decision Support, and Domain Learning).

Step 4 | Respond to questions: Next, participants answer questions
linked to specific values for each context, based on a prioritized list.

Step 5 | Feedback Forms: Following the question-answer section, Par-
ticipants share cognitive load experiences and user engagement feedback
through concise forms.

Step 6 | Completion code: A completion code is provided on the final
page for participants to confirm survey completion on the crowdsourcing
platform.

4.1.2 Audience filtering

Here we outline the pre-screening filters employed on each platform to ensure
targeted participant selection for the study.

The following explains how the setups on both platform handle cases where
the platforms differ.
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Is Criteria Applied
Toloka Prolific

Credit Risk Recidivism Credit Risk Recidivism

Past performance ✔ ✔ ✔ ✔

English fluency ✔ ✔ ✔ ✔

Previous Participation ✘ ✔ ✘ ✔

College Education ✔ ✘ ✔ ✔

Country (Residence) ✘ ✘ ✔ ✔

Table 4.1: Platform-Specific Pre-Screening Filters for Participant Selection

Past Performance: On Prolific, participants with a 100% approval rate
are selected. While on Toloka participants in the top 10%, based on the
speed–quality balance of their submissions, are included.

Previous Participation: In the first study conducted on both platforms,
the previous participation filter was not applied. This was due to these
experiments being the initial ones in the between-group series.

Education: Participants with at least an undergraduate degree are included
in Prolific. On Toloka, the undergraduate degree filter was applied for the
Credit Risk study but then was made unavailable for the second survey.

Country: On Prolific, the country of residence was used as a filter to in-
clude participants from the US and the UK, both predominantly English-
speaking populations. However, this filter had to be removed on Toloka
due to insufficient participant traffic from the US and the UK.

4.1.3 Quality Control

Quality control measures were applied consistently across both platforms
to ensure reliable data collection. Submissions underwent manual review,
wherein the reviewer carefully examined them for adherence to task instruc-
tions and overall coherence. Additionally, to prevent hasty or careless com-
pletion, submissions with too fast response times were rejected. The analysis
automatically excludes those without the completion code (appearing on the
last page of the study). Furthermore, responses that failed two out of three
attention checks were also rejected. These measures collectively aimed to
uphold the quality and accuracy of the gathered data.
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4.2 User story

This section offers a visual walkthrough of the participants’ experience across
different platforms. The snapshots encapsulate their interactions on Prolific,
Toloka, and LimeSurvey, showing the steps they undertake to successfully
complete the task.

Toloka

• As a crowd worker on Toloka, I start my journey by signing up or logging
into my account.

• During the Toloker registration process, I provide my demographic de-
tails, and I indicate the languages in which I can perform tasks.

• Based on my qualifications, skills defined on Toloka, and the task filters
I choose, I am presented with various task cards. These task cards can
include language tests, training tasks, or actual tasks.

Figure 4.1: An example of a Task Card visible to a Toloker, along with
the pre-screening filters on the right

• Each task card displays specific details and instructions. Once I spot a
task that matches my skills and interests, I select it from the list and can
begin working on it. The fig. 4.1 illustrates how task cards are presented
to me, providing relevant information to help me choose the tasks that
best fit my capabilities.
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(a) Toloka Task Card p1 (b) Toloka Task Card p2

Figure 4.2: Task Card on Toloka - ExplainerDashboard Recidivism Risk
Study

• After clicking on the Credit/Recidivism Risk task (fig. 4.2, I am asked to
create and enter a user identifier on Toloka and then re-directed to the
external survey link.

Prolific

• As a crowd worker on Prolific, my journey begins by signing up to par-
ticipate in research studies. I fill in all my personal information to sign
up.

Figure 4.3: Prolific User Story Part 1 – An example of the profile section
which is used to screen participants

• Additionally, I provide demographic details (fig. 4.3) and other relevant
information about myself, which serve as screening questions. While
not all information is mandatory, I know that providing more details
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increases my chances of accessing a wider range of surveys that match
my qualifications and interests.

(a) Studies I qualify for (b) Study Details I see

Figure 4.4: Prolific User Story Part 2

• Once my profile is set up, I am presented with a list of studies for which
I qualify. I browse the available options, and when I find a study that
interests me, I reserve my spot and keep track of my Prolific ID for easy
identification before beginning the study.

Figure 4.5: Task Card on Prolific - TalkToModel Recidivism Risk Study

• After clicking on the Credit/Recidivism Risk task (fig. 4.5, I am re-
directed to the external study link and asked to paste my Prolific ID.

LimeSurvey

1. Instructions: Upon entering the study on LimeSurvey, I receive clear in-
structions about scoring and attention checks. I also get a quick overview
of the contexts concerning the questions.
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2. Answer Questions: I respond to questions based on specific values. These
questions match a prioritized list for each context.

3. Provide Feedback: After answering, I share my thoughts on cognitive
load and engagement through concise forms.

4. Get Completion Code: At the end, I receive a completion code to confirm
my survey submission on the platform. I enter this code to signify I’m
done.

4.3 Study Design Validation

After developing the initial version of the evaluation framework proposed in-
section 3.1, the subsequent phase involves an iterative process of validation
and improvement. This work adopts a multipronged approach for validation
at different stages of the study development. Face validity and content valid-
ity, explained in section 4.3.1, are established during the development phase
through expert and peer feedback and pilot testing. After data collection
is complete, participant feedback and peer reviews are utilized for usability
validation of the evaluation framework.

Figure 4.6: An overview of Pre-test validity steps

4.3.1 Pre-test validity

Before rolling out the final study, several steps ensure its validity. To this
end, this work uses content validity as one of the defenses to justify its use.
Content validity ensures that a test (our evaluation framework) comprehen-
sively and accurately represents the intended construct (the operationalized
values) being measured. As prescribed in [32], we consider the following
conditions to claim content validity.
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• The content domain must be behavior-based and widely understood. We
achieve this by measuring behavioral aspects like user performance. For
example, to test if the XAI solution aids the comprehensibility of users,
the item does not ask participants –Are you able to understand why the
model predicts this?. Instead, the items ask – What is the model’s pre-
diction, and why do you think the model gave the said prediction?. If the
participant answers the questions correctly, it is acceptable to say that
the XAI solution successfully aided the user’s understanding.

• The domain is unambiguously defined. The study design explicitly de-
fines the values and how the literature prescribes their measurement to
address this condition.

• The content domain is relevant to the purposes of measurement. The
purpose of the study is to evaluate the selected XAI solutions based on a
list of values. The content domain in this study comprises a collection of
the said values. Section 2.5 in the end, describes how the value framework
makes sense for a context-aware evaluation of XAI solutions.

• Qualified judges verify sufficient domain coverage. Ensuring the content
validity of an evaluation approach is not solely about the content itself but
also about who evaluates it. Engaging qualified judges or experts in the
domain ensures that the content is assessed with a depth of understanding
and expertise. To achieve this, a panel, including the thesis supervisors
and academic advisors, reviewed the items before and after the pilot
study was administered.

• The response content must be reliably observed and evaluated. This con-
dition refers to ascertaining the reliability of the results obtained through
the study. More on this is discussed in section 4.3.2

Expert Panel feedback Experts ensure the face validity component.
Face validity, a part of content validity, refers to the subjective assessment of
the study items’ perceived relevance in measuring the targeted constructed
[9]. The initial study design required the participants to interact with the
XAI interface directly. However, having this external dependency introduced
potential outages and the unnecessary introduction of confounding variables
like participants’ ability to navigate the XAI interface. Following expert ad-
vice, all external dependencies were eliminated. Another input was to test
the XAI solutions in more than one task domain to show the generalizability
of the evaluation framework developed.
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Cognitive interviews The purpose of cognitive interviews is to evaluate
the clarity and relevance of study items. A draft study is administered to a
target population, to ascertain whether the questions in the study genuinely
reflect the domain of the study and align with the researcher’s intentions.
By facilitating a deeper understanding of how respondents interpret ques-
tions, cognitive interviews enable researchers to modify, clarify, or enhance
questions to better suit the study’s objectives.

In the context of our study, the interviewees were asked the following ques-
tions while they were taking the study:

Question 1: Do you find the questions and the corre-
sponding answer choices to be overly complex, excessively
straightforward, or appropriately balanced in terms of dif-
ficulty?

Question 2: Do you notice any inconsistencies?

Question 3: Is the accompanying helper information
sufficient for answering the question?

Question 4: Is there any information that you thought
is unnecessarily increasing the cognitive load?

• The 5 respondents – all MSc students or graduates– who use AI in various
capacities, represent a segment of the target demographic.

• Feedback from these interviews helped in deriving time estimates for the
pilot study. Notably, there were inconsistencies observed in the study
items, necessitating formatting adjustments.

• Based on the insights from the interviews, framing efforts and instruc-
tion granularity and framing, were streamlined mitigating doubts and
maximizing response.

Pilot Study Pilot testing of the user studies within the target population
is a pivotal step before administering it on a larger scale. It allowed for
making tailored refinements to the study items, addressing specific potential
issues identified concerning the target demographic. The outcomes of the
pilot study can be summarized as the following:

• The Pilot testing was administered to 10 individuals on Prolific, focusing
on the credit risk task domain for ExplainerDashboard.

37



Chapter 4. Study Administration

• This phase provided valuable insights into the estimated time and budget
required for a full-scale study.

• It offered a comprehensive understanding of the study administration
workflow from start to finish.

• Following the pilot study’s outcomes, the expert panel was consulted
for another round of feedback. This led to the decision to randomize
the order of contexts in the studies, ensure uniform difficulty across all
constructs, and reintroduce all six dimensions of the original NASA-TLX
questionnaire, which had previously omitted the physical dimension.

4.3.2 Post-test validity

In a final validation step, after administering the studies to the target popula-
tion, two expert peer reviews were conducted by two individuals well-versed
in the field of AI and XAI.

Person 1
Education: Master’s in Computer Science
Experience: 3+ years in the AI industry
as a researcher/consultant

Person 2
Education: Master’s in Computer Science
Experience: Explainable AI researcher

The primary goal here was to ensure the correctness and comprehensibil-
ity of study items, confirming that proper attention would yield accurate
responses. Additionally, their insights were invaluable in affirming the re-
searcher’s understanding of XAI features.
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Results and Discussion

This chapter presents the results of a controlled experiment aimed at assess-
ing the effectiveness of the contextualized evaluation framework developed
in this work to test XAI solutions. The goodness of the framework has been
tested in two folds, each corresponding to one of the two study objectives.

• Study objective 1 focuses on the evaluation framework’s ability to assess
the fulfillment of selected values by XAI solutions.

• Study objective 2 seeks to determine the evaluation framework’s ability to
differentiate the performance of various XAI solutions based on different
contexts.

Section 5.1 presents the results of study objective 1, reporting the outcomes
of the four user studies individually. Section 5.2 compares the performance
of each XAI solution based on the downstream usage context to support
the second study objective. Both these sections simultaneously discuss the
interpretations of the numbers reported.

Section 5.3 presents the implications of this work, with section 5.4 outlining
its limitations and points of consideration.

5.1 Evaluating Fulfillment of Selected Values

This section presents the performance of the XAI solutions – Explainer Dash-
board (ED) and TalkToModel (TTM) – based on participants’ responses.
The results provide insights into two aspects of the XAI solutions’ effec-
tiveness. Firstly, we examine whether specific values can be delivered with
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the XAI methods’ features. Secondly, we evaluate the extent to which a
solution successfully operationalizes a value. This is reflected in the number
of correct responses from the participants. For the values comprehension,
uncertainty, completeness, and translucence, the number of correct and in-
correct responses are reported for each question associated with these values
across the sample.

5.1.1 Processing incorrect responses

Ground truth To provide accurate and reliable responses for establishing
the ground truth for the evaluation, the researcher responsible for developing
the study items completed each study. These researcher-provided responses
were timed and submitted contiguously to simulate the conditions experi-
enced by the participants. These serve as a point of reference against which
the correctness of participants’ answers can be measured.

Identifying XAI-Attributed Incorrect Responses Before attributing
incorrect responses to the XAI method to assess its performance, it is cru-
cial to isolate responses that are incorrect due to factors other than the
XAI method’s features. Three potential reasons account for such incorrect
responses:

1. Issues with the study item, such as unclear questions or answer options,
misleading screenshots, or issues due to lack of sufficient attention from
the user. We classify the incorrect responses due to both categories of
issues described above as Type A.

2. Cases where neither the study item nor the user’s response reveals any
apparent issues, pointing to possible hindrances in the XAI feature
affecting the perception of essential information required for accurate
responses. We classify these incorrect responses as Type B.

To attribute the incorrect responses to either Type A or B, similar types of
questions were cross-referenced in the user studies and with expert peer stud-
ies conducted as a part of post-test validation of the evaluation framework,
described in section 4.3.2. This analysis allowed for a better understand-
ing of the underlying reasons for the inaccuracies in the responses. In this
section, the results present the incorrect questions either as Type A or B
following the algorithm1 for each of the four studies.
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Algorithm 1 Assigning Incorrect Response Type
Require: 0% < num_incorrect < 100%

for each question in the survey do
if num_incorrect ≤ 20% then

Return incorrect_resp_type as Type A
else

if NOT problem_with_study_item() then
if NOT problem_user_attention() then

Return incorrect_resp_type as Type B
else

Return incorrect_resp_type as Type A
end if

else
Return incorrect_resp_type as Type A

end if
end if

end for

5.1.2 Explainer Dashboard - Credit Risk

Comprehension 2 — What are the three most important features
for determining whether applicant 773 is a good or bad credit risk?
Correct Responses — 46.2%
Context — Capability Assessment

In fig. 5.1, this question was categorized as Type B. The associated screen-
shot ( fig. 5.3a), shows a contribution plot from ED, which has been observed
to present challenges for participants across multiple study items. Similarly,
comprehension question 2 in fig. 5.2 (Decision Support), and comprehen-
sion question 2 in fig. 5.5 (Domain Learning) were also classified as Type B,
utilizing fig. 5.3b and fig. 5.3c respectively for the same reasons.

Comprehension 3 — If applicant 698 does have a critical account
or loan elsewhere, would it increase or decrease his chances of being
predicted as a good credit risk (from 78%)?
Correct Responses — 65.4%
Context — Capability Assessment

In fig. 5.1, the above question was categorized as Type A for user attention.
This classification is based on a comparison with five other similar questions
in both the ED studies, where participants provided > 80% correct answers
in the majority of cases. The only distinction between this question and
the others is that it involves a boolean feature instead of a numerical one.
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Following the same reasoning, comprehension question 3 in fig. 5.5 is also
classified as Type A for user attention.

CAPABILITY ASSESSMENT

Correct answers Incorrect answers

0 20 40 60 80 100
Corrrect response %

0 20 40 60 80 100

Incorrect responses (Type B) %

Incorrect responses (Type A) %

DECISION SUPPORT

Correct answers Incorrect answers

0 20 40 60 80 100

Corrrect response %

0 20 40 60 80 100

Incorrect responses (Type B) %

Incorrect responses (Type A) %

ED- German

Figure 5.1: Correct and Incorrect Responses in Capability Assessment for
Explainer Dashboard - Credit Risk Scenario
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Incorrect responses (Type A) %

Figure 5.2: Correct and Incorrect Responses in Decision Support for Ex-
plainer Dashboard - Credit Risk Scenario
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(a) Plot for 773 (b) Plot for 513 (c) Plot for 489

Figure 5.3: The Contribution plots in this figure show the contribution
that each individual feature has had on the prediction for a specific

prediction. The contributions add up to the final prediction. It explains
how each individual prediction has been built up from all the individual

ingredients in the model. ED - Credit Risk User study.

Uncertainty — Which of the model predictions is more likely to be
correct? That of applicant 971 or 196?
Correct Responses — 57.7%
Context — Capability Assessment

The uncertainty question in fig. 5.1 is categorized as Type A for the study
item. This classification is due to the associated screenshot lacking infor-
mation about the error probability of the model prediction, which is what
the question enquires. The correct phrasing should inquire about the pre-
diction’s confidence score.

Uncertainty — You are given the model’s error probabilities on sim-
ilar profile categories, the details of applicant 272’s profile, and the
prediction made by the model for this applicant. How likely is it, that
the model is correct or incorrect about 272?
Correct Responses — 65.4%
Context — Decision Support

The above question about uncertainty in fig. 5.2 is categorized as Type B.
Although there is nothing evidently wrong with the study item, the associ-
ated screenshot for this question presents the data category where the model
is expected to make mistakes in a complex manner (fig. 5.4c). The objective
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was to assess if the participants could discern when to interpret the confi-
dence scores of the prediction with caution taking the error probability into
account.

(a) Recidivism Risk - TTM (b) Credit Risk - TTM (c) Credit Risk - ED

Figure 5.4: The information about the model’s error probability is
provided as a supporting visual for uncertainty questions in the Decision

Support contexts in all of the studies.

Completeness — What are the three most important features for
determining whether an applicant is a good or bad credit risk?
Correct Responses — 46.2%
Context — Domain Learning

DOMAIN LEARNING
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DOMAIN LEARNING

Correct answers Incorrect answers
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Corrrect response %
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Corrrect response %

ED- Compas

0 20 40 60 80 100

Incorrect responses (Type B) %

Incorrect responses (Type A) %

Figure 5.5: Correct and Incorrect Responses in Domain Learning for Ex-
plainer Dashboard - Credit Risk Scenario
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In fig. 5.5, the completeness question presents a challenge in classification as
Type A or B as it uses the associated screenshot referenced in fig. 5.6a. In
the ED - Recidivism Risk study, a similarly associated screenshot of feature
importance, (fig. 5.6b) with the respective completeness question, resulted
in > 95% of correct responses. Due to the mixed responses, expert peer
responses were cross-referenced. Upon finding those to be 100% correct, this
question was categorized as Type A for user attention.

(a) Credit Scoring features (b) Recidivism features

Figure 5.6: Show the features sorted from most important to least impor-
tant based on SHAP values. These values are the average absolute impact
of the features on the final prediction.

5.1.3 Explainer Dashboard - Recidivism Risk
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Figure 5.7: Correct and Incorrect Responses in Capability Assessment for
Explainer Dashboard - Recidivism Risk Scenario
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DOMAIN LEARNING
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Figure 5.8: Correct and Incorrect Responses in Domain Learning for
Explainer Dashboard - Recidivism Risk Scenario

Uncertainty — Is the model more confident about its prediction of
applicant 1542 or 3391?
Correct Responses — 77.7%
Context — Capability Assessment

The uncertainty question shown in fig. 5.7, falls under Type A error due to
user attention issues. It can’t be compared to the uncertainty question in the
capability assessment of the ED - Credit Risk study because the latter was
flagged as a problematic study item. However, other questions related to just
confidence scores in the Domain Learning context, both in this study and
the ED - Credit Risk study, received > 80% accurate responses. Moreover,
expert peer responses align 100% with the ground truth, further affirming
this categorization.

Comprehension 3 — If we want to flip the prediction for defendant
7077 of being unlikely to commit a crime (53.4%), should the number
of previous crimes be increased or decreased?
Correct Responses — 29.6%
Context — Domain Learning

In fig. 5.8, comprehension question 3 is an interesting case. The question is
well-structured with no evident issues in the answer options either. But it
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differs in phrasing from questions for the same value in other contexts, mak-
ing it a potential issue about homogeneity in the study items. However, the
erroneous responses could also be attributed to a lack of user attention, as
the specific model prediction probabilities (in the answer options) are quite
close to 50%, requiring careful consideration of the feature correlation direc-
tion. As a result, its classification as Type A is without explicitly indicating
the root cause.

Comprehension 2 — What are the two most important features for
determining whether defendant 7645 is likely or unlikely to commit a
crime again?
Correct Responses — 77.7%
Context — Capability Assessment

Comprehension 2 — How does increasing the age attribute impact
the model-predicted probability of defendant 8633 being unlikely to
commit a crime of 21.33%?
Correct Responses — 51.9%
Context — Domain Learning

Both comprehension questions 2, in the contexts of capability assessment
(fig. 5.7) and domain learning (fig. 5.8) in the ED - Recidivism Risk study,
are classified as Type B. This is due to the use of the contribution plots
feature (fig. 5.9a and fig. 5.9b) from ED, as the supporting visual, which has
been observed to present challenges for participants across multiple study
items
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(a) Plot for 7645 (b) Plot for 8633

Figure 5.9: The Contribution plots in this figure show the contribution
that each individual feature has had on the prediction for a specific

prediction. They are used as supporting visuals in the second
comprehension questions in Capability Assessment and Domain Learning

contexts. In the ED - Recidivism Risk user study.
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Figure 5.10: Correct and Incorrect Responses in Decision Support for
Explainer Dashboard - Recidivism Risk Scenario
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Uncertainty — You are given the information about where the model
is typically correct, some information about defendant 6336’s profile,
and the model’s prediction. How likely is it that the model is correct
about this prediction?
Correct Responses — 59.6%
Context — Decision support

The incorrect responses to this uncertainty question in decision support con-
text (fig. 5.10), are categorized as Type B attributing it to an issue with the
XAI solution, following similar reasoning for the corresponding question in
the ED - Credit Risk study (section 5.1.2).

5.1.4 TalkToModel - Credit Risk

Translucence — Consider the category (of data where the model
typically makes mistakes) Applicant 175 falls under. How likely is the
model prediction incorrect?
Correct Responses — 66.6%
Context — Capability Assessment

The translucence question in the capability assessment context (fig. 5.11) is
classified as Type A for user attention. The TTM - Recidivism Risk study
presents a similar translucence question receiving > 80% correct responses.
Following the protocol for such mixed results, peer validation responses were
referenced. They turned out to be 100% correct. Therefore, this question
was attributed to an isolated user attention issue.
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Figure 5.11: Correct and Incorrect Responses in Capability Assessment
for TalkToModel - Credit Risk Scenario

Translucence — You are given the information that applicants 175
and 513 belong to the first and second categories respectively. Which
model prediction is more likely to be incorrect: the one for applicant
175 or the one for applicant 513?
Correct Responses — 77.7%
Context — Decision Support

Following the exact same reasoning as before, the translucence question
(fig. 5.12) in the decision support context, is also classified as Type A because
of an isolated user attention issue.

Uncertainty — You are given the information about where the model
is typically incorrect, some information about applicant 272’s profile,
and the model’s prediction. How likely is it that the model is correct
about the applicant?
Correct Responses — 55.5%
Context — Decision Support

The decision support context’s uncertainty questions are similar in both the
TTM - Credit Risk study and the TTM - Recidivism Risk study. Despite
the similarity in the questions, one study received 55.5% (fig. 5.12) correct
responses while the other had > 80% correct responses, respectively. So as
in the case of mixed responses, the peer responses were referred. Because
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Figure 5.12: Correct and Incorrect Responses in Decision Support for
TalkToModel - Credit Risk Scenario

the expert peer responses exhibited 100% agreement with the ground truth,
this question in the TTM - Credit Risk study is classified as Type A due to
a user attention issue. Interestingly, the associated screenshots present error
probability details for model predictions. While the question regarding the
model’s likelihood of being incorrect received over 80% correct responses,
the one querying the model’s correctness did not, pointing to an attention-
related issue.

Comprehension question 3 — How does increasing criticalaccoun-
torloanselsewhere from 0 to 1 impact the model-predicted probability
of being a bad credit risk for applicant 272?
Correct Responses — 62.9%
Context — Decision Support

In each of the three contexts in the TTM - Credit Risk study, there is a ques-
tion similar to the comprehension question 3 in decision support (fig. 5.12).
Two out of those three receive > 80% correct responses. Following the ma-
jority of cases, this question is classified as Type A because of an isolated
user attention issue. Interestingly, similar to the case of the comprehension
question 3 in the ED - Credit Risk study (section 5.1.2), the only distinction
between this question and the others is that it involves a boolean feature
instead of a numerical one.
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Figure 5.13: Correct and Incorrect Responses in Domain Learning for
TalkToModel - Credit Risk Scenario

Completeness 2 — How likely is a model to be incorrect about
applicants who have a guarantor?
Correct Responses — 74%
Context — Domain Learning

The completeness question 2 in domain learning context (fig. 5.13) presents
an interesting case. There is a similar question in the TTM - Recidivism Risk
study and both had > 20% incorrect responses. The information provided by
TTM for this question seems straightforward (fig. 5.14a). However, it is not
clear whether the issue lies in user attention or the study item formulation.
The peer-validation responses are 100% correct too for this question. The
supporting visual shows the model prediction’s accuracy for a subgroup of
data, while the question enquires about the probability of it being inaccurate.
This mismatch might have led to incorrect responses. Consequently, this
question is classified as Type A, but the cause remains inconclusive.

5.1.5 TalkToModel - Recidivism Risk

Completeness 2 — How likely is the model prediction correct about
a defendant who is 22 years old?
Correct Responses — 57.7%
Context — Domain Learning

For this study, every question except the completeness question 2 in domain
learning (fig. 5.15) receives > 80% correct responses. For this question, like
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(a) Credit Risk (b) Recidivism Risk

Figure 5.14: The sub-figures are the supporting visual for the
completeness question 2 in the Domain Learning context in TalkToModel

- Credit Risk and TalkToModel - Recidivism Risk studies respectively

the completeness question 2 in the TTM - Credit Risk study, the incorrect
responses cannot be attributed to a specific XAI feature. That is because
the information provided in the supporting visual (fig. 5.14b) is yet again
straightforward. However, while the question enquires about the model pre-
diction’s likelihood to be correct, the visual aid informs participants about
the error probability. And as in the previous section, following the same
logic, this question is categorized as Type A without concluding the root
cause.
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Figure 5.15: Correct and Incorrect Responses in Domain Learning for
TalkToModel - Recidivism Risk Scenario
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Figure 5.16: Correct and Incorrect Responses in Capability Assessment
for TalkToModel - Recidivism Risk Scenario
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Figure 5.17: Correct and Incorrect Responses in Decision Support for
TalkToModel - Recidivism Risk Scenario

5.2 Comparative Analysis of XAI Solutions

This section presents a comparative analysis of the XAI solutions based
on the respective task scenarios. The results are reported in table 5.1 and
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table 5.2, showcasing a comparison of correct and incorrect responses for
each dataset using both XAI solutions. Notably, some cells are left blank,
for instances where the type of incorrect responses falls under Type A due
to user attention or study item issues. Hence, these incorrect responses, not
attributed to the XAI solutions, are excluded from the report.

Furthermore, the assessment of actionability is presented through a separate
visualization. Figures 5.18 and 5.19 report actionability per user, captur-
ing their interactions with the XAI solutions and perceptions of explana-
tion usability. It incorporates an extra dimension—the NASA-TLX self-
reports—alongside the percentage of incorrect responses, for comprehensive
insights into the user experience, and its potential impact on XAI solution
performance.
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Figure 5.18: Individual Participant Comparison of XAI Solutions for the
Actionability Value: Number of Incorrect Responses (Behavioral Aspect)
and NASA-TLX Scores (Self-Reported Aspect) per XAI solution Used –

Credit Risk Study

5.2.1 Statistical testing results

The Mann-Whitney U test was applied to compare the performance (per-
centage of correct responses) of participants taking the TTM studies vs.
those taking the ED studies. The test compares their performances as two
independent groups in a non-parametric analysis because the data does not
follow a normal distribution. The test yielded the following results.

• Statistic: The U statistic, with a value of 1922.0, represents the test
outcome, evaluating the null hypothesis, which posits no significant dif-
ference between the two groups.

• One-sided p-value: The one-sided p-value, calculated as 0.00051, indi-
cates the probability of obtaining the observed data (or more extreme)
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TalkToModel Exp Dashboard
Capability Assessment Correct Incorrect Correct Incorrect
Comprehension 1 92.6% – 100% –
Comprehension 2 92.6% – 46.2% 53.8%
Comprehension 3 96.2% – 65.4% –
Uncertainty 96.3% – 57.7% –
Translucence 66.6% – ✘ ✘

Decision Support Correct Incorrect Correct Incorrect
Uncertainty 55.5% – 65.4% 34.6%
Translucence 77.7% – ✘ ✘

Comprehension 1 96.3% – 92.3% –
Comprehension 2 96.3% – 53.8% 46%
Comprehension 3 62.9% – 80.7% –

Domain Learning Correct Incorrect Correct Incorrect
Comprehension 1 100% – 100% –
Comprehension 2 85.2% – 73% 29.9%
Comprehension 3 96.3% – 69.2% –
Translucence 100% – ✘ ✘

Completeness 1 100% – 61.5% –
Completeness 2 74.1% – ✘ ✘

Uncertainty 96.3% – 100% –

Table 5.1: Context-Specific Comparison of XAI Solutions: Percentage of
correct and incorrect responses for study items mapped to each value
with descending order of priority in the Credit Risk User Study. The

Solution that performs better for a specific value is highlighted as gray.
Only Type B is reported, as those are the incorrect responses attributed
to the XAI solution; the dashes represent Type A incorrect responses. A

cross signifies that the concerned XAI solution doesn’t embody that
value altogether.
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TalkToModel Exp Dashboard
Capability Assessment Correct Incorrect Correct Incorrect
Comprehension 1 96.2% – 92.6% –
Comprehension 2 100% – 77.7% 22.2%
Comprehension 3 92.3% – 92.6% –
Uncertainty 92.3% – 77.7% –
Translucence 84.6% – ✘ ✘

Decision Support Correct Incorrect Correct Incorrect
Uncertainty 84.6% – 59.3% 40.7%
Translucence 80.8% – ✘ ✘

Comprehension 1 96.2% – 85.2% –
Comprehension 2 100% – 88.8% –
Comprehension 3 92.3% – 92.6% –

Domain Learning Correct Incorrect Correct Incorrect
Comprehension 1 96.2% – 88.8% –
Comprehension 2 100% – 51.9% 48.1%
Comprehension 3 80.7% – 29.6% –
Translucence 96.2% – ✘ ✘

Completeness 1 57.7% – 96.3% –
Completeness 2 96.2% – ✘ ✘

Uncertainty 100% – 96.3% –

Table 5.2: Context-Specific Comparison of XAI Solutions: Percentage of
correct and incorrect responses for study items mapped to each value in

descending order of priority in the Recidivism Risk User Study. The
solution that performs better for a specific value is highlighted as gray.
Only Type B is reported, as those are the incorrect responses attributed
to the XAI solution; the dashes represent Type A incorrect responses. A

cross signifies that the concerned XAI solution doesn’t embody that
value altogether.
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Figure 5.19: Individual Participant Comparison of XAI solutions for the
Actionability Value: Number of Incorrect Responses (Behavioral Aspect)
and NASA-TLX Scores (Self-Reported Aspect) per XAI solution Used –

Recidivism Risk Study

under the assumption of no difference (null hypothesis).

The test aims to assess if the performance scores of the TTM group sur-
passed those of the ED group. With a p-value less than the conventional
significance level of 0.05, there is strong evidence to reject the null hypoth-
esis. In conclusion, there is a statistically significant difference between the
two groups, and the values in the TTM group are greater than those in the
ED group.

The interpretation of the U statistic and the p-value is further dependent on
the sample sizes of both groups, which, in this case, were 53 participants each.
While the U statistic alone doesn’t provide a direct statistical significance
measure, the p-value offers valuable insights. A small p-value suggests that
the observed differences between the groups are unlikely to occur by chance,
reinforcing the statistical significance of the test results.

5.3 Implications

This section discusses the significant implications that arise from this work.
The first implication, while not a direct insight into the evaluation of XAI,
offers a perspective that extends beyond the scope of the evaluation method
itself. The second implication places this work in the context of a trend that
highlights the pivotal role of human-subject testing in XAI validation.
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5.3.1 Interactive XAI for Enhanced User Performance

The findings in this work underscore the superior performance of participants
across two datasets when using an interactive XAI method compared to a
static dashboard XAI method. This gives an indication that XAI as a field
should consider that the mere provision of explanations may not suffice; the
manner in which these explanations are presented plays a pivotal role in
their effectiveness. Several implications arise from these observations.

User Engagement and Comprehension : Interactive explanations have
been shown to improve the perceived usefulness and collaborative perfor-
mance between humans and AI. This suggests that users find interactive
methods more informative and valuable in understanding AI decisions
[7].

Time Considerations : While interactivity offers richer insights, it also
demands more time from users. This trade-off between depth of under-
standing and time investment needs to be considered when designing and
implementing interactive XAI systems.

Facilitation of Exploration : Interactive XAI empowers users to explore
different facets of the model’s decision-making process. Such exploration
can lead to a more holistic understanding of the system, allowing users
to gain insights that might remain obscured in non-interactive systems.

5.3.2 Human-Subject Testing in XAI Validation

The validation of new XAI solutions through human-subject testing has been
prevalent in the literature [43, 52, 58, 59]. Such validation is pivotal, as it
provides empirical evidence of the solution’s efficacy and utility in real-world
scenarios.

Given this trend, the evaluation framework for XAI, as presented in this
work, offers a significant contribution. It can seamlessly integrate into the
validation process of many XAI solutions, providing a standardized frame-
work for assessing their effectiveness.

5.4 Limitations and Considerations

The current evaluation exhibits certain limitations that are important to
acknowledge in order to provide context to the work’s findings.
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5.4.1 Restricted User-XAI Interaction

One limitation of the current evaluation stems from the participants viewing
screenshots of the actual XAI systems to allow controlled data collection.
Participants did not engage with the real websites hosting the XAI solutions
as a measure to avoid potential complexities. Technical problems with the
hosting websites or external dependencies could disrupt the studies during
the experiments.

While allowing direct users-to-XAI systems interactions would have provided
higher fidelity data on human and XAI system interactions, the current ap-
proach streamlines the process by incorporating some of the researcher’s
work on their behalf. In the case of ExplainerDashboard, the researcher
meticulously chooses XAI features and identifies the most suitable one for
each question. Similarly, in TalkToModel, the researcher explored various
possible questions and prompts to identify the most effective ones for differ-
ent inquiries. As a result, the experiments presented participants with only
those XAI features’ screenshots that effectively facilitate users in obtaining
information optimally.

By simplifying the participants’ tasks, they are relieved from independently
identifying the optimal way to access the required information. This level
of researcher involvement may have limited our understanding of how con-
venient or inconvenient each XAI solution is for lay users when unaided.
However, the current framework still offers insights into the upper bound of
the solutions’ capabilities when utilized to their maximum potential.

5.4.2 Customization of Study Items and Human Error

The evaluation framework employed in this study necessitates the creation
of highly customized study items tailored to specific values and downstream
usage contexts. As a result, each study item becomes unique, introducing
the possibility of human error in various aspects, such as question phrasing,
answer options, supporting visuals, and overall construct uniformity. To
mitigate this concern study items would require thorough review in multiple
rounds to identify and rectify potential issues.

In this work, to accommodate resource constraints during the pre-test val-
idation phase, a sampled subset of study items was reviewed, rather than
conducting exhaustive reviews of all 18 to 22 items in each of the four studies.

In application-centered evaluations, this concern might not arise. Such eval-
uations would be designed for specific XAI solutions tailored to particular
domains. Thus, the extensive generalizability tests – for validation – in-
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volving multiple datasets and XAI solutions, as in this study, would be
unnecessary. This tailored approach allows for a more focused assessment of
XAI solutions in their intended contexts. The review of the assessment itself
would also be more focused thus minimizing study item-related issues.

5.4.3 Resource Constraints in Study Administration

The experiments conducted in this work encountered some budget con-
straints, resulting in a slightly reduced sample size than the original plan.
Adapting to these constraints, the study leveraged two distinct recruitment
platforms: Toloka and Prolific.

With a reduced sample size, the statistical significance test employs a power
value of 0.80. This diminishes the framework’s ability to detect significant
differences in participants’ performance when using two different XAI solu-
tions to 80%, leaving a 20% chance of missing genuine effects.

As for using two distinct recruitment platforms, every effort was made to
ensure consistency across platforms by using equivalent pre-screening fil-
ters for participant recruitment and maintaining a uniform study format on
LimeSurvey. Considering all this, the variance in the quality of data collected
due to different platforms is likely minimal. However, with the current ex-
periment setup, it is not feasible to conclusively determine the extent of this
variability, if any.

5.4.4 Subjectivity in the Evaluation Process

In addition to the limitations already discussed, certain additional factors
merit attention. Interpretation plays a role in the evaluation process, adding
an element of subjectivity from the individual’s perspective who devises the
evaluation items. To address this potential bias, in this work, each inter-
pretation of the values and a sample of corresponding study items were
subjected to a thorough review.

Subjectivity can also creep in through the researcher’s perception of XAI
features. It’s crucial to note that the researcher’s judgment of correctness
might not always align with objective truth. This work collects data from
two expert peers with extensive backgrounds in AI and XAI.
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5.4.5 Data Variability arising from Participant Skills
and Motivations

The human subjects in the experiments are people recruited from crowd-
sourcing platforms. Their interaction with the XAI systems could and most
likely would be different from domain experts, corresponding to the task do-
mains used in the experiments. These participants might not have the same
domain-specific expertise and might primarily be motivated by financial in-
centives rather than a genuine interest in AI applications.

Furthermore, the variability due to skills becomes evident when contrasting
the results from expert peers. In this case, consistent 100% correct answers
across various contexts were observed, regardless of the specific XAI solution
employed. On the other hand, the user studies report significant differences
in response correctness corresponding to different XAI solutions.
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Conclusion

This research aimed to propose a method to operationalize the diverse values
that different stakeholders prioritize. This priority was used to evaluate
Explainable AI (XAI) techniques tailored to their specific use cases. To this
end, the proposed evaluation framework follows a human-centered design,
wherein user studies incorporate behavioral and self-reported items mapped
directly to these values. These studies systematically prioritize the values
according to the unique requirements of specific use cases.

For validation, the approach was employed in a comparative analysis across
various task scenarios, assessing the performance of multiple XAI techniques.
The empirical findings affirm the approach’s ability to yield insightful com-
parisons between different XAI techniques.

The experiments indicate that the style in which explanations are delivered is
important. It has a significant impact on their effectiveness in helping users
understand the inner workings of the AI model. The approach is also able
to highlight issues with users’ perception of information concerning specific
XAI features.

The principal contribution of this work is the development of a prototypical
evaluation template for XAI techniques. This template is both customizable
and extendable, allowing for tailored assessments that align with the diverse
values and priorities of stakeholders.

It aims to serve as a foundational framework for human-centered evaluations
of XAI in a generalized setting. It also aims to support application-centered
evaluations of XAI techniques built for specific domains. This research un-
derscores the importance of standardized assessment of the algorithmic work
in XAI with human subjects.
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6.1 Future Work

As this work presents a prototypical setup to perform a contextualized eval-
uation of XAI techniques, there are several avenues for further exploration
and refinement.

Scaling up To further the impact and applicability of the prototypical
evaluation template introduced in this work, future research should focus
on scaling it up for application-centered evaluations of XAI techniques cus-
tomized for specific domains. This entails tailoring the template to the
unique requirements and challenges of particular fields, such as healthcare,
finance, or criminal justice. Engaging experts in these domains as test sub-
jects would provide invaluable insights, allowing for the refinement of the
evaluation criteria based on their professional knowledge and experience.

Additionally, longitudinal studies could be conducted to track how these
domain experts interact with the XAI systems over time, offering a deeper
understanding of the template’s effectiveness and areas for improvement.
This approach would enhance the template’s relevance and utility in real-
world settings. Further, it would also contribute to the broader goal of
establishing standardized, human-subject evaluations in the rapidly evolving
field of XAI with a wide range of applications.

Incorporating Quantitative Metrics While the current evaluation frame-
work effectively leverages participant behavior and feedback to assess various
values prioritized in different use cases, it is recommended that future work
extend this value-based evaluation of XAI techniques to include quantita-
tive metrics. For instance, values such as faithfulness and stability, which
are often prioritized by users, could be assessed using automated quantitative
metrics.

There is a significant body of work focusing on the quantitative evaluation of
XAI [34, 35, 49]. These quantitative metrics aim to quantify the conceptual
properties of explanations. Integrating such quantitative metrics into the
evaluation framework proposed in this thesis could augment the value-by-
value comparison of XAI techniques, providing a more comprehensive and
balanced assessment of their effectiveness.
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Appendix

A Reproducibility

This section provides resources to facilitate the reproducibility of the em-
pirical studies presented in this work. Below are the links to the studies
administered and the pre and post-processing code. These resources are in-
tended to help anyone looking to understand and replicate the methodology
and findings of this work.

XAI Technique 1
Explainer Dashboard – Credit Risk1

Explainer Dashboard – Recidivism Risk2

XAI Technique 2
TalkToModel – Credit Risk3

TalkToModel – Recidivism Risk4

All the above studies are hosted on a LimeSurvey server, with a quota of a
maximum of 25 responses per month. If the links are inaccessible due to ac-
cess limits, the snapshots of every part of the studies are provided as PDFs in
the GitHub repository (git repo) linked below. It also contains configuration
files that can be directly imported to any account on LimeSurvey.

The code for the Explainer Dashboard and TalkToModel experiences, the
raw data for training the models, and the post-processing of study results
can be found here 5.

1https://blindspot.limesurvey.net/363714?lang=en
2https://blindspot.limesurvey.net/355323?lang=en
3https://blindspot.limesurvey.net/196313?lang=en
4https://blindspot.limesurvey.net/277256?lang=en
5https://github.com/sree2712/Maxplain
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Appendix . Appendix

B User Engagement Scale Reports

This section provides insights into participants’ perceptions of their study
experience, as assessed using the User Engagement Scale’s selected sub-scale
items [51]. Each of the sub-scale items operationalizes the participants’
perception of aspects like the system’s aesthetics, usability, their own ability
to focus, and the reward factor of their experience while taking the study.

The objective of this evaluation component was to understand participants’
sentiments towards the evaluation method system itself and to draw conclu-
sions regarding their overall engagement and experience.

Key Value

TTM_G TalkToModel - Credit Risk Study
TTM_C TalkToModel - Recidivism Risk Study
ED_G Explainer Dashboard - Credit Risk Study
ED_C Explainer Dashboard - Recidivism Risk Study

Table 1: The legend for the UES plots in fig. 1, fig. 3, fig. 3, and fig. 4

100 90 80 70 60 50 40 30 20 10 0 10 20 30 40 50 60 70 80 90 100

TTM_G

TTM_C

ED_G

ED_C

Strongly disagree Disagree Neutral Agree Strongly agree

Figure 1: The Likert data of participants for the question – The time I
spent on the task just slipped away.
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100 90 80 70 60 50 40 30 20 10 0 10 20 30 40 50 60 70 80 90 100
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TTM_C
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ED_C

Strongly disagree Disagree Neutral Agree Strongly agree

Figure 2: The Likert data of participants for the question – I found the
system confusing to use

100 90 80 70 60 50 40 30 20 10 0 10 20 30 40 50 60 70 80 90 100

TTM_G

TTM_C
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ED_C

Strongly disagree Disagree Neutral Agree Strongly agree

Figure 3: The Likert data of participants for the question – The system
was aesthetically appealing.
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Strongly disagree Disagree Neutral Agree Strongly agree

Figure 4: The Likert data of participants for the question – Using the
system was worthwhile.

C Platform Charges for experiments

LimeSurvey hosts the studies. The basic subscription (with a student dis-
count of 50%) costs EUR 16,99.

Prolific
Participant payments - Credit Risk (27) GBP 2,45 × 27
Participant payments - Recidivism Risk (26) GBP 2,45 × 26
Service fees (@ 33,33%) GBP 43,28
VAT (@ 20%) GBP 8,66

Total GBP 181,79

Toloka
Participant payments - Credit Risk (26) USD 2,45 × 26
Participant payments - Recidivism Risk (27) USD 2,45 × 27
Service fees (@ 40,00%) USD 51,94
VAT (@ 0%) USD 0,00

Total USD 181,79
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