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ABSTRACT 
 
The Dutch justice department could benefit greatly from the personal digital data from social 
media since psychological attributes are known to be strong predictors for recidivism, and 
assessing the risk of recidivism (with the RISc) in the Netherlands is a very cost- and labour 
intensive process with low prediction power. The research question "How can personal digital 
data extracted from social media, as an alternative for existing ways to measure personality 
attributes, efficiently and accurately contribute to determination of the recidivism probability 
of an individual?" is raised to give the Dutch justice department recommendations on how the 
assessment of the risk of recidivism can be improved based on the predictability of 
psychological characteristics from social media data. We performed a meta-analysis (𝑛 = 11) 
to explore (1) the strength of the predictability of social media data of the Big Five personality 
traits, and (2) how potential moderators influence the accuracy of the prediction. Main 
findings were the point estimates of the random effects model (Agreeableness 0.26; 
Extraversion 0.36; Conscientiousness 0.27; Openness 0.30; Neuroticism 0.31 all with 𝑝 <
0.001) and the highest significant 𝑅+ values (𝑝 < 0.05) from the moderator analysis for 
Agreeableness (𝑅+ = 0.75), Extraversion (𝑅+ = 0.72), Openness (𝑅+ = 0.92), and 
Neuroticism (𝑅+ = 0.25) for the moderator 'Activity', and for Conscientiousness (𝑅+ =
0.64) for the moderator 'Social Media Platform'. This study gives new insights which will 
help the Dutch justice department make the assessment of recidivism (1) relatively effortless, 
(2) cheaper, (3) more accurate, and (4) without cognitive bias. 
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CHAPTER 1: INTRODUCTION 
 

1.1 Context 
 
Rapid technological developments have influenced the way the World Wide Web is being 
used. There is an immense amount of data available for organizations to explore and exploit. 
This is called ‘Big Data', and can be viewed as one of the biggest IT trends of the last couple 
of years (Gandomi and Haidar 2015). Organizations use Big Data as an asset; capture, store 
and analyse data, to increase the organizational performance by making decisions based on 
these data. Big Data can be defined as data sets that are too complex for traditional data 
processing applications to deal with (Madden 2012), and is already being used in a vast area 
of different type of organizations in all kind of fields (McAfee et al. 2012). The data users 
generate are useful for a varying range of industries (Hayes and Joseph 2003) because it 
benefits organizations worldwide greatly by providing them an insight in what the users want 
(Labrinidis and Jagadish 2012). 
 Not only the emergence of large user data sets, but more importantly the access to 
them has had great influence on social science researchers; studying psychological attributes 
got a whole new dimension. Furthermore, the upcoming of large user data sets brought social 
and computer sciences together. These data sets created an opportunity for researchers to 
study human behaviours on social media. Researchers are now able to determine 
psychological attributes and behaviours based on the analysis of digital data created by users 
with their social media use (Schwartz and Ungar 2015). The digital data researchers use to 
predict psychological attributes are in the form of demographic data (e.g. age, gender), 
activity data (e.g. number of friends, likes), language (e.g. tweets), and pictures (Schwartz and 
Ungar 2015). For a variety of aspects in life, like job performance, social status, health, 
relationships, subjective well-being and online behaviour; personality can be a predictive 
factor according to studies on this area (Komarraju et al. 2009; Judge et al. 1999; Anderson et 
al. 2001). In psychological studies, personality is a crucial subject (Ozer and Benet-Martinez 
2006). 
 The traditional way of mapping out one's personality is usually done on the Big Five 
scale, which can be assessed with different kind of inventories that require subjects to answer 
a certain amount of questions that apply to themselves (Schmitt et al. 2007). The result of a 
personality test mentioned earlier gives the score of an individual on five personality traits; 
Agreeableness, Conscientiousness, Extraversion, Openness to Experience, and Neuroticism 
(McCrae and John 1992). However, in psychology an addition of three other personalities 
exist, called the 'dark personalities'. The dark personalities are the traits Machiavellianism, 
Narcissism, and Psychopathy; called the Dark Triad (Paulhus and Williams 2002). Unlike the 
Big Five personality traits, where a single inventory (test) is used to assess all of the traits, 
with the Dark Triad each personality trait is assessed with a different, specific test. 
Machiavellianism can be assessed with the MACH-IV test (Christie and Geis 1970), 
Narcissism with the Narcissistic Personality Inventory (Raskin and Hall 1979), and 
Psychopathy with the Psychopathy Checklist-Revised (Hare 1991). While the inventories that 
assess the Big Five personality traits, or the ones that assess any of the Dark Triad traits, have 
become the standard tests over the course of time, and are being used worldwide for a wide 
variety of reasons from everyday life to science and business, they don't come without 
downsides. Personality tests require effort from both the subjects being tested, and the 
examiner. Preparing questionnaires, handing them out (or sending by mail), filling the 
questionnaire in, checking results of questionnaires, and doing it all over again to determine 
the reliability. Beside the amount of effort required, especially for the subject being tested, 



 
 

10 

there is always the risk of the subject not being honest; the subject can be lying deliberately, 
or just more guessing answers, rather than answering it truthfully (Mischel 1963). Instead of 
making use of surveys, using personal digital data from social media to predict personality 
traits presents to be a rapid, cost-effective alternative. Using digital data instead of surveys 
also enables to reach a larger population, since the effort required to gather data is way less 
than having people filling in questionnaires.  
 An area where the use of personal digital data from social media for the assessment of 
one’s personality has not yet found ground, is the Dutch justice department. Whether a 
suspect in a legal-case still ongoing, or an already convicted criminal, one’s personality traits 
can contribute, or in some cases even be a necessity in decisions or judgements to be made. 
Decisions made regarding the detainees (e.g. type of regime, treatment, parole) are now 
largely based on the assessment of the inmate based on the reports made by custodians, by 
supervising warden and the prison director (Van Wingerden et al. 2011; Stevens 2010). For 
their reintegration process, to return to society, an inmate must go through several meetings 
with an assigned probation officer, after which the officer must decide, if permission is 
granted, and under which conditions a detainee can start leaving the institution (Van der 
Knaap and Alberda 2009). For suspects in certain type of cases (violence/murder, sexual 
offense), a psychologist contributes to the assessment of that person. While these people, 
forming a judgement about another person, are expected to be objective and to be experts in 
their field, the fact remains that human beings are prone to be biased (unintentionally) in 
many occasions. The halo effect is a good example, which is a form of cognitive bias where 
the brain allows specific traits of a person to influence the overall evaluation of him/her 
(Nisbett and Wilson 1977). This effect can be seen as a behaviour, which is usually performed 
unconscious. It affects the way people interpret information about someone/something of 
whom they have a positive impression. This is the case where an attractive person is judged 
more successful and popular, than an unattractive one. There also is also the horn effect, 
which is another form of a cognitive bias, where when the first (and most important) 
impression of someone is negative, all the other positive characteristics get ignored and that 
person is seen only in negative light (Sigall and Ostrove 1975). There are even more cognitive 
biases that cause contentious issues in the legal system. Eyewitnesses are known to have 
given false information by making up details that are untrue, because they have never 
encoded the initial information, but select some new detail (inspired by news broadcasting for 
example) and believe it to be true (McCloskey and Zaragoza 1985). Not only does it occur 
that eyewitnesses give misinformation, the relationship between the confidence and accuracy 
is uncertain. According to Loftus (2019) one can't say anything about the relationship 
between confidence and accuracy of eyewitnesses since at times the relationship is strong (the 
more confident a person is in his/her answers the higher the chances are it’s true), is non-
existent, and even weak (people being confident about their wrong assessments). Studies 
show that judges and jury members are good at assessing whether a subject is accurate or not 
(Beaudry et al. 2015). Cognitive biases can result in people being charged and tried in court 
more harshly for a felony than normally. On the other hand, a suspect may play the part of a 
“mad-man” in order to get a less harsh punishment, maybe even in the form of a treatment, 
rather than a prison sentence. Also, the unwilling nature of suspects or detainees to cooperate 
with obligated meetings with the psychologist, may result in a false assessment in the end. 
Wrongful assessing an inmate for having a high chance for recidivism can have major 
consequences; such as ankle-band as electronic supervision, extension of supervision 
duration, or even denying participation in the reintegration process. The other way around, 
when an inmate is expected to not resort to criminal habits, while the chance for recidivism is 
actually high (but unknown to the Dutch justice department), wrongful assessment can result 
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in the inmate causing harm to society again. In an attempt to eliminate human errors in 
judgement, one can turn to digitally generated data that can be interpreted accordingly.  
 Recidivism is difficult to predict, and psychometric tests of adult personality and 
psychopathy like the MMPI (Minnesota Multiphasic Personality Inventory) thus far were only 
able to report a weak relationship between MMPI-based typologies and recidivism (Megargee 
and Bohn 1979). Even though the recidivism number in the Netherlands is not the highest 
found globally at 48%, it is still significantly higher than in better performing countries like 
Norway with 20% (Fazel and Wolf 2010). Also, the current method to assess the risk of 
recidivism correlates poorly with the actual recidivism number; 𝑟 = 0.30 (Wartna et al. 
2008). Since the fate of both suspects and inmates are to a large extent based on the 
assessment of their probability of recidivism, additional research in determining this factor 
can prove to be valuable in (1) reducing the recidivism number in the Netherlands, (2) create 
a more objective approach without the interference of human biases/errors which will bring 
more fairness in verdicts, (3) reduce the amount of effort (whole workday) that is required to 
assess recidivism, (4) find a stronger predictor for recidivism than the current one (𝑟 = 0.30), 
and (5) make it possible to assess the risk of recidivism also for suspects in ongoing cases (not 
only convicted individuals) since they are judged based on this risk whether they can await 
their trial in freedom, or not. 
 

1.2 Research Framework 
 
1.2.1 Main Objective 
 
The main objective of this research project is to provide theoretically grounded 
recommendations on how the Dutch justice department can improve the assessment of the 
recidivism probability of suspects and inmates. The recommendations will be based on the 
predictability of personal digital data from social media that can be retrieved about the person 
in matter, on his/her psychological characteristics. This research contributes, on how personal 
social media data can be collected in an alternative way taking into consideration the current 
privacy regulations.  
 
 

 
Fig. 1.1 Conceptual Model 
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1.2.2 Research Question and Sub-Questions 
 
The objective leads to the following research question: 
 
How can personal digital data extracted from social media, as an alternative for existing 
ways to measure personality attributes, efficiently and accurately contribute to determination 
of the recidivism probability of an individual? 
 
From the research question, sub-questions are derived that outline how our research will be 
conducted. We will first tackle four sub questions to gain practical background information 
for our research project. To start with, we will research our construct 'Recidivism'; what it 
means exactly:  
 

1. What is Recidivism? 
 

After we have obtained a clear definition of recidivism, we need a deeper insight in the 
current assessment of recidivism and personality by the Dutch Justice department (with a 
focus on the Big Five personality traits). Since we want to compare whether the new method 
proposed and investigated in our research project is a more accurate, and less effortful 
alternative than the current one, we need to answer the following questions beforehand: 
 

2. Which methods for recidivism assessment of Dutch prisoners and suspects are being 
used at the moment?  

a. If currently attention is being paid to the Big Five personality traits, how are 
the traits implemented for the assessment of recidivism? 

b. If currently no attention is being paid to Big Five personality traits, what is the 
current assessment method for predicting recidivism? How could personality 
be assessed with the Big Five personality traits, both online and offline, for 
assessing recidivism? 

 
As practical background information, we also need to check whether it is allowed to scrape 
personal digital data from social media in the case of Dutch prisoners; hence, we have to 
explore the regulatory conditions for retrieving personal digital data from social media. 
 

3. What are the regulatory conditions for acquiring personal digital data from social 
media?  

a. How do privacy regulations affect the collection of personal digital data from 
social media? 

b. What are the legal boundaries for the use of personal digital data scraped from 
social media? 

 
Since our research focus is on people who are incarcerated, or awaiting trial as a suspect, we 
will explore the regulations around seized electronic devices (e.g. phone or laptop) since they 
are the source of information from where the Justice department can get the data they need. 
 

4. What are the regulations around seized electronic devices from inmates/suspects? 
a. If social media data retrieved from seized electronic devices can be used in a 

legal-case, can it also be used for personality assessment? If not, why not, and 
how can it be regulated to be used in the future? 
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b. If social media data retrieved from seized electronic devices can't be used in a 
legal-case, why not, and how can it be regulated to be used in the future for 
personality assessment? 

 
After an exploration of the current recidivism assessment methods and the regulatory 
conditions concerning the collection of personal digital data from social media, we next will 
focus on our two other constructs; Psychopathy and Big Five. First, we will examine the 
construct Psychopathy; what it is, how it is assessed, whether it can be used to determine 
recidivism, and whether personal digital data from social media can be used to assess 
Psychopathy. 
 

5. What is Psychopathy?  
a. How is one's Psychopathy assessed? 
b. What is the correlation between Psychopathy and recidivism? 
c. How can personal digital data be extracted from social media to assess one's 
 Psychopathy? 
d. How does personality assessment through personal digital data from social 
 media relate to the personality assessment through the Psychopathy Checklist? 

 
Next, we will focus on our other construct, the Big Five; what it is, how it is assessed, 
whether it can be used to determine recidivism, and whether personal digital data from social 
media can be used to assess one's Big Five personality traits. 

 
6. What are the Big Five personality traits? 

a. How are the Big Five personality traits assessed? 
b. What are the correlations between the Big Five personality traits and 
 recidivism? 
c. How can personal digital data be extracted from social media to assess one's 
 Big Five personality traits? 
d. How does personality assessment through personal digital data from social 
 media relate to the personality assessment through the Big Five personality 
 traits questionnaire? 

 
The final remaining correlation, which is relevant for our research, is that between our earlier 
mentioned constructs; Psychopathy and Big Five. 

 
7. How can Psychopathy be assessed from the Big Five personality traits making use of 

personal digital data from social media? 
 
Our research above will bring us to our final sub-question that we need to address, to be able 
to say how personal digital data extracted from social media can, as an alternative for existing 
ways to measure personality attributes, efficiently and accurately contribute to determination 
of the recidivism probability of an individual.  
 

8.  What is the predictive power of personal social media data over psychological 
 characteristics? 

 
We will perform a meta-analysis to study the predictive power of personal social media data 
over psychological characteristics, and how different variables influence the accuracy of the 
prediction. The method for collecting the data, and the analysis, is explained next. 
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Both data collection and data analysis for our research project will be done in the following 
manner: 
 
Data collection 

- The data that we will collect for our meta-analysis will be in the form of so-called 
'effect sizes'; gathered from existing published studies, found through the literature 
search, that eventually will be selected for our meta-analysis 

 
Data analysis 

- Reliability in a meta-analysis is established by having two or more individuals 
performing the literature search, selecting and coding the studies, and then checking 
the inter-rater agreement between them (McHugh 2012). However, due to the nature 
of this research project (begin a thesis project), the meta-analysis will be performed by 
one individual. 

- Validity (construct validity) will be tested by way of testing the heterogeneity of the 
collected effect sizes from the studies that are included in the meta-analysis, which is 
the conventional way to test validity in a meta-analysis (Smith and Robertson 1993).  

 
1.2.3 Outline of Research 
 
So, with this research we wish to provide theoretically grounded recommendations on how 
the Dutch justice department can improve the assessment of the recidivism probability of 
suspects and inmates, based on the predictability of personal digital data from social media 
that can be retrieved about the person in matter, on his/her psychological characteristics. To 
achieve this main goal of ours, we built our research around our main research question. From 
our main question, we designed sub-questions that guide us in the process of better 
understanding our three main constructs (Recidivism, Psychopathy, and the Big Five), how 
they are related to one another, and how social media data can be used to assess all three of 
them.  
 After this chapter, we lay-out some practical background information in the next one 
(Ch. 2) regarding how recidivism is currently assessed in the Netherlands (2.1), and what laws 
and regulations apply to extracting and processing online social media data both in general, 
and with the focus on situations concerning suspects and inmates (2.2). Thus, we answer our 
first four sub-questions in Chapter 2. 
 In Chapter 3, we present our literature review, where we, after the introduction section 
(3.1) where we show our search strategy, we focus on the two constructs Psychopathy and 
Big Five. For our fifth sub-question, we explore what Psychopathy is, how it is measured, 
how it is related to recidivism, and what the current studies say about the possibilities to 
assess Psychopathy from personal social media data (3.2). In the next section (3.3), we treat 
our sixth sub-question by addressing our other construct, the Big Five, and show the 
fundaments, how it is measured, how it is related to recidivism, and what the current studies 
say about the possibilities to assess the Big Five from personal social media data. Before we 
conclude Chapter 3, we explore how Psychopathy and the Big Five are related following our 
seventh sub-question (3.4). At the end (3.5), our conclusions set the next chapter up, and 
explain in great detail our motivation why we chose to do a meta-analysis. 
 With Chapter 4 we provide our method-chapter where first give a brief historic 
introduction of the method itself (meta-analysis) and explain what it is (4.1), explore the 
different variants (4.2), and then present step by step how we performed it, which answers our 
eighth and final sub-question (4.3 - 4.8). 



 
 

15 

 In Chapter 5 we discuss the scientific and practical relevance of our work, the 
limitations we encountered in this project, our recommendations for future studies, and our 
final conclusions of our research. 
 This research contributes, not to theory per se, but more on how personal social media 
data can be collected in an alternative way taking into consideration the current privacy 
regulations. 
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CHAPTER 2: PRACTICAL BACKGROUND 
 
While the core focus of this study is on the relationship between personality traits and 
personal digital data from social media, our eventual goal is to investigate what the practical 
use can be of using personal digital data from social media to assess the risk of recidivism, 
and how this is different from the current way of assessing it.  
 Initially we will start this chapter by defining what recidivism is, and then explore how 
recidivism is currently assessed in the Netherlands (2.1) in the amount of effort required to 
assess recidivism, and how accurately it is. When we know the details about the current 
process of assessing recidivism in the Netherlands, we can in the end conclude whether our 
proposed method (assessing it using personal digital data from social media) is more accurate, 
and requires less effort. 
 After having covered the traditional methods part in Section 2.1, we shift our focus to 
the method we would like to investigate and propose in the end with our research study. We 
need some more practical background information first, since we will be dealing with 
personal digital data from social media. All different kind of laws and regulations that apply 
to the extraction and processing of personal digital data from social media in the Netherlands 
from suspects and inmates whether it be online from their account, or from their electronic 
devices (e.g. phone or laptop) that were seized, will be examined (2.2). 
 At the end of this chapter we conclude what point(s) of improvement(s) can be made 
that relate to the current way of assessing recidivism in the Netherlands, and whether there are 
restrictions both in the extraction and processing of personal digital data from social media of 
suspects and inmates both online and offline (2.3). 
 

2.1 Recidivism 
 
This section we will start by giving a clear definition of our concept 'Recidivism', and then 
continue with how the assessment of recidivism is currently performed in the Netherlands. 
 
2.1.1 Definition Recidivism 
 
It is important to explore the definitions of recidivism, and the different ways it can be 
measured. There seems to be some variations throughout studies. According to Babinski et al. 
(2001) recidivism can be assessed both through self-reported delinquent behaviour and 
official records; where limitation of self-report delinquent behaviour is the possibility of 
socially desirable answers, and of official records is that they do not report undetected crimes. 
Recidivism can be distinguished in (1) criminal-legal recidivism where a person has already 
been lawfully sentenced for a previously committed crime whenever that person commits a 
crime, (2) penal recidivism where a prison sentence is pronounced to an individual who had 
already been sentenced by the same sanction before, and (3) criminological recidivism where 
a person doesn't necessarily need to have been convicted before, but has committed a criminal 
act previous to the new act (Međedović et al. 2012). In our research, when we talk about 
recidivism, we talk about criminal-legal recidivism. Note that this matches the definition 
being used in the Dutch justice system correctly (Wartna et al. 2014). 
 
2.1.2 Recidivism in the Netherlands 
 
Estimating the risk for recidivism in the Netherlands is currently only being done on already 
convicted inmates during their stay in prison with a tool called 'Recidive Inschattingsschalen' 
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(RISc) (Van der Knaap and Alberda 2009). Not only does the RISc estimate the risk for 
recidivism, it also maps out which criminogenic factors (characteristic and situations of 
people associated with criminal-behaviour) are the cause for this risk. The RISc was 
developed in 2002 as a part of the then introduced new policy-program called 'Terugdringen 
Recidive' (TR) whose main goal was to reduce recidivism under adult convicts through a 
combination of activities both in the prison system and during probation. The RISc is one of 
the methods being used to realize the goal of TR to reduce recidivism by assessing the risk for 
recidivism for convicts.   
The protocol for working with the RISc is as follows: a certified probation officer fills in the 
RISc according to specific information gained from the conversation with the subject to 
assess the extent of the problems based on 12 criminogenic factors. Other than the 
conversation, the probation officer also obtains information from the case file of the subject. 
The total workload for a certified probation officer to assess, and process the RISc for an 
individual is at least a whole workday (8 hours) - which is very cost- and labour-intensive. 
 The RISc consists of three parts: basic-diagnostic, in-depth diagnostic and indication 
statement (in Dutch: basisdiagnostiek, verdiepingsdiagnostiek en indicatiestelling). Basic-
diagnostic is the first step where the risk of recidivism is based on and where criminogenic 
factors are mapped out. The probation officer can choose to perform an in-depth diagnostic 
when the basic-diagnostic fails to provide sufficient insight. In the final step of the RISc, the 
indication statement, an assessment is made what the possibilities are for the subject to 
participate in certain interventions (e.g. motivation, behaviour or personality). The probation 
office hopes to come to a fitting probation trajectory for the subject by using the RISc. In the 
end, the goal of the RISc is not only to predict the risk for recidivism, but also to reduce this 
risk with the help of interventions.  
 The basic-diagnostic consists of quantitative and qualitative items. Quantitative items 
are being scored and are based on characteristics of the subject or its situation and cover areas 
that contribute to the risk of recidivism (Adviesbureau Van Montfoort & Reclassering 
Nederland 2004). The total of 61 items are divided into 12 scales that represent a static or 
dynamic criminogenic factor: 
 

1. Criminal History 
2. Current offense and offense pattern 
3. Housing and living 
4. Education, work and learning 
5. Income and dealing with money 
6. Relations with partner and family 
7. Relations with friends and acquaintances 
8. Drug use 
9. Alcohol use 
10. Emotional well-being 
11. Thinking pattern, behaviour and skills 
12. Attitude 

 
 The quantitative items of the 12 scales are scored on a categorical scale ranging from 
0, 1, to 2. Where 0 indicates the absence of problems, a higher score corresponds to the 
presence of serious problems. A rough scale score is calculated on each scale by adding the 
items scores together. Since the scales 1 and 2 are combined, the actual RISc profile consists 
of 11 scale scores.  The rough scale scores are converted into a weighted score based on the 
English instrument 'Offender Assessment System', also known as OASys (Howard et al. 
2003). The sum of all the weighted scale-scores is the total score which is the indication for 
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the risk of recidivism. Since the second scale (current offense and offense pattern) can't be 
assessed for someone who has not been convicted yet, the RISc can only be applied to already 
convicted people. The weighted scale-scores of the RISc are divided into 3 categories that 
assess the extent to which criminogenic factor is present; i.e. criminogenic problem is not 
present, it is present, and it is extensively present. The total scores are also divided into three 
categories, which reflect the severity of the risk of recidivism; i.e. low risk, average risk, and 
high risk. 
 The Big Five personality traits are not used whatsoever currently for the assessment of 
recidivism in the Netherlands. To determine the predictive validity of the RISc, data from the 
WODC-Recividemonitor, a research project that measures recidivism in the Netherlands, was 
used (Wartna et al. 2008). The data from the WODC-Recividemonitor originally comes from 
Onderzoek- en Beleidsdatabase Justitiële Documentatie; which is an encrypted and 
anonymised copy of the original Justitiële Documentatie- systeem (JDS). The JDS has a 
record of everyone who has ever been involved in a criminal case. To examine the 
relationship between RISc total score and recidivism, the correlations between the weighted 
RISc score and all forms of recidivism were calculated. According to Cohen (1988) 
correlation of 0.10 is weak, 0.30 is normal, and 0.50 strong. The RISc total score has 
correlations around 0.30 with recidivism (Wartna et al. 2008). 
 Since we would like to see whether the Dutch justice department could improve the 
current practice of assessment of the recidivism probability of suspects and inmates, based on 
the predictability of the personality traits of individuals derived from personal digital data 
shared on social media, we need to examine laws and regulations that apply to the extraction 
and exploitation of such sensitive info.  
   

2.2 Personal Digital Data 
 
This section is divided in sub-sections each dealing with different laws or regulations; 
European Convention on Human Rights, The Dutch Constitution, General Data Protection 
Regulation, and Dutch Police Act 2012 (2.2.1 - 2.2.4). Due to possible privacy restrictions, 
the different types of laws and regulations are explored in how they (will) affect the use of 
personal digital data from social media of suspects and inmates in the Netherlands. The digital 
data can be acquired both online (algorithms) and offline (from seized electronic devices from 
suspects). Therefore, we will also further investigate whether data from seized electronic 
devices (e.g. phones, laptops) can be used to assess one's personality; what the regulations and 
restrictions are that come in to play (2.2.5). In the end (2.2.6), we will give a short summary 
of this section where we present an overview of the details of laws and regulations that apply 
to our research. 
 
2.2.1 European Convention on Human Rights 
 
Both the confiscation of objects and the investigation into these electronic devices with the 
sole purpose of prosecution of criminal offences is an attack on the privacy of people. 
Whether it be on the privacy of the user or owner of these devices, or of third parties whose 
data is stored within, the European Convention on Human Rights (ECHR) has set human 
rights that also protects human rights in Europe in the form of Article 8 (European Court of 
Human Rights 2018): 
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"Article 8 of the Convention- Right to respect for private and family life 
 1. Everyone has the right to respect for his private and family life, his home and his 
 correspondence. 
 2. There shall be no interference by a public authority with the exercise of this right 
 except such as is in accordance with the law and is necessary in a democratic society 
 in the interests of national security, public safety or the economic well-being of the 
 country, for the prevention of disorder or crime, for the protection of health or 
 morals, or for the protection of the rights and freedoms of others." 
 
Since the term 'private life' is a complex one to explain and it is not possible to give a clear 
definition of it, the ECHR has already stated in 1992 that it is impossible and probably also 
undesirable to define the term 'privacy' and whether private life is affected by certain 
government actions must be looked at on a case-by-case basis (ECHR December 16, 1992). 
Article 8(2) states the two criteria in which interference by a public authority is justified. The 
ECHR assesses whether these two conditions (in accordance with law and necessity in a 
democratic society) are met.    
 According to the European Court, the condition 'in accordance with law' has four 
further requirements. During a case in Prezhdarovi (Bulgaria) in 2014 the Court stated that in 
accordance with law meant that the impugned measure should have some basis in domestic 
law, the domestic law must be accessible to the person concerned, the person affected must be 
able (if needed with appropriate legal advice) to foresee the consequences of the domestic law 
for him, and the domestic law must be compatible with the rule of law (ECHR September 30, 
2014). 
 With the 'necessity in a democratic society' the ECHR lets the member states decide 
whether this criteria is met with their own interpretation. The Court merely assesses if there is 
an urgent social need, but leaves the member states a certain margin of appreciation. 
What is vital for ECHR is that there is no arbitrary violation in the private life of the citizens 
or any kind of misuse of power. Even in a case where Article 8 ECHR is violated it does not 
necessarily mean that the evidence gathered through it is considered invalid. Violation of 
Article 8 ECHR is not per se a violation of Article 6 ECHR; the protection of the right for a 
fair trial (ECHR June 1, 2010). 
 
2.2.2 The Constitution of the Kingdom of the Netherlands 
 
The protection of privacy as a fundamental right in the Netherlands has been included in 
Article 10 in The Dutch Constitution (Grondwet 2018): 
 
 "1. Everyone shall have the right to respect for his privacy, without prejudice to 
 restrictions laid down by or pursuant to Act of Parliament. 
 2. Rules to protect privacy shall be laid down by Act of Parliament in connection with 
 the recording and dissemination of personal data. 
 3. Rules concerning the rights of persons to be informed of data recorded concerning 
 them and of the use that is made thereof, and to have such data corrected shall be 
 laid down by Act of Parliament." 
 
Privacy is elaborated as any information concerning an identified or identifiable natural 
person according to Article 1(a) of Wet Bescherming Persoonsgegevens (Wet bescherming 
persoonsgegevens 2000). The protection afforded by the Dutch Constitution is just as much 
absolute as the protection afforded by Article 8 ECHR. 
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2.2.3 General Data Protection Regulation 
 
General Data Protection Regulation (GDPR) is a new European Union (EU) regulation made 
by the European Parliament and Council of the European Union on data protection and 
privacy for citizens within the EU and the European Economic Area (EEA) introduced 14 
April 2016 and implemented 25 May 2018 (Carey 2018; EU Directive 2016/680). The GDPR 
is superseding the Data Protection Directive 95/46/EC on which the Dutch Data Protection 
Act (Wet bescherming persoonsgegevens) was largely based which was effective until 25 
May 2018.  
 For working with personal data in the police and criminal justice sector there is a 
separate Data Protection Directive included in the GDPR that provides rules on personal data 
exchanges at national, European, and international levels (EU Directive 2016/680). 
 
2.2.4 Police Act 2012 
 
Before the introduction of the GDPR, along with the separate Directive that gives guidelines 
for working in the police and criminal justice sector, the Police Data Act (Wet 
politiegegevens) provided rules on how to deal with personal data in the context of the justice 
system. Where normally the Dutch Data Protection act provided guidelines in data protection, 
the exemption is made in Article 2(2c) of the Dutch Data Protection act where it states that 
the act doesn't apply to the processing of personal data for the purpose of performing the 
police responsibilities referred to in Sections 3 and 4 (1) of the Police Act 2012 (Wet 
bescherming persoonsgegevens 2000; Politiewet 2012). Processing personal data by the law 
enforcement is permitted when done for certain purposes as explained in Sections 8, 9 and 10 
of the Police Act. Section 8 states the purpose can be to carry out daily police tasks. 
According to Section 9 the purpose can also be to maintain law and order by contributing to 
an investigation. Finally, by Section 10, processing personal data is allowed to gain insight in 
the involvement of certain people that committed, or planned crimes which are due to their 
size or gravity, or their coherence with other crimes, a serious threat to the law and order, or 
with actions which are due to their nature or frequency or the organized way in which they are 
committed, seriously violate the public order. 
 
2.2.5 Electronic devices 
 
Electronic devices (e.g. laptop, smartphone) are confiscated to help law enforcements with 
further investigation. These devices can be greatly helpful in providing more insight in the 
network of a suspect, locations the suspect has been, and the communication that has been 
done with it. The legal basis to confiscate any object in the Netherlands is laid down in the 
Criminal Law (Wetboek van Strafrecht) by several Articles (art. 96 Sv., art. 96b Sv., art 97 
Sv. and art 110 Sv) and the confiscation can only be done by law enforcers 
(opsporingsambtenaren) with a warrant obtained by a judge (rechter commisaris) in case of a 
property search (e.g. house, office, car). In any case, for a confiscation, the person in matter 
must be a suspect for a crime according to art. 67 lid 1 Sv. and requires provisional detention 
for this act.  
 
2.2.6 Summary 
 
Both in the European Convention on Human Rights and The Constitution of the Kingdom of 
the Netherlands have set human rights that protects the privacy of its citizens. Since the 
protection afforded by the Dutch Constitution is just as much absolute as the protection 
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afforded by Article 8 ECHR, we can conclude from Article 8 ECHR that interference by a 
public authority is allowed when it is in the interests of national security, or even for the 
prevention of disorder or crime, or for the protection of the rights and freedoms of others. 
GDPR supersedes previous regulations on data protection and privacy of citizens in the EU, 
and has a special directive included for working with personal data in the police and criminal 
justice sector. Just like in the Dutch Police Act, processing personal data by law enforcement 
is permitted when it is done to carry out police tasks, to maintain law and order by 
contributing to an investigation, or to gain insight in the involvement of certain people that 
committed, or planned crimes with a certain level of gravity and threat to law and order and 
public order. Confiscation of any electronic device in the Netherlands can only be carried out 
when the person in matter of whose electronic devices are confiscated is a suspect for a crime 
that requires provisional detention. 
 

2.3 Conclusion 
 
Recidivism in the Netherlands is the case where a person has already been lawfully sentenced 
for a previously committed crime whenever that person commits a crime. The risk of 
recidivism is in the Netherlands currently assessed with the RISc instrument, which also maps 
out the criminogenic factors that are the cause for the risk. There are three steps in the RISc: 
(1) basic-diagnostic; a certified probation officers fills in the RISc based on information 
gained from conversation(s) with the subject and its case-file (2) in-depth diagnostic; only 
applied when basic-diagnostic fails to provide sufficient insight (3) indication statement; 
assessment of what the possibilities are for the subject to participate in certain interventions. 
There is no attention being paid to the Big Five personality traits in the RISc, but can easily 
be implemented in the basic-diagnostic step by having inmates fill out questionnaires. An 
important notice is the fact that the RISc can only be applied to already convicted people, 
since the second scale (current offense and offense pattern) can't be assessed for someone 
who has not been convicted yet. The RISc total scores given to the subject in the basic-
diagnostic part have correlations of 0.30 with recidivism.  
 This chapter provided us supplementary information to answer especially the last part 
of our research question: whether recidivism can be assessed more efficiently and accurately. 
Our main objective is to provide recommendations on how to assess recidivism through 
personality assessment with personal digital data from social media, but for now, in this 
chapter, we focused on the current way of recidivism assessment. We found that, while there 
is room for improvement in assessing recidivism in the Netherlands in the correlation area, 
the bigger improvement can be in the amount of effort required to assess the risk of 
recidivism, and without human error/bias. The current protocol is very cost- and labour-
intensive, while technological developments are such that quicker and potentially more 
accurate solutions may be available. Also, recidivism can only be assessed for already 
convicted individuals for now (due to the RISc scale). By using personal digital data from 
social media, recidivism can also be assessed for suspects now that we know that there are no 
legal boundaries in assessing digital information from a suspect or inmate. In the next chapter 
(Ch. 3) we will focus on the theoretical part of this research to explore in more depth what 
Psychopathy is, what the Big Five personality traits are, how both of them can be assessed 
from digital data from social media platforms, and how they are related to recidivism. 
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CHAPTER 3: LITERATURE REVIEW 
 
In the previous chapter (Ch. 2) we studied how risk of recidivism is currently assessed in the 
Netherlands, and looked for areas for improvement for assessing the risk more efficiently and 
accurately. We found that the current method was not very accurate in predicting recidivism, 
that it takes a whole day of work (8 hours) for a certified probation officer, and can only be 
executed for already convicted individuals (no suspects awaiting trial). Since there is room for 
improvement in assessing the risk of recidivism in the Netherlands, and there are no legal 
boundaries that restrict acquiring and processing any kind of digital data from suspects or 
inmates in the Netherlands both online and offline, we will continue our research in this 
chapter by exploring the possibilities to extract personal social media data to eventually assess 
recidivism. We will not investigate how personal digital data can be used to directly 
determine recidivism, but to measure personality attributes (Psychopathy and Big Five) which 
will in turn be used to determine recidivism (Fig. 3.1).  
 We will start our theoretical chapter by providing the literature search strategy used in 
our research (3.1). Following this section, there are two sections (3.2 and 3.3) explaining the 
fundaments of Psychopathy, and the Big Five personality traits, and how they can be 
measured. From these sections, it becomes clear that we need to make the relationship 
between Psychopathy and the Big Five explicit in order to answer our research question. 
Therefore, after these two sections, we investigate the relationship between Psychopathy and 
the Big Five (3.4). In the end (3.5) we give an overall conclusion to this chapter, and 
introduce the next chapter (Ch. 4); a method chapter where we examine what a meta-analysis 
is first, and then present how we conducted our own meta-analysis.  
 

 
Fig. 3.1 Conceptual Model 

 

3.1 Literature Search 
 
Studies on the relationship between our core concepts Psychopathy, Big Five and Recidivism 
were explored by conducting an extensive literature search in databases like Google Scholar, 
Web of Science and Scopus. We constructed five groups of keywords for our literature 
search; three groups for our constructs (Psychopathy, Big Five, and Recidivism), and two 
more for social media and analytic approaches with respect to online data extraction. A 
combination of the keywords from each group was used to search for relevant studies (Table 
3.1). Next to the databases, we also used the Google search engine to find additional papers. 
We looked for the terms we used for our search in the title, abstract, and keyword section of 
the scholarly literature. 
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Table 3.1 Keywords for literature search 

 
 
 To explore Psychopathy (3.2) in more depth (3.2.1 - 3.2.2), we used the keywords 
under Psychopathy first. After that, to see how psychopathy is related to recidivism (3.2.3), 
we used the keywords under Psychopathy and Recidivism. Finally, to see whether 
Psychopathy can be assessed using personal digital data from social media (3.2.4), we 
combined the keywords under Psychopathy, along with the ones under Social Media and 
Analytics. 
 For the Big Five personality traits (3.3) we followed a similar approach, in that we 
used the keywords under Big Five to study more about the Big Five personality traits (3.3.1 - 
3.3.2), and used the same keywords combined with the one under Recidivism, to see how the 
Big Five personality traits are related to recidivism (3.3.3). In the end, we used the keywords 
under Big Five again, but this time along with the keywords under Social Media and 
Analytics, to see whether its possible to assess the Big Five from personal digital media data 
(3.3.4). 
 For the final section (3.4), we combined the keywords under Psychopathy and Big 
Five to investigate the relationship between Psychopathy and the Big Five personality traits. 
 

3.2 Psychopathy 
 
Psychopathy as a socially aversive personality is one of the three interrelated higher-order 
personality constructs, along with Machiavellianism and Narcissism, that make up the so- 
called 'Dark Triad of Personality' (Paulhus and Williams 2002). An individual scoring high on 
psychopathy shows positive relations to unwanted behaviors such as aggression (Kerig and 
Stellwagen 2010), substance abuse (Benning et al. 2003), and, most importantly for our 
research, criminal-legal recidivism (Asscher et al. 2011). That is why in this section we will 
first explore what Psychopathy is and how it is assessed, then examine the relationship 
between Psychopathy and Recidivism, and finally see whether personal digital data from 
social media can be used to assess one's Psychopathy (Fig. 3.2) 
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Fig. 3.2 Psychopathy and Recidivism: the relationship between the constructs we will examine in 

Section 3.2 
 
3.2.1 Psychopathy 
 
Psychopathy is described by Patrick et al. (2009) as a personality disorder characterized by 
antisocial behavior, impaired empathy and remorse, along with egotistical traits. In the penal 
forensic system, Psychopathy is the most prominent clinical finding according to Hare (1998) 
and there is a significant difference between the behavior of offenders diagnosed as 
psychopaths from that of other criminals. Psychopaths account for most of the violent crimes 
around the world and are characterized by starting their criminal careers at an early age, being 
skilled in multiple forms of crime, to be the most undisciplined members of the prison system 
and don't benefit in general from rehabilitation programs (Hare 1998). Furthermore, these 
psychopaths present the highest criminal recidivism rates; around three times higher than 
other offenders (Hemphill et al. 1998). While the prevalence of psychopathy in the overall 
population is around 1% (Hare 1998), among inmate populations it is estimated at 15-20% 
(Konrad 2002). There is evidence that psychopaths (someone suffering from chronic mental 
disorder, which causes violent or abnormal social behaviour) commit much higher numbers of 
criminal and violent offences than non-psychopaths (Hare and Jutai 1983). 
 The construct Psychopathy is constructed with observations by Cleckley (1941), 
operationalised in Hare's Psychopathy Checklist (Lilienfeld and Andrews 1996; Hare 1991). 
Describing psychopathy by a list of criteria was first done by Cleckley (1941) where anyone 
fitting enough of these criteria would count as a psychopath or sociopath.  
  
3.2.2 Measuring Psychopathy 
 
To measure Psychopathy, Hare (1970) developed the Psychopathy Checklist (PCL), which is 
regarded as one of the best developed instruments (the most validated measure) to determine 
Psychopathy among people (Schroeder et al. 1983; Hare 1983; Cooke et al. 2001; Vitacco et 
al. 2005). The PCL got revised by Hare (1991) and became the Psychopathy Checklist-
Revised (PCL-R). To assess the presence of Psychopathy in an individual, the most 
commonly used psychological assessment tool is the PCL-R (Venables et al 2014). This PCL-
R consists of a 20-item symptom rating scale and is used by qualified examiners (e.g. 
psychologists) to score subjects on a three-point scale according to specific criteria through 
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both background information of subject, and an interview with the subject, to compare a 
subject's degree of Psychopathy with that of a prototypical psychopath. Each of the 20 items 
is given a score of 0, 1, or 2 based on how well it applies to the subject being tested. The total 
score indicates how closely the test subject matches the score of a prototypical psychopath; a 
maximum score of 40. Where people with no criminal backgrounds score around 5, non-
psychopathic criminal offenders tend to score around 22. With a score of 30 or above the 
subject is diagnosed as a psychopath. The 20 items included in the PCL-R are seperated into 
Factor 1 and Factor 2. Factor 1 items relate to personal relationship and emotional states (e.g. 
selfishness, lack of remorse and insensitivity toward others) and correlate with low empathy 
and low nervousness (Huchzermeier et al. 2007; Harpur et al. 1989; Zágon and Jackson 1994; 
Verona et al. 2001). Factor 2 items refer to criminal versatility, recidivism, antisocial 
personality disorder, and thrill thriving (Harpur et al. 1989). 
 
Self-report measures 
 
With the gradual expansion of Psychopathy research (including non-forensic samples as well) 
several self-report measures were developed to assess the construct. These self-report 
measures assess affective-interpersonal and antisocial aspects. However, only three known 
measures exist that to some extent relate to the PCL-R factors (Hare et al. 1989; Levenson et 
al. 1995; Williams et al. 2007; Lilienfeld and Andrews 1996; Lilienfeld et al. 2005).  
 The first one is the Levinson's Self-Report Psychopathy Scale (LSRP) which also 
measures the same two facets the PCL-R does (Factor 1 and 2) and does this with responses 
given on a 4-point Likert scale; 16 items for primary psychopathy and 10 items for secondary 
giving a total of 26 items (Levenson et al. 1995).The LSRP, which is a valid and reliable 
scale, tells more about actions concerning community life, rather than examining the criminal 
activity of an individual scoring high on Factor 2 (Brinkley et al. 2001). 
 The second measure, the Self-Report Psychopathy scale (SRP), was developed after 
initial PCL and was constructed to determine the same constructs as the PCL (Hare et al. 
1989; Hare 1985). However, the SRP was not successful in measuring the factors of the PCL 
(Hare 1991). Therefore, the SRP-II, a 60-item revised version of Hare's SRP was developed, 
from which also an abridged version of 31 items exists; 9 items as a scale to determine the 
PCL-R factors, 13 items as a scale for assessing the behavioural factor, and nine items to tap 
both factors (Hare 1991). But again, studies on the SRP-II were not successful representing 
the PCL-R factors (Benning et al. 2005; Williams and Paulhus 2004). The final version of the 
Self-Report Psychopathy scale, the SRP-III, is a 40-items scale that has 31 of the items from 
the SRP-II with an addition of 9 new items. The SRP-III is still being researched and 
currently there exist the 31-, 62- and 64-tems versions of it. 
 Besides the two earlier mentioned self-reports, there is also the Psychopathic 
Personality Inventory (PPI), and the revised version the PPI-R, which are used more often 
than the other two measures. The original version, the PPI consists of 187 items, whereas the 
PPI-R has 154 items divided over 8 subscales that don't include antisocial or criminal items 
(Lilienfeld et al. 2005). The PPI correlates moderately (at best) with scores on the PCL-R 
(Bloningen et al. 2010).  
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Table 3.2 Tools to measure Psychopathy 

 
 
 To summarize, the PCL-R, assessed by a qualified examiner, is the most validated 
measure to determine Psychopathy, whereas the LSRP, SRP-II/III, and PPI(-R) are self-report 
measures developed with non-criminal, non-psychiatric samples that thus work better for non-
forensic-research. 
 

 
Fig. 3.3 Psychopathy can be assessed with different inventories 

 
3.2.3 Psychopathy and Recidivism 
 
Hart et al. (1988) showed that released psychopaths had higher rates for recidivism than other 
inmates. In another study, Harris et al. (1991) showed that psychopaths had a high recidivism 
(77%) compared to the much lower rate for non-psychopaths (21%). PCL-R scores correlate 
on an average of 0.27 with recidivism (Hemphill et al. 1998). Studies have shown that 
correlations between PCL-R Factor 2 and recidivism are higher than the correlations between 
PCL-R Factor 1 and recidivism (Hare et al. 1991). The ability of the PCL-R to predict 
recidivism has considerable cross-cultural generalizability (Hare et al. 2000). The relationship 
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between the PCL-R Factor 1 and 2 and recidivism was also explored by Međedović et al. 
(2012) in two studies. The first study showed high correlations for criminal-legal recidivism 
(0.32 and 0.30) and for penal recidivism (0.31 and 0.32). High correlations were also found in 
the second study; 0.23 and 0.42 for criminal-legal recidivism and 0.24 and 0.19 for penal 
recidivism. 
 Our extensive literature search resulted in a handful (𝑛 = 13) of papers that studied 
the correlation between Psychopathy and recidivism. We focused on research that determined 
Psychopathy with the PCL-R, included a sample of the age 16 or higher, and that assessed 
criminal-legal recidivism. The results are laid out in the table below (Table 3.3). 

 
Table 3.3 Correlation between Recidivism and PCL-R Factor 1 and 2 

 
 
 So, the most trusted, accurate method to assess Psychopathy of an individual in a 
forensic environment is the PCL-R. Factor 2 of the PCL-R in particular correlates strongly 
with recidivism, and thus seems a reliable way to assess recidivism among suspects and 
prison inmates (Fig. 3.4). 
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Fig. 3.4 Psychopathy assessed with the PCL-R is a good predictor for recidivism 

 
3.2.4 Psychopathy and personal digital data from social media 
 
Our literature search left us without any research that studied the relationship between 
Psychopathy measured with PCL-R and personal digital data from social media platforms. 
Only a few papers investigated how Psychopathy was linked to personal digital data from 
social media, but in none of the studies, Psychopathy was assessed with the PCL-R. However, 
many studies, instead, investigated the relationship between the Big Five personality traits and 
personal digital data from social media. Where the traits of the Dark Triad focus on 
undesirable personality traits that are affiliated with (for example) manipulation and misuse of 
others, the Big Five personality traits explain characteristics that apply to most people and 
interpersonal situations (Furnham et al. 2013). Interestingly, according to several studies, the 
Big Five personality traits are able to fully predict the qualities described by the Dark Triad 
(Brunell et al. 2008; Miller et al. 2001). It thus is worth investigating whether the Big Five 
traits can predict the construct Psychopathy as well. 
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Fig. 3.5 Psychopathy can't be assessed using personal social media data 
 
3.2.5 Conclusion 
 
The construct of Psychopathy is one of the three traits (Machiavellianism and Narcissism 
being other two) of the Dark Triad, and is usually determined with the PCL-R. The PCL-R is 
carried out by qualified examiners (e.g. psychologists) to score subjects based on file 
information, and semi-structured interview to determine whether an individual can be 
specified as a psychopath. Unlike the PCL-R, also self-report scales (e.g. LSRP, SRP, PPI) 
exist to assess Psychopathy, but they are developed for non-criminal, non-psychiatric 
samples, and thus work better for non-forensic research. Studies have shown that 
Psychopathy, assessed with the PCL-R, seems to be a good predictor for recidivism. Factor 2 
of the PCL-R in particular correlates strongly with recidivism, and thus seems a reliable way 
to assess recidivism among suspects and prison inmates. Unfortunately, no studies 
investigated whether personal digital data from social media can be used to assess 
Psychopathy. 
 However, plenty of studies examine the possibilities of using personal digital data 
from social media with the help of the Big Five. If we can find out that the Big Five can be 
assessed through personal digital social media data, and if we can find the relationship 
between the Big Five and Psychopathy, it follows that we can answer our research question. 
In the following section (3.3), we will first dive deeper in the Big Five personality traits, see 
how they can be measured, how they are related to recidivism, and how they can be assessed 
from personal digital data from social media. After that we will explore the relationship 
between the Big Five and Psychopathy in a new section (3.4). 
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Fig. 3.6 Not possible to assess recidivism using personal social media data to determine Psychopathy 
 

3.3 The Big Five 
 
Although many models exist to describe one’s personality, the most common used and 
accepted one is the Big Five model (McCrae and Costa 1987; John et al. 2008). In this 
section, we will first explain the Big Five personality traits in more detail (3.3.1), see how 
they are measured (3.3.2), then see how the Big Five is related to recidivism (3.3.3), and 
finally explore how the Big Five can be assessed from personal digital data from social media 
(Fig. 3.7). 
 

 
Fig. 3.7 Big Five and Recidivism: the relationship between the constructs we will examine in Section 

3.3 
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3.3.1 The Big Five personality traits 
 
The Big Five personality traits consist of 5 dimensions in total that form the personality 
structure which is supported with both longitudinal and cross-cultural evidence (McCrae and 
John 1992; McCrae and Costa 2003). The first dimension is Agreeableness, with traits 
including being courteous, flexible, helpful, nurturing, trusting, good-natured, forgiving, 
tolerant, cooperative and soft-hearted. Individuals scoring high for Agreeableness are trusting, 
empathic, and peace-keepers who are generally optimistic and trusting of others. While 
people low in Agreeableness are arrogant, manipulative, and not concerned about others. 
 Extraversion is the second dimension, with traits such as being sociable, assertive, 
outgoing, amicable and active. Extroverts tend to be friendly, outgoing, social, and energetic.  
 Conscientiousness being the third dimension, has traits such as being responsible, 
organized, hardworking, and achievement-oriented. It relates to the control of impulses, 
ability to plan, organize, and complete behavioural tasks. Conscientious people are reliable, 
and tend to be high achievers who work hard. 
 Common traits associated with the fourth dimension, Openness to Experience, 
includes traits like being imaginative, cultured, curious, broad-minded, artistically sensitive, 
curious, intelligent and original. Openness to Experience refers to an individual’s interest in 
culture, and desire for new activities and emotions. People with high scores tend to be artistic, 
sophisticated in taste and appreciate different views, ideas and experiences. 
 The final dimension, Neuroticism, which assesses emotional stability and adjustment, 
are being anxious, depressed, angry, sensitive, embarrassed, emotional, insecure, and worried. 
People scoring high on Neuroticism are moody, tense, and undergo negative emotions rather 
quickly. 
 The conventional way to assess the earlier mentioned five personality traits is by 
having the subject being tested fill in a questionnaire. Since there are a few different 
inventories that can be used to determine the Big Five of an individual, we will go through 
them in the next sub-section.  
 
3.3.2 Measuring the Big Five 
 
Below are several inventories to measure the Big Five personality traits elaborated: NEO 
Personality Inventory, Big Five Inventory and International Personality Item Pool. 
 The groundwork for measuring all of the Big Five personality traits with a 
questionnaire was laid by McCrae and Costa (1985) with their research and development of 
the NEO Personality Inventory (NEO PI). The initial personality assessment with this NEO PI 
was for the original three factors; Neuroticism, Extraversion and Openness to Experience 
(Costa and McCrae 1985). Each of these three factors included six facet sub-scales; a more 
detailed and specified aspect of a broader personality trait (Costa and McCrae 1985). The 
other two factors, Agreeableness and Conscientiousness, along with their six facet sub-scales 
were introduced in the Revised NEO-PI (NEO PI-R) by Costa and McCrae (1991). An 
overview of all the Big Five personality traits, along with their features as described in the 
NEO PI-R is provided in Table 3.4.  
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Table 3.4 Big Five personality traits including their facets as included in the NEO PI-R 

 
 
 The final version of the NEO inventories is the NEO Personality Inventory-3 (NEO 
PI-3) and intended to make the inventory applicable to a wider portion of the population 
(Costa and McCrae 2010). Both the NEO PI-R and the NEO PI-3 forms consist of 240 items 
(five-point Likert scale). Since the NEO PI has been lengthy for many research applications, 
by requiring around 30-40 minutes to fill out the form according to Costa and McCrae (2010), 
a shorter measure was developed in the form of the 60-item NEO Five-Factor Inventory 
(NEO FFI) by Costa and McCrae (1992). The NEO FFI is a shortened form of the earlier 
mentioned NEO PI-R and takes about 10-15 minutes to fill out. Just like how the NEO PI-R 
got revised in 2005, a revised version of the NEO FFI, called the NEO FFI-3, was also 
published where 15 of the 60 items were replaced (Costa and McCrae 2010). 
 The Big Five Inventory (BFI) was constructed by John et al. (1991) to address the 
need at the time for a short instrument measuring the Big Five traits. Since the goal was to 
create a short inventory that could assess the five dimensions efficiently without the need for 
more differentiated measurement of individual facets, the 44-item BFI (BFI-44) was 
developed. Instead of using single adjectives as items, the BFI uses short phrases based on 
trait adjectives which are typical markers of the Big Five (John et al. 1991). This very same 
BFI-44 was later reduced to a 10-item version (BFI-10) by Rammstedt and John (2007) to 
present an inventory where subject time is extremely limited. The BFI-10 is particularly 
designed for large scale-scale assessments with limited time resources.  
 The International Personality Item Pool (IPIP) is a public domain personality 
inventory originally developed by Hendriks (1997) along with his colleagues and students at 
the University of Groningen in the Netherlands. In a paper delivered by Goldberg (1999) the 
IPIP project became international after the translation of the then 1311 items to English. 
Currently the IPIP has over 3000 items, with 400 scales to measure constructs like those in 
existing inventories which can be found on the IPIP website (https://ipip.ori.org). To assess 
one's personality on the Big Five model there is the IPIP-NEO (International Personality Item 
Pool - Neuroticism, Extraversion & Openness); a personality questionnaire. According to the 
website op the IPIP project (https://ipip.ori.org), the IPIP-NEO inventory contains 300 items 
and takes about 30-40 minutes for most people to complete. While the shortened version, 
which measures the same traits as the original but more efficiently, contains 120 items of the 
original and takes about 10-20 minutes to complete. There is a shorter version called the 
Mini-IPIP which contains 20 items and is developed and validated across 5 studies 
(Donnellan et al. 2006). Lastly, there is an even more brief measure in the form of the Ten-
Item Personality Inventory (TIPI) for when extremely short measures are needed, or 
personality is not the most important domain (Gosling et al. 2003). 
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Table 3.5 Summary of the tools to measure the Big Five personality traits 

 
 
 There are thus a few inventories, along with their revised and/or shortened versions, to 
assess the Big Five personality traits of an individual (Fig. 3.8). 
 

 
Fig. 3.8 The Big Five personality traits can be assessed with different inventories 

 
3.3.3 Big Five and Recidivism 
 
We could only identify three studies with our literature search that explored the relationship 
between the Big Five and recidivism. At the end of this sub-section the results from these 
studies are summarized in Table 3.6. 
 Clower and Bothwell (2001) examined the predictive validity of the Big Five with 
respect to recidivism. Their study included 51 inmates from the Lafayette Parish Correctional 
Center where the NEO-FFI was administered to the participants whose so called 'rap sheets' 
were also obtained from the correctional facility stating the number and types of crimes each 
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had been arrested for. Multiple regression analysis showed that the combination of low 
conscientiousness and low openness to experience were associated with a significant increase 
in the number of arrests. 
 Van Dam et al. (2005) examined which of the two personality models PEN (Eysenck 
1977) or Big Five, differentiated best between Dutch juvenile offenders and college students, 
and between recidivists and non-recidivists. The three basic PEN dimensions of personality 
are Psychopathy, Extraversion and Neuroticism (Eysenck 1977). The samples consisted of 96 
male adolescents for the offenders with ages between 13 and 25 years old, and 204 male 
adolescents for the college students with ages between 15 and 24 years old. Since in our own 
study we focus on the Big Five personality traits, we will only elaborate both on the 
assessment of the Big Five traits, and their results, not the ones from PEN. The dimensions of 
the Big Five were measured by the Short Big Five Questionnaire (SBF) which consists of 30 
adjectives that represent Extraversion, Conscientiousness, Agreeableness, Emotional Stability 
and Resourcefulness; where Emotional Stability corresponds with reversed Neuroticism, and 
Resourcefulness with Openness to Experience (Gerris et al. 1988). There were two types of 
recidivism investigated: self-report and official record. Self-report was measured by the Self-
report list for delinquent behaviour (SRDB) which consists of 20 items each representing a 
criminal act, where having committed one or more of the 20 acts was considered a recidivist 
(Boendermaker 1998). Official records were obtained from the Criminal Justice Department 
of the Ministry of Justice. To examine the predictive validity of the two personality models, 
MANOVA's were carried out where univariate analyses for official record recidivism 
revealed that recidivists scored significantly higher than non-recidivists on PEN's 
Extraversion. For self-report recidivism, univariate analyses showed that recidivists scored 
significantly higher on Neuroticism, and lower on lower on Agreeableness of the Big Five 
model than non-recidivists. 
 Međedović et al. (2012) conducted two studies to explore personality-related 
determinants of recidivism. One study was conducted in one correctional institution (113 
male participants), and the other in another one (112 male participants). In both studies 
personality was measured with the NEO-FFI and two types of recidivism was investigated: 
criminal-legal recidivism and penal recidivism. Data were analysed with hierarchical linear 
regression, where age and education level were introduced at the first level, and the five 
personality traits on the second. The first study showed that Agreeableness had significant 
negative β coefficient (-0.18) in the prediction of criminal-legal recidivism. Same as the first 
one, in the second study Agreeableness was the only trait to have significant predictive 
contribution (-0.22) in the prediction of criminal-legal recidivism. 

 
Table 3.6 Correlations between the Big Five and Recidivism 

 
 
 Using the information from the three earlier mentioned studies we can conclude that 
the Big Five personality traits can't be used as indicators for recidivism.  
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Fig. 3.9 Recidivism can't be determined with the Big Five personality traits 
 
3.3.4 Big Five and personal digital data from social media 
 
Usually there are two known approaches used to acquire and exploit personal digital data 
from social media to assess one's Big Five. The first approach is the (semi-)automated data 
mining approach, where algorithms are utilized to acquire information from public profiles 
(Kosinski et al. 2016). The participants are asked to complete a personality questionnaire 
before the data mining process starts. These questionnaires are used to evaluate the models 
that are developed, after data mining algorithms and machine learning analyse and correlate 
the activity of the user to personality traits (Bachrach et al. 2012). The other approach is in the 
form of an application (connected to the social media platform) which is installed and 
approved by the participants on their electronic device to share personal activity data. Like the 
previous method, participants are asked to complete a personality questionnaire beforehand 
(this time through the application). While this approach promises to deliver more data than 
the automated data mining approach, it does require participants to install the application and 
approve that their data will be collected through it. Social media activity and demographic 
features are extracted with the application, which in return allows the application to correlate 
patterns of behaviour to personality traits (Ortigosa et al. 2014). 
 People with a large amount of ‘friends’ on social media platforms have a high score 
for Extraversion, and they also seem to be engaged much more in social media (Kuss and 
Griffiths 2011; Kosinski et al. 2014). Whereas Seidman (2013) has found out that neurotic 
individuals reveal more information about themselves online and use social media to gain 
information about others, Schwartz et al. (2013) showed that the posts of these very same 
people contain more negative words than usual. The Conscientiousness with respect to 
personal digital data has been explored by Kosinski et al. (2014) and concluded that 
individuals who take a great deal in being cautious with their online profile (e.g. post and 
'like' less), were the ones scoring high on Conscientiousness. People with larger social 
networks online, and who express many ‘likes’, appear to score high for Openness for 
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Experience (Quercia et al. 2012). People scoring high for Agreeableness seem to show less 
negative feeling with the content they share (Schwartz et al. 2013). 
 The research design of researchers studying the use of digital data from people using 
social media to retrieve the Big Five personality traits has been consistent thus far. The 
researchers assess the Big Five of the subjects with self-reports questionnaires. After that, 
they collect the digital data from the social media platforms. This data is then processed to 
acquire variables for the models for prediction. At the end, strength of the prediction for the 
Big Five is determined from the features. One point where the studies do vary, is in the type 
of social media data (e.g. activity, language), used. Another point is the social media 
platforms which are used (e.g. Facebook, Instagram, YouTube etc.). Their findings, the 
accuracy of their predictability, vary across traits, and are all written down in detail.  
 In their study, Liu et al (2014) used micro-blogging behaviours (language/text) of 
users of Chinese Sina Weibo to predict the personality of the users. They used different 
combinations of digital data (e.g. activity, language, pictures). By using bloggers found on 
Google's Blog Search engine (blogsearch.google.com) Yarkoni (2010) analysed their word 
use to assess personality. Facebook was used as the social media platform by Schwartz et al. 
(2013) to predict personality using textual features from status updates, and by Kosinski et al. 
(2013) also to predict personality but with using Facebook Likes. The prediction for each of 
the personality traits is not equally accurate in all the studies. Both Yarkoni (2010) and 
Kosinski et al. (2013) had considerable higher correlations for Openness to Experience than 
any other trait. Besides the type of social media platform, and the type of social media data, 
studies also vary considerably in sample size (from under one hundred to tens of thousands).  
 

 
Fig. 3.10 Studies have shown a strong link between personal social media data and the Big Five 

 
3.3.5 Conclusion 
 
The most well regarded and accepted theoretical framework to describe one's personality is 
the Big Five model, which consists of 5 dimensions; Agreeableness, Extraversion, 
Conscientiousness, Openness to Experience, and Neuroticism. To determine the Big Five 
personality traits of an individual, there are many instruments, along with their abbreviations 
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and revisions, which are all valid and reliable (e.g. NEO-PI, BFI, IPIP). Depending on the 
type of research conducting, the composition of the sample, the maximum amount of time and 
effort the assessment should take, one can choose any of the earlier mentioned instruments to 
measure the Big Five. Since in our research we are interested whether we can use personal 
social media data to determine the risk of recidivism, we took the time to see how the Big 
Five traits are related to recidivism, but were left with three papers that had contradicting 
results. Only Agreeableness seems to correlate negatively with recidivism. However, we did 
find out that the Big Five traits could be determined from personal digital data from social 
media. 
 We found many studies that in their core, had the same objective; to predict the Big 
Five personality traits using personal social media data. However, they varied in the type of 
social media platform used (e.g. Facebook, Instagram), the type of digital data extracted (e.g. 
demographic information, activity, pictures), and the sample size used (from under one 
hundred to tens of thousands). Extraction of the digital data can be done in one way or 
another; either by data mining (with algorithms) or with the use of an application to be 
installed by the participant. So now we have the promise we can use personal social media 
data, to determine the Big Five, and we know from the previous section (3.2) that recidivism 
is correlated with Psychopathy. We will explore the last remaining relationship, the one 
between the Psychopathy and the Big Five, in the next section. 
 

Fig. 3.11 Not possible to assess recidivism using personal social media data to determine the Big Five 
 

3.4 Psychopathy and the Big Five 
 
We have examined three papers where the correlation between the Dark Triad (Psychopathy, 
Machiavellianism, and Narcissism) and the Big Five is studied. In this section, we will briefly 
go through the three studies and present their results focusing only on the correlations 
between Psychopathy and the Big Five (Fig. 3.12) 
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Fig 3.12 Big Five and Psychopathy: the relationship between the constructs we will examine in 

Section 3.4 
 
 
3.4.1 Psychopathy and the Big Five 
 
The relation between the Dark Triad and the Big Five was investigated by Paulhus and 
Williams (2002) by using a sample of 245 undergraduate psychology students whose traits 
were measured with the BFI (for the Big Five), NPI (for Narcissism), MACH-IV (for 
Machiavellianism), and SRP-III (for Psychopathy). Since our interest only lays in the 
relationship between Psychopathy and the Big Five, we will only discuss the results for those 
two constructs. Psychopathy seemed to correlate negatively with Agreeableness, 
Conscientiousness and Neuroticism, and positively with Extraversion and Openness to 
Experience. The results of the correlations between Psychopathy and the Big Five can be 
found in Table 3.7. 

 
Table 3.7 Correlations between Psychopathy and Big Five from Paulhus and Williams (2002) 

 
 
 Jakobwitz and Egan (2006) recruited 82 persons (from the general population) and had 
them fill out the NEO-FFI-R (for the Big Five), the MACH-IV (for Machiavellianism), the 
LSRP (for psychopathy), and the NPI (for narcissism) in order to examine to what extent the 
Dark Triad traits reflect the same underlying construct, and to what extent the Big Five 
personality traits could capture the constructs of the Dark Triad. Correlations between the 
Dark Triad measures and the NEO-FF-I were calculated and principal components analysis 
with Varimax rotation of the derived factors was calculated to simplify measures of the Dark 
Triad and personality, and to examine whether all three scales of the Dark Triad reflected the 
same underlying construct. We narrowed our focus to the results between Psychopathy, this 
time expressed as Primary and Secondary Psychopathy (corresponding to Factor 1 and 2 
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respectively of the PCL-R) in the study, and the Big Five, and presented them in Table 3.8. 
Significant negative correlations between Agreeableness and both Primary and Secondary 
Psychopathy, and significant positive correlations between Neuroticism and again both 
Primary and Secondary Psychopathy were found. From the factor analysis, using Varimax 
rotation, it could be concluded from the first factor that low score on Agreeableness is 
associated with high scores on both Primary and Secondary Psychopathy. The second factor 
contrasted a high negative loading for Conscientiousness, and a high positive loading for 
Secondary Psychopathy and Neuroticism. Both Openness to Experience and Extraversion 
loaded on separate factors thus are entirely unrelated to Psychopathy. So, in contrast to the 
work described previously by Paulhus and Williams (2002), no correlation was found for both 
Openness to Experience, and Extraversion, and Neuroticism was positively correlated, instead 
of negatively. 

 
Table 3.8 Correlations between Psychopathy and Big Five from Jakobwitz and Egan (2006) 

 
 
 O'Boyle et al (2015) examined the relationship between the three traits of the Dark 
Triad and the Big Five by way of a meta-analysis which included 310 independent samples in 
total drawn from 215 sources. Table 3.9 summarizes the results for the correlations between 
Psychopathy and the Big Five traits, and shows that Psychopathy was negatively related to 
both Agreeableness and Conscientiousness. 

 
Table 3.9 Correlations between Psychopathy and Big Five from O'Boyle et al. (2015) 

 
 
3.4.2 Summary 
 
The results of the three different studies, with both overlapping and contradictory results, are 
summarized in Table 3.10. Both Agreeableness and Conscientiousness seem to correlate 
significantly negatively with Psychopathy throughout the studies. Since Psychopathy can be 
described by a set of interpersonally aversive qualities (e.g. social manipulatives and 
disrespect for other people's feelings), it was to be expected to be negatively associated with 
Agreeableness and Conscientiousness (traits based on respect, harmony, abidance to societal 
order). On one hand, one can think that, since individuals scoring high on Extraversion thrive 
on excitement, and are action oriented people, and so psychopaths would score high on 
Extraversion as well. However, other psychopathic traits like emotionality and the inability to 
emphasize with others, will reduce the amount of reward gained from interacting with others, 
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thus lower the score for Extraversion. Neuroticism also has two sides for it; psychopaths can 
be seen as impulsive in nature, lack control of impulse and thus burst out into extreme actions, 
but on the other side the lack of anxiety can be the very reason how they perform the most 
vicious acts that are contributed to psychopaths. Openness to Experience has facets that can 
be associated with psychopathy (e.g. active imagination and being open for the unusual), but 
it also has facets that would correlate negatively (e.g. openness to feelings and one's personal 
values).  

 
Table 3.10 Correlations between Psychopathy and the Big Five from three different studies 

 
 
 So, in the end, whereas Agreeableness and Conscientiousness correlate negatively 
with Psychopathy, the association of Extraversion, Neuroticism and Openness to Experience 
is far less certain. 
 

 
Fig. 3.13 There is a strong link between the Big Five and Psychopathy 
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3.5 Conclusion 
 
In the previous chapter (Ch. 2) we studied how currently risk of recidivism is assessed in the 
Netherlands, and looked for areas for improvement for assessing the risk more efficiently and 
accurately. We found that the current method was not very accurate in predicting recidivism, 
takes a whole day of work (8 hours) for a certified probation officer, and can only be executed 
for already convicted individuals (no suspects awaiting trial). In this chapter, we studied the 
possibilities to extract personal social media data to eventually assess recidivism. We 
investigated how personal digital data from social media can be used to determine personality 
attributes (Psychopathy and Big Five), and whether these personality attributes can be used to 
predict recidivism.  
 Psychopathy as a construct is most accurately determined with the PCL-R which is 
divided in Factor 1 and Factor 2 items. The Factor 2 items have shown to be good indications 
to predict recidivism with correlations around 0.35-0.40; more than the 0.30 from the RISc 
(currently used to assess recidivism is the Netherlands). However, we could not find any 
papers where the link between Psychopathy and personal social media data was studied. Since 
it was impossible to extract and exploit personal social media data to measure Psychopathy, to 
predict recidivism, we investigated the Big Five personality traits. 
  For the Big Five, we only found the trait Agreeableness to correlate negatively with 
recidivism. Unlike Psychopathy, the Big Five is not a strong predictor for recidivism. We did 
however found both Agreeableness and Conscientiousness to correlate negatively with 
Psychopathy. Since our main goal in our research is to explore the possibilities to assess 
personality attributes using personal social media data to predict recidivism, we looked for 
studies that used personal social media data to determine the Big Five personality traits. We 
found many studies that investigated the possibilities of using personal social media data to 
determine the Big Five personality traits. While these studies have shown that the Big Five 
traits could indeed be assessed from personal social media data, it must be noted that they 
found different results because they used different social media platforms, data types, models, 
and sample sizes. We want to explore what the reasons may be for the different results from 
the studies that wished to determine the Big Five from personal social media data. By 
performing a meta-analysis, we will be able to find out why studies had varying results; to 
which variables it can be accounted to. So, with the meta-analysis, not only we will see how 
accurately social media data can predict the Big Five, we also aim to find out what variables 
influence the accuracy of the prediction, thus are a significant predictor for the Big Five 
assessed from personal social media data. In the next chapter (Ch. 4) we have our method 
chapter where we elaborate in detail what a meta-analysis is, and how we conducted our own 
for our research. 
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Fig. 3.14 The focus in our meta-analysis will be the relationship between personal social media data 

and the Big Five 
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CHAPTER 4: METHOD META-ANALYSIS 
 
In the previous chapter (Ch. 3) we discovered that the Big Five can be assessed from personal 
social media data. However, studies have reported different results since they varied in many 
aspects. Due to the great variety of methods used, we will perform a meta analysis to explore 
how accurately the Big Five can be predicted with social media data, and what variables 
influence the accuracy of prediction. 
 Before we start with our meta-analysis, we will first start with a brief historical 
introduction of the origin of meta-analysis, to see how it is formed, and how its strengths and 
weaknesses have been tackled (4.1). After the introduction, we will have a section where we 
will elaborate on the different types of meta-analyses, and classify our own accordingly so we 
can conduct it properly (4.2). The following six sections (4.3 - 4.8) are each dedicated to a 
particular step in our own meta-analysis (totalling six steps) following the guidelines by 
Lipsey and Wilson (2001). At the end of this chapter, in section 4.8 (the sixth step), we will 
give our conclusions and interpretations of our meta-analysis. After having conducted our 
meta-analysis in this chapter, we have our final chapter (Ch. 5); Discussion. 
 

4.1 Introduction 
 
Eysenck (1952) argued that psychotherapy was not beneficial for patients, and that the 
majority of patients with mental health problems get better anyway, whether or not treated 
with psychotherapy. Some two decades later, several hundreds of studies on psychotherapy 
not only produced results that supported Eysenck's claim, but also proved him wrong. It was 
not until 1977 when Glass, along with his colleague Smith, countered the findings of Eysenck 
in a convincing manner by statistically standardizing and averaging the effect of a few 
hundred studies, totaling a sample size of 50.000 patients, thus giving birth to a new method 
they called "meta-analysis".   
 Meta-analysis can be understood as a review strategy, since it reviews research 
literature to summarize the results in a particular research domain (Cooper 1986). What sets 
meta-analysis apart, is the statistical analysis of the distribution of findings across studies; it is 
a statistical procedure for combining data from multiple studies. According to Lipsey and 
Wilson (2001), meta-analysis is a method to encode and analyse statistical data that 
summarizes study findings, and is only applicable to empirical research studies that produce 
quantitative findings. Since the aim of a meta-analysis is to combine and compare results of 
different research studies, findings need to be conceptually comparable and configured in 
similar statistical form for both practical and conceptual reasons. The findings of studies in 
the meta-analysis are so-called effect-size: a statistical concept that measures the strength of 
the relationship between variables. The effect size statistics make it possible to compare 
studies that use different operationalisations (measurement procedures), thus yielding 
different numerical values, because it is a form of standardization (Durlak and Lipsey 1991). 
The statistical standardization, produced by the effect size statistic, makes it possible to 
interpret, combine, and compare the different numerical values of different study findings 
(Lipsey and Wilson 2001). Since there are many possibilities to define an effect size statistic, 
it is important for the researcher to select one that contributes to appropriate standardization 
for the numerical comparison and analysis across studies.  
 The theoretical and statistical foundation of meta-analysis seemed sound when it was 
first introduced in 1977 by Smith and Glass: it introduces a practical way to summarize 
research findings, it presents crucial research findings in a more comprehensive and refined 
way than with a traditional review procedure, it is capable of finding effects which are unable 
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to retrieve through other approaches to summarize studies, and it is an organized method to 
handle information from a large number of study findings (Lipsey and Wilson 2001).  
 However, meta-analysis was not initially received without criticism (especially from 
Eysenck), and even up till now, has its critics. Hunt (1997) argued that if the quality of the 
studies that were included in the meta-analysis was not good, the meta-analysis itself could 
never be better than the included studies itself -- the 'garbage in, garbage out' principle. While 
there are different ways to set extremely strict methodological criteria for the inclusion of 
study findings, the fact remains that there still exist difficult trade-offs, because there is very 
little consensus among researches on how methodological quality is measured. This issue is 
either tackled by keeping strict methodological criteria, thus summarizing merely a narrow 
research domain having little generality, or by coding methodological characteristics to see 
their influence on study findings later on in the statistical analysis.  
 Another point of criticism with is the so-called the 'apples and oranges' issue - i.e., 
when studies included in the meta-analysis don't actually deal with the same constructs and 
relationships (Sharpe 1997). There exists a grey area where results from studies are not exact 
replicas, but they are related more in a general meaning. Over the course of time however, 
with more research in meta-analysis along with technical advances, it became possible to 
assess homogeneity of gathered effect sizes (Lipsey and Wilson 2001). The meta-analysts can 
thus test empirically the degree to which studies show different results that it should not be 
assumed they are comparable. 
 Since its introduction, meta-analysis itself has been researched more thoroughly, 
mainly also due to the reasons of criticism mentioned earlier. The result of research into the 
domain of meta-analysis has produced several practical guides, for researchers wishing to 
perform a meta-analysis themselves. Lipsey and Wilson (2001) have outlined six steps that 
one should follow to perform a meta-analysis. Before we start with our own meta-analysis, we 
first need to know with what type of meta-analysis we will deal with. Therefire we will 
explore the different types of meta-analyses first in the next section (4.2) 
 

4.2 Types of Meta-Analyses 
 
Before laying out the fundamental six steps to perform a meta-analysis, we will shortly focus 
on the different types of meta-analyses. Since the different types of meta-analyses vary in 
terms of purpose, unit of analysis, treatment of study variation, and products (Bangert-
Drowns, 1986), it is important to determine beforehand the type a meta-analyst deals with. 
Two major categories can be distinguished, along with two subcategories: 
 
 1. Group Contrast Meta-Analysis (revolve around a group contrast) 

a) Treatment effective meta-analysis: surveys a research on a defined treatment 
domain. The difference between the treatment and control group mean is 
represented by a standardized effect size.  

b) Group differences meta-analysis: surveys research on differences between 
(naturally occurring) groups (e.g. males and females). The difference between 
the means of the groups on a variable of interest is, like treatment effective 
meta-analysis, represented by effect size. 

 
 2. Correlation Association Meta-Analysis (revolve around correlational relationships) 

a) Test validity meta-analysis: research on test validity by examining the 
correlation between a test/measure and a criterion variable. Unlike with the 
group contrast meta-analysis, the primary statistical indicator is not the effect 
size, but the product-moment correlation. 
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b) Covariation meta-analysis: research on the covariation of two or more 
variables of interest (e.g. relationship between alcohol use and domestic 
violence). 

 
However, according to Lipsey and Wilson (2001), there is an addition of two more forms in 
which research findings may be categorized: 
 
 3. Central Tendency Description: research describing a variable measured on a 
 single sample of respondents. (e.g. a survey study reporting the percentage of men 
 having migraine). 
 
 4. Pre-Post Contrast: like the Central Tendency Description, is also from of a single 
 sample comparing the central tendency (e.g. mean) on a variable. But, this time the 
 same variable is measured at one time, and again at another moment in time, to 
 investigate the change (e.g. how much faster athletes are at the end of a training 
 program than at the beginning).  
 
 Since we are interested in the correlation between an established method (Big Five 
assessed with questionnaires) and a new method (Big Five assessed with personal social 
media data), our meta-analysis falls perfectly in the category of 'test validity meta-analysis' of 
the Correlation Association Meta-Analysis. In order to statistically analyse the study findings 
in a research paper, one must go through the steps of a meta-analysis one by one with great 
care; the steps involved in a meta-analysis are like links in a chain, and the finished product is 
only as good as the weakest link (Durlak and Lipsey 1991). In the following section, we will 
start with our meta-analysis, conducting it following the guidelines provided by Durlak and 
Lipsey (1991) and Lipsey and Wilson (2001). 
 

4.3 Step 1: Research Question and Inclusion Criteria 
 
Specific research questions, formal hypotheses, and the major variables of importance need to 
be made explicit. By inspecting the relevant literature before the meta-analysis, the researcher 
can sharpen the research questions and better anticipate issues that may come up later on in 
the research (Nurius and Yeaton 1987). So, meta-analysis needs to start with an accurate 
statement of the field that will be explored; this statement will determine the choice of studies 
that will be taken in the meta-analysis. It is important that the problem statement is 
straightforward and complete, but does not need to be highly detailed before specific 
inclusion and exclusion criteria are developed. We had already constructed our research 
question (Ch. 1) following our main objective: 
 
How can personal digital data extracted from social media, as an alternative for existing 
ways to measure personality attributes, efficiently and accurately contribute to determination 
of the recidivism probability of an individual? 
 
 Specific inclusionary criteria need to be determined in order to provide a definition of 
the population of studies to be assessed. Some recurring issues in defining the relevant 
population of studies are: whether to include unpublished studies as well, whether to include 
all studies or only those that meet certain methodological criteria, or what the time-period 
needs to be covered in the literature search (Glass et al. 1981; Smith et al. 1980). Following 
our main objective and our research question, we developed the following inclusion criteria 
which studies had to meet to be included in our meta-analysis: 
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1. All the Big Five personality traits are assessed by way of a standardized self-report 

measure (e.g. BFI, BFI-10, IPIP, Mini-IPIP, TIPI). 
2. The relationship between the Big Five and personal digital data from social media is 

measured on an individual level. 
3. Digital data is collected automatically from the social media platform. 
4. Statistical data reporting how accurately the Big Five is predicted is given. 
5. The reported data are statistically independent (i.e. studies using overlapping samples 

won't be included). 
a) Studies in the same research paper did not use the same social media platform. 
b) Studies in the same research paper did not use the same type of social media 

data to assess the Big Five. 
 
 After determining the inclusion criteria, it was time to start the literature search (4.4), 
bearing the inclusion criteria in mind, to find relevant studies that we could include in our 
meta-analysis. 
  

4.4 Step 2: Literature Search 
 
To identify and obtain relevant a unbiased sample of studies a search strategy needs to be 
realized. Literature can be found using multiple groups of keywords in online databases (e.g. 
Scopus, Web of Science), with searches on the world wide web (https://www.google.com), 
and by checking the citations of the studies we found from the databases. In the end, there 
will be studies that meet the inclusionary criteria, but won't be taken in the final meta-
analysis. They will be overlooked or will lack the statistical information. To test whether the 
included studies are a representative sample of the available evidence, the presence of 
publication bias will be checked on a later stage in the meta-analysis (4.7). In this section, we 
will explain the search strategy that we used to find relevant studies to include in our meta-
analysis. The search strategy resembles the one we used in Chapter 3 for our literature review, 
but the purpose and scope is of course different this time. We are now interested in finding 
studies that we can include in our meta-analysis - i.e., studies that have explored the 
correlation between the Big Five assessed with a self-report inventory, and assessed using 
personal social media data.  
 Studies on the relationship between the Big Five personality traits and personal social 
media data were explored by conducting a literature search in three online databases - Google 
Scholar, Web of Science and Scopus. We used multiple combinations of keywords that we 
firstly divided into three groups: one referring to the Big Five personality traits, the other to 
social media platforms, and the last one to analytic approaches with respect to online data 
extraction. A combination of the keywords from each category was used to search for relevant 
studies (Table 4.1).  
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Table 4.1 Keywords for literature search 

 
 
 First, we looked for the terms for our search in the title, abstract, and keyword section 
of the scholarly literature, and comprised our initial list of potential studies for the meta-
analysis. Then we examined the reference list of the studies selected from our initial broad 
search. Finally, we inspected the citations of the included publications to find additional 
studies. Our study search yielded a total of 1021 articles initially, which got reduced to 825 
potential articles for our meta-analysis after the removal of duplicates.  
 The next step was to read the abstracts of all the 825 studies to assess whether they 
met our specific inclusion criteria (4.3). After reading the abstracts of all the 825 papers, we 
were left with 50 articles which showed relevance to our study. Evidently, we have excluded 
a major part of our initial selection of studies, which can be accounted for having used (1) not 
the correct keywords for our search, and/or (2) looked in the wrong databases. We do have to 
note here that we excluded many studies because they used social media platforms not 
relevant for our research (e.g. Sina Weibo because it is not used in the Netherlands), or they 
did not extract social media data online, but had participants fill out questionnaires about their 
social media use. 
 The total of 50 papers, which we were left with in the end, were fully read so we could 
be certain they met our specific inclusion criteria. Besides determining whether the 50 papers 
met our inclusion criteria by reading them in full, we also extracted certain information from 
each paper, and coded them according to our coding scheme, which is described in the next 
section (4.5). 
  

4.5 Step 3: Coding 
 
Studies need to be coded for all the characteristics that potentially influence study findings. 
Because the importance of particular variables varies across research areas, the meta-analyst 
needs to specify the variables vital for a certain research area and then code for each of them. 
However, since it is impossible to specify all the variables to be coded in the meta-analysis, 
Durlak and Lipsey (1991) suggested that coding for the following has proven to be useful: 
study context, methodological characteristics, subject/client/sample characteristics, 
characteristics of tasks or interventions, and effect size. The meta-analyst needs to determine 
and report the level of intercoder agreement attained in coding the studies according to Stock 
et al. (1982). 
 In this section, we will code the studies (𝑛 = 50) from the articles whose abstract 
showed relevant significance for our research study; promising to fit for all the inclusion 
criteria described earlier (4.3). All the 50 papers, collected with our literature search (4.4), 
were fully read to assess whether they met our inclusion criteria, and to code for the five 
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characteristics which we have distinguished that could potentially influence study findings 
(i.e. higher/lower correlation). Based on the coding procedure for the characteristics in the 
next sub-section, we will code the studies for potential moderators in the statistical analysis 
(4.7).  
 
4.5.1 Coding Process 
 
We will elaborate on the five characteristics we chose to code our studies for, what they 
entail, and why we chose them: 
 
1) Study Quality 
The sources of the studies analysed were either peer-reviewed journals, or conference 
proceedings. We assessed the study quality of both of the sources differently; peer-reviewed 
journals were ranked based on Scimago Journal & Country Rank 
(https://www.scimagojr.com/index.php), conference proceedings were ranked using CORE 
Conference Ranking (http://portal.core.edu.au/conf-ranks/). 
 For ranking the journals, we used the SCImago Journal Rank indicator (SJR), 
developed by Scimago which shows the visibility of the journals that are in the Scopus 
database (SCImago n.d). Journal quality was ranked as high when it fit in the highest quartile 
(1), as medium when it fit in the second quartile (2), and as low when it was in the third and 
fourth quartile (3 and 4), or not ranked at all. 
 Assessing the study quality for papers studies published in conferences, we ranked 
conferences as high quality corresponding to a A* or A score on CORE, medium quality 
corresponding to a B, and low quality corresponding to a C or nothing at all.  
 
2) Big Five Scale 
The Big Five traits need to be assessed by way of a standardized self-report measure (e.g. 
NEO-FFI or BFI) according to our first inclusion criterion (4.3).  
 
3) Social Media Platform 
By using different social media platforms, one encounters different privacy settings which 
allow certain type of personal digital data to be assessed freely (publicly), only by a select 
group of people (e.g. friends or followers), or not at all. We distinguish between social media 
platforms where digital data is public domain (e.g. Twitter) and where it is private to either 
everyone, or to a select group of people (e.g. Facebook). 
 
4) Type of Social Media Data used 
To predict the Big Five, studies have used different king of social media data. Studies vary 
greatly in the type of digital data they use to predict the Big Five traits. Before separating 
studies in categories of digital data used, we first distinguished whether studies used just one 
type of personal digital data, or multiple. After that, we could distinguish four types of digital 
data that was extracted by studies to predict the Big Five traits: 
 

1. Demographics (e.g. gender) 
2. Activity (e.g. likes) 
3. Language (e.g. messages) 
4. Pictures (e.g. images) 
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5) Sample Size 
Durlak and Lipsey (1991) advised to always code the studies in the meta-analysis for the 
sample size. Since we were also dealing with studies reporting data using sample sizes 
varying from not even 100 hundred participants to tens-of-thousands, sample size could, 
therefore, potentially be a determining factor for study findings, and it needed to be accounted 
for via coding as well.  
 
4.5.2 Excluded Studies 
 
An overview of the articles (along with their studies) that we coded for the characteristics 
described earlier, are presented in Appendix A. Since some articles produced multiple studies, 
our final list contained 50 papers, providing data over 61 studies (numbered 1-50 in Appendix 
A). 
 While coding the studies, we also assessed whether they met out earlier mentioned 
inclusion criteria (4.3). Based on these criteria we had to exclude many studies, and were 
eventually left with 11 studies to be included in our meta-analysis. Before we continue to the 
next section (4.6), where the effect sizes gathered from these 11 studies will be discussed, we 
will first explain why each one of the 50 studies are excluded from our meta-analysis based 
on our five inclusion criteria. Whenever a study did not meet either our first, second, or third 
criterion, it was excluded from our meta-analysis right away:  
 
Criterion 1 (𝒏 = 𝟐)  

• 30(#2). Tandera et al. (2017) [study #2]: Big Five is predicted with 'Apply Magic 
Sauce' (a prediction API) 

• 44(#2). Guntuku et al. (2017) [study #2]: Big Five is predicted using picture analysis 
 
Criterion 2 (𝒏 = 𝟒) 

• 7(#2). Farnadi et al. (2016) [study #2]: YouTube is used as a platform to gather 
personal digital data from 

• 10. Majumder et al. (2017): No social media is used 
• 17. Gou et al. (2014): Digital data is not linked to personality 
• 19. Chapsky (2011): Not only Facebook, but also Netflix and Last FM is used to 

predict personality 
 
Criterion 3 (𝒏 = 𝟓) 

• 1. Okumura and Okumura (2015): Examiners are used to collect digital data 
• 2(#1). Wall et al. (2016) [study #1]: Coders are used to collect digital data 
• 2(#2). Wall et al. (2016) [study #2]: Observers are used to collect digital data 
• 21(#1). Kosinski et al. (2014) [study #1]: Questionnaire is used to collect digital data 

information of participants 
• 50. Qiu et al. (2012): Authors collected digital data manually 

 
Papers that did not meet our fourth criterion (because it did not report effect-sizes, or reported 
insufficient information to compute correlations) were not excluded immediately. We 
contacted the authors by e-mail to obtain missing information. In case of non-response, or 
unwillingness to share the requested information, the study was excluded from the meta-
analysis: 
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Criterion 4 (𝒏 = 𝟏𝟓) 
• 6. Solinger et al. (2014): Accuracy is given - authors did not respond 
• 11. Xue et al. (2018): Misses statistical information - authors did not respond 
• 15. Celli and Lepri (2018): Regression is given - authors did not respond 
• 16. Ting and Varathan (2018): Accuracy, mean and Cohens kappa is given - authors 

did not respond 
• 20. Wald et al. (2012): Regression and accuracy given - authors did not respond 
• 21(#2). Kosinski et al. (2014) [study #2]: Spearman’s rank correlation is given - 

authors responded, but could not provide with the necessary data 
• 24. Bachrach et al. (2012): Pearson's r is given, but for every trait, a different 

combination of digital data is used - authors did not respond 
• 26. Souri et al. (2018): F-measure and accuracy is given - authors did not respond 
• 29. Noë et al. (2016): Misses statistical information - authors responded but could not 

provide the necessary data 
• 33. Da Silva and Paraboni (2018): F1-scores are given - authors did not respond 
• 36. Schwartz et al. (2013): Square root R is given - authors did not respond 
• 38. Howlader et al. (2018): Regression is given - authors responded saying they did 

not have the dataset anymore 
• 39. Rumagit and Girsand (2018): Accuracy is given - authors did not respond 
• 45(#2). Carducci et al. (2018) [study #2]: Regression is given - authors did not 

respond 
• 49. Ferwerda and Tkalcic (2018): Spearman's rho is given - authors responded saying 

they could not give the dataset since it was not anonymous 
 
In a situation where just one effect size results from a subject sample for a given distribution; 
effect sizes are almost always statistically independent. However, according to Wolf (1990) 
not only effect sizes for subsamples from the same study share dependencies, but also effect 
sizes from different studies performed by the same authors. Even though dependencies are 
usually small, in meta-analysis independencies need to be defined at the sample or study 
level. When we encountered multiple studies with non-independent data (our fifth criterion), 
following the guidelines by Lipsey and Wilson (2001), we included the study which had a 
bigger sample in our meta-analysis. Whenever studies had the same sample size, we, again 
following the guidelines by Lipsey and Wilson (2001), analysed the better performing study 
(the one with higher correlations for at least 3 personality traits): 
 
Criterion 5 (𝒏 = 𝟐𝟒) 

• 25(#1). Bhardwaj et al. (2016) [study #1]: Used the same sample as Bhardwaj et al. 
(2016) study #2, but had lower correlations for three of the five personality traits. 

• 3. Hagger-Johnson et al. (2011), 4. Collins et al. (2015), 5(#2). Park et al. (2015) 
[study #2], 5(#3). Park et al. (2015) [study #3], 7(#1). Farnadi et al. (2016) [study #1], 
8. Youyou et al. (2015), 9. Yu and Markov (2017), 13. Alsadhan and Skillicorn 
(2017), 14. Farnadi et al. (2014), 22(#1). Nave et al. (2018) [study #1], 22(#2). Nave 
et al. (2018) [study #2], 23. Quercia et al. (2011), 27. Pratama and Sarno (2015), 
30(#1). Tandera et al. (2017) [study #1], 31. Tadesse et al. (2018), 32. Yuan et al. 
(2018), 34. Vaidhya et al. (2017), 35. Alam et al. (2013), 43. Farnadi et al. (2013), 
45(#1). Carducci et al. (2018) [study #1], 46. Farnadi et al. (2018), and 48. Segalin et 
al. (2017): All used the same data pool (myPersonality app) to get their sample as 42. 
Kosinski et al. (2013), but had a lower sample size. 
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4.5.3 Included Studies 
 
In short, after reading 50 papers (including 61 studies) in full, we could exclude 39 of them 
based on our inclusion criteria. In the end, we were left with a total of 11 articles that met our 
inclusion criteria - providing data from 11 different studies:  
 

o 7(#3). Farnadi et al. (2016) [study #3] 
o 12. Kleanthous et al. (2016) 
o 18. Kulkarni et al. (2018) 
o 25(#2). Bhardwaj et al. (2016) [study #2] 
o 28. Tsai et al. (2017) 
o 37. Sumner et al. (2012) 
o 40. Ferwerda et al. (2015) 
o 41. Golbeck et al. (2011) 
o 42. Kosinski et al. (2013) 
o 44(#1). Guntuku et al. (2017) [study #1] 
o 47. Kim and Kim (2018) 

 
 In order to ensure a transparent and complete reporting of our meta-analysis - from our 
initial broad search, all the way to the narrowed down selection of studies included - we 
expressed our article selection in the form of a flowchart (Fig. 4.1). This flowchart is based on 
PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) (Moher et 
al. 2009). After having comprised our selection of studies for our meta-analysis, the next step 
was to gather the effect sizes (4.6) needed for the statistical analyses (4.7).  
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Figure 4.1 Representation of how we selected our studies 

 
 

4.6 Step 4: Index of Effect Size 
 
After having coded studies for the characteristics relevant for our meta-analysis, we reached 
the critical stage where the research findings needed to be coded on a numerical scale in order 
to compare and analyse resulting values. Usually, these research findings are relations of 
some sort between two constructs. The reported research findings in studies selected for the 
meta-analysis were coded into values of an effect size, and used later on for analysis (4.7). 
Both the nature of the study findings and the way they are presented statistically determine 
which effect size statistics is appropriate for the meta-analysis. We will start this section with 
necessary background information about the nature of effect size statistics: what it is, how it is 
computed, and how to use it (4.6.1). After that, we will present the effect size statistics 
gathered in our own research (4.6.2) and divide them into three different categories based on 
the different methods used to acquire the effect size statistics (4.6.3 - 4.6.5). 
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4.6.1 Effect Size 
 
In a meta-analysis, each study finding needs to be encoded as a value on the same effect size 
statistic, so that the type of effect size statistics is the same across all studies. Only this way a 
meaningful analysis can be conducted. Study findings focusing on the covariation between 
multiple variables can be presented as either of the four cases: correlation between two 
continuous variables, correlation between a dichotomous and continuous variable, correlation 
between two dichotomous variables, and correlation of mixed pairings of dichotomous and 
continuous variables (Lipsey and Wilson 2001). In our research, since we deal with the 
correlation between two continuous variables, the product-moment correlation coefficient is 
the correct effect size statistic to use. The correlation coefficient for the relationship between 
variable x and y can be expressed as: 
 

𝑟 = 9:;<

9:9;
 (4.1) 

 
where 𝜎>?+  is the covariance between x and y, and 𝜎> is the standard deviation of x and 𝜎? the 
standard deviation of y. Since the correlation coefficient is already a standardized index, it can 
immediately be used as an effect size statistic in the meta-analysis (Lipsey and Wilson 2001). 
The range of the correlation is between -1.00 and +1.00. Since each study finding is based on 
a given subject sample, and the amount of individuals in a sample will almost always vary 
across studies, various effect size values are based on distinct sample sizes. The problem with 
comparing results from varying samples sizes is that sampling error is greater for effect sizes 
gathered from small samples, than for large samples (Durlak and Lipsey 1991). By weighing 
each effect size value by its standard error (standard deviation of the sampling distribution), 
the problem of having studies with varying sample sizes in meta-analysis is tackled (Lipsey 
and Wilson 2001). Since a larger standard error results in a less precise effect size value, the 
weights are computed as the inverse of the squared standard error value. The outcome of this 
method provides the so called inverse variance weight, which besides the effect size, is also 
computed with each research finding in a meta-analysis (Lipsey and Wilson 2001). However, 
it's quite difficult to assess the standard error to calculate the right inverse variance weight. 
Therefore, meta-analysis is generally conducted using one of the few effect size statistics 
where the standard error formulation is known. An example of an effect size statistics that is 
already worked out is the product-moment correlation (Pearson's r), which is also the effect 
size that we have used in our meta-analysis. Since the standard error is used to determine the 
inverse variance weight, and formulating this standard error is problematic (Rosenthal 1994) 
with the product-moment correlation coefficient; correlations are transformed (usually) using 
Fisher's Zr-transform (Hedges and Olkin, 1985): 
 

𝐸𝑆BC = 0.5𝑙𝑜𝑔 GHI
GJI

 (4.2) 
 
where r is the correlation coefficient. For the calculation of the converted values, one can use 
the above equation, or look the values up in a table of Zr-transformed values (e.g. Cooper and 
Hedges 1993). To convert the Zr-transformed correlation or mean correlation back into a 
standard correlation form, the so-called inverse of the Zr-transformation can be used (Hedges 
and Olkin 1985): 
 
 

 𝑟 = 	 L
<MNOCJG
L<MNOCHG

 (4.3) 
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where r is the individual or mean correlation, 𝐸𝑆BC is the individual or mean Zr-transformed 
correlation. The correlation coefficient as an effect size then becomes: 
 
 

 𝐸𝑆I = 𝑟 (4.4) 
 𝐸𝑆BC = 0.5𝑙𝑜𝑔 GHPQC

GJPQC
 (4.5) 

 𝑆𝐸RC =
G
SJT

 (4.6) 

 𝜔RC =
G

QPVC
< = 𝑛 − 3 (4.7) 

 
where 𝐸𝑆I is the effect size, 𝑆𝐸RC is the standard error of the effect size, 𝜔RC is the inverse 
variance weight of the effect size, r is the correlation, and n the total sample size. Usually the 
results of studies investigating the correlation among variables are reported as Pearson's r, 
thus allowing the coding of the effect size by just recording the correlation. However, it may 
very well be that the correlation information is reported in a different form, which forces the 
meta-analyst to estimate the desired correlation coefficient from p-values. Whenever the 
results of a meta-analysis are not reported as a correlation coefficient, it is usually done in the 
form of means and standard deviations. Since in our study we will be dealing with two 
continuous variables, the correct computational formula for Pearson's r (𝐸𝑆I) becomes:  
 
 𝐸𝑆I =

X >Y?YJ >Y ?Y

(X >Y
<J( >Y)

<)(X ?Y
<J( ?Y)

<)
 (4.8) 

 
where individual level data for each variable (x and y) and total sample size (N) is needed.  
  
4.6.2 Effect Sizes in our Meta-Analysis 
 
After having comprised our list of studies for our meta-analysis, we had to determine the 
effect size for each personality trait. From the 11 studies, most (𝑛 = 8) used multiple features 
(e.g. categories of words used, or different structural features) to determine the Big Five traits, 
some (𝑛 = 2) studies reported just a single correlation for every trait, and the rest (𝑛 = 1) 
reported findings in the form of AUC (Area Under the Curve). Since, according to Lipsey and 
Wilson (2001), when studies study the correlation between variables present their findings 
directly as Pearson's r, effect size coding comes down to recording that correlation (Equation 
4.4). We did not have to convert our effect sizes to Fisher's Z, since it is not necessary for 
meta-analytic random effects model (4.7) - see Hunter and Schmidt (2004). Appraising the 
magnitude of the effect size was done by Cohen (1988) where effect sizes smaller than 0.20 
are classified as small, between 0.20 and 0.80 as medium, and larger than 0.80 as large. The 
analogous values for the correlation effect size (in our case) are classified as small for 
correlations smaller than 0.10, medium between 0.10 and 0.40, and large for greater than 
0.40. We will show in the following sub-sections how we gathered, chose, or found the effect 
sizes for our studies that we included in our meta-analysis.  
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Table 4.2 Studies in meta-analysis 

 
 
 We divided the studies that we will analyse into the three categories (Multiple 
Features, Single Correlation, and AUC) mentioned in the beginning of this sub-section, as 
also visualized by Table 4.2. We will explain our process of determining the effect sizes for 
each personality trait per category, and per study. 
 
4.6.3 Multiple Features 
 
By using different features to find the correlation between personal digital data from social 
media and personality, Kulkarni et al. (2018), Bhardwaj et al. (2016), Tsai et al. (2017), 
Ferwerde et al. (2015), Guntuku et al. (2017), and Kim and Kim (2018) provided different 
correlations between each feature and the Big Five personality traits. According to Lipsey and 
Wilson (2001), a meta-analyst should select one of the effect sizes for inclusion in the 
analysis (e.g. the best effect size) and omit the other effect sizes.  
 Both Farnadi et al. (2016) and Golbeck et al. (2011) not only used different features, 
but also used more than one model to determine the correlations. Following the instructions 
from Lipsey and Wilson (2001), again, we chose the model that had the higher correlations 
between the Big Five determined with a questionnaire, and with personal social media data, 
for our meta-analysis.  
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Table 4.3 The Effect Sizes (Pearson's r) of studies that used multiple features to determine the Big 
Five traits with social media data 

 
 
4.6.4 Single Correlation 
 
Klaenthous et al. (2016), like Bachrach et al. (2012) and Kosinski et al. (2013), used previous 
research to identify social media activity that can predict the Big Five. In the end, just a single 
correlation (in the form of Pearson's r) was produced between each of the Big Five personality 
traits assessed with the questionnaire, and the computational model used. 
 The other study that provided just one single correlation per personality trait, Kosinski 
et al. (2013), used a linear regression model, and applied 10-fold cross-validation to express 
the prediction accuracy of regression by the Pearson correlation coefficient between predicted 
and actual attribute values. 

 
Table 4.4 The Effect Sizes (Pearson's r) of studies that that provided just a single correlation (per trait) 

between the Big Five traits assessed with social media data and with a questionnaire 

 
 
4.6.5 AUC 
 
In their study, Sumner et al. (2012) used different models for the prediction of the personality 
traits. For the best performing model (Kaggle) the results are given in the Area Under the 
Curve (AUC) values. We converted these values to Pearson's r with the conversion table 
given by Rice and Harris (2005).  
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Table 4.5 The Effect Sizes (Pearson's r) of the study that initially gave the results of the correlations 
between the Big Five traits assessed with social media data and with a questionnaire in AUC 

 
 

4.7 Step 5: Statistical Analyses 
 
In this stage of the meta-analysis, after having assembled a set of statistically independent 
effect sizes, summed up in Table 4.6, we proceed with the analysis of the effect size data 
which consists two separate parts: the initial analyses of the effect sizes, and moderator 
analyses.  
 The initial analyses will be performed to test the effect sizes for outliers using Grubb's 
test (4.7.1), to express the distribution of effect sizes and estimate the population mean with a 
corresponding confidence interval (4.7.2), and, finally, to determine the adequacy of the mean 
effect size for representing the entire distribution of effects for publication bias (4.7.3) and for 
homogeneity of the effect sizes (4.7.4). We used visualization techniques (i.e. forest plot and 
funnel plot), since they are a practical way of effectively communicating the final results 
(Wand and Bushman 1998). 
 After the initial analyses, moderator analyses will be performed using meta-regression 
to examine the impact of moderator variables on study effect size (4.7.5). The results from the 
moderator analyses will give us the answer what the predictive power is of personal social 
media data over the Big Five personality traits, and how the different variables (moderators) 
influence the accuracy of the prediction. 
 We conducted a total of five different meta-analyses; one for each of the Big Five 
traits. The random-effects model is used for our meta-analysis, since the true effect size varied 
in the studies. As stated earlier (4.6.2), we did not convert the effect sizes into Fisher's Z, 
since we used the random-effects model (Hunter and Schmidt 2004). We made use of the 
software 'Comprehensive Meta Analysis' (Version 3.3.070) for all the analyses in this section, 
except for Grubb's test for outliers (6.1.1), where we used Excel. 
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Table 4.6 Effect sizes of the studies included in the meta-analysis 

 
 
4.7.1 Outliers 
 
 According to Hedges and Olkin (1985) one should always examine the distribution of 
effect sizes to detect outliers in a meta-analysis. This is, because extreme effect size values 
have disproportionate influence on the values of the means, variances, and other statistics that 
may distort them in misleading ways. To identify possible outliers in our set of effect sizes 
(Table 4.6), we executed Grubb's test (Grubbs 1969). Outlier were found for three of the 
personality traits (Agreeableness, Extraversion, and Neuroticism) all for the effect size 
coming from the same study; Bhardwaj et al. (2016) [#2]. To identify the outliers, we 
followed the method provided by Grubbs (1969), and used the critical T value provided by 
Grubbs and Beck (1972). A short overview of the Grubb's test we executed can be seen below 
(Table 4.7); the Grubb's tests worked out in detail can be found in Appendix B (Fig. B.1 - 
B.5). 

Table 4.7 Grubb's test for the effect sizes in our meta-analyses 
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 We did not exclude outliers for several reasons: (1) they are all from the same study 
which is due to variability in the measurement, (2) the sample size is relatively small (𝑛 =
31) compared to other studies, and (3) since we will use meta-regression (which is 
remarkably resilient to such outliers) for our effect sizes, meaning that we can just leave the 
outliers in (Doucouliagos and Stanley 2009).  
 
4.7.2 Confidence Interval 
 
The confidence interval is useful since it not only indicates the degree of precision of the 
estimate of the mean effect size. Also, whenever the confidence interval does not include 
zero, it means that the mean effect size is statistically significant at the level specified by the 
confidence interval. In order to assess the confidence interval for a correlation coefficient, the 
standard error of the correlation coefficient needs to be computed first (Urdan 2011): 
 

 𝑆𝐸PQ =
GJPQ<

SJ+
 (4.10) 

 
where 𝐸𝑆 is the effect size, and 𝑛 the sample size. The confidence interval (for a two tailed 
test) then becomes: 
 
 𝐶𝐼 = 𝐸𝑆 ± (𝑆𝐸PQ)(𝑡) (4.11) 
 
where 𝑡 can be found in Table C.1 in Appendix C with given p-value and degrees of freedom 
(N-2). If there is no zero included in the confidence interval, this indicates that the mean 
effect size is statistically significant at 𝑝 ≤ 𝑎. By computing a z-test, the meta-analyst can 
obtain a direct test of the significance of the mean effect size: 
 
 𝑧 = PQ

QPMN
 (4.12) 

 
This formula results in a standard normal variate which, if it exceeds 1.96 it is statistically 
significant with 𝑝 ≤ 0.05, two-tailed and if it exceeds 2.58 it is significant with 𝑝 ≤ 0.01 
two-tailed.  
 We determined the 95% confidence interval for each effect size using Equation 4.11. 
For an effective showcase of the precisions associated with each individual effect size, and 
their corresponding confidence intervals, we visualized the effect sizes and their confidence 
intervals using the forest plot (Fig. B.6 - B.10 Appendix B). Forest plots effectively display 
the precision associated with each individual effect size, their associated confidence intervals, 
and the general pattern of results. The software that we used (Comprehensive Meta Analysis) 
also provided us with the point estimate, along with its own 95% confidence intervals, of the 
random effects model, which we also processed in the earlier mentioned forest plots. We have 
summarized all the confidence intervals, for all the effect sizes of each personality traits of 
each study in a forest plot (Fig. 4.2). 
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Fig. 4.2 Forrest plot of our effect sizes 

 
4.7.3 Publication Bias 
 
The presence of publication bias comes down to published studies being no longer a 
representative sample of the available evidence -- thus, distorting the results of the meta-
analysis. We used several methods to search for the existence of a publication bias in our 
study. All of the five tests that we will discuss in this sub-section are again performed using 
our earlier mentioned software (Comprehensive Meta Analysis). 
 First, we plotted for each effect size the funnel plot; a visual method to detect 
publication bias (Fig. B.11 - B.15 Appendix B). The funnel plot is a great method for 
detecting potential publication bias; studies with high precision are plotted near the average, 
and studies with low precision will be spread evenly on both sides of the average. If the plot 
does not resemble a roughly funnel-shaped distribution, it may indicate the existence of a 
publication bias. While not exactly symmetrical, we can see the distributions of studies 
resembles a roughly funnel-shaped distribution for Agreeableness, Extraversion, and 
Openness. However, both Conscientiousness and Neuroticism may include publication bias in 
the effect sizes, which can be accounted due to the fact we let the outlier in in our meta-
analysis earlier (4.7.1). 
 Next up, we looked at the fail-safe N for each trait; which had to be at least five times 
the number of reviewed studies plus ten. The results from our meta-analysis showed that this 
was the case for each trait (Agreeableness: 𝑁 = 5015; Extraversion: 𝑁 = 7487; 
Conscientiousness: 𝑁 = 8051; Openness: 𝑁 = 8749; Neuroticism: 𝑁 = 4296) since they all 
are more than 65; five times 11 (observed studies) plus ten (Rosenthal 1979). The fail-safe 𝑁 
also indicates the number of studies that is required to refute significant meta-analytic means; 
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reduce the effect to a level not statistically different from zero (Rosenthal 1979). The 
complete outcome of the fail-safe 𝑁 analysis can be found in Table B.1 in Appendix B. 
 Our third test was the Begg and Mazumdar's rank correlation test which reports the 
rank correlation (Kendall's tau) between the standardized effect size and the variance (or 
standard errors) of these effects (Begg and Mazumdar 1994). The results from Table B.2 
(Appendix B) indicate that there is no concern for publication bias for each personality trait 
(Agreeableness 𝑝 = 0.18; Extraversion 𝑝 = 0.09; Conscientiousness 𝑝 = 0.14; Openness 𝑝 = 
0.11; Neuroticism 𝑝 = 0.38). However, as Begg and Mazumdar (1994) have stated 
themselves, the power of their test is extremely low when a small number of studies is 
assessed; test is very powerful with 75 studies, and only moderate with 25 studies.  
 Egger's regression test, like the Begg and Mazumdar's test, intends to quantify the bias 
captured by the funnel plot (Egger et al. 1997). Unlike the Begg and Mazumdar's test, Egger's 
test uses the actual values of the effect sizes and their precisions (the inverse of the standard 
error), rather than ranks, to predict the standardized effect (effect size divided by the standard 
error). The results of Egger's test (Agreeableness 𝑝 = 0.46; Extraversion 𝑝 = 0.45; 
Conscientiousness 𝑝 = 0.49; Openness 𝑝 = 0.42; Neuroticism 𝑝 = 0.35) indicate no concern 
for publication bias (Table B.3 Appendix B). 
 Duval and Tweedie's Trim and Fill method was our last test to check our data for 
publication bias. The trim and fill method identifies and corrects funnel plot asymmetry 
caused by publication bias by first removing the smaller studies causing the funnel plot 
asymmetry, then using the trimmed funnel plot to estimate the true centre of the funnel, and 
finally replacing the omitted studies and their missing counterparts around the centre (Duval 
and Tweedie 2000). In the case of more small studies on the right than on the left of the 
funnel, there may be studies missing from the left. The results from our trim and fill tests for 
the effect sizes for each personality trait did not indicate a need for studies to be trimmed 
(Table B.4 - B.8 Appendix B). Hence, there is no concern for publication bias according to 
the trim and fill method for any of the set of data in our meta-analysis. 
 
4.7.4 Homogeneity 
 
In meta-analysis, in the most perfect scenario, the combined results of the studies included in 
the meta-analysis should all be undertaken in the exact same way, and with the very same 
experimental protocols. This most perfect scenario however never occurs, and does not need 
to be. But we do need to check whether the results found in the individual studies are similar 
enough to be able to state that the combined results will be a meaningful description of the set 
of studies. Homogeneity testing is based on a comparison of the observed variability in effect 
size values with an estimate of the variance that would be expected from subject-level 
sampling error alone according to Lipsey and Wilson (2001). When the effect sizes are not 
homogeneous, various descriptive variables can be examined to see whether they moderate 
(4.7.5) the effect size. According to Rosenthal and Rubin (1982) the question of the 
homogeneity of the effect size distribution (i.e., whether all of the effect sizes that are 
averaged into a mean value estimate the same population effect size) is an important one in 
meta-analysis. Any given effect size in a homogeneous distribution only differs by sampling 
error from the population mean. The Q statistic, on which the homogeneity test is based, is 
distributed as a chi-square with 𝑘 − 1 degrees of freedom (k is number of effect sizes): 
 
 𝑄 = 𝜔e 𝐸𝑆e − 𝐸𝑆 + (4.13) 
 
where 𝐸𝑆e is the individual effect size for 𝑖 = 1 to k, 𝐸𝑆  weighted mean effect size over the k 
effect sizes, and 𝜔e the individual weight for 𝐸𝑆e. When Q exceeds the critical value for a chi-
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square with 𝑘 − 1 degrees (Table C.2 in Appendix C), the null hypothesis of homogeneity is 
rejected; a statistically significant Q indicates a heterogeneous distribution. There is also an 
algebraically equivalent formula for Q that is computationally simpler to implement: 
 
 𝑄 = 𝜔e𝐸𝑆e+ − gYPQY <

gY
 (4.14) 

 
According to Mosteller and Colditz (1996), when the fixed effects assumptions are rejected 
(there is a heterogeneous distribution of effect size), whether for conceptual or statistical 
reasons, the 'Random Effects Model' needs to be adopted because of its generality. With a 
random effects model, the assumption is that each observed effect size differs from the 
population mean by subject-level sampling error plus a value that represents other sources of 
variability. The total variance associated with the distribution of effect size (𝑣e∗) is the sum of 
the variance associated with subject-level sampling error (𝑣e) and the one associated with the 
random effects variance (𝑣j): 
 
 𝑣e∗ = 𝑣e + 𝑣j (4.15) 
 
This new variance (𝑣e∗) is now used to compute the random effects mean size, confidence 
interval, significance test, and Q. We also get a new value for the inverse variance weight: 𝑣e∗. 
A formula to obtain the estimate of the random effects variance component (𝑣j) is: 
 
 𝑣j =

lJ(mJG)

gYJ
gY
<

gY

 (4.16) 

 
Whenever the effect size distribution is homogeneous, the formula above returns a negative 
value. It is important to note that whenever homogeneity of the distribution is rejected, one 
might need to start over from the second step (Weighted Mean) using a different statistical 
model, and repeat the entire procedure again. 
 We used different tests to determine the heterogeneity of the effect sizes of the studies 
which we all executed using the software 'Comprehensive Meta Analysis' mentioned earlier. 
First, we checked Cochran's 𝑄 (Equation 4.13), which is distributed as a chi-square statistic 
with k number of studies minus one degree of freedom. The chi-square test, where the null 
hypothesis assumes that all studies are homogeneous, gives a 𝑝-value to test this hypothesis. 
When the 𝑝-value of the test is low; the hypothesis is rejected and heterogeneity is present. 
Secondly, we used Tau (𝑇), which is computed from 𝑇+, as a first indicator of the extent of 
dispersion. Tau is an estimate of the standard deviation of the distribution of true effect size. 
Lastly, we will examine the 𝐼+ statistic; indicator of the percentage of variance in a meta-
analysis that is attributable to study heterogeneity (Higgins et al. 2003). We have summed up 
the results of the heterogeneity tests for all personality traits in the table below (Table 4.8). 
The results of the heterogeneity tests worked out in detail can be found in Appendix B (Table 
B.9 - B.13). 
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Table 4.8 Heterogeneity statistics for each trait with 𝑝 < 0.001 for Q-values 

 
 
 We found the 𝑄-values to be significant for each personality trait; they all exceed the 
critical value (29.5883) from Table C.2 (Appendix C). However, it is proven that the chi-
squared test has low power as a comprehensive test for heterogeneity when the number of 
studies is small like in our meta-analyses (Gavaghan et al. 2000). Tau values for the 
personality traits indicate low true heterogeneity between studies. Given the 𝐼+ values, the 
overall distribution of effect sizes can be accounted to true heterogeneity.  
 Due to methodological diversity always being present in meta-analyses, like in our 
case, statistical heterogeneity is something one can’t escape from (Higgins et al. 2003). So, 
heterogeneity will always exist whether or not we can detect it using a statistical test. One 
may then argue: Why even bother testing heterogeneity? Interestingly, Borenstein et al. 
(2011) suggested to use 𝐼+ as a criterion to decide whether it is worthwhile to conduct a 
moderator analysis; if 𝐼+ is low, this indicates the absence of heterogeneity, thus nothing to be  
explored, if 𝐼+ is large (like in our case), then a moderator analysis will most certainly be an 
interesting issue to explore.  
 
4.7.5 Moderator Analyses 
 
In the final stage of the statistical analysis, we can compare the mean effect sizes for studies 
grouped according to variables of interest to determine the factors that account for the 
differences in effect sizes (Hedges 1984). Variables describing various study features are used 
as independent variables to predict effect size. A regression model can be developed in which 
predictor variables representing study characteristics account for significant portions of the 
effect size heterogeneity found between studies. In meta-analysis, a tool most commonly used 
is called meta-regression (Van Houwelingen et. al 2002). There are three types of models 
concerning regression that can be distinguished with meta-analysis: simple regression, fixed 
effect meta-regression, and random effects meta-regression. Since both simple and fixed 
effect meta-regression don't allow for within-study variation, but random effects meta-
regression does, the latter model was performed using the software 'Comprehensive Meta 
Analysis'. The random effects meta-regression model can be specified as: 
 
 𝑦p = 𝛽r + 𝛽G𝑥Gt + 𝛽+𝑥+t+	. . +𝜂 + 𝜀p (4.17) 
 
where 𝑦p is the effect size in study j, 𝛽r the estimated overall effect size, the variables 𝑥e (𝑖 =
1	. . 𝑘) specify different characteristics of the study, and 𝜀 specifies the between study 
variation.  
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 Given the interested in our research in the predictive power of personal social media 
data over the Big Five personality traits, and whether the use of different type of social media 
platforms and different type of digital data influences the accuracy of personality prediction, 
we had already performed our coding process earlier on (4.5) by extracting information from 
the studies like what social media platform they used, what kind of digital data, etc. From our 
coding process, we took for this sub-section (moderator analysis) specifically the information 
of studies concerning the social media platform, and digital data, which can be found in Table 
A.1 in Appendix A. To have a clear overview, we summarized the information we gathered 
for each study that we included in our meta-analysis in the table below (Table 4.9). 

 
Table 4.9 Summary of the necessary information for the moderator analyses 

 
 
From the table above, we determined six possible moderating effects for our analysis, where 
we explored whether the use of a certain social media platform, the use of single or more type 
of digital data, or the use of a certain type of digital data (demographic, activity, language, 
and pictures), were a statistically significant predictor for the effect sizes we found. 
Specifically: 
 

1. Social Media Platform (which social media platform was used) 
2. Single vs. Multiple (the use of a single type of data, or a combination of multiple) 
3. Demographic (whether demographic data was used or not) 
4. Activity (whether activity data was used or not) 
5. Language (whether text analysis was used or not) 
6. Pictures (whether visual data in the form of pictures was used or not) 

 
Using the software 'Comprehensive Meta Analysis' we gathered many statistical results from 
each meta-regression. However, we were only interested in the following three values: 
 

• 𝑝: determines the statistical significance of the results 
• 𝑄	(𝑑𝑓): chi-square statistic and degrees of freedom 
• 𝑇+: total amount of variance unexplained (called Tau-squared) 
• 𝑅+: variance that can be explained by moderator 
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To determine whether a moderator is a variable that can be used to effectively (to a certain 
extent) predict a personality trait, we investigated the 𝑅+ value. This 𝑅+ value represents the 
portion of variance, from the total amount of variance which was unexplained initially, that 
can be explained by the moderator: 
 
 𝑅+ = yYzY{Y|}

< Jy~���C|{�C
<

yYzY{Y|}
<  (4.18) 

 
where 𝑇eSe�e��+  is the initial Tau-squared value (gathered from previous sub-section (4.7.4), and 
𝑇���LI���I+  is the new Tau-squared value from the meta-regression. When 𝑇eSe�e��+ <
𝑇���LI���I+ , 𝑅+ is assumed 0. 
 We will now present the results for each of the six moderators in the form of a table, 
and briefly discuss the results one by one. To start with, we checked whether the use of a 
certain type of social media platform, which we divided in Facebook, Twitter, LinkedIn, and 
Instagram, as can be seen from Table 4.9, could predict personality traits much more accurate. 
Aside from Openness, the results were statistically significant for all the traits (Table 4.10). 
However, the choice for a social media platform was only a statistically significant predictor 
for Conscientiousness given the 𝑅+ value. 

 
Table 4.10 Statistics of meta-regression for Social Media Platform 

 
 
The second moderator tested was the use of single versus multiple types of digital data to 
assess the Big Five. Only two studies, Bhardwaj et al. (2016) and Golbeck et al. (2011), used 
multiple different types of digital data to predict the Big Five, all other nine studies merely 
used a single, specific type (Table 4.9). While the results were statistically significant for all 
the Big Five traits, the variable (single vs. multiple) seemed to be a statistically significant 
predictor for Conscientiousness (Table 4.11). 

 
Table 4.11 Statistics of meta-regression for Single vs. Multiple 

 
 
Conscientiousness again, seemed to be the only trait that could be predicted with the next 
moderator we explored: Demographic (whether studies used demographic data such as 
gender). Other statistically significant results were found for Agreeableness and Openness, 
but they appeared not to be related to the effect sizes due to the low 𝑅+ values (Table 4.12). 
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Table 4.12 Statistics of meta-regression for Demographic 

 
 
In general, Activity (whether studies used activity data such as likes) scored best as a 
statistically significant predictor for the Big Five traits. The results were statistically 
significant for all Big Five dimensions, and aside from Conscientiousness, all traits were 
related to the effect size (Table 4.13). 

 
Table 4.13 Statistics of meta-regression for Activity 

 
 
There was only one statistically significant result for Language (whether studies used data 
such as status updated or tweets), which was for Conscientiousness. However, Language 
explained no variance at all, thus making it a moderator that could not predict any personality 
trait (Table 4.14). 

Table 4.14 Statistics of meta-regression for Language 

 
 
The final variable we explored, Pictures (whether studies used pictures like profile pictures or 
pictures shared), was only a statistically significant predictor for Conscientiousness but to a 
very low degree (Table 4.15) 

 
Table 4.15 Statistics of meta-regression for Pictures 

 
 
We summed up, for all the moderators, for which personality trait they appeared to be a 
statistically significant predictor according to our meta-regressions in the table below (Table 
4.16). We noted the 𝑅+ values where the moderators served as statistically significant 
predictors. 
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Table 4.16 𝑅+ values of statistically significant predictors for the Big Five traits for 𝑝 < 0.05 

 
 
Other than the statistics laid out in the tables above, we gathered a handful of other results 
from our meta-regressions, which we all put in Appendix B (B.9). Among others, along with 
the meta-regression, the software 'Comprehensive Meta Analysis' also provided scatterplots 
for each personality traits, for all the six moderators; see Appendix B (B.9). 
 To summarize, our moderator analyses shows that Agreeableness, Extraversion, 
Openness, and Neuroticism are best predicted with Activity; whereas the strength of the 
prediction is relatively low for Neuroticism. Conscientiousness on the other hand is best 
predicted with Social Media Platform, and to some extent with the moderators Single vs. 
Multiple and Demographic. This concludes the fifth step (Statistical Analyses) of our meta-
analysis, and we can proceed with the final step, where we will discuss our interpretations of 
our research, and draw our conclusions. 
 

4.8 Step 6: Conclusions and Interpretations 
 
After a thorough analysis of the statistical data, we have reached the final step of our meta-
analysis: interpreting results and drawing conclusions. To restrain ourselves from over-
interpreting our findings or over-generalizing our conclusions, we will follow the three 
guidelines set by Durlak and Lipsey (1991). We will (1) restrict our conclusions specifically 
to the literature reviewed, (2) examine results from the meta-analysis testing important 
hypotheses that fail to reach significance closely, and (3) qualify study findings in relation to 
the limitations of the available studies, with respect to restricted or diminished data on 
specific variables of interest. 
 To put our results into the context in which we are interested - i.e., whether the Big 
Five personality traits determined from personal social media data can be used to assess the 
risk of recidivism -- we first need to recall the characteristics sought for in the studies with 
our literature search. Our literature search resulted in inclusion of only 11 studies in our meta-
analysis. The low number of studies included can be accounted to our strict inclusion criteria, 
and the fact that many studies (𝑛 = 15) that lacked statistical info, which the authors could 
not share with us due to privacy. Coming back to our inclusion criteria, we specifically looked 
for studies where digital social media data was retrieved automatically, which is far less 
common than studies in which participants are asked in a self-report questionnaire about their 
social media usage (e.g. Wall et al. 2016). Furthermore, we looked for studies where social 
media platforms were used which are relevant in the Netherlands; this excluded social media 
platforms such as Sina Weibo which are mainly used in the Chinese market. So, the results 
from our meta-analysis directly apply to studies where the Big Five personality traits are 
predicted using digital data (demographic, activity, language, and pictures) from social media 
(Facebook, Twitter, Instagram, LinkedIn) collected automatically.  



 
 

71 

 In our research, we found the mean predictive values of using personal social media 
data to predict the Big Five, and the 95% confidence interval (in brackets), to be: 0.26 [0.19; 
0.33] for Agreeableness, 0.36 [0.24; 0.46] for Extraversion, 0.27 [0.24; 0.31] for 
Conscientiousness, 0.30 [0.18; 0.41] for Openness, and 0.31 [0.21; 0.40] for Neuroticism. 
Regarding the context of our results, we can therefore conclude that the correlations are 
moderate at best. When we analysed the additional moderators for our research, we found 
Activity (the use of activity data) to be a statistically significant predictor for Agreeableness 
(𝑅+ = 0.75), Extraversion (𝑅+ = 0.72), Openness (𝑅+ = 0.92), and Neuroticism (𝑅+ =
0.25) for 𝑝 < 0.05. For Conscientiousness, we found Social Media Platform (choice for a 
particular social media platform), Single vs. Multiple (use of one or more type of data), 
Demographic (the use of demographic data), and Pictures (use of pictures) to be statistically 
significant predictors with 𝑅+ values of 0.64, 0.47, 0.33, and 0.11, respectively, for 𝑝 < 0.05. 
While we found significant results with all the moderators for Conscientiousness, we could 
not find statistically significant results for the other four traits both with Language and 
Pictures. The scientific and practical implications of these findings will be outlined in greater 
detail in the next chapter of this thesis. 
 Our interpretations and conclusions from our meta-analysis bring us to the end of this 
chapter, and bring us to our next, and final chapter (Ch. 5) where we will explain both the 
scientific and practical relevance of our study, discuss the limitations, present future work, 
and draw our conclusions from our research.  
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CHAPTER 5: DISCUSSION 
 
This research was conducted to give recommendations on how the Dutch justice department 
could improve the assessment of the risk of recidivism of suspects and inmate based on the 
predictability of personal digital data from social media that can be retrieved about the person 
in matter, on its psychological characteristics. It was predicted that using different type of 
personal social media data would have an effect of the strength of the prediction of the Big 
Five, and from our main findings we could indeed conclude that this was true to a certain 
extent. The relevance of our research both in the scientific and practical field, along with its 
limitations are discussed in the following: 
 The results from the meta-analysis in our study not only show that social media data 
can predict the Big Five personality traits, but it also presents for each personality trait 
variable(s) that increase the prediction of the accuracy (e.g. Activity for Openness). Our study 
contributes to the claim that electronical devices we use nowadays (e.g. smartphones) not 
only are adding new elements to studies in cognitive science (Miller 2012), but have the 
potential to take a central role in psychological studies (Wilmer et al. 2017). Being able to use 
digital data to determine psychological attributes brings many possibilities than we could 
summarize here, but one that is relevant for our research is to use it to predict recidivism. 
Since two of the Big Five personality traits (i.e. Agreeableness and Conscientiousness) are 
known to correlate negatively with Psychopathy (O'Boyle et al. 2015), and studies show that 
Psychopathy is closely related to recidivism (e.g. Firestone et al. 2000; Loucks and Zamble 
2000), our study gives new insights for research in how recidivism can be predicted in the 
Netherlands by the Dutch justice department with a rather unique approach.  
 With our study, we wished to improve the current way of assessing the risk of 
recidivism in the Netherlands on four areas where the current assessment method has major 
implications: efficiency, accuracy, scope, and fairness. Assessing the risk of recidivism (with 
the RISc) in the Netherlands is very cost- and labour intensive (Van der Knaap and Alberda 
2009), with little success since the correlations with the actual recidivism rate are low at 0.30 
(Wartna et al. 2008). Our study gives new insights suggesting that determining the risk of 
recidivism can be done more efficiently and accurately based on personality attributes derived 
from personal social media data. This insight has practical relevance for the prison system in 
the Netherlands, and could be further explored for practical applicability by practitioners. 
Another, practical contribution of our study could be that it provides a so-called ''debiasing 
strategy'' with respect to judgement and decision making in the Dutch justice system. Where 
cognitive biases can be understood as the systematic ways in which the choices and 
judgements of an individual are influenced by context and framing of information, debiasing 
is the effort to eliminate these cognitive biases (Fischoff 1981). Determining the risk of 
recidivism is prone to have many cognitive biases since people are judged by other 
individuals. Besides the more general known biases like the halo effect (Kahneman 2011), 
and the horn effect (Sigall and Ostrove 1975), many studies have shown that specifically legal 
systems are susceptible to biased judgements and erroneous decision making resulting in 
hundreds of innocent people having been wrongly convicted (Loftus 2019). Whether it be 
eyewitnesses (undeliberately) giving false information (McCloskey and Zaragoza 1985), or 
judges and jury members being bad at assessing whether someone is honest or not (Beaudry 
et al. 2015), it all strengthens the point that people are often not able to judge one another 
correctly. A practical insight from our study is that is makes sense to base decisions in the 
legal system on personal social media data, rather than on the interpretations of individual 
decision makers, of other individuals (witnesses, advisors) - because this would allow the 
Dutch justice department to eliminate (some of) the influence of cognitive biases in the 
judgement and decision making processes in the legal system. 
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 There were some limitations to our study. First, there was no inter-rater reliability; 
degree of agreement among data collectors. In a meta-analysis, two or more researchers 
should normally first have trainings for data collection, then collect the data, and finally 
assess the effectiveness of their training and report the inter-rater reliability (McHugh 2012). 
Our meta-analysis was completely single-coded, which may have influenced the selection of 
our studies. Secondly, to find studies for our meta-analysis, we only looked in three major 
databases, with none being a Psychology database. The reason for us not searching in 
databases that are specialized in Psychology studies is that we did not have access to them 
with our TU Delft account. We may have missed out on prominent studies that could be 
included in our meta-analysis, which in turn could have affected the results we had, thus our 
conclusions. For instance, Harris and Bardey (2019) recently published their work (in 
'Frontiers in Psychology') in which they found significant correlations between the pictures 
users share on Instagram, and the Big Five personality traits. On the contrary, we found the 
use of pictures to be a (weak) significant predictor only for Conscientiousness. Third, due to 
our strict inclusion criteria, we were obliged to exclude studies for our meta-analysis that did 
not investigate the relationship between personal digital data from social media, and each and 
every single one of the Big Five personality traits. Some studies only explored the 
relationship of one, or more (but not all) traits with personal social media data, and these 
studies were excluded due to our inclusion criteria. Celli and Rossi (2015) for example used 
Twitter as a social media tool to find the relationship between social media data in the form of 
activity (number of followers and retweets) and language (tweets) and only the Big Five 
personality trait Neuroticism. They found that neurotic people had the highest posting rate and 
retweeting score. These insights are valuable since they confirm our findings, and thus add 
strength to our claim that activity data is a good predictor for Neuroticism. Due to our first 
inclusion criterion, where we require studies to assess all the Big Five personality traits by 
way of a standardizes self-report measure (e.g. BFI, BFI-10, IPIP, Mini-IPIP, TIPI), we were 
obliged to exclude studies like Celli and Rossi (2015). Even though, throughout our report, 
we referred to our method as 'meta-analysis' (singular), we actually performed five separate 
meta-analyses (one for each of the Big Five traits), as mentioned in Section 4.7. In hindsight 
our first inclusion criterion could have been formulated in such a way that studies that studied 
one or more, but not all, of the Big Five traits could have been included. 
 For future work, our recommendations come in three ways. First off, our research did 
not cover the impact of cultural differences for the prediction of the Big Five traits with 
personal social media data. While the Big Five model maps out the personality of English 
speaking subjects well, since it is developed through lexical studies in English, the five 
personality traits are not sufficient to assess the personality of subjects from other languages 
(Ashton 2013). More recent cross-language studies have shown the existence of a sixth trait 
(i.e. Honesty-Humility) not only in other languages, but also in the English language (Ashton 
et al. 2004). In an attempt to find a structure across even more languages and cultures, De 
Raad et al (2014) found that three factors (i.e. dynamism, affiliation, and order) to have a 
higher chance to establish a structure that reappears across more languages and cultures. For 
example, using the five or six factors to study non-western (psycho-)lexically based trait 
structures (e.g. Chinese and South African) showed these structures to differ both from 
Western trait structures, as well as from each other (De Raad et al. 2014). Secondly, since our 
main objective was to explore to use personal digital data from social media to eventually 
assess the risk of recidivism in the Netherlands, we would advise future studies to investigate 
the possibilities to predict Psychopathy (instead of the Big Five) with social media data, since 
Psychopathy is strongly related to recidivism. As a sample, using ex-detainees, or even 
current detainees in the Netherlands who are in the final stage of their sentence, thus have the 
freedom to spend time outside the penitentiary facility, is an option one should take into 
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consideration. Not only the correlation between Psychopathy assessed with the PCL-R, and 
predicted with personal social media data can be explored, but also the direct correlation 
between recidivism and personal social media data since one uses a sample from which the 
recidivism is known. Third, one should also explore the possibilities of using visual data (e.g. 
video) to assess the Big Five, since social media platforms focused on these type of data, like 
Snapchat, are rising in popularity. While Facebook is still the most used social media platform 
(±2.4 billion users), other platforms based on visual data such as YouTube (±1.0 billion), 
Instagram (±1.0 billion), and Snapchat (±0.2 billion) are catching up with Facebook -- since 
their growth is greater over the past couple of years (data retrieved from: 
https://www.statista.com). We included just three studies in our meta-analysis (Ferwerda et al. 
2015, Guntuku et al. 2017, and Kim and Kim 2018) that used visual data (i.e. pictures) to 
assess the Big Five, while the trajectory of social media usage indicates that the portion of 
visual data (of the total social media data) will keep on growing the coming years (see also 
Harris and Bardey 2019).  
 Our study offers two contributions. First, we show different type of social media data 
to be significant predictors for the Big Five personality traits. In order to determine the Big 
Five from social media data, one can make use of just one, or more specific types of social 
media data to increase the accuracy of the prediction. Secondly, we present a novel method to 
assess the risk of recidivism in the Netherlands. While our study alone is not sufficient to 
actually determine the risk of recidivism with social media data, we provide clear 
recommendations where the Dutch justice department can improve the current way of 
assessing recidivism by making use of personal social media data to assess psychological 
attributes. Our insights will help the Dutch justice department make the assessment of the risk 
of recidivism (1) relatively effortless, (2) a lot cheaper, (3) more accurate, and (4) without 
cognitive bias. With further research in using psychological attributes assessed from social 
media data to determine recidivism, a reliable and valid assessment tool can be developed that 
will benefit the Dutch justice department greatly. 
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APPENDIX A 
 
This appendix contains the list of studies that were read in full for our meta-analysis. The list 
includes 50 papers (including 61 studies in total) that we coded according to our coding 
procedure (4.5). 
 

Table A.1 The 50 papers (61 studies) that we coded for our meta-analysis 
Article/Study Quality Big Five 

Scale 
Social 
Media 

Digital Data Sample 

1. Okumura and Okumura (2015) Low NEO-FFI Twitter Language 23 

2(#1). Wall et al. (2016) High IPIP Facebook Emoticon 92 
2(#2). Wall et al. (2016) High IPIP Facebook Emoticon 54 
3. Hagger-Johnson et al. (2011) High IPIP Facebook Demographic 694 
4. Collins et al. (2015) Low IPIP Facebook Demographic 

Activity 
Language 

9.242 

5(#1). Park et al. (2015) High IPIP Facebook Language 4.824 
5(#2). Park et al. (2015) High IPIP Facebook Language 2.324 
5(#3). Park et al. (2015) High IPIP Facebook Language 1.943 
6. Solinger et al. (2014) Low BFI Facebook Demographic 

Activity 
Pictures 

20 

7(#1). Farnadi et al. (2016) High IPIP Facebook Demographic 
Activity 
Language 

3.371 

7(#2). Farnadi et al. (2016) High TIPI YouTube - 404 
7(#3). Farnadi et al. (2016) High BFI Twitter Activity 44 
8. Youyou et al. (2015) High IPIP Facebook Activity 1.919 
9. Yu and Markov (2017) Low IPIP Facebook Activity 

Language 
250 

10. Majumder et al. (2017) High not given none Language 2.467 
11. Xue et al. (2018) Medium IPIP Facebook Language 115.864 
12. Kleanthous et al. (2016) Medium IPIP Facebook Activity 62 
13. Alsadhan and Skillicorn (2017) High IPIP Facebook Language 250 
14. Farnadi et al. (2014) Medium IPIP Facebook Demographic 

Language 
5.865 

15. Celli and Lepri (2018) Low BFI Twitter Activity 
Language 

900 

16. Ting and Varathan (2018) Low BFI Facebook Activity 50 
17. Gou et al. (2014) High IPIP Twitter Language 224 
18. Kulkarni et al. (2018) High IPIP Facebook Language 49.139 
19. Chapsky (2011) Low IPIP Facebook Demographic 615 
20. Wald et al. (2012) Low BFI Facebook Demographic 

Activity 
Language 

537 

21(#1). Kosinski et al. (2014) High IPIP Facebook Activity 153.000 
21(#2). Kosinski et al. (2014) High IPIP Facebook Demographic 

Activity 
+354.000 

22(#1). Nave et al. (2018) High IPIP Facebook Demographic 
Activity 

22.252 
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22(#2). Nave et al. (2018) High IPIP Facebook Demographic 
Activity 

21.929 

23. Quercia et al. (2011)  High IPIP Twitter Activity 335 
24. Bachrach et al. (2012) Low IPIP Facebook Activity 180.000 
25(#1). Bhardwaj et al. (2016) High BFI Facebook Activity 31 
25(#2). Bhardwaj et al. (2016) High BFI LinkedIn Activity 

Language 
31 

26. Souri et al. (2018) High NEO-FF-R Facebook Demographic 
Activity 

100 

27. Pratama and Sarno (2015) Low IPIP Twitter Language 250 
28. Tsai et al. (2017)  High BFI Facebook Activity 111 
29. Noë et al. (2016) High IPIP Facebook Demographic 

Activity 
313.699 

30(#1). Tandera et al. (2017) Low IPIP Facebook Activity 
Language 

250 

30(#2). Tandera et al. (2017) Low Apply 
Magic 
Sauce 

Facebook Activity 
Language 

150 

31. Tadesse et al. (2018) High IPIP Facebook Activity 
Language 

250 

32. Yuan et al. (2018) Low IPIP Facebook Language 250 
33. Da Silva and Paraboni (2018) High BFI Facebook Language 1.039 
34. Vaidhya et al. (2017) Low IPIP Facebook Language 250 
35. Alam et al. (2013)  High IPIP Facebook Language 250 
36. Schwartz et al. (2013) High IPIP Facebook Language 74.941 
37. Sumner et al. (2012) Low TIPI Twitter Language 2.927 
38. Howlader et al. (2018) Medium IPIP Facebook Activity 

Language 
115.872 

39. Rumagit and Girsand (2018) Low BFI Facebook Language 345 
40. Ferwerda et al. (2015) Medium BFI Instagram Pictures 113 
41. Golbeck et al. (2011) High BFI Facebook Demographic 

Activity 
Language 

167 

42. Kosinski et al. (2013) High IPIP Facebook Activity 54.373 
43. Farnadi et al. (2013) High IPIP Facebook Activity 

Language 
250 

44(#1). Guntuku et al. (2017) Medium BFI Twitter Pictures 436 
44(#2). Guntuku et al. (2017) Medium none Twitter Pictures 4.132 
45(#1). Carducci et al. (2018)  Low IPIP Facebook Activity 

Language 
250 

45(#2). Carducci et al. (2018) Low BFI Twitter Activity 24 
46. Farnadi et al. (2018) High IPIP Facebook Activity 

Language 
Pictures 

5.670 

47. Kim and Kim (2018) High BFI Instagram Pictures 179 
48. Segalin et al. (2017) High IPIP Facebook Pictures 11.736 
49. Ferwerda and Tkalcic (2018) Low BFI Instagram Pictures 193 
50. Qiu et al. (2012) High BFI Twitter Language 142 
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APPENDIX B: META-ANALYSIS RESULTS 
 
This appendix contains all the computations, raw data, and plots, that we gathered in our 
meta-analysis (Ch. 6) using Excel (B.1) and Comprehensive Meta Analysis (B.2 - B.7). 
 

B.1 Grubb's Test 
 
From top to bottom, we used the same order for our effect sizes as in Table 6.1 (6.1.1). The 
Grubb's test statistic is calculated by taking the absolute value of the effect size minus the 
effect size mean, divided by the standard deviation (Grubbs 1969): 
 

𝐺e =
𝐸e − 𝐸
𝑆  

 
where 𝐺e is the Grubb's statistic for study 𝑖, 𝐸e the effect size for study 𝑖, 𝐸 the mean effect 
size, and 𝑆 the standard deviation. The critical value (for T) we located in Table I from 
Grubbs and Beck (1972).  
 The third effect size from the top, corresponding to Bhardwaj et al. (2016) [#2], was 
the outlier for Agreeableness, Extraversion, and Neuroticism. When we excluded this effect 
size, we can see that no more outliers were present with the remaining ten values. For both 
Conscientiousness and Openness there were no outliers at all. 
 

 
Fig. B.1 Grubb's test for Agreeableness 
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Fig. B.2 Grubb's test for Extraversion 

 

 
Fig. B.3 Grubb's test for Conscientiousness 
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Fig. B.4 Grubb's test for Openness 

 
 

 
Fig. B.5 Grubb's test for Neuroticism 
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B.2 Forest Plots 
 
We made use of the free online tool 'Forest Plot Generator' provided by Evidence Partners 
(https://www.evidencepartners.com/resources/forest-plot-generator/) to generate the forest 
plots for each personality trait. 
 

 
Fig. B.6 Forest plot for Agreeableness 
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Fig. B.7 Forest plot for Extraversion 
 

 
Fig. B.8 Forest plot for Conscientiousness 
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Fig. B.9 Forest plot for Openness 

 

 
Fig. B.10 Forest plot for Neuroticism 
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B.3 Funnel plots 
 
The funnel plot is a plot of a measure of study size (the standard error in our case) on the 
vertical axis as a function of effect size on the horizontal axis.  
 
 

 
Fig. B.11 Funnel plot for Agreeableness 

 

 
Fig. B.12 Funnel plot for Extraversion 
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Fig. B.13 Funnel plot for Conscientiousness 

 

 
Fig. B.14 Funnel plot for Openness 
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Fig. B.15 Funnel plot for Neuroticism 

 

B.4 Fail Safe N 
 

Table B.1 Results of the fail-safe N analysis 
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B.5 Begg and Mazumdar Rank Correlation 
 

Table B.2 Results of the Begg and Mazumdar rank correlation test 

 
 

B.6 Egger's Regression of the Intercept 
 

Table B.3 Results of the Egger's regression of the intercept test 
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B.7 Duval and Tweedie's Trim and Fill 
 

Table B.4 Results of Duval and Tweedie's Trim and Fill for Agreeableness 

 
 

Table B.5 Results of Duval and Tweedie's Trim and Fill for Extraversion 
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Table B.6 Results of Duval and Tweedie's Trim and Fill for Conscientiousness 

 
 

Table B.7 Results of Duval and Tweedie's Trim and Fill for Openness 

 
 

Table B.8 Results of Duval and Tweedie's Trim and Fill for Neuroticism 
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B.8 Homogeneity  
 

Table B.9 Results of homogeneity test for Agreeableness 
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Table B.10 Results of homogeneity test for Extraversion 

 
 

Table B.11 Results of homogeneity test for Conscientiousness 
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Table B.12 Results of homogeneity test for Openness 

 
 

Table B.13 Results of homogeneity test for Neuroticism 
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B.9 Meta-Regression Results 
 
We have divided this section into six sub-sections (into the six moderators) where we 
included the screenshots from the results of our meta-regressions that we performed for each 
personality traits, along with the scatterplot of the studies by the very same moderator (with 
given regression line and confidence interval in the figure). 
 
B.9.1 Moderator 1: Social Media Platform 
 

Fig. B.16 Meta-regression results for Agreeableness with moderator Social Media Platform 
 

 
Fig. B.17 Scatterplot for Agreeableness for studies by Social Media Platform 
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Fig. B.18 Meta-regression results for Extraversion with moderator Social Media Platform 

 

 
Fig. B.19 Scatterplot for Extraversion for studies by Social Media Platform 
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Fig. B.20 Meta-regression results for Conscientiousness with moderator Social Media Platform 

 

 
Fig. B.21 Scatterplot for Conscientiousness for studies by Social Media Platform 
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Fig. B.22 Meta-regression results for Openness with moderator Social Media Platform 

 

 
Fig. B.23 Scatterplot for Openness for studies by Social Media Platform 
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Fig. B.24 Meta-regression results for Neuroticism with moderator Social Media Platform 

 

 
Fig. B.25 Scatterplot for Neuroticism for studies by Social Media Platform 
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B.9.1 Moderator 2: Single vs. Multiple 
 

 
Fig. B.26 Meta-regression results for Agreeableness with moderator Single vs. Multiple 

 

 
Fig. B.27 Scatterplot for Agreeableness for studies by Single vs. Multiple 
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Fig. B.28 Meta-regression results for Extraversion with moderator Single vs. Multiple 

 

 
Fig. B.29 Scatterplot for Extraversion for studies by Single vs. Multiple 
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Fig. B.30 Meta-regression results for Conscientiousness with moderator Single vs. Multiple 

 

 
Fig. B.31 Scatterplot for Conscientiousness for studies by Single vs. Multiple 
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Fig. B.32 Meta-regression results for Openness with moderator Single vs. Multiple 

 

 
Fig. B.33 Scatterplot for Openness for studies by Single vs. Multiple 
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Fig. B.34 Meta-regression results for Neuroticism with moderator Single vs. Multiple 

 

 
Fig. B.35 Scatterplot for Neuroticism for studies by Single vs. Multiple 
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B.9.1 Moderator 3: Demographic 
 

 
Fig. B.36 Meta-regression results for Agreeableness with moderator Demographic 

 

 
Fig. B.37 Scatterplot for Agreeableness for studies by Demographic 
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Fig. B.38 Meta-regression results for Extraversion with moderator Demographic 

 

 
Fig. B.39 Scatterplot for Extraversion for studies by Demographic 
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Fig. B.40 Meta-regression results for Conscientiousness with moderator Demographic 

 

 
Fig. B.41 Scatterplot for Conscientiousness for studies by Demographic 
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Fig. B.42 Meta-regression results for Openness with moderator Demographic 

 

 
Fig. B.43 Scatterplot for Openness for studies by Demographic 
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Fig. B.44 Meta-regression results for Neuroticism with moderator Demographic 

 

 
Fig. B.45 Scatterplot for Neuroticism for studies by Demographic 
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B.9.1 Moderator 4: Activity 
 

 
Fig. B.46 Meta-regression results for Agreeableness with moderator Activity 

 

 
Fig. B.47 Scatterplot for Agreeableness for studies by Activity 
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Fig. B.48 Meta-regression results for Extraversion with moderator Activity 

 

 
Fig. B.49 Scatterplot for Extraversion for studies by Activity 
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Fig. B.50 Meta-regression results for Conscientiousness with moderator Activity 

 

 
Fig. B.51 Scatterplot for Conscientiousness for studies by Activity 

 



 
 

126 

 
Fig. B.52 Meta-regression results for Openness with moderator Activity 

 

 
Fig. B.53 Scatterplot for Openness for studies by Activity 
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Fig. B.54 Meta-regression results for Neuroticism with moderator Activity 

 

 
Fig. B.55 Scatterplot for Neuroticism for studies by Activity 
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B.9.1 Moderator 5: Language 
 

 
Fig. B.56 Meta-regression results for Agreeableness with moderator Language 

 

 
Fig. B.57 Scatterplot for Agreeableness for studies by Language 
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Fig. B.58 Meta-regression results for Extraversion with moderator Language 

 

 
Fig. B.59 Scatterplot for Extraversion for studies by Language 
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Fig. B.60 Meta-regression results for Conscientiousness with moderator Language 

 

 
Fig. B.61 Scatterplot for Conscientiousness for studies by Language 
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Fig. B.62 Meta-regression results for Openness with moderator Language 

 

 
Fig. B.63 Scatterplot for Openness for studies by Language 
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Fig. B.64 Meta-regression results for Neuroticism with moderator Language 

 

 
Fig. B.65 Scatterplot for Neuroticism for studies by Language 
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B.9.1 Moderator 6: Pictures 
 

 

 
Fig. B.66 Meta-regression results for Agreeableness with moderator Pictures 

 

 
Fig. B.67 Scatterplot for Agreeableness for studies by Pictures 
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Fig. B.68 Meta-regression results for Extraversion with moderator Pictures 

 

 
Fig. B.69 Scatterplot for Extraversion for studies by Pictures 
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Fig. B.70 Meta-regression results for Conscientiousness with moderator Pictures 

 

 
Fig. B.71 Scatterplot for Conscientiousness for studies by Pictures 
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Fig. B.72 Meta-regression results for Openness with moderator Pictures 

 

 
Fig. B.73 Scatterplot for Openness for studies by Pictures 
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Fig. B.74 Meta-regression results for Neuroticism with moderator Pictures 

 

 
Fig. B.75 Scatterplot for Neuroticism for studies by Pictures 
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APPENDIX C 
 
This appendix provides two tables that are used to obtain values in the meta-analysis. 
 

 
Table C.1 Two-tailed t-values from the t-distribution by df and p-value (Lipsey and Wilson 2001) 
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Table C.2 Chi-square critical values (Lipsey and Wilson 2001) 

 

 


