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Summary

Since the introduction of fast PCs in the last decades of the 20th century, the way that traf-
fic engineers approach modelling and test transport infrastructures and traffic scenarios has
completely changed. Nowadays engineers rely on microscopic traffic simulation software
to tackle conventional traffic management problems. Car-following models are those sub-
models that describes the longitudinal behaviour of drivers. Despite existent car-following
models are seen as accurate, they might miss several variables relationships in urban sig-
nalised intersections. Historically, existent parametric car following models have usually been
calibrated using traditional optimisation techniques and small, yet accurate datasets. Re-
cently, large datasets are becoming available thanks to technology improvements and govern-
mental efforts. Opposite traditional datasets, new available datasets contain large amounts of
data, e.g. thousands of trajectories. Nonetheless, these datasets frequently contain errors and
inconsistencies and they also present significant noise. One example of this is traffic radar
detection technology, which has started to being used for massive traffic data collection and
traffic management in The Netherlands. Opposite to on-board units, traffic radars are in-
stalled in existent infrastructure such as light pole or traffic lights and simultaneously detect
and register multiple vehicle driving in the radar road section range. However, occlusion and
interferences might occur, leading to data gaps or data errors. Moreover, noise is frequently
found in the position measurements. The characteristics of the data do not recommend to use
parametric models to describe driving longitudinal behaviour. Those models do not benefit
from inaccurate, noisy and large datasets in calibration phases due to computational time is-
sues and its rigid model formulation. Alternatively, non parametric models derived from new
machine learning techniques are rapidly becoming popular to deal with this type of datasets.
Non parametric models are often derived using fast computational methods that “learn” in-
formation directly from the data and by relying on a generic model formulation, which adap-
tively improve their performance as the number of samples available for learning increase.

This master thesis aims to gain new empirical insights into longitudinal driving be-
haviour of following vehicles, particularly at urban signalised intersections, by means of the
enumeration of a new hybrid car-following model which combines parametric and non para-
metric mathematical formulation. Particularly, the goal focus on obtaining a calibrated car
following model in stop and go urban traffic conditions which predicts acceleration of a driver
based on a set of predictor variables such as drivers’ speed or spacing. As part of the method-
ology, the thesis explores the viability of non parametric models using machine learning tech-
niques and trained by large datasets with significant errors and noise. All the above mentioned
contributed to formulating the following research question:

How can the longitudinal urban driver behaviour at signalized intersections be
modelled using non parametric models and machine learning techniques?

In order to answer the main research question, new relationship with variables rarely
included in car-following models such as distance to traffic light or its status are studied. Fur-
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thermore, traditional variables such as speed, spacing and speed difference between the fol-
lowing driver and its leader are also included in the analysis. This study, opposite to most
of the literature reviewed, focus exclusively on urban environment instead of freeways. Traf-
fic detection radar data of the PPA project in Amsterdam has been used. The data was not
collected for the purpose of this thesis. Only a short road section of less than 100 metres is
analysed, which unfortunately do not include the first 15 meters in front of the traffic light
due to the radar range limitations. The main benefit of traffic radar technology is the amount
of data available. Nonetheless, data measurements frequently contain errors, gaps and noise.
Therefore, the first part of the thesis focuses on processing the data in order to get reliable
predictors and response variables measurements. First, the noisy data out of the theoreti-
cal range of the radar is deleted. Then, trajectories are independently smoothed for x and
y coordinates. Immediately after, measurements are mapped to lanes and variables such as
speed and acceleration are computed. Later, the preceding assignment is carried out by first
mapping all incomplete trajectories by means of a linear assignment problem. This step is
essential and the suggested approach is considered a success. Despite losing 2% of reliable
data due to wrong estimations, it is avoided that 10% of all reliable points present a wrong
preceding assignment. Finally, the distance to traffic light and its status is registered to each
measurement. Data analysis of the processed dataset depicts hundreds of thousand of leader
and following reliable measurements. Although most variables obtained from data process-
ing are accurate, spacing sometimes present extremely low values (<1m). This is mainly due
to inaccurate position measurements of the radar, which do not always guarantee the front
part of a vehicle as a reference point due to the radars’ location.

Gaussian Process Regression (GPR) for machine learning (ML) has been used to take
advantage from the large data set available and to ensure a complete model outside those
space regions were no training data was found. GPR’s mathematical approach offers a com-
bination between traditional parametric models and machine learning techniques by incor-
porating the so-called basis function. The basic idea is that the GPR relies on the training
data if new data input for prediction is not far apart of the training set, and it relies on a basis
function (parametric model) when no correlation between new input and training data ex-
ists. In this project, the optimal velocity model has been chosen as an underlying model, i.e.
basis function. The prediction of the GPR model is the mean acceleration and its variance
(normal distribution). In this thesis it has been assumed that the acceleration prediction is
directly the mean. Three types of conceptual GPR models have been trained in this master
thesis. The first family of model belongs to GPR models fully optimised. This means that all
hyper-parameters of the GPR are optimised during the training phase, including the param-
eters of the basis function. However results showed that in most of the cases optimising the
basis function leads to bias results. In order to solve that, a second family of models has been
trained by fixing the basis function. Moreover, in this case different optimisation procedure
and objective function has been used to adapt the formulation to the needs of traffic theory.
Finally, it was also decided to derive models without basis function, in order to see the real
power of this machine learning technique.

In total, 47 models are tested and benchmarked according to two key performance in-
dicators: the mixed error, an index that measures the error between two consecutive trajecto-
ries, and the total number of collisions. In every family of models, all possible variable combi-
nations are included, leading to multiple models per family. The best GPR models achieve less
than 20% of mixed error. This error is consistent with typical error ranges in literature. Fur-
thermore, we have calibrated the OVM parametric model with the same radar dataset. This is
carried out to analyse if there is an improvement by applying GPR formulation to turn a para-
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Figure 1: Conceptual Map of the methodology

metric model into an hybrid parametric and non parametric model. GPR model with fixed ba-
sis function scores better results than OVM in terms of mixed error in the space regions of the
validation set (17.5% vs. 18.6%). Moreover, whereas OVM suffers significant overfitting issues
and predictions become unrealistic outside validation set ranges, GPR formulation guarantee
a complete model thanks to the fixed basis function. However, still the original OVM model
ensures no collisions, while the GPR model occasionally predicts collisions. Taking a look to
the variables importance, speed difference appears to be the most important variable to de-
scribe traffic behaviour. Opposite to OVM, GPR models are not capable to accurately describe
traffic behaviour with only spacing and speed variables in the given the data set. The results
also highlight that the status of the traffic lights affects traffic behaviour. Generally speaking,
the most accurate models are achieved by including spacing, speed, speed difference and the
status of the traffic light as predictor variables. Therefore, for first time in the literature re-
viewed in this thesis, the traffic light status is included into the mathematical formulation,
becoming a relevant variable to explain the longitudinal traffic behaviour. Finally, distance to
the traffic light seems not significantly affecting the results.

This thesis shows a new methodological approach of deriving mathematical hybrid
models. Particularly, the thesis depicts how any process described by a parametric model, can
be improved in a specific space regions where new data is available by using Gaussian Process
Regression and machine learning techniques. Results of this thesis proved that GPR models
can improve a traditional parametric car following model such as OVM in terms of perfor-
mance, but still they present some violations of traffic physics (e.g. collisions) and computa-
tional times issues. On one hand, spacing, which should be one of the main relevant variables
to describe traffic behaviour in stop and go traffic conditions, presents significant noise due
to inaccurate position measurements. This issue highly affect GPR predictions, particularly
in deceleration phases,as spacing measurements in training data re not completely accurate.
On the other hand, computational time issues in prediction can be faced by precomputing
offline of all the possible model solutions so they might not represent a big challenge for its
real market application. Therefore, with a more accurate position measurement, GPR mod-
els will not face any problem and seems a promising new methodology to derive microscopic
traffic models. Compared to parametric models, GPR formulation allows having a complete
model and avoids overfitting the data. It also allows flexibility in its formulation and it is sure
that the listed issues will be overcome in future research. Last but not least, few literature of
machine learning techniques applied to car-following models is found, proving the innovative
approach of this thesis. Results are not outstanding, but they definitely give some insights of a
new powerful mathematical techniques that can be applied to describe driving behaviour or
any modelled process.
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1
Introduction

1.1. Motivation

Since the introduction of powerful microsimulation tools in the last decades of the 20th cen-
tury, the way that traffic engineers approach modelling and test transport infrastructures and
traffic scenarios has completely changed. Nowadays engineers rely on microscopic traffic
software to examine signalised roundabouts, optimise signalised intersection, to test a wide
range of traffic management measures such as ramp metering, high occupancy lanes or rerout-
ing due to road works, and to estimate traffic emissions among others. Fast PCs have made it
possible to develop advanced traffic micro-simulation software packages. Today, the number
of traffic microscopic simulation models is vast and the simulation approaches and model
applications are to a large extent differentiated. The main objection of traffic microsimu-
lation models is that any attempt to model the actions and interactions of individual vehi-
cles is flawed as is challenging to understand and calibrate the controlling parameters (Wood,
2012). However, microscopic traffic modelling has opened up opportunities for engineers to
tackle problems where conventional models were found wanting. Moreover, microscopic traf-
fic models are, generally speaking, proved to accurately describe the traffic behaviour and its
output such as average travel time or speed it is now being used as an input in macroscopic
models (Olstam & Tapani, 2004).

Microscopic traffic models are based on a combination of mainly three models: car-
following models, lane changing models and gap acceptance models. Car-following models
are those sub-models that describes the interactions with preceding vehicles in the same lane
(Olstam & Tapani, 2004). A lot of research has been carried out on this topic, from Gazis-
Herman-Rothery (GHR) model at the General Motors research labs in Detroit in the fifties and
earlier sixties until modern models such as the Intelligent Driver Model (IDM) in the current
century. Overall, those models are seen as accurate and research is currently more focused
on lane changing models, where still further investigation is needed. However, current micro-
scopic car-following models present a smaller discharge rate on urban signalised intersections
than in real observations (Hidas, 2006). In order to solve this issue, existing software’s allow
to set as an input the discharge of an intersection and then parameters are automatically cal-
ibrated accordingly to the discharge rate. Hence, this kind of models might miss several vari-

1



2 1. Introduction

ables relationships making them not capable to accurately capture driving behaviour at urban
signalised intersections. The main hypothesis is that drivers tend to accelerate more and as-
sume extra risks in traffic lights such assuming relatively small spacing with the preceding
vehicle to avoid waiting to an extra traffic light cycle. Other hypotheses are that drivers might
be willing to accelerate if they have a clear vision of two cars ahead from them or that drivers
may tend to smooth down their speed when approaching a signalised junction in red cycle in
order to avoid stopping before the traffic light it turns green, i.e. coasting drivers’ behaviour.
This could mean that drivers pay less attention to preceding vehicles in this kind of situations.
Nonetheless, no empirical demonstrations are performed and these hypotheses can only be
found under the future academic research.

During the past decades, existent parametric car following models have been usually
calibrated using traditional techniques and small yet accurate datasets. Traditional optimi-
sation calibration techniques simply consist on maximising the fit of a particular parametric
equation to the data, given a set of parameters and an objective function. A dataset collected
in a test done by Robert Bosch GmbH in 1995 (Schulz et al., 2003) represents a clear exam-
ple of datasets usually used in this techniques. It was carried out in Stuttgart in a one lane
road with traffic lights and “stop and go” traffic conditions. An instrumental vehicle equipped
with an on-board radar, registered speeds difference, acceleration and spacing between itself
and its predecessor every 100 milliseconds during 300 seconds. Yet, it seems obvious that
drivers’ behaviour cannot be fully described by two vehicles driving during 5 minutes. Last
years, large datasets are becoming available thanks to technology improvements and govern-
mental efforts such as the Next Generation Simulation (NGSIM) datasets promoted by the
Federal Highway Administration of the U.S National Department of Transportation (Federal
Highway Administration, n.d.). Opposite to the before mentioned datasets, these datasets
contain large amount of data, e.g. thousands of trajectories. Nonetheless, these datasets are
plenty of errors and present noise. In the Netherlands, traffic radar detection technology has
started to being used for traffic data collection. Opposite to other on-board units, traffic radar
is installed in existent infrastructure such as light poles or traffic lights and simultaneously de-
tects and register vehicle driving in the radar road section range. Thus, its main benefit is the
large amount of data that can be collected from a single radar detector. Depending on traffic
density, there can be up to 80 reflectors (vehicles) captured simultaneously at a frequency of
20 cycles per second in a maximum range of 300 metres. According to (Mende, 2010), traf-
fic radars provide more accurate and reliable measurements for intersection control, vehicle
counting and speed than loop detectors or basic GPS systems. However, doubts arise whether
this data collection technology is accurate enough to derive microscopic traffic models. Oc-
clusion and interference’s might occur, leading to data gaps or data errors. Moreover, noise
is frequently found in the measurements. Calibration of parametric models with radar data
would not be beneficial. First, large amounts of data represents a challenge to traditional op-
timisation schemes due to computational times issues. Second, one of the main purposes of
using large amounts of data is to fully capture drivers’ behaviour and its stochasticity. How-
ever seems difficult to shape this behaviour in a fixed parametric model by only altering the
values of its parameters. Third and last, parametric models might suffer from overfitting if the
data is from an small space region. Alternatively, non parametric models derived from new
machine learning techniques are rapidly becoming popular to deal with this type of datasets.
Hence, this thesis investigates non parametric car following models using machine learning
techniques to solve the listed issues. This approach allows the model to learn from the data
instead directly relying on a parametric equation. Overall, using traffic radar technology and
non parametric model is challenging and represents a new line of research.
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The final goal of this master thesis is to obtain a calibrated car following model in stop
and go urban traffic conditions. This projects aims to gain new empirical insights into longitu-
dinal driving behaviour by means of the enumeration of a new non parametric car-following
model using machine learning techniques. Traffic radar data of the arterial S106 road in Am-
sterdam is going to be used. The first aim of the thesis is to find dynamic (over time) rela-
tionship between variables such as spacing, acceleration and speed of preceding cars both in
acceleration and braking phases. Moreover, other variables which are rarely include in cur-
rently car-following models such as distance to traffic light or its status will be studied. Then,
the project will use the large data set to accurately describe a new model using Machine learn-
ing techniques. Finally a comparison between an existent parametric car following model and
the model derived in this thesis will be conducted to test its performance. Generally speaking,
the project might represent a considerable challenge as new data collection technology and
new estimation model techniques are used.

1.2. Research Objectives and Questions

The final goal of this thesis is to obtain a calibrated non parametric car-following model at
signalised intersection with stop and go traffic conditions by using machine Learning tech-
niques and radar detection data. In order to overcome the challenges of the characteristics of
new datasets available, non parametric models using machine learning techniques are inves-
tigated. Thus, the main research question and sub-questions to be answered are:

How can the longitudinal urban drivers’ behaviour at signalized intersections be mod-
elled using non parametric models and machine learning techniques?

(a) What is the quality of preceding trajectories in the traffic radar detection data set?

(b) Which are the main significant dynamic variables relationship between preceding
vehicles?

(c) How considerable are variable relationships that takes into account traffic light dis-
tance and status?

(d) Which Machine Learning technique should be used to fit the processed data taking
into account the data characteristics?

(e) What is the new model accuracy terms of the selected KPI compared to existent para-
metric models?

The sub-questions can be divided in two main groups. The first sub-questions, i.e. a,b
and c, investigate on the radar tracking data quality and the variable relationships that can be
derived from it. The second group of sub-questions, d and e, aim to find an appropriate model
to use this data to accurately describe longitudinal drivers’ behaviour. This set of research
sub-question will help to finally answer the main research question.
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1.3. Research Approach

The steps suggested to perform this master thesis are depicted in Figure 1.1. There are three
main parts that need to be completed in this specific order: data, machine learning and dis-
cussion and conclusions. The output of each section provides input to the following one.
The first part consist on reviewing car following models and also constists on describing, pro-
cessing and analysis radar detection data. Then, in the second part, data will be used to fit
a non parametric model using machine learning techniques. Finally, the third part includes
the discussion and the conclusion of this thesis, where results and methodology are deeply
examined.

DataRadar Machine Learning

• Literature Review

• Data Description

• Data Processing

• Data Analysis

• Review ML Techniques

• Model Methodology

• Model Results

• Model Performance

Answer Main Research
Questionf,g

Answer Research Questions

a,b,c
Answer Research Questions

Discussion and

ConclusionsData
CF
Model

INPUT OUTPUT

Figure 1.1: Flowchart of the Methodological Approach

1.4. Thesis Outline

A short description of the outline of the research project is given in this section. The designed
approach was mas made to meet the research objectives of this master thesis and form the
following parts and chapters and its respective content:

1 Introduction
Motivation of this master thesis and illustration of the research question and the
research approach.

I Data

2 Literature Review
Provide a theoretical background on current car-following models and insights on
the traffic radar detection technology.

3 Radar Data Processing and Analysis
Derivation of all variables needed to fit a car-following model from the dataset
available.
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II Machine Learning

4 Machine Learning Techniques
Introduction to machine learning techniques with a special focus on Gaussian Pro-
cess Regression.

5 Methodology for GPR Model Derivation and Validation
Explanation of the proposed methodology to derive Gaussian Process Regression
models from the available dataset and to validate the models.

6 Results
Results of all combinations of trained models.

III Discussion and Conclusions

7 Discussions
Critical assessment on the results and the methodology chosen.

8 Conclusions and Recommendations
Final conclusions and recommendations, including recommendations for current
practice and future work.





I
Data
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2
Literature Review

To reach the goal of this research thesis it is essential to carry out an extensive literature review of the past and

current work in this topic. Hence, in Section 2.1, the most relevant available car-following models and particu-

larly, its approach to signalised intersections, are examined. It is crucial to know which response and predictor

variables are currently taken into account in each model. Later, Section 2.2 focuses on getting extra knowledge

regarding traffic radar technology. This non intrusive road side data collection technique was used to collect the

traffic data used in this master thesis.

2.1. Car-following models

Car-following models, also known longitudinal behaviour models, are mathematical models
that controls drivers behaviours with respect to the preceding vehicle in the same lane (Olstam
& Tapani, 2004). Most of the models consider three main regimes: car-following, free flow and
emergency regime. If the driver behaviour is constrained by another vehicle downstream, it
is consider that the driver is driving in the car-following regime, i.e. its acceleration partly
depends on the behaviour of the downstream vehicle. When a vehicle is not constrained by
any other downstream vehicle, it is consider that the vehicle is driving at the free flow regime
and, in general, its driving at its desired speed. Finally, when a driver is in the emergency
regime, the driver needs to make an emergency braking to avoid a collision.

2.1.1. Models Classification

Car-following models are commonly divided into classes or types depending on the utilised
logic (Olstam & Tapani, 2004). (Brackstone & McDonald, 1999) suggests 5 different families
while other researches like (Saifuzzaman & Zheng, 2014) includes two extra family to incor-
porate models of the 21st century. The following subsections will describe each family of car-
following models.

9
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Gazis-Herman-Rothery models (GHR)

Gazis-Herman-Rothery (GHR) models, developed in the General Motors research lab
in Detroit, are one of the most well-known and old family of models (Brackstone & McDon-
ald, 1999). The set of model describes the vehicles acceleration according to its own speed,
the speed difference and space headway between the vehicle and its leader. According to the
original model enumerated by (Chandler et al., 1958) in 1958, driver acceleration is described
as a stimulus-response function. The acceleration is proportional to increment of speed, or
deviation from a set following distance, which can itself be speed dependent. During the sec-
ond part of the 20st century, several researchers tried to improve its accuracy by converting
the equation formulation to a non-lineal function, resulting in new calibrated and validated
adaptations of the original GHR model such as (May Jr & Harmut, 1967). However, it is now
being used less frequently, significantly because of the large number of contradictory findings
(Brackstone & McDonald, 1999).

Safety distance or collision avoidance models

The safety distance or collision avoidance models seek to specify a safe following dis-
tance within a collision would be avoidable. The main difference with GHR models is that
drivers react to the spacing between itself and the preceding vehicle, rather than their speed
difference. The most well known model of this family was formulated by (Gipps, 1981). In
Gipps car-following model, vehicles are classified as free or constrained by the vehicle in front.
When constrained, the follower tries to adjust its speed in order to obtain safe space headway
to its leader taking into account the maximum deceleration rate of both vehicles. A specific
headway is considered safe if it is possible for the follower to respond to any reasonable leader
action without colliding with the leader. When free, the vehicle’s speed is constrained by its
desired speed and its maximum acceleration (Olstam & Tapani, 2004). Although it is an old
model, it is still considered an accurate model an even a calibrated version of the Gipps model
is used in AIMSUN traffic simulation software.

Optimal Velocity Models

The optimal velocity model (OVM), introduced by (Bando et al., 1995) has received
considerable attention in the car-following literature according to the number of literature
available. The model assumes that each vehicle has an optimal (safe) velocity, which depends
on the spacing from the preceding vehicle. Then, the acceleration of the vehicle can be de-
termined according to the difference between the actual velocity and the optimal velocity.
Note that the model is simply described by two explanatory variables. Although OVM model
was designed to address the issue of the unrealistically high acceleration and deceleration
observed in Newell’s model, comparison with the field data shows that it still produces high
unrealistic accelerations and decelerations. The reason is that the optimal velocity is depen-
dent on spacing. Hence, the density is still affecting the model (Saifuzzaman & Zheng, 2014).
In order to solve that, (Helbing & Tilch, 1998) added velocity difference as a predictor variable
to the OVM model.

Psychological or action point models (AP)

Psychological or AP models are based in the assumption that a driver will perform an
action when a threshold is reached (Panwai & Dia, 2005a). The most famous model in this
family is the one formulated by (Wiedemann, 1974) and improved in (Wiedemann & Reiter,
1992). Both models are currently used in the well-known platform simulation VISSIM (PTV).
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Three main threshold in the speed difference-spacing plane are implemented leading to four
regimes: free driving, following, closing in and braking mode. Acceleration is computed ac-
cording to the regime and a set of parameters. Another famous model of this family is the car-
following model proposed by (Fritzsche, 1994). The main difference with Wiedmann model
is that following regime is dived in two, leading to an extra total regime. A adaptation and
calibrated version of this model is currently used in PARAMICS.

Fuzzy logic-based models

Fuzzy logic-based models try to divide their inputs into a number of overlapping ’fuzzy
sets’, each one describing how adequately a variable fits the description of a ‘term’(Brackstone
& McDonald, 1999). A common used fuzzy rule would be: "if the spacing with the prede-
cessor is -close- and the speed difference leads to -closing-, the driver response would be
-brake-". The original model of this family was formulated by (Kikuchi & Chakroborty, 1992),
who attempted to ‘fuzzify’ the traditional GHR model. However, this family of models have
been rarely used in practice as its formulation seems not realistic as acceleration of the leader
vehicle is incorporated, which is highly debatable whether a following driver can notice it
(Brackstone & McDonald, 1999).

Desired measures models

Further studies of the original lineal GHR model, took Helly to enumerate a new linear
model in 1959. He proposed to include additional terms in the original formulation. His idea
was that acceleration of a driver varies according to whether the vehicles in front are brak-
ing. According to (Brackstone & McDonald, 1999), the linear model has little uses in current
simulation models. Recently, one of the most popular models using desired measures is the
intelligent driver model (IDM) proposed by (Treiber et al., 2000). This model describes the
acceleration of a driver according to both the desired speed and the desired space headway.
Later, (Treiber & Helbing, 2003) extended IDM to capture driver’s adaptation effect to the sur-
rounding environment using a memory function (IDMM) (Saifuzzaman & Zheng, 2014). The
extension of the model is based on the observation that, after being in congested traffic for
some time, most drivers adapt their driving style such as increasing their preferred time gap.

2.1.2. Approach at Signalised Intersections

Generally speaking, all before mentioned mathematical models do not explicitly take into ac-
count traffic lights. Usually, models formulation allow to simulate a traffic light as a standstill
vehicle. For instance, when the traffic lights becomes red, a virtual standstill vehicle is placed
in the location of the traffic light, forcing vehicles to decelerate. The leader vehicle instantly
becomes a follower of an invisible vehicle -the traffic light-, and its deceleration rate is com-
puted depending of the model explanatory varies such as spacing (distance to the traffic light),
its own speed and the speed difference (own speed as traffic light is an obstacle). Hence, mod-
els assume that the driver behaviour towards a traffic light is identical to a standstill car (i.e.
same parameters and variables). Moreover, models generally assume that vehicles following
a leader vehicle who faces a red traffic light, will not drive according to traffic light variables,
only as a function of the leader vehicle itself. Thus, traffic lights are taken into account only
in the first vehicle upstream the traffic light. There have some studies which try to simulate
drivers behaviour in traffic lights, but they especially focus on the decision making of drivers
to accelerate or brake when the traffic light turns yellow (Kesting & Treiber, 2008a).
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2.1.3. Conclusions

All reviewed model assume identical drivers behaviour between vehicles and obstacles (i.e.
traffic lights). Moreover, traffic lights are only taken into account in the first vehicle upstream.
These both assumptions contradicts one hypothesis of this thesis: traffic lights status might
influence drivers’ behaviour. To summarise this section, Table 2.1 gives an overview of the
main car-following models and the variable considered.

Table 2.1: Overview of independent variables taken into account in current car-following models

Models

Variables GHR Gipps Helly Wiedmann Fritzsche IDM OVM

Acceleration R - P&R P&R R R R
Speed P P&R P P P 2 P P
Speed Difference P - P P P 3 P -
Spacing P P P P P P P
Distance to the traffic light - - - - - - -
Status of the traffic light - - - - - - -
Number of cars downstream - - P 1 - - - -

Legend: ’R’ response variable, ’P’ predictor variable, ’P&R’ predictor and response variable, ’-’ not
included.

1 Two cars downstream are considered (n −1) and (n −2).
2 Own speed (vn ) and the preceding vehicle speed (vn−1) independently.
3 Difference of two squares between speeds.

2.2. Radar Technology for Traffic Data Collection Purpuses

Radar is defined in (Booth & Kurpis, 1993) as "a device for transmitting electromagnetic signals
and receiving echoes from objects of interest such as targets within its volume of coverage".
For traffic data collection purposes, two kinds of radar can be distinguished: on-board driver
units and road side units. In this master thesis, we will refer to radars as those road side units
which are permanently installed to road infrastructure such as light poles or traffic lights. The
echoes (reflections) from individual vehicles are picked up by detection signal processing soft-
ware which computes the location, radial speed and length of vehicles. Moreover, new radars
incorporate innovate algorithms that automatically assign ID (unique vehicle identifiers) to
all logs, by means of mapping consecutive observation. Traffic radar for traffic purposes is
considered a non intrusive vehicle detection technology as systems are positioned in light
pols or traffic lights next to the road. Consequently, road streams do not to be closed during
its installation or maintenance. The main benefit compared to other intrusive and non intru-
sive road side data collection technologies is the large amount of data that can be collected
from a single radar detector in a short timespan. Depending on traffic density, there can be
up to 80 reflectors (vehicles) captured simultaneously at a frequency of 20 cycles per second
in a maximum range of 300 metres (Mende, 2010). Furthermore, opposite to intrusive traffic
data collection techniques such as classic inductive loop detectors, radar detection requires
few maintenance and installation time and they are not subject to roadway conditions overall
leading to a cheaper technology (Medina et al., 2012).
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(Mende, 2010) argues that radars provide more accurate and reliable measurements for
intersection control, vehicle counting and speed than loop detectors or regular GPS systems.
According to all of the above said, the radars’ output are apparently complete ideal trajectories
of single vehicles in a specific road section (radar range). However, this only works in theory.
Real measurements clearly show that this technology is not perfect. Occlusion and interfer-
ences regularly occur, leading to data gaps or data errors. For instance, radars might report
stopped vehicles, although the radar might not really detect stopped vehicles as vehicles are
too close between each other at similar speed (standstill). The radar detectors incorporate
an algorithm that keep track of moving vehicles, and based on past observations, it can then
guess where a vehicle must be standing still at a certain location. Although the algorithm gen-
erally is pretty accurate, it does make mistakes. Sometimes, the data might indicate stopped
vehicles that actually are not there anymore or the same ID is assigned to different vehicles.
Furthermore, occlusion causes extra gaps in the data, especially when there is a queue and
vehicles are close to each other (see Figure 2.1). Generally, radars can only be positioned in
light pols with the consecutive location and height restrictions. Consequently, usually radars
are not able to measure vehicles behind a queue of about 50-75 metres due to occlusion. Tak-
ing into account data errors and gaps, data processing before the analysis is essential to avoid
bias results.

Figure 2.1: Sketch: Radar occlusion (Soergel, 2010)

This last decade, Radar detection technology has started to commonly being used for
traffic data collection purposes thanks to the technology improvement in terms of vehicle
accuracy detection. Radars has been recently successfully used in the Praktijkproef Amster-
dam or PPA (Field Operational Test Integrated Network Management Amsterdam), one of the
first large-scale field operational tests testing coordinated network wide deployment of traffic
management in practice (Hoogendoorn et al., 2013). Radar devices were used to track vehi-
cles at intersection level in order to estimate queue length of traffic road streams. Overall, this
non-intrusive traffic detection technology proved its validity and seems a promising new line
of research. Apparently, it can perfectly substitute classic inductive loop detectors for inter-
section management. However, a lot of doubts arise if radar technology can substitute high
precision GPS or radar on-board devices to describe traffic behaviour, and even calibrate or
validate current models car following models. None studies have been published yet regard-
ing this topic. Compared to high precision on-board devices, main benefits is the amount
of data available with only one device and the main drawback is the noise and gaps errors
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in vehicle tracking. Overall, using this technology for our purpose represents an enormous
challenge.

For the development of this thesis, it has been used data collected from 5 radars pro-
vided by the German manufacturer Smartmicro during the before mentioned PPA project in
Amsterdam. Each radar measured the location, speed and length of vehicles relative to its
own location. Four out of 5 radars were detectors UMRR-0C Type 40 and the other one was
UMRR-0A Type 30. While the first type of radar is characterised by a high range up to 350m on
passenger cars / 450m on trucks, and narrow beam of <± 18◦, the second type is characterised
by a small range up to 105m and a wide beam of <±35◦. Type 40 can detect more vehicles
simultaneously up to a maximum of 256 vehicles compared to 64 of type 30. According to the
manufacturer, both type of sensor provides excellent vehicle separation capabilities if there
is a radial speed value difference between vehicles greater than 0.25 m/s or there is a differ-
ent range value between vehicles by 2 to 6m. If a vehicle is detected, the range and speed
accuracy is outstanding, with <±0.25% m and <± 1% m/s respectively. Extra information of
both radars specifications can be found in (Smartmicro, 2017) and (Smartmicro, 2016). The
choice of radar type during the PPA project was done according to the location characteristics
as showed in section 3.2.1.

(a) front (b) rear

Figure 2.2: Tracking Radar UMRR-0C Type 40 (Smartmicro, 2017)

http://www.smartmicro.de
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Radar Data Processing and Analysis

Chapter 3 explains how all set of predictors and response variables have been derived from the given traffic radar

dataset. Overall, the chapter proves how challenging is to use a radar data technology to describe microscopic

drivers’ longitudinal behaviour. After a sharp introduction in Section 3.1, the chapter includes the data descrip-

tion in Section 3.2, which inspects the raw data and summarises the errors and challenges of using this data

collection technique. Then Section 3.3 contains all steps carried out in order to get reliable predictor and re-

sponses variables measurements. Finally, Section 3.4 analyses the data and discusses next steps in this thesis.

3.1. Introduction

This chapter includes the process of inspecting, processing, and modelling data with the aim
of discovering useful information. Raw data usually include errors, gaps and noise. Thus, it
is needed an extensive process to derive reliable variables measurements from the data be-
fore starting the analysis of the data and fitting a model. Table 3.1 and Figure 3.1 depict the
response and predictor variable proposed in this thesis. The response variable of this thesis
is the acceleration. This means that we aim to fit a model that describes the driver accelera-
tion of vehicle n at time step t based on a set of predictor variables on (t , ..., t −k) time steps.
The proposed predictor variable are the own speed of vehicle n, the spacing distance and the
speed difference between vehicle n and vehicle n − 1 -downstream vehicle-, the distance of
vehicle n to the downstream traffic light, the status of the downstream traffic light of vehicle n
and the number of vehicles downstream of vehicle n.

Radar

x
n n− 1

Following
StatusLeader

sn,n−1

tln

vn vn−1

an

Figure 3.1: Response and predictor variables
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Table 3.1: Response and predictor variables

Response Variable Units Predictor Variables Units

Accelerationn m/s2 Speedn m/s
Speed Difference n;n−1 m/s
Spacingn;n−1 m
Traffic Light Statusn Dummy variable
Distance to traffic lightn m
Number of cars downstreamn bins

3.2. Data Description

This master thesis has used radar tracking data from the S106 arterial road in Amsterdam. The
data was collected during the PPA project during the months of June and July of 2016. This
section aims to give insight into the provided radar data. It first describes the radars location
and the description of the road streams analysed. Later it describes the content of the data
and ends with the explanation of the data quality and its challenges for the thesis purpose.

3.2.1. Location

The five radars were located in the southeast of the city-center of Amsterdam in June and
July of 2016 (see Figure 3.2). The devices were positioned in the S106 arterial road close
to the Dutch national freeway A10. Radars were located in that specific spot to accurately
estimate vehicle queues length in the prior intersection to the north and south on-ramps to
the highway. The idea behind this measure was to effectively coordinate traffic flows through
the network, distributing queues over intersection streams in order to avoid traffic gridlocks
(Hoogendoorn et al., 2013). The figure also depicts several real trajectories from the 17th of
June of 2016 tracked by each radar. The theoretical ranges of the radars can also be seen in the
same figure. For the development of this thesis, only data from radar IV is going to be used.
Radar I tracked vehicles at the southern on-ramp. Data collected by this radar might not be
relevant for the thesis purpose as on-ramp traffic light signalling is quite different compared to
a regular one. Radar II and III were located at the east side of the S106 arterial road. However,
those radars were positioned too far away of the traffic signal. Furthermore, the radars did
not have a direct line of vision with the traffic light due to natural obstacles such as trees that
might have caused occlusion and data gaps. Radar IV and V were located in the west side of
the S106 arterial road and generally its position suits the requirements. They covered a long
road stretch of 450 metres approximately, including a traffic light. Both devices were tracking
vehicles coming from the west and aiming to access the A10 via the northern or southern on-
ramp, or continuing the S106 to the city centre of Amsterdam (see Figure 3.3). Note that in
between both traffic directions there exist a tram track with a stop 100 metres away of the
traffic light. Trams and pedestrians were usually tracked by both radars.Finally, taking into
account all the above mentioned, it has been considered to analyse only data from radar IV.
This radar range covers 100 metres approximately from to the traffic light and it is assumed
that vehicles will not change their driving behaviour before this range. Moreover, if radar V
had been taken into account, there would have existed several traffic streams in the analysis
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as there exist a split and an incorporation in its road stretch. Also, the ID assigned to the same
vehicle are different per radar, meaning that some extra work needed to be done to match both
radars. Hence, it seems reasonable to do not study data from radar V and avoid overloading
the workload of this thesis.

Figure 3.3 depicts selected road stretch. As it can be observed, it covers 150 metres ap-
proximately before a set of traffic lights. Thanks to the standard infrastructural design of this
road stretch, results from this thesis might be extrapolated to other urban intersections. The
road presents different number of lanes depending on the distance to the traffic light. First,
150 metres away from the traffic light and the radar, three lanes with different directions are
found. Right lane is frequently used by vehicles that want to turn right and access the southern
on-ramp of A10. Centre lane is used to continue in the S106 arterial road towards Amsterdam
city centre. Finally, left lane is usually used by drivers to access the northern on-ramp of the
A10. An extra lane is added to the left and centre lane close to the traffic line to increase the in-
tersection accumulation capacity. Each of the three directions has an independent traffic light
(independent signal) with standard Dutch coding: left turning -09.1 and 09.2-, straight -08.1
and 08.2- and right turning -07.1 and 07.2-. Finally note that the radar is not completely per-
pendicular to the traffic streams. This might represent a problem as the radar usually detects
the closest part of the vehicle, which might not be the front part.
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Figure 3.3: Road section to be analysed

3.2.2. Raw Data

The data contains measurements from last June and July 2016. Each radar measured the lo-
cation, speed and length of most vehicles relative to its own location. Later, the data own-
ers converted the locations into map coordinates in Rijksdriehoekstelsel (the Dutch Mercator
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projection) and they gave a reliable flag to each log according to conditions explained later in
this subsection. The radar time interval was 0.2275 s, meaning that every 0.2275 s, informa-
tion of all vehicles in the road was collected. Table 3.2 enumerates the information in each
vehicle log, i.e. measurement.

Table 3.2: Raw data included in each measurement

Measurament Unit Description

ID - Unique identifier per vehicle
Xpos m X component in Rijksdriehoekstelsel coordinates
Ypos m Y component in Rijksdriehoekstelsel coordinates
Xspeed km/h X component of the speed (towards / from the radar)
Yspeed km/h Y component of the speed (sideways)
Time HH:MM:SS.FFF Time
Vehicle Length m Vehicle length of the measured vehicle
Reliable 0 or 1 Reliable flag given based on certain conditions

Radar automatically assigned ID’s to each vehicle, i.e. unique vehicle identifiers, to
each measurement based on past observations. Moreover, the owners of the data in a first
data analysis gave a flag to all measurements: (1) reliable and (0) unreliable. The unreliable
flag was based on the following observations:

i When the radar stopped observing a vehicle because it was too close and thus, out of the
range, an internal radar algorithm extrapolated where the vehicle had to be based on its
past trajectory. This extrapolation was only performed over the x-axis, which means
that the y-location was exactly constant (relative to the radar). This process generally
gave quirky trajectories, and since this project is only interested in real observations the
flag of these extrapolations has been kept as unreliable. This is usually observed next to
radar IV close to the traffic light stop line

ii In a few cases the radar detected bizarre trajectories of a vehicle that flipped back and
forward between two lanes. In those cases, the measurements were also flagged as un-
reliable

There were quite a few communication issues with the radars during the PPA project
in Amsterdam. Thus, the data is incomplete with some radars being offline for complete days.
Another fact to take into account is that there were roadworks on the west side of S106 for the
entire month of July, completely blocking one lane. For the performance of this master thesis,
traffic light data is also available. In this road stretch, there exist three different independent
traffic lights with standard code 9.7 (right turn), 9.8 (straight stream) and 9.10 (left turn). An
event was registered each time a traffic light changed its state (see Table 3.3). For instance, if
a traffic light turned red, the event 3 and time were registered.

3.2.3. Data Quality

One of the main challenges of this thesis is to use radar data to describe drivers’ longitudinal
behaviour. Hence, the quality of the data provided necessarily needs to be examined. How-
ever, this project does not have any ground truth data, so all evaluation will be carried out by
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Table 3.3: Traffic light state description

Event State Traffic Light

0 Unknown State
1 Green State
2 Yellow State
3 Red State
4 Signal Off

traffic knowledge and common sense. A first insight into the data can be examined from X-Y
plots, time-space diagrams and lateral positioning histograms.

Figure 3.4 depicts X-Y plots of radar IV the 17th of June, between 9AM and 10AM. Each
dot represents a log (measurement). Blue logs are labelled as reliable, while red logs are not
reliable measurements (estimated by the radar). Note that most of these unreliable data are
found either out of the range of the radar or next to the radar itself. Range detection of radars
is much greater than the range stated in the certifications. However, out of the specified range,
data seems less accurate and lanes are rarely distinguished. Thus, it might be a wise measure
to delete (cut) the data in the radar range to avoid using inaccurate data.
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Figure 3.4: Aerial (X-Y) scatter of Radar IV observations. Data from 17/06/2016 from 09:00AM to 10:00AM.

It is also possible to create the so-called time-space diagrams, which are used to clearly
depict vehicles trajectories. Each measurement is projected to the reference line and then 2D
diagrams over time and space become possible. Figure 3.5 shows time-space diagrams from
radar IV the 17th of June of 2016 from 09:15AM to 09:18AM. Each log is coloured according
to the mapped lane. It can be easily seen that there are gaps in the raw data. Trajectories
are incomplete, leading to single trajectories with few points. The quality and accuracy of the
measured data seems right as no bizarre trajectories are found. Only measurements close to
radar IV (410-430 metres in the reference line) present inaccurate behaviour such as sponta-
neous lane changing or long standstill phases. Fortunately, most of this measurements are
already marked as unreliable.

Another way to visually check the accuracy of the radar detection is performing his-
tograms of the lateral position of position measurements at a certain road section. In a spe-
cific road section, the perpendicular distance to the reference line is computed for each log
and then is grouped in intervals of 0.5m. Figure 3.6 depicts the lateral positioning on the road
of radar IV measurements 50 metres away of the traffic light the 17th of June of 2016 from 9AM
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Figure 3.5: Time-space diagram of radar IV raw data. Data from 17/06/2016 from 09:15AM to 09:18A.

to 10AM. On this specific spot, 4 lanes are found. From the histogram can be clearly observed
the four lanes. Both turning left lanes have a similar number of observations. This fact seems
reasonable as traffic is usually uniformly distributed between same direction lanes at stop-
ping lines. Centre lane can also be observed in between 3.5m and 6.5m perpendicular from
the reference line and in this case few logs are measured. Finally, the right lane with a high
number of observation can be mapped from 7.5m to 10.5m perpendicular from the reference
line. Note that a higher number of observations can mean two things: higher flows or higher
red traffic light phase time, which increase the number of measurements due to standstill ve-
hicles longer times. Overall, the mapping accuracy of the radar seems acceptable and suitable
for this project.

Figure 3.6: Lateral positioning radar IV raw data on the road at road section 50 metres away from the traffic light
(380 m reference line (see Figure 3.3). Data from 17/06/2016 from 9AM to 10AM. Bins of 0.5 metres.

The previous figure showed that accuracy of individual points seems adequate. How-
ever, single trajectories of vehicles are noisy within a lane (see Figure 3.7). X and Y coordinates
varies substantially within consecutive measurements, leading to instability. If speed and ac-
celeration were directly be derived from the noisy position data, they would also inherit the
noisy behaviour. The radar manufacturer does not ensure that every log of the radar belongs
to the same part of the vehicle. For instance, imagine that the first measurement of the radar,
it uses the position of the front part of the vehicle as a reference point, but later in the second
measurement, the measurement belonging to the right part of the vehicle is used. This leads
to instability between consecutive logs, specially when vehicles are standstill.
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Figure 3.7: Example unstable/noisy trajectories. Only reliable points are illustrated.

Finally, radars also measure vehicle length. This measurement seems not reliable.
Most of the vehicles contain the same measurement (either of 4.6 or 5). Moreover it varies
within the same vehicle measurements. Generally speaking, the data is good enough for vehi-
cle classification. A clear distinction can be found between trams and trucks -higher lengths-,
cars - medium lengths- and pedestrians/motorbikes -small lengths-. However, it is not accu-
rate enough to include it in microscopic calculations, e.g. computation of net spacing.

Summarising all mentioned above, the data main problems are:

i Data errors

ii Data gaps

iii Inestability or noisy trajectories

iv Vehicle length reliability

Using this data is seen as an innovative great opportunity. It is out of the scope of the
thesis to improve the data characteristics (i.e. accurate estimation of missing trajectories).
However, the project needs to deal with the current data quality. Consequently, it is essential
to deeply examine the data quality and exactly know per log if we can rely on it or not. Setting
a big amount of data as a not reliable should not represent a problem, as we fortunately have
a big sample. The following paragraphs deeply depict the fourth main data quality problems
and explain why they do represent a problem for our thesis, and explains how to solve it.

Data Errors

Data errors do not represent a big issue for this thesis. Fortunately, data errors are
mainly non reliable logs such as radar estimation measurements. For this reason, those logs
are not going to be used for data analysis. For instance, if a log of a leader car is labelled as
unreliable, the log is not going to be considered even if the preceding vehicles logs are reliable.
At the same time, in order to reduce the probability of having inaccurate reliable logs, data too
close and too far away of the radar theoretical range will not be taken into account in the
analysis.

Data Gaps

Space-time trajectory graphs clearly depict the existence of data gaps (incomplete tra-
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jectories). Figure 6.4a illustrates an example of this particular issue. Usually, trajectories are
not tracked from the theoretical start range of the radar (V2) or the other way around, vehicle
measurements stop quite far away from the radar (V1). Sometimes vehicles are tracked at the
beginning and at the end, missing some logs in between. Moreover, radar assigns each part
of the trajectory to a different ID when in reality both trajectories belong to the same vehicle
(V4 and V5). All these issues represent a major problem for our aim to study the relationships
between preceding vehicles. For instance, imagine that we are studying the log of vehicle V6

at time a. As trajectories are incomplete, the preceding vehicle of V6 seems to be V3. However,
in reality, the preceding vehicle of V6 is V4 (see Figure 6.7b). Hence the importance of having
complete trajectories. As previously mentioned, this thesis do not aim to estimate accurately
those missing trajectories. However, an option is to discard all those reliable logs that it is sure
that there is a vehicle in-front but there is no direct information of it. A way to do so, is to map
trajectories such as V4 and V5, and create invented logs by interpolating last point of V4 and
the first point of V5. Moreover, we can also extend trajectories and estimating missing logs by
assuming the speed of last logs (V1 and V2). Then, all estimated logs must be labelled as not
reliable. This process is discribed in detail in section section 3.3.3.

V1

V2 V3

V4

V5

Time (s)

Distance (m)

V6

a

(a) Before mapping trajectories

Time (s)

Distance (m)

V1 V2 V3 V4

V6

a

(b) After mapping trajectories

Figure 3.8: Before and after of mapping vehicle trajectories

Noisy trajectories

Another relevant problem is that trajectories seem to be quite unstable due to noisy
observations. Most of vehicles seem to oscillate within a lane, especially close the the maxi-
mum radar range, when vehicle speeds are low or even standstill. This might indicate a lack
of accuracy in the car detection as it has been explained before. Figure 3.9 visually depicts
the difference between the real trajectory and the observed one by the radar. This observed
behaviour sometimes causes momentary lane changing, meaning that for a single or few logs
a vehicle changes lane and returns to the previous lane. This is considered as unrealistic be-
haviour. In order to solve this issue, x and y positions are going to be smoothed. Moreover,
it is going to be assumed that each log refers to the front of the vehicle as the radar is ap-
proximately located perpendicular to the vehicles. This assumption becomes important to
compute one predictor variables: net distance between vehicles, i.e. net spacing.
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Figure 3.9: Sketch: Real versus observed vehicle trajectory

Vehicle length measurement

The raw data also includes the vehicle length of each log. However, they are not reli-
able. Therefore, we will use a standard vehicle length of 5 metres in the calculations of the
spacing.

3.3. Data Processing

The main goal of the data processing is to get reliable response and predictor variables mea-
surements. The data processing steps are summarised in Figure 3.10. First, the data out of
the range of the radar is deleted. Then, data is smoothed independently for both x and y co-
ordinates. Once the lanes are mapped and variables such as speed and acceleration are com-
puted, the preceding assignment is carried out. Later on, the traffic light status is assigned to
each measurement. Finally, the rest of variable needed for data analysis are computed. The
following subsections precisely describe each of the steps in the data processing.

3.3.1. First Filtering Process

The first step in this process is to delete some parts of the data that are actually out of the
range provided by the radar owner. It will be beneficial to delimit the data to the considered
theoretical threshold provided by the radar manufacturer. Data from radar 4 has been delim-
ited until a range of 105 metres -theoretical range provided by the manufacturer-. Moreover,
in the same radar, logs closer to 15 metres have also been deleted. Most of these logs are not
reliable as only X position component is measured assuming constant Y position (horizontal
lines close to the radar).

3.3.2. Smoothing Trajectories

Position data is noisy within a lane. As it is shown in Figure 3.7, consecutive data points have
great variability within consecutive x and y positions, leading to unrealistic trajectories. Speed
and acceleration will be derived from the position data and thus, they would inherit this in-
stability. Hence, is it strongly recommended to smooth the position data to avoid transmitting
the noisy behaviour to the rest of variables. Alternatively, we could use the speed measured
by the radar and derive acceleration from it. Nonetheless, from practice it is highly recom-
mended to derive all variables from either measured speed or measured position and to not
combine both of them. This subsection will also depict the difference on speed and accelera-
tion by using both alternatives.
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Lane Maping

Trajectories mapping

Preceding Assignment

Traffic Light Assignment

• Data Errors

• Data Gaps

• Unstable trajectories

• Delete data out of the range of the radar

• Map each measurement to the correspondent lane

• Calculation of the projected position of each data point

• Speed and Acceleration are derived from projected posi-
tion to the reference line

• Mapping distinct incomplete trajectories

• Extending the data

• Labelling data to facilitate preceding assignment

• Determine leader and following vehicles and log their ID

• Assign traffic light status to each measurement

• Vehicle trajectory are independently smoothed by x and
y Rijksdriehoekstelsel coordinates position

Data for data analysis
• Add the logging of each leader to the measurements of

the following vehicles

• Compute distance to the traffic light

• Compute speed difference and spacing between preceding
vehicles

Raw Data

Filter Out

Smoothing

Figure 3.10: Flowchart of the Data Processing

Trajectories of each vehicle have been independently smoothed per x and y position.
To do so, it has been used the well-known "moving average method", which locally replace
each data point with the average of the neighboring data points defined within the span (see
Equation 3.1). According to the equation, ys(i ) (in our specific case either x or y in Rijks-
driehoekstelsel coordinates) is the smoothed value for the i th data point. N is the number of
neighboring data points on either side of ys(i ), and 2N +1 is the span. For instance, a span
of 7, would mean that the resulted smoothed data point is the average of the 6 nearest points
(three on each side) and itself (centre point). Note that the span needs to be an odd num-
ber. In the borders points (i.e. i = 3) the span is adjusted to accommodate the the maximum
neighbour data points available until the spam is entirely achieved. More information about
this method and how it is applied in Matlab can be found in (Mathworks, n.d.-c).

ys (s) = 1

2N +1

(
y (i +N )+ y (i +N −1)+ ...+ y (i −N )

)
(3.1)

Figure 3.11 shows an example of a single smoothed trajectories with three different
spans: 5 points (1.14 seconds), 11 (2.5 seconds) and 21 points (4.78 seconds). The red trajec-
tory illustrates the smoothed trajectory, while the blue depicts the observed trajectory. As can
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be observed, higher spans lead to extra straight trajectory. However, this also means that we
are deviating too much from a possible reality.
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Figure 3.11: Example of vehicle trajectory independently smoothed by x and y Rijksdriehoekstelsel coordinates

In order to choose the appropriate span level, it is also important to take a close look
to how smoothing span effects to the projected position. Figure 3.12 depicts the projected
position after applying the same set of spans. It can be seen that a span of 21 points (4.78
seconds) might be missing driving behaviour (data deviates to much from the raw data). From
the previous figure we saw that a span of 5 data points did not improve enough the noisy
trajectory. Therefore, it is considered that a span of 11 points is the most suitable span for this
data set. This span represents a smoothing of 2.5 seconds according to the radar time interval.

The accuracy of the position data has also great impact on the speed and acceleration.
Figure 3.13 depicts speed and acceleration derived from different data of a single trajectory. In
this case, the vehicle reduces its speed (braking) as the traffic light is red. After being stopped
for approximately 1 minute, the vehicle accelerates to speed up again. Speed can be derived
directly from the radar (red), from x, y raw data (green), from x, y smoothed data (blue), from
projected raw data (yellow) and from projected smoothed data (cyan). Afterwards, accelera-
tion can be directly derived from speed. On one hand, deriving speed and acceleration from
raw position data (either x,y or projected position) leads to noisy results (green and yellow).
On the other hand, deriving speed and from smoothing data (span of 11 points) leads to more
plausible results (blue and cyan). Both speed and acceleration results from x and y coordi-
nates and from projected position are quite similar, especially speed results. Moreover, those
estimations are similar compared to speed directly measured by the radar (red). Therefore, in
order to avoid using variables from different measurement origin, speed and acceleration will
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Figure 3.12: Example of vehicle trajectory independently smoothed by x and y Rijksdriehoekstelsel coordinates
and their resultant projected position to the reference line.

be computed from the smoothed projected position instead of directly from the radar.
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Figure 3.13: The effects of smoothing into speed and acceleration

3.3.3. Lane Mapping

Car following models focus on individual lanes, so it is essential to map each measurement
to the correspondent lane. Lane mapping not only will help to filter vehicles per lane, but
also will help to find out vehicles that change lane. The main idea of this mapping is to know
if a data point (x, y) is inside or not a certain poligon area (lane). This can be done quite
straightforward in Matlab using predefined functions such as inpolygon. In order to get the
area (coordinates) of each lane, a Google Earth image is imported to Matlab. Generally speak-
ing, Google Earth has an inaccuracy of 1 metre approximately, so an area can not be directly
drawn it this platform to get the coordinates. Alternatively, the image needs to be imported
to Matlab and displayed into a figure together with the data points. Then, it is needed a man-
ual synchronisation process by mapping the image to the points. Finally, the coordinates of
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the polygon of each lane can be derived from the figure by using predefined Matlab function
ginput. Figure 3.14 depicts an example of lane mapping of radar IV for 1 hour data measure-
ments. Each measurement is labelled according to the lane and it is shown in the figure with
a different colour. Note that the radar is also capable to detect trams (orange).

Figure 3.14: Lane maping at radar IV. Data from 17/06/2016 from 9AM to 10AM.

In this process, the projected position to the reference line of each measurement is
also computed. This variable become essential in later steps of the data analysis processing.
It is mainly used as a criteria to list cars within a lane, to create time-space diagrams and to
improve algorithm performance (i.e. breaks in loops). Moreover, the projected position is
used to compute speed and acceleration of each measurement as indicated in the previous
subsection.

3.3.4. Mapping and Extending Trajectories

One of the most problematic issue of the raw data are the data gaps. Trajectories are incom-
plete, which could lead to an incorrect preceding assignment. For this reason, mapping tra-
jectories belonging to the same vehicles and extending those trajectories still incomplete be-
comes essential.

The first step in this process is to map distinct trajectories that belong to the same vehi-
cle but they are assigned to different vehicles ID. This mainly occurs when radar misses some
measurements due to occlusion or inferences and later on it detects again the same vehicle.
However, the internal radar algorithm is not capable to match both trajectories and they are
automatically assigned to different vehicles (different ID). This problem is partly solved by
performing a linear assignment problem in the time-space diagram environment. The gen-
eral idea of the linear assignment problem is to find to each incomplete trajectory all the other
incomplete trajectory candidates which might belong to the same vehicle. Then, it is assigned
a cost/weight in every possible combination of trajectories and finally the assignment is per-
formed. The constraints of the assignment to select candidates to one incomplete trajectory
are:

i Position constraint: the position of the first measurement of a possible candidate
is greater than the last position of studied trajectory
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ii Temporal constraint: the time of the first measurement of a possible candidate is
greater compared to the time of the last measurement of the studied trajectory.
Moreover, both trajectories cannot belong to a difference of time greater than 3
minutes to increase algorithm efficiency

iii Lane constraints: the lane difference between the first measurement of a possible
candidate to the last measurement of the studied trajectory is 1 (only a lane change
between consecutive lanes is allowed)

To each candidate trajectory a weight is assigned according to:

i Euclidean distance over time and space between candidate and studied last point
of the studied trajectory

ii The speed difference between the first measurement of the candidate and last mea-
surement of the studied trajectory

iii If there is or not a lane change

Once the weights of all possible combinations between incomplete trajectories can-
didates are known, the Hungarian method is applied to solve the linear assignment prob-
lem. This type of assignment basically minimises the global cost of all candidates and gives
a unique solution. Note that it is not necessary to have the same number studied trajecto-
ries than candidates, as the method might not assign any candidate to one trajectory. More
information of this assignment method can be found in (Kuhn, 1955).

This linear assignment problem applied to trajectories is illustrated as an example in
Figure 3.15a. First, trajectories V1, V4, V6 and V7 are selected as candidates because their last
or first measurement is smaller or greater than initial or end distance determined by the radar
range (incomplete trajectories). For each of these trajectories, candidates are searched and
a weight (or cost) are assigned to each possible combination that satisfy the constraints. For
instance, V1 do not have any possible candidates, as its last distance measurement is greater
than any other first measurement of all trajectory (position constraint: V1xn

> V2x1
). Thus,

all weight/cost of the candidates of this trajectory are assigned to infinite. V4 might have two
candidates: V5 and V8. Both candidates fulfil the constraints, so a weight is given to both
candidates. Finally, a matrix containing all combination of candidates is obtained and the
assignment method is applied. The ideal result would be that V4 is assigned to V5 and V7 to
V8, while V1, V2 and V6 remain incomplete. For those trajectories which are mapped, a linear
interpolation between both last and first measurement is done to get complete trajectories.
The interpolated points are labelled as not reliable and the ID of the data points of the second
trajectory are changed to the ID of the first one.

The second step is to extend the missing incomplete trajectories either at the starting or
end distance. Following the same example, V1, V2 and V6 are linearly extended using the last
or the first measurement speed. For instance, V1 is linearly extended until the end distance
with slope α (speed between two last measurements). If the vehicle is standstill in their last
or first measurement (slope equal to zero), then a constant speed of 1 m/s is applied. This is
done to avoid horizontal trajectories over time. Finally, in order to have complete trajectories,
a simple interpolation is carried out. Again, all interpolated points are labelled as not reliable
(estimation).

This procedure will successfully lead to a better preceding assignment as no data gaps
are found. However it is not a perfect method, especially when only few data points of a ve-
hicle trajectory are tracked. A measurement can generally be used if the measurement itself
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Figure 3.15: Sketch: Linear Assignment Problem

and its predecessor measurement is reliable. However, due to errors in the linear assignment
problem, estimated trajectories may occasionally overlap others in the same lane (see V5 and
V6 in Figure 3.15b). This result is not feasible as this might indicate a collision between vehi-
cles. The assignment itself is not a problem, as those data points from V5 are labelled as not
reliable and therefore are not going to be used. However, this wrong assignment might lead to
an error to other reliable points of the second vehicle. For instance, data points of vehicle V6

after the overlapping, should not be used as there is a car upstream which the assignment do
not show. Therefore, those data points should be labelled as not reliable. Nonetheless, other
cars downstream of V6 could use those points as leader.

To deal with all the before mentioned cases, the labelling in Table 3.4 is suggested and
a real example is illustrated in Figure 3.16. Labelling 0 (red colour) and label 1 (blue colour) is
the labelling inherit from previous process steps and corresponds to the original label given by
the radar owners. This labelling simply indicates whether the data is reliable or it is an estima-
tion of the algorithm of the radar itself. Label 2 (magenta) indicates whether the measurement
is an estimation done by the linear assignment problem. It could be either estimation done
to extend the data or mappings between two trajectories. Label 3 (cyan) and label 4 (yellow)
are labels to solve the issue with wrong estimations in the assignment problem. Label 3 de-
picts all those measurements where the measurement itself is reliable, but it cannot be used
as a preceding vehicle because upstream there should be a vehicle which eventually has not
been well estimated by the assignment. However, this point could be used itself as reliable
measurement if a reliable following data point is found, i.e. can be used as a leader. Finally,
label 4 (yellow) is set to all data estimations (not reliable data points) which after overlapping
need to be considered as transparent points. This means that the points are not considered as
preceding and automatically the search for a preceding needs to jump to next upstream point.

Table 3.4: Data labelling according to its reliability

Label Meaning Description

0 Not Reliable Radar estimation
1 Reliable Real measurement
2 Not Reliable* Estimation: mapping between two trajectories or extension
3 Reliable* Real Measurement but cannot be used as leader vehicle
4 Not Reliable** Bad estimation, point converted to transparent

Table 3.4 depicts the percentage of data of each label in a whole day dataset from the
7th of June of 2016. On one hand, if we take a look to the original data provided, nearly the
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Figure 3.16: Real example of the linear assignment problem. The left graph is original data at this procedure.
Right graph is the solution of the linear assignment problem and its labelling.

majority of the 928.859 measurements are reliable. Only 1% of this data is labelled 0 , i.e. radar
own estimations. On the other hand, after processing the data, the dataset size increases to
1.241.865 measurements as new estimations are added to facilitate next data process steps.
Therefore the reliable measurements represent 74% of the total data size. This labelling pro-
cess is essential to label all measurements in order to know whether we can use or not each
logging. Hence, this procedure will avoid selecting wrong information and will lead to get
better results in the data analysis.

Table 3.5: Statistics of data reliability. Percentage of data from 7th of June of 2016 of each label. Left column refers
to the original data (928.859 measurements) while the right column refers to the processed data (1.241.865

measurements).

Label Percentage

0 1,1% 0,8%
1 98,9% 74,0%
2 - 18,3%
3 - 4,9%
4 - 2,0%

3.3.5. Preceding Assignment

Most of car-following models determine the acceleration of a vehicle based on their own speed
and the spacing and speed difference with its preceding vehicle. Therefore, it becomes essen-
tial to assign to each data point the preceding vehicle. This step is simply determining which
vehicles are leaders and which vehicles are following another one in every time instant. The
ID of the preceding vehicle at each time instant is included in each measurement. If no pre-
ceding vehicle can be found (ie. leader vehicle), ID is set to "NaN" value. The labelling from
previous section helps to determine whether the preceding vehicle is a real vehicle or it was
an estimation error. The ID assignment is also done for several previous time step. Each mea-
surement includes the vehicle ID of its preceding from the previous logs (i.e. 1st log/0.22s,...,
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4th log/0.44s). This is done to see whether acceleration in time step n varies per log taken
into account (n −1, ...,n −4) in the predictor variables such as speed difference, the so-called
reaction time.

Figure 3.17 depicts the preceding assignment using the same example as previous sub-
section. Each reliable data point is checked whether it can be used. If it can be used, it is
sub-classified as following vehicle (red) or as leader vehicle (blue). The condition for being
an usable measurements is that the following and its leader vehicle measurements need to be
both reliable (label 1). Furthermore, it can also be used combinations of reliable leaders (label
1) with following drivers with label 3 or that both the leader and the following are labelled as 3,
i.e. both trajectories are overlapped by the same error measurement. Transparent points are
skipped and jumped in the search of preceding vehicle as seen in the figure (yellow points).
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Figure 3.17: Preceding Assignment with real data. the left graph is original data at this procedure. Right graph is
the solution of the preceding assignment problem and its labelling.

Using the same example as in the previous subsection, from the 918.640 original reliable
measurements, 52% are labelled as "following" measurements and 46% as "leaders". The 2%
missing are reliable data points that cannot be used due to a wrong estimation of the added
data points, i.e. combinations of following measures with label 1 and leader measures of label
3. A quick check in the assignment shows the effectiveness of the preceding assignment ap-
proach. If we had not used this approach, there would have been 95.304 wrong assignments
(10.3% of reliable points). This can be easily checked by counting all those following vehicles
that its leader is an estimated measurement (label 2). Overall, this proves that the data pro-
cessing approach suggested in this thesis is a success. Despite losing 2% of reliable data due
to wrong estimation, it is avoided that 10% of all reliable points present a wrong preceding
assignment.

During the preceding assignment, the number of cars downstream is also computed.
In this assignment, for each data point, vehicles downstream are searched and sorted. Hence,
it is a great opportunity to determine the number of cars downstream until the traffic light.
Unfortunately, we might be missing some cars downstream as the range of the radar misses
15 metres approximately in front of the traffic light.
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3.3.6. Traffic Light Assignment

One of the main hypotheses in this project is that traffic lights state might influence drivers’
longitudinal behaviour. Thus, it is essential to assign this information to each vehicle log. As
mentioned in section section 3.2.2, there exist three independent traffic light on this stream
(left turning, straight and right turning). Hence, it is essential to know beforehand the mapped
lane of the vehicle in order to assign the right traffic light status. Figure 3.18 depicts the traffic
light status assignment. For instance, vehicles driving on those streams where traffic light
status is red, they are assigned a "Red" label. Note that the traffic light is assigned according
to the assigned lane in the last reliable measurement. That means that if a vehicle changes
lane, the traffic light belonging to the lane of its last measurement will be assigned (the traffic
light that it is actually taking). Lastly, in this step it is also computed the net distance to the
stopping line of the traffic light using the reference line (projected position).

Figure 3.18: Traffic light Assignment. Each vehicle is assigned a traffic light state at each log.

3.3.7. Last Processing Steps and Data Obtained

Response and predictor variables are described in Section 3.3. Predictor variables that still
need to be computed such as speed difference and spacing between the following car and
its leader are computed in this process step. Moreover, it is recommended to include in the
response variable measurement (acceleration), all predictor variables measurements from
different time steps in order to facilitate the data analysis. For instance, for each accelera-
tion measurement of time step n of vehicle i , it is added the predictor variables at time steps
n −1, ...,n −k of vehicle i . Later on, in the data analysis it will be analysed which time step(s)
should be considered to better describe longitudinal driving behaviour. Table 3.6 depicts all
information attached to each acceleration measurement (response variable) per time step.
Finally, data is ready now to be analysed and to be used.
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Table 3.6: Information included to each measurement of acceleration (response variable)

Variable Explanation

Log Difference Log difference between the response and the predictors variables
Preceding Label Label indicating if the measurement can be used or not
Time Time of the predictor variables
Speed Speed of vehicle i
Preceding ID ID of vehicle i −1
Spacing Difference Net distance between vehicle i and i −1 (m)
Speed Difference Absolute speed difference between i and i −1 (m/s)
Distance to traffic light Net distance to the stopping line of the traffic light (m)
N◦ of cars downstream Number of vehicles downstream of vehicle i

3.4. Data Analysis

A first simple analysis of processed data analysis can be easily carried out by creating a ma-
trix of scatter plots where each figure contains a scatter plot of one variable against another
variable. Figure 3.19 depicts direct relationships figures between acceleration, speed, speed
difference and spacing with the preceding vehicle and distance to the traffic light. Each data
point is coloured according to the status of the traffic light -green, red and yellow-. Moreover,
in the diagonal we can see the histogram bars of the accumulated function of each variable.
The measurements belong to 2 hours data set (from 8:00 AM to 10:00AM) of the 17th of June
of 2016. For this specific plot, only data belonging to the left lane and data belonging to fol-
lowing vehicles is used. The first row of figures might indicate that there is a clear relationship
between response variables such as speed, spacing and speed difference and, the response
variable, the acceleration. Moreover the acceleration is usually higher in absolute terms in
green phases compared to deceleration in red traffic light phases -vehicle standstill accelerate
whenever it gets green while they decelerate whenever the traffic light gets red-. The figure
also depict some interesting relationships between predictor variables. For instance, the dis-
tance to the traffic light - speed plane depicts that vehicle reduce their speed as they get close
to a red traffic light, while the behaviour is the opposite for green phases. In that case, vehi-
cles increase their speed while they get close to the traffic light -vehicles accelerate gaining
speed after being standstill due to a red traffic light or because they might want to cross the
traffic light before getting red-. Another interesting example is the speed difference-spacing
plane. The figure depicts the phenomena described by the Wiedemann principle, which is
revised in (Hoogendoorn et al., 2011). The principle states that drivers only react if the re-
quired action is above threshold and that generally following drivers overreacts. While drivers
get close to leaders they reduce their speed. At some point, the following vehicle n realise
that its spacing with the leader n − 1 is increasing as its speed was reduced too much. This
leads to a positive speed difference (Vn−1 > Vn). Consequently, the following driver will ac-
celerate turning to a negative speed difference (Vn−1 < Vn). Then, the following driver will
again realise that the spacing with the leading vehicle is less than the safety braking distance
and it will slightly brake starting again the cycle. The process is repeated and repeated until
the equilibrium. The overall behaviour leads to the circles in the speed difference - spacing
plane, which can be easily observed in the figure. Overall, the figure proves that the previous
steps in the data processing have been a success as figures and measurements do not gen-
erally present a strange behaviour. Nonetheless, it is also worthy to mention that obviously
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sometimes strange measurements can be observed. For instance, there are few low spacing
measurements registered in the processed data, between 0 and 1, with high speed difference
or speeds. This might indicate that the spacing, which is derived from position measurement,
is not an completely accurate measurement due to radar inaccuracy.

3.4.1. Discussion

The previous figure proves the uniqueness of this data set and it encourages us to look for
new and innovative techniques to fit a new model. Taking a look to the available processed
data, for a single day (from 6AM to 20PM), 250.000 reliable points approximately can be used
for the analysis for each single lane (varies according to the flow and traffic light cycle time of
each lane). That means that for 2 months data, tens of millions of data measurements could
be used. Furthermore, data only belongs to a limited road section of less than 100 metres and
inevitably the process data still have errors. Traditional techniques usually assume a underly-
ing parametric model, and by means of optimisation techniques they try to find the optimal
parameters that fit the dataset. Hence, we could opt to enumerate a parametric car-following
model based on observed mathematical relationships between variable, or use an existent
parametric model and slightly modify it to adapt it to our variables. Nonetheless, both al-
ternatives could fall in optimisation computational times problems if all data would be used.
Moreover, they could lead to an overffiting issue as the dataset belongs to a relatively small
spot. Finally, we might be assuming variables parametric relationships which do not really let
’talk’ the data.

According to the last paragraph, it sincerely seems a lost opportunity to adopt just tra-
ditional techniques. Thus, it might be useful and challenging to try new techniques able to
deal and to take advantage from big amounts of data such as machine learning techniques.
Furthermore, it is necessary to explore how this possible method can deal with space regions
outside our dataset. Finally, it is interesting to see whether new methods can deal with some
inconsistencies and noise found in the processes data.
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4
Machine Learning Techniques

Chapter 4 aims to give insights to the reader on the so-called Machine Learning (ML) techniques, and especially

on the chosen family model to describe drivers’ acceleration: the Gaussian regression process. Section 4.1 intro-

duces the topic of Machine learning. That means, explaining the goals of ML, which techniques families do exist

and for what they are currently used in the scientific field. Later on, Section 4.2 focuses on Gaussian regression

processes (GPR) for machine learning as it is the selected approach to satisfactorily model driver behaviour at

signalised intersection. This section motivates the choice of GPR model among others, it includes and extensive

formulation of the mathematical model and finally it ends with several practical and visual examples of what the

model is able to do.

4.1. Introduction to Machine Learning

Machine learning (ML) is a computational technique that trains models to learn from expe-
rience. Machine learning algorithms use computational methods to “learn” information di-
rectly from data relying on a generic model formulation. ML models are able to find natural
patterns in data that generate insight and help to make more accurate predictions. One of
the main benefits of these techniques is that, ML adaptively improve their performance as the
number of samples available for learning increase (Mathworks, 2016). Over last decades, ma-
chine learning models have been applied to solve many daily problems like, among others,
spoken language recognition, fraud detection, customer relationship management or gene
function prediction (Ławrynowicz & Tresp, 2014).

There exist two types of ML techniques: unsupervised and supervised learning (see Fig-
ure 4.1). On one hand, unsupervised learning aims to find hidden patterns or intrinsic struc-
tures in input data. It becomes useful when you want to explore your data but you do not yet
have a specific goal or you are not sure what information the data contains. It might be also a
good technique to reduce the dimensions of your data (Mathworks, 2016). On the other hand,
supervised learning focuses on deriving predictive models based on input -predictor(s)- and
output -response- from the so-called training set data. Thus, this family of techniques learns
from past observations to predict the future. Supervised learning is divided in two main tech-
niques depending on the target. If the target of the model is discrete (e. g. nominal or ordi-

39
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nal), then the given task is called classification. Classification models are trained to classify
data into categories such as for example, whether an email is genuine or spam. If the target
is continuous, the task is called regression (Ławrynowicz & Tresp, 2014). Some examples are
changes predictions, temperature or fluctuations in electricity demand or forecasting stock
prices.

MACHINE LEARNING

Unsupervised
Learning

group and interpret
data based on input

data

Supervised
Learning

predictive models
based on both input
and output data

CLASSIFICATION

REGRESSION

CLUSTERING

f(x)

Figure 4.1: Machine Learning techniques. Adapted from (Mathworks, 2016)

As the goal of the thesis is to derive a predictive model able to simulate driver’s accel-
eration, supervised learning with regression techniques will be used. Given a training set of
examples of h, the goal is to return a function f that best approximates h. In our specific
case, given the acceleration of vehicles and a set of predictors such as speed and spacing, the
goal of the machine learning regression process is to learn a function able to make accurate
predictions of the acceleration given a new data set of predictors variables.

LEARNING

Predictors

Response
h( ~x1) = a

MODEL f(~x)

~x2 = (v,∆v, s, ...)

f( ~x2) = a

~x1 = (v,∆v, s, ...)

Figure 4.2: How machine learning works. Adapted from (Mathworks, 2016)

4.1.1. Common Regression Algorithms (Supervised Learning)

There exist several types of regression algorithms and these are listed as follows (Mathworks,
2016):

i Linear and non linear Regression: These are statistical modelling techniques that
are used to describe a continuous response variable as a linear/non linear function
of one or more predictor variables.

ii Gaussian Process regression (GPR): Non parametric models that are used for pre-
dicting the value of a continuous response variables. It can also be defined as a
collection of any random variables, any Gaussian process finite number of which
have a joint Gaussian distribution (Rasmussen & Williams, 2006). They are widely
used in the field of spatial analysis for interpolation in the presence of uncertainty.

iii Support Vector Machines (SVM) Regression: This technique is based on regression
algorithms that find a model that deviates from the measured data by a value no
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greater than a small amount, with parameter values that are as small as possible in
order to minimise sensitivity to the error.

iv Decisions Trees: It lets you predict responses to data by following the decisions in
the tree from the root (beginning) down to a leaf node. A tree consists of branching
conditions where the value of a predictor is compared to a trained weight.

v Neural Networks: It consists of highly connected networks of neurons that relate
the inputs to the desired outputs. The network is trained by iteratively modifying
the strengths of the connections so that given inputs map to the correct response.

4.1.2. Machine Learning in Traffic Theory

Since the end of last century with the rapid improvement of personal computer, machine
learning technique was rapidly adopted by experts and researches in the transportation field.
Research have mainly focus on macroscopic traffic theory topics and traffic management
data. For instance, (Lv et al., 2015) enumerates a deep learning approach to predict traffic
flows, and states that this technique has superior performance than traditional techniques
using shallow traffic prediction models. (Hofleitner et al., 2012) proposes an hybrid approach
of traditional flow modelling techniques and machine learning to forecast urban travel time
with streaming GPS probed data. Results show that combining both approaches results on a
significant improvement compared to a data-driven baseline algorithm. Moreover they point
out that a traditional flow model of traffic is essential to ensure consistent results according to
physics of traffic. Lately, numerous studies can be found in literature focusing on automated
driving, especially in the sign recognition and navigation range such as (Pomerleau, 1991) and
(De la Escalera et al., 2003).

Moving to microscopic traffic modelling and especially with similar aim than this mas-
ter thesis, little literature can be found. Artificial neural network is the only ML family used
in practice, i.e. none literature is found for GPR or SVM. (Panwai & Dia, 2005b) elaborates a
car following model using reactive agent techniques based on a neural network approach for
mapping perceptions to actions. However the model is not completely specified and it mainly
aims to classify five drivers modes ( e.g. free driving, following , danger...) with ANN according
to speed difference and spacing inputs, to later on apply certain response rules according to
the driver mode. Recently, (Khodayari et al., 2012) described a complete ANN model given 4
inputs -spacing, speed difference, speed and reaction time-, 1 output -acceleration- and only
one hidden layer. Unlike other models, the reaction time was not considered fixed and linearly
depended on the spacing and the current acceleration of the driver. In this case, the model
was trained using a large data trajectory set from a 640 metres road section in a highway lo-
cated in San Francisco (California,US). The results were outstanding, with RMSE around 0.25
(m/s2), proving that this technique is able to incorporate hidden driver behaviour, specially
in the reaction time. The main reason to find few literature in this topic is certainly the lack
of accurate large data set, which would benefit from the characteristics of ML techniques.
In the past, it have rarely been large datasets of consecutive vehicle trajectories. Traditional
parametric models techniques filled the requirements as few trajectory data points have been
usually used to enumerate and calibrate longitudinal driver behaviour models. As in other
major engineering fields, with the improvement of traffic data collection techniques, it will
definitely start to be become popular topic for researcher in the near future.
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4.2. Gaussian Process for Machine Learning

This section contains all information regarding Gaussian process regression models for ma-
chine learning. First, the choice of this model among others is justified. Then, formulation
regarding this approach is enumerated. Note that Gaussian process can also be applied for
classifications purposes. However, in this thesis, we only refer Gaussian Process for regres-
sion, i.e. continuous responses. Finally, visual and practical examples are provided to the
reader to facilitate the understanding of what the selected model is able to do.

4.2.1. Motivation

Gaussian process regression (GPR) models, also known as Kriging regression models, are non-
parametric kernel-based probabilistic models (Mathworks, n.d.-d). Opposite to parametric
models, where predictions by the model are done by assuming an underlying distributions
and fitted parameters, non-parametric models relies directly on the data, which tells to the
model how to make predictions. The basic idea of GPR is that by training the model with
a large data set, the model is able to compute a predictive mean and its variance. When a
new input is introduced for prediction, the model checks how ’close’ is the new input to the
training set, and based on that it makes a prediction. There are two main reasons why GPR
might help us in our aim of modelling drivers’ behaviour at urban signalised intersection.
First, our data is not complete enough to create a complete traffic model. For instance, our
data was collected in less than 80 metres road length, meaning that high speed, high spac-
ing and high absolute speed difference between vehicles will not be found in the training set.
Furthermore, small spacing between drivers are rarely found as no collisions are presumably
observed. Hence, the model might not know what to ’predict’ in this kind of situation. If we
aim to have a complete model, any ML non-parametric model may fall into over-fitting the
current data set and even might violate some traffic principles outside the data boundaries
(e.g. collisions). However, we still want to benefit from non-parametric model characteristics
of relying in the data rather than in an underlying model. GPR offers a combination between
both types of model. The GPR can rely on the data if new points are not far apart of the training
set, and it can be modified to rely on a parametric model (basis function) when no correlation
between new input and training data exists. The only assumption is that the prediction of a
GPR given a new input, is a Gaussian distribution with a predicted mean and a variance of the
input. The radar data used in this master thesis contains noise, which unfortunately is un-
known. GPR models estimates the noise based on the training set, and predicts the variance.
That means that the GPR model computes how certain the prediction is. From literature, ANN
have already been used to enumerate car following model, while GPR does not. Nonetheless,
one of our main purpose, as mentioned before, is to have a complete model, even outside
space data set regions. ANN do not present any hybrid mathematical solution to internally
predict uncorrelated input to the trained set. Moreover, ANN models might be difficult to in-
terpreter depending on the number and complexity of the hidden layers. Similarly, decisions
tree models might also be too complex. In order to predict continuous responses (regression),
decision trees define really small decisions regions, resulting in hundreds of decision layers.
Overall, GPR seems the most feasible and simple way to describe microscopic longitudinal
driver behaviour given our data set and our purpose.
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4.2.2. Formulation

A Gaussian process is a type of continuous stochastic process which defines a probability
distribution for functions (Papoulis & Pillai, 2002). Consider a training set: {(xi , yi ); i =
1,2, ...,n}, where ~xi ∈ Rd and yi ∈ R, drawn from an unknown distribution. A Gaussian pro-
cess regression model addresses the question of predicting the value of a response variable
y∗, given a new input vector x∗ and the training data set. The key point is that a Gaussian
process is defined as a distribution over functions:

f ∼GP (m,K ) (4.1)

Now suppose that we pick a particular finite subset of set of random variables indexed by a
continuous variable: f (x), f = { f1, f2, ..., fn}, with indices xi . In a GP, any such set of random
function variables are distributed multivariate Gaussian (Snelson, 2008).

P ( f | X ) ∼N (u,K ) (4.2)

where m : X →R is the mean function

m(x) = E[ f (x)] (4.3)

and K : X 2 →R is the co-variance function of a real process f (x):

K (x, x ′) = E[( f (x)−m(x))( f (x ′)−m(x ′))] (4.4)

Thus, a Gaussian process is completely specified by its mean function and co-variance. The
last one can be defined by various kernel functions. It is usually parameterized in terms of the
kernel parameters in a vector θ = (log(σl ), log(σ f )), where θl is the characteristic length scale,
and θ f is the signal standard deviation.

k(X , X ) =

k(x1, x1) . . . k(x1, xn)
...

. . .
...

k(xn , x1) . . . k(xn , xn)

 (4.5)

Where Ki j can be for example the squared exponential kernel between others:

Ki j = (xi , xi ) =σ2
f exp

[
−1

2
(xi−x j )T (xi−x j )

σ2
l

]
(4.6)

Kernel parameters in the kernel function (σl ,σ f ) essentially describe how far apart the input
values Xi j are from each other and, i.e. correlated between each other. If a new input x∗ is
provided, K (x∗, X ) describes how much the new input is correlated to the training set. Both
σl and σ f needs to be greater than 0, and this is enforced by the unconstrained logarithmic
parametrization (Rasmussen & Williams, 2006).

Prediction free Noisy Observations

Now suppose that we have a (X , y) training set, and we want to predict y∗ based on a
new input point x∗. The joint distribution of the training outputs, y , and the test outputs y∗
according to the prior is (assuming noisy free observation X and zero mean prior):
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[
y

y∗

]
∼N

(
0,

[
K (X , X ) K (X , x∗)
K (x∗, X ) K (x∗, x∗)

])
(4.7)

Then, the predictive distribution is obtained by conditioning on the observed training outputs
(and using the inverse of a partitioned matrix identity):

P (y∗ | y, X , x∗) ∼N (y∗ |µ∗,Σ) (4.8)

Where, the predictive mean of the new input point is µ∗ and its variance Σ∗ is:

µ∗ = K (xT
∗ , X )

[
K (X , X )

]−1
y (4.9)

Σ∗ = K (x∗, x∗)−K (xT
∗ , X )

[
K (X , X )

]−1
K (X , xT

∗ ) (4.10)

Prediction using Noisy Observations

Typically, training observation incorporates noise (y = f (X )+ ε). Thus, assuming the
training set, (X , y), with additive independent identically distributed Gaussian noise ε with
variance σ2

n , a new input point x∗ and the desired y∗, the co-variance function and the joint
distribution of the observed target values and the function values at the test locations under
the prior are:

cov(y) = K (X , X )+σ2
n I , (4.11)[

y
f∗

]
∼N

(
0,

[
K (X , X )+σ2

n I K (X , X∗)
K (X∗, X ) K (X∗, X∗)

])
(4.12)

Again, the predictive distribution is obtained by conditioning on the observed training noisy
outputs:

P (y∗ | y, X , x∗) ∼N (y∗ |µ∗,σ2 +Σ∗) (4.13)

Where, the predictive mean of the new input point is µ∗ and its variance Σ∗ is:

µ∗ = K (X T
∗ , X )

[
K (X , X )+σ2

n I
]−1

y (4.14)

Σ∗ = K (x∗, x∗)−K (xT
∗ , X )

[
K (X , X )+σ2

n I
]−1

K (X , xT
∗ ) (4.15)

Incorporating Explicit Basis Functions

One of the main reasons of choosing Gaussian Process to model our data, is the the-
oretical facility of the GPR to model those space regions where we possess information but
also those regions where few or no data points in the training set are found. In the previous
subsection (with and without noise), the Gaussian process has been defined with zero mean.
Hence, new data points uncorrelated with the training set, i.e. points far apart the training
set, will results with a predictive mean of zero. For this thesis, it seems necessary to include
a non-zero mean function to model those space regions with no data points in the training
set. For instance, few data points can be found with small spacing values (e.g. smaller than
0.5 metres) or high spacing values (e.g. bigger than 50 metres). In order to posses a complete
model, an underlying parametric model H with parameters β can be defined to model longi-
tudinal drivers’ behaviour outside space regions of the training data. As before, the predictive
distribution is obtained by conditioning on the observed noisy training outputs:
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P (y∗ | y, X , x∗) ∼N (y∗ | H(x∗)β+µ∗,σ2 +Σ∗) (4.16)

Where, the predictive mean of the new input point is µ∗ and its variance Σ∗ is:

µ∗ = K (xT
∗ , X )

[
K (X , X )+σ2

n I
]−1

(y −H(X )β)︸ ︷︷ ︸
α

(4.17)

Σ∗ = K (x∗, x∗)−K (X T
∗ , X )

[
K (X , X )+σ2

n I
]−1

K (X , xT
∗ ) (4.18)

Note that in this case, when x∗ is uncorrelated with X , the predictive mean µ∗ tends to zero
as K (xT∗ , X ) is small. Thus, the resultant mean function of the predictive distribution is mainly
the underlying mean function of the explicit basis function evaluated in the new input H(x∗)β.
The model can be then seen as an hybrid GPR model which combines parametric and non-
parametric formulation.

Hyper-parameters Optimisation and Practical Implementation

The previous sections have described the Gaussian process. To summarise, making
predictions using a GPR mode for new data points based on a training set requires:

• Knowledge of the coefficient vector of the basis function β.

• Knowledge on the so-called kernel parameters θ = (σl ,σ f ).

• Knowledge of the noise variance σ2 of the training set.

Consequently, all these parameters need to be optimally estimated to make accurate
predictions. Generally speaking, applying the GPR model consists in two main phases. First, it
is needed to adequately estimate the hyper-parameters (β,θ,σ2) from the training data (X , y).
Second, the GPR model is build using the optimal hyper-parameter set and predictions of
y∗ can be performed given new data points x∗. The main approach to estimate or "learn"
the hyper-parameters is by maximising the log-likelihood P (y | X ) as a function of β,θ and
σ2. This method is described in (Rasmussen & Williams, 2006) and is especially designed for
GPR for machine learning in order to benefit of big amounts of data. A practical implemen-
tation of this approach is shown in Algorithm 1. The main idea is that in each iteration, first
β̂(θ,σ2) is computed. Then, the algorithm maximises the β profiled log-likelihood over θ and
σ2 (Mathworks, n.d.-b). Overall, this approach represents a major advantage of GPs over other
methods as the method is able to select co-variance hyper-parameters from the training data
directly, rather than use a scheme such as cross validation (Snelson, 2008). In the maximisa-
tion, well-known optimisation solvers algorithms such as quasi-newton or interior-point al-
gorithms can be used. The output of the training phase is a set of hyper-parameters (β,θ,σ2)
which maximises the log-likelihood.

The second step is to build and predict new data points using the trained model (see
Algorithm 2). Similarly to the training algorithm, first the GPR model is built according to the
optimal parameters found, i.e. calculation of C and α in steps 2 and 3. Later, given a new point
to predict x∗, the algorithm returns its predictive mean E(y∗) and variance V[y∗].
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Algorithm 1 Gaussian Processes for Machine Learning: Training

Input: X (inputs-predictors-), y (target-Response-), (β0,θ0,σ2
0) (Initial hyper-parameters)

1: Objective Function: β̂, θ̂, σ̂2 = argβ,θ,σ max log{P (y |X ,β,θ,σ2)}
2: Initialisation:
3: C := (K (X , X |θ)+σ2In)−1

4: β̂(θ,σ2) := [H(X )T C H(X )]−1H(X )T C y
5: logP (y |X , β̂(θ,σ2),θ,σ2) :=−1

2 (y −H(X )β̂(θ,σ2))T C (y −H(X )β̂(θ,σ2))− n
2 log2π− 1

2 logC
Output: (β,θ,σ2) (Hyper-parameters)

Algorithm 2 Gaussian Processes for Machine Learning: Prediction

Input: (X , y) (training set), (β,θ,σ2) (Hyper-parameters), x∗ (new data points)
1: Initialisation
2: C := (K (X , X |θ)+σ2In)−1

3: α :=C (y −H(X )β)
4: u∗ :=αK (x∗, X |θ)
5: Σ∗ := K (x∗, x∗)−K (X T∗ , X )C K (X , xT∗ )
6: E(y∗|y, X , x∗,β,θ,σ2) := H(xT∗ )β+u∗
7: V (y∗|y, X , x∗,β,θ,σ2) :=Σ∗+σ2

Output: E(y∗) (predictive mean), V[y∗] (variance)

Computational Complexity

Training and predicting using a GPR model for large data sets is usually quite expensive
in terms of computational time and memory usage. On one hand, as is shown in in Algo-
rithm 1, training requires the inversion of the kernel function (calculation of C). The compu-
tational complexity of this step is O (n2), where n is the number of observations in the training
set. Later, an evaluation of logP (y |X ) scales the computation complexity to O (n3). Thus, the
final computational complexity of training is O (k ·n3)1, where k is the number of iteration in
the optimisation process. On the other hand, prediction requires again the calculation of C,
leading to a complexity of O (n2). Therefore, dealing with a large data sets such as in the ma-
chine learning field becomes an expensive operation, especially in training phases. However,
several methods currently exist to reduce the computation complexity of large data sets, both
in training and prediction (Snelson, 2008):

i Subset of Data (SD): This basic computational technique consists on simply reduc-
ing the size of the data set. By selecting a subset of data of size m, the computational
complexity is reduced from O (k ·n3) to O (k ·n ·m3). This technique is especially sat-
isfactory for large and redundant data sets, where adding extra points results in a
little extra information. How a subset of data can be optimally chosen is explained
later in this section.

ii Subset of Regressors (SR): This approximation method consists of replacing the ex-
act kernel co-variance function K by an approximation Q to facilitate its inversion.
According to (Quiñonero Candela, 2004), one of the main problems of this tech-
nique is that by approximating the co-variance function k, the optimised model
might rise the predictive variances in space regions away of the subset points.

1Matlab maximum memory usage in 64-bit Windows XP or later and Matlab 7.5 or later is 8TB (Mathworks,
n.d.-a)), meaning that assuming k = 200 number of iterations, the maximum number of observations possible in
this operation in training is 11206
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iii Fully Independent Conditional Approximation (FIC): This approach aims to solve
predictive variance problem of SR. Again the GPR kernel function K is approxi-
mated, but in this case ensuring to mantain still a valid a Gaussian process in the
approximation.

iv Block Coordinate Descent Approximation (BCD): This approach is only used for
prediction, and it aims to approximate the value of α (see Algorithm 2).

Other relevant approaches can also be found in literature such as projected process (PP) or
the Bayesian committee machine (BCM), with the same aim: finding an approximation of the
kernel co-variance matrix. As described in (Snelson, 2008), best practices include first to re-
duce smartly your data set (SD), and then, if still less computational is desired, any of rest
of techniques listed above can be additionally performed. Reducing the data set becomes
essential for methods such as SR or FIC as they would fail in the goal of reducing computa-
tional time with large data sets -finding an approximation might take more time than directly
inverting an already reduced matrix-. Then, it becomes essential how subsets are selected,
the so-called active sets. Usually sophisticated schemes use various information criteria that
score how much the model improves by including an extra point into the subset. Otherwise,
another valid option is to directly select randomly the active set. The different techniques
are briefly described as follows (more information can be found in (Herbrich et al., n.d.) and
(Snelson, 2008)):

i Random: The simplest method is to simply choose randomly the subset of data
required.

ii Entropy: The reduction in differential entropy of the Gaussian process latent vari-
able having observed the corresponding response variable is used as a criterion for
selection of new points into the active set. This selection technique is also known
by the name informative vector machine (IVM).

iii Sparse Greedy Matrix Approximation (SGMA): This techniques evaluates a new
point by creating an approximation to the true kernel function using an active set
and checks the approximation error between the true kernel function and its ap-
proximation.

iv Likelihood: New points are evaluated based on the approximation to the marginal
likelihood of the GPR model. The criterion for accepting a new point into the active
set is the change in the log-likelihood upon adding a new point to the active set.

Choices between techniques used for data reduction and selection mainly depend on the
data characteristics and your computational and memory usage requirements, both in train-
ing and predicting. Literature does not ensure that one method is better than another one.
Therefore, in ML all techniques should be performed and evaluated. To summarise, for large
data sets, the practical implementation of Gaussian Processes for machine learning consists
of: first a subset of data is selected, then the model is trained and finally prediction can be
performed.
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4.2.3. Theoretical Interpretation of Gaussian Processes

In order to get insights on what does Gaussian process regression model looks like, a theoret-
ical example and a real example are illustrated below. Imagine that we train a GPR with some
data points and zero mean (see Figure 4.3). Then, we use the GPR trained to make prediction
using new data input. Note that for a single data point input, i.e. x∗, the GPR prediction is
a Gaussian/normal distribution with mean u∗ and variance σ2 +Σ∗. Consequently, the blue
line in Figure 4.3 represents the predictive mean function evaluated to all x axis. As can be
observed in the same figure, the predicted mean tends to the data when relatively close ob-
servation are found and to zero where there is no data nearby. Furthermore, the variance is
obviously smaller close to training data points. All hyper-parameters in in the GPR certainly
influence the results, i.e. f (x∗). The kernel co-variance parameters, the characteristic length
scale σl and amplitude σ f , tell how data points are correlated between them. σ f can be in-
terpreted as the relation of two points in the y axis while σl as indicates the relation over the x
axis. According to Equation 4.6, when any of those parameter tend to be small, the resultant
kernel function is also small, meaning that the GP rapidly will tend to 0 when no data points
are found. The parameter indicating the noise of the data, σ2, also plays a major role as highly
affects the total variance of the GPR prediction, i.e. the width of the prediction confidence
interval -dashed line-. Finally, β defines the shape of the basis function.

x

f(x)

x∗

P (f | x∗) ∼ N (u∗, σ
2 + Σ∗)

GPR Predictions (without BF)

Prediction interval, i.e. 95%

Basis Functuion predictions

Figure 4.3: Gaussian process regression with zero mean

Now imagine that we incorporate a basis function as a mean in the GPR, instead of zero.
The idea is that we would like the GPR to rely on data points in those regions spaces where is
training data, and to rely on a certain basis function where new data points are uncorrelated
with the training set (see Figure 4.4). This is possible by incorporating a basis function as a
mean function of the GPR. Then, when making a prediction of a new data point, i.e. x∗, the
predictive mean is the sum of the evaluation of the new point in the basis function (H(x∗)β)
plus the GPR term (u∗), which depends on how this point is correlated with the training set
(kernel function). On one hand, if K (x∗, X ) = 0 -no correlation-, the predicted mean will be
simply the basis function. On the other hand, if K (x∗, X ) > 0 -correlation-, then the predicted
mean will deviate from the basis function according to the kernel co-variance function. The
key point when a basis function is incorporated, is to ensure an appropriate transition phase
between data points and basis function and also how far apart are those two function origi-
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nally.

x

f(x)

GPR Predictions (with BF)

Prediction interval, i.e. 95%

x∗

H(x∗) · β

u∗ = α ·K(x∗, X)

Figure 4.4: Gaussian process regression with basis function: theoretical example

Figure 4.5 depicts a real example from the data set used in this master thesis. The fig-
ure shows a GPR trained to predict the acceleration mean using spacing and speed difference
between leader and following cars as a explanatory variables. It can be easily seen from the
figure, how by giving a predefined basis function, the model predicts values of the basis func-
tion where there is no data and relies on the data points in those space regions where there
is data. As mentioned before in this chapter, the incorporation of a basis function might be
essential to have a complete model. If small acceleration and high speed difference are given
as an input to the model, the predicted acceleration mean would be 0 if no basis function
had been set. However, if a basis function that complies the physics of traffic theory is given
to the model as in this example, the model predicts a high non-positive value of acceleration
(deceleration) to avoid a possible collision.
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Figure 4.5: Gaussian process regression with basis function trained with real radar data





5
Methodology for GPR Model Derivation

and Validation

Chapter 5 focuses on explaining the methodology applied to derive and validate the different set of GPR created.

First, Section 5.1 includes a short section which summarises the key points of the different family models created

in this master thesis, including a conceptual map to facilitate the comprehension to the reader. Then, a detailed

explanation of how the models have been derived and the data that has been used is given in Section 5.2. Finally,

Section 5.3 concludes this chapter giving insights on how models have been benchmarked and validated.

5.1. Introduction

From the previous chapter, we have seen that there exist several ways of building GPR models,
which one might differ from another on which hyper-parameters are optimised -’learned’-
and included in the GPR formulation. In this thesis, three types of conceptual GPR models
have been created (see Figure 5.1). The first family of model belongs to GPR regression mod-
els fully optimised. This means that all hyper-parameters, i.e. (β,θ,σ2), are optimised during
training phase, including the parameters of the basis function. As it will be later depicted in
the results section, these models do not fully ensure a complete model as the optimal basis
function lies far apart from the original parametric model. In order to solve this issue, a set of
models are trained without optimising the basis function, i.e. the coefficient vector of the ba-
sis function β is constant. The third family of models are simple GPR models trained without
basis function , i.e. β is zero. Note that these kind of models do not present any underlying
traffic equation, meaning that the GPR is exclusively derived from data. Two different objec-
tive function in the hyper-parameter learning optimisation have been used. On one hand, the
first objective function applied in the thesis is to maximise the log-likelihood of the probability
that the model prediction are actually the training data, as it is explained the previous chap-
ter. This procedure is recommended in the machine learning field (Rasmussen & Williams,
2006), as it can deal with large data sets such as the one we possess. On the other hand, we
also use the minimisation of the mixed error as an objective function. This error indicator
measures the difference between consecutive trajectories (see Section 5.3.1 for further details
of this error measure). The author believes that this objective function is more appropriate to
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assess good fits in traffic behaviour. However, all comes with a price, computing the mixed er-
ror is computationally expensive as it is needed to simulate all trajectories in the training set.
Hence, only a small training set can be actually used for training the model. In every family
of models, all possible variable combinations will be included, leading to multiple models per
family. Finally, all models will be evaluated with the same validation set in order to fairly asses
the accurateness of each model.

GPR

Parameters

Optimized Basis
Function

Non Basis
Function

Fixed Basis
Function

Objective function Training Set

θ(σl, σf ), σ
2

β,
β̂, θ̂, σ̂2 = argβ,θ,σ

β = constant,

Validation Set

θ(σl, σf ), σ
2

β = 0,

θ(σl, σf ), σ
2

X

X̂log{P (y|X,β, θ, σ2)}

max.

θ̂, σ̂2 = argθ,σ

Fmix[s
sim]

min.

Figure 5.1: Conceptual Map of the methodology

5.2. Model Derivation

This section elaborates on how GPR models in this master thesis have been derived -trained-.
First, the section illustrates which variables are going to be used to describe traffic behaviour.
Then, the basis function used in this project and the initial hyper-parameters are introduced.
Later, the section details both algorithms used to train the GPR models. Finally, it concludes
giving some insights into the data used for training the models.

5.2.1. Variables

In this master thesis, only following longitudinal driving behaviour is aimed to be modelled.
From our data set, we can never ensure that a theoretical vehicle leader, is actually the leader.
The data belongs to a road section of 80 metres, which makes challenging to ensure that an
actual leader from our data is not actually ’following’ a vehicle outside the radar range. There-
fore, our training data will specifically focus on following behaviour. However, that does not
mean that our final model cannot simulate leader behaviour. GPR models with basis function
should definitely be able to model leaders behaviour according to the basis function, as those
points should have no correlations at all with training set, i.e. infinite spacing. For the same
reason that we cannot guarantee leaders in our dataset, we also cannot ensure the number
of cars downstream from a certain vehicle. This variable unfortunately cannot be used to de-
rive a model. Consequently, this thesis will aim to accurately describe the acceleration of a
following driver, based on spacing distance and the speed difference between the driver and
its leader, its own speed, the status of the traffic light and its distance to the traffic light. We
would like to explore the variable significance to describe traffic behaviour. Thus, we will de-
rive a set of different variable combinations of each model. Furthermore, we will not explore
the effect of the reaction time, which is left for future work. We assume that the reaction time
is 3 logs, i.e. 0.7 s approximately. That means that we assume that acceleration of time step
i , is modelled according to the predictor variables in time step i −3. Last decades, literature
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from different fields has intensively tried to determine a certain reaction time value. Most of
them conclude that it mostly depends on the age and psychological conditions of the driver,
e.g. tiredness, but also they indicate that also might depend on variables such as speed of
which the driver is driving. In order to avoid increase the thesis complexity, the reaction time
is considered constant and specifically of 3 logs.

5.2.2. Basis function

In this master thesis the optimal velocity model (OVM) is chosen as a basis function with the
exception of those models trained without basis function, i.e. zero mean.The Optimal Velocity
Model (OVM) is a time-continuous model that describes acceleration of a driver based on its
own speed and the spacing with its predecessor. Originally intruded by (Bando et al., 1995),
the model adapts the actual speed v , to the optimal velocity vopt on a time scale given by the
adaptation time τ.

v̇OVM(s, v) = (vopt(s)− v)

τ
(5.1)

where,

vopt(s) = v0
tanh( s

∆s −β)+ tanhβ

1+ tanhβ
(5.2)

The optimal speed vopt, which depends on the current spacing s, smoothly increased
while spacing increases until the desired speed v0 is reached on a certain spacing and after-
wards it keeps constant. All OVM parameters τ, v0, ∆s and β are defined by positive values
and typical values are depicted in Table 5.1.

Table 5.1: Standard parameters for OVM used in simulation. Adapted from (Treiber & Kesting, 2013).

Parameter Highway City Traffic Remarks

Adaptation time τ 0.65 s 0.65 s Higher values for trucks, e.g. 1.7s
Desired speed v0 120 km/h 54 km/h Smaller values for trucks, e.g. 80 km/h
Transition width ∆s 15 m 8 m -
Form factor β 1.5 1.5 -

Figure 5.2 depicts the acceleration predicted by the OVM given a specific spacing and
speed and using the suggested parameters of Table 5.1. According to the model, drivers accel-
erate when the spacing with the predecessor is large and they are driving at lower speeds. The
model tends to accelerate until a certain desired speed is achieved, which depends on both
spacing and speed variables (red line). Deceleration is found in combination of small spacing
and high speed values.

The main reason to choose this model among others, is that few number of variables
are used to describe acceleration of a vehicle. OVM only includes two explanatory variables
in order to predict acceleration. This will facilitate the interpretation of the performance of
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Figure 5.2: Predicted acceleration of OVM using parameters illustrated in Table 5.1. Red line shows the
speed-spacing combinations where acceleration is zero.

the basis function in the GPR models. Moreover, according to the formulation of the GPR, the
variables included in the basis function must be also included as a predictor variable. There-
fore, all GPR models with basis function should at least have speed and spacing as a predictor
variables. If we had chosen another car-following model with extra variables as a basis func-
tion, e.g. IDM, less model variable combinations would have been possible. Finally, the basis
function is introduced into the GPR formulation as H(X )β, where H is a vector containing all
variables operations and β the vector containing all parameters.

5.2.3. Optimisation procedures

Training the hyper-parameters is the key point of any GPR model. Two main optimisation
procedures have been designed in this master thesis. Generally speaking, the first procedure,
focuses on taking profit of big large data sets. The second procedure tries to address some
issues in the results of the first procedure. As will be later explained in Section 6.1, by fully
optimising the basis function, we do not completely accomplish the purpose of enforcing the
model to comply with traffic physics in all space regions. Therefore, a new optimisation pro-
cedure for fixed basis function is designed.

The first procedure to derive accurate models by optimising hyper-parameters is shown
in Algorithm 3. This optimisation procedure is both used in GPR models fully optimised and
also models without a basis function. This procedure is exclusively designed to overcome the
challenges of training GPR processes with large data sets. The algorithm first selects an opti-
mal subset of 2000 points. Starting from a single point, 60 observations are randomly selected
from the training set and they are scored according to its log-likelihood. The point with a
maximum value is incorporated to the subset. This process is repeated until 2000 points are
included in the subset or when the highest score point in any of the 2000 iteration, is smaller
than a certain stopping criteria, i.e. extra points do not include extra information to the sub-
set. In the subset selection, sparse greedy matrix approximation (SGMA) method is used to
compute the logP (ŷ)|X̂ ,β,θ,σ2). This is to reduce computational time avoiding directly in-
verting every evaluation in each iteration the inversion of the kernel function. For extra infor-
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mation of the SGMA mathematical method please check (Smola & Schölkopf, 2000). Once the
subset is selected, optimisation procedure described Algorithm 1 is used to find the optimal
hyper-parameters. In this case the exact method is applied, meaning that the real inversion
of the kernel function is performed in every iteration of the optimisation. Finally, the hyper-
parameters -(β,θ,σ2)- are found. This process is repeated 5 times. The subset is selected in
every of the 5 iterations using the hyper-parameters found in the previous iteration. This is
done to avoid bias results of selecting the subset based on non optimal hyper-parameters.
After the 5th iteration, we assume that we posses an accurate and reliable model. Once an
optimal model is found, prediction can be easily done using Algorithm 2. Initial parameters
chosen for the kernel function are θ0 =[ mean(std(predictors))) ; std(response)/sqrt(2)] and
variance, σ2

0 =[std(response)/sqrt(2)]. Initial parameters chosen for the basis function, i.e. β,
are the values suggested in Table 5.1.

Algorithm 3 Model Derivation Scheme 1

Input: Training Set (X , y) ∈ A, (β0,θ0,σ2
0) (Initial hyper-parameters) H (Basis function)

1: for i=1 → 5 do
2: while subsetB < 2000 do . Subset selection
3: (X̂ , ŷ) ∈C ⊂ A , |C | = 60 . Select randomly a set of candidates C
4: for j=1 → 60 do
5: logP (ŷ( j ))|X̂ ( j ),β(i −1),θ(i −1),σ2(i −1)) . SGMA method approximation
6: end for
7: Add max (logP (ŷ( j ))|X̂ ( j ),β(i −1),θ(i −1),σ2(i −1))) to the subset B
8: end while
9: Algorithm 1 . Hyper-parameters optimisation using Exact method

10: Input Training Set B , (β(i −1),θ(i −1),σ2(i −1)) H
11: return (β(i ),θ(i ),σ2(i ))
12: end for
Output: (β,θ,σ2) (Hyper-parameters)

The second procedure to derive accurate models by optimising hyper-parameters is
shown in Algorithm 3. The approach can be seen as a traditional optimisation using GPR
formulation. In every iteration a GPR is built and tested. Therefore, contrary to last scheme,
the building and prediction algorithm plays an essential role (Algorithm 2). In this case, only
(θ0,σ2

0) are optimised, as this algorithm is only used for fixed basis function, i.e. the vector of
the basis function parameter β is constant an equal to city parameters depicted in Table 5.1.
The algorithm is basically a minimisation of the mixed error, which measures the difference
between the simulated and observed following trajectory respect to the observed leader. This
error is explained in detail in the next section. The minimisation works as follows. First, the
GPR is built based on Algorithm 2, depicted in previous chapter. Afterwards, all trajectories
in the training set are predicted by the GPR using the initial point of each trajectory and the
trajectory of the leader as an input. Finally, the mixed error is computed. There exist two
main limitations of this method in terms of computational time. On one hand, in every iter-
ation of the optimisation, all the trajectories in the training set need to be simulated in order
to compute the mixed error. The computational time increases with the required number of
simulated trajectories. On the other hand, the size of data used to build the GPR highly affects
the occupational time, e.g. inversion involved in the computation of C in Algorithm 2. There-
fore, the training set for both reasons need to be reduced. The training subset of complete
following trajectories will be randomly picked from the big training set of scheme 1. Hence,
no subset selection is performed compared to scheme 1. In the previous scheme, this was
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carried out by adding new data points with high log-likelihood. However, this cannot be done
here as training set must include complete following trajectories instead of independent mea-
surements. Note that in the previous algorithm, it was not necessary to ensure that training
points in the subset were in the same trajectory as data points are independent in the optimi-
sation scheme. A similar subset approach could be certainly been performed in this scheme.
For instance, trajectories could be iterative added to a subset. However, mixed error highly de-
pends on the parameters. Thus, similarly to the previous scheme, the model derivation should
be performed several times to avoid picking bias trajectories in the initial phase. Overall, this
would be dramatically expensive in terms of computation time due to the simulation of tra-
jectories in any calculation of the mixed error and the number of predictions required. This
negative characteristic is compensated by the fact that GPR are build with a relatively higher
training set (16.000 measurements) compared to scheme 1 (only 2000 measurements), as GPR
model needs to be built less times in Algorithm 4 compared to Algorithm 3.

Algorithm 4 Model Derivation Scheme 2

Input: Training Subset(X̂ , ŷ) ∈ B ⊂ A, (θ0,σ2
0) (Initial hyper-parameters) (β, H) Basis Function

1: Objective Function: θ̂, σ̂2 = argθ,σ min Fmix[ssim](θ,σ2)
2: Algorithm 2 from 2-3 . Derivation of GPR
3: Predict each point in the trajectories using Algorithm 2 from 4-7
4: Calculation of Fmix from the simulated trajectories

Output: (θ,σ2) (Hyper-parameters)

5.2.4. Training Data

GPR models highly rely on training data to make predictions. In this case, we will use data
processed from the Tuesday 7th and Wednesday 8th of June of 2016 from 6 AM to 20 AM for
training purposes. Those specific days have been selected as they were favourable meteoro-
logical conditions. This means that no rain was registered and that the visibility was good all
day1. Note that by selecting these days and its time-line we aim to avoid any influence of bad
meteorological conditions and night light to drivers’ behaviour. Moreover, both were working
(business) days and no miscommunications between the radar and the registration box were
reported. Certainly, there were around 10 more days available with the same conditions. How-
ever, according to some primarily tests, no significant result were obtained by using more than
2 days in the training set. At the same time, there was no difference on results depending on
the day selected. Note that this amount of data still has never been seen in literature. In total,
there are 788.481 measurements available in the training set, where each one includes all vari-
ables previously described. The data selection method will be later evaluated and discussed
in Chapter 7.2.

As we have just specified in the previous subsection, the model derivation Scheme 2
needs a smaller data training set and complete trajectories. Moreover, it is needed the tra-
jectory of the leader vehicles, as simulated trajectories do depend on it. For this reason, 275
complete following trajectories have been randomly selected from the previous data set with
its respective leader trajectories. Table 5.3 depicts the number of following trajectories that
has a certain number of observation. In total more than 16.0000 measurements are included.

1According to historical meteorological data from Weather Underground

https://www.wunderground.com
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Table 5.2: Training data for model derivation Scheme 2. Number of following trajectories with certain number of
observations

Observations Trajectories

50 to 100 192
100 to 150 29
150 to 200 28
>200 6

Total 275

5.3. Validation

This section contains the description on how the performance of the multiple models gener-
ated are going to be assessed. First, the key performance indicators used to benchmark and
assess the different set of GPR model created are introduced. Later, the data used in this as-
sessment will be detailed. Finally, a subsection is included to briefly illustrate how models are
going to be assessed outside space regions of the validated data.

5.3.1. Key Performance Indicator for Benchmarking

The reliability and robustness of the different GPR variable combinations fits are assessed by
applying a specific performance criteria, which measures the deviations between the GPR
simulated predictions and the real data. In order to find the robustness model, one main key
performance indicators (KPI) is used to benchmark the different set of models: a mixed error
measure.

Fmix[ssim] =
√√√√ 1

〈∣∣sdata
∣∣〉

〈(
ssim − sdata

)2∣∣sdata
∣∣

〉
(5.3)

The mixed error Fmix, defined in Equation 5.3, measures the difference between con-
secutive trajectories in terms of spacing and was proposed by (Kesting & Treiber, 2008b). Each
simulated trajectory is initialised by the initial position and speed of the observed trajectory
from the validation data (see Figure 5.3). From the second time step, the simulated trajectory
becomes independent from the observed trajectory and exclusively depends on itself and the
observed leader. Each time-step, the spacing square difference between the observed and the
simulated trajectory is computed. Later, a temporal average is done according to the amount
of the data points of the trajectory. Finally, the average from different mixed error of every spe-
cific trajectory is carried out. As shown in the formulation of this KPI, sdata is partially excluded
from the main term. (Kesting & Treiber, 2008b) suggests this approach to avoid overestimation
errors for large gaps (at high velocities) and to avoid systematically overestimates deviations
of the observed headway in the low velocity range. The conceptual interpretation of the mixed
error is the percentage error between the simulated and the observed trajectory.

As GPR models are not collision free, i.e. its mathematical formulation do not explicitly
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Simulated points

Time (s)

Distance (m)

Real observation

Leader vehicle (from real observations)

Following vehicle(from real observations)

Following vehicle (simulated data)

sdata
ssim

Figure 5.3: Interpretation of the mixed error

ensure no collisions, the number of collisions observed in the simulated trajectories are also
going to be used as a KPI. If multiple collisions are observed in the same simulated trajectory,
only 1 collisions is going to be counted. For instance, imagine that a simulated trajectory
overpasses the leader trajectory, it later brakes and let the leader pass, and finally it overpasses
the leader once again. Two collisions will be then observed, but only one will be counted as
do not make sense to count collisions once there has already been one. It might happen that
a model scores better in terms of mixed error, but it presents a bigger number of collisions.
Therefore, it is essential to make a final assessment by complementing both KPI. Finally, note
that the simulated spacing is always derived from the predicted acceleration mean. Thus, in
this master thesis we assume the mean of the GPR as the true prediction, whereas the variance
do not play any role.

Different measures for the deviations between the GPR simulated predictions and the
real data are described in literature. One interesting approach to benchmark predictions is to
reset at each time step the position and speed of the simulated vehicle as suggested by (Ossen,
2008). However, in this specific case, it does not seem a good option to use this KPI. The radar
frequency of the measurements is rather small (e.g. 0.22 seconds). Hence, few errors could be
then noticed as time steps are small. Another approach is to use the root mean square error
(RMSE), which measures the difference between the acceleration in the data and the predicted
in the GPR model. RMSE obviously gives a relevant insight on how good is your model. How-
ever, the author believes that it is not fully suitable for benchmarking car-following models,
and especially bad for optimisation/calibration. The main reason is that acceleration points
become independent in the calculation and, therefore, measurements are not affected by the
previous points in the same trajectory. For instance, when the RMSE measures the difference
between the simulated acceleration and the real acceleration, it could be that the input would
have never been the actual input given to the GPR, e.g. the GPR might had decelerated in pre-
vious points of the trajectory and therefore the input would be radically different of the one
using in the RMSE. This would become unacceptable if this KPI is used for optimisation/cal-
ibration purposes as it will lead to bias results depending on the model formulation. Hence,
only the mixed error together with the number of collisions are going to be used to benchmark
GPR models. Moreover, the mixed errror is also used as a objective function in GPR trained
with fixed basis function as explained in previous section. Moreover, the mixed error it will
also be used to calibrate existent models to compare their performance with the GPR models.
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5.3.2. Validation Data

A complete day data set of one lane is exclusively used for validation purposes. Thus, this data
set it is not included in the training data set. Specifically, data from the 09th of June of 2016
is used. Using the same criteria as in previous section, favourable conditions were observed
that specific day. Table 5.3 depicts the number of trajectories that posses a certain number
of observations which are used for validation purposes. In total, 2790 individual following
trajectories with a minimum of 10 continuous measurements are used to assess the models.
By using a large number of trajectories, we aim to reduce the sensitivity of the results and to
dissipate possible errors in the validation data itself. Note that together with the following
trajectories, it is also needed the leader trajectories as simulated trajectories depend on it.

Table 5.3: Validation data: number of following trajectories with certain number of Observations

Observations Trajectories

10 to 50 1851
50 to 100 308
100 to 150 264
150 to 200 157
>200 78

Total 2790

5.3.3. Model Assessment Outside Validation Data Space Regions

By performing an empirical validation with the before mentioned KPI, we are exclusively as-
sessing the validity of the model inside data space region of the validation (and training) data,
e.g. road section of 100 metres in a urban signalised intersection. However, one of the goal of
this project is to derive a complete model. Hence, it becomes essential to assess also the com-
pleteness of a model. In order to do so, a simulator has been built in Matlab programming
software. The best GPR models are going to be visually assess in the urban signalised environ-
ment simulated in the software. Leader trajectories will be always simulated using existent
car-following models, while following vehicles will be generated by the GPR models.





6
Results

Chapter 6 contains the fundamental results of this master thesis. First, the results of the 47 GPR models created

are presented and summarised in Section 6.1. Then, results details of each of the three model families are given

and compared, including a set of tables and figures to help the reader to understand the relevance of each model.

After, in Section 6.2, results are visually assessed outside validation data space regions. Finally, the results are

compared to the existent OVM parametric model in Section 6.3

6.1. Model Results

The results of this master thesis are summarised in Table 6.1. Several models are created by
combining different predictor variable included to train models (e.g. spacing sn,n−1, speed vn ,
speed difference ∆vn,n−1, the distance to the traffic light xT L and status of the traffic light) and
by optimising, fixing or removing the basis function. In total, 47 models are tested and evalu-
ated according to the KPI described in the previous chapter and using the validation dataset.
By visually checking the trajectories simulated by GPR trained models, Fmix with smaller val-
ues than 30%, represent favourable results. Models with Fmix between than 30% and 50% are
intermediate results, as the average error per trajectory is near to the half of the relative spac-
ing. Finally, models with Fmix greater than 50% represent bad fitted models to our specific
data. Overall, results depict that several GPR models are able to make accurate predictions,
i.e. Fmix smaller than 20%. However, we can not guarantee any free collision model. For
example, there are nearly 200 collisions in best models, which represents a collision of 6%
approximately of the trajectories in the validation set. Speed difference definitely seems the
most important variable to describe driver behaviour at urban signalised intersection accord-
ing to our dataset as even models without basis function exclusively trained with this variable
predict reasonable acceleration. On the other hand, the rest of variable do not seem relevant
enough to separately describe the traffic behaviour. Generally speaking, adding more variable
results in more accurate models, i.e. lower Fmix and less collisions. It should be highlight that
these results only refer to the space region that we possess data, i.e. the assessment is per-
formed according to how similar is the model compared to the validation data. Again, note
that some variable combinations are not possible while training a GPR with basis function.
Following three subsections describe the results of each type of trained model.
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6.1.1. Results with Optimised Basis Function

GPR fully trained, i.e. when the basis function is also optimised, presents significant different
results depending on the selected variables. The mixed error, Fmix, ranges from 22 to 172%
in the 8 different GPR models trained. Figure 6.1 depicts results of a GPR model trained with
only spacing and speed as an explanatory variables, which are the same predictor variables
than the OVM. This GPR model represents a bad fitted model as it presents a mixed error of
nearly 175% and 968 collisions out of 2709. As can be seen in the figure, acceleration mostly
depends on speed rather than spacing. Moreover, the predicted mean has few variability and
the basis function tend to a negative constant value outside space regions of the training data.
Overall this result significantly differs from the original OVM parametric formulation depicted
in Figure 5.2
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Figure 6.1: Predicted mean acceleration of a GPR model trained with spacing and speed as predictor variables
and with optimised OVM basis function. Red line shows the speed-spacing combinations where acceleration is

zero mean.

Figure 6.2 illustrates two simulated trajectories using the previus GPR model. As can
be observed in the figure, simulated drivers (red circles) do not even brake to avoid collision
with the observed leader (grey circles). Hence, it is proved the bad Fmix score of this GPR
model (172%) and its high number of collisions. This result might indicate that both speed
and spacing alone, cannot describe drivers’ longitudinal acceleration given the dataset and
also that this GPR methodology might not be satisfactory.
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Figure 6.2: Simulated versus observed trajectories. GPR model trained with spacing and speed as predictor
variables and an optimised basis OVM function.

Overall, results are not satisfactory according to both KPI, i.e. high mixed errors and
high number of collisions (see Table 6.1). However, there is one exception. To highlight, the
GPR model trained with spacing, speed, speed difference and the status of the traffic light
presents satisfactory results, with only 22% of mixed error and 215 collisions (7% of the total
amount of trajectories validated). Figure 6.3 depicts several simulated trajectories with this
model from the validation set. Hence, the incorporation of the traffic light and especially
speed difference variable to the GPR seems essential.
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6.1.2. Results with fixed Basis Function

GPR Models with fixed basis function have been designed to try to address two main prob-
lems found in the GPR models with optimised basis function results. First, the optimised GPR
models seem not performing well according to both KPI in most of the models. Second, the
optimised basis function usually tends to constant negative values close to zero. Therefore,
the objective function might be forcing the basis function to be constant and nearly zero, β≈0.
As explained in the Section 5.2.3, the main idea to solve this is to use Algorithm 4 and remain
β constant and equal to the values depicted in Table 5.1. Another main difference with the
previous GPR models is that in this case, Fmix is used as an objective function instead of the
log-likelihood. Generally speaking, significantly better results are obtained according to both
KPI(s). Similarly to previous subsection, Figure 6.4 depicts an example of GPR model trained
with speed and spacing as predictor variables.
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Figure 6.4: Predicted mean acceleration of a GPR model trained with spacing and speed as predictor variables
and with fixed OVM basis function. Red line shows the speed-spacing combinations where acceleration is zero

mean.

There are major differences between the previous approach, i.e. fully optimising the
basis function, and this approach, i.e. fixing the basis function, as is shown both in Figure 6.1.
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Both models rely on one hand in the basis function when predictions are needed in space
regions not found in the training data, and in the other hand models rely in the data when
predictions are required in correlated space regions between the new input and the training
set. However, by fixing the basis function to specific values, we force the model to have a par-
ticular shape when no correlation between new input and the training data is found. Thus, a
recognisable solution is found compared to the results in previous subsection. To highlight,
the transition between the parametric and non parametric model seems to play a major role
in this kind of GPR models. Overall, this model presents a mixed error of 38%, much lower
compared to the optimised GPR model (172%). However, there is not a similar drastic reduc-
tion in the number of collision (from 968 to 811 collisions). Therefore, we can conclude that by
fixing the basis function we slightly improve the performance of the GPR model, but still both
variables do not fully describe the driver behaviour according to the dataset. The main reason
to explain a drastic reduction of the mixed error (Fmix), but not in the number of collisions is
that the predicted acceleration of the optimised basis function model tends to zero or a small
negative value outside training data space regions. After a collision, spacing turns negative.
Obviously, this is never observed in the training data, so predicted acceleration becomes 0 or
slightly negative, usually leading to an increase of negative spacing in every iteration when the
leader is stopped. This substantially increases the total average mixed error. Opposite to that,
the models with fixed basis function realise that there has been a collision thanks to the basis
function as the spacing turns negative. Then, this GPR models try to decelerate and even go
backwards, leading to relatively better mixed error compared to the previous models. There-
fore, similar numbers of collisions are registered in both models but of course, a small mixed
error is found if a fixed basis function is used.

In total, 8 different models are trained using different variable combinations. Gener-
ally speaking, significantly better results are obtained by fixing the basis function according
to both KPI(s) compared t (see Table 6.1). Best GPR models with fixed basis function and ac-
cording to the mixed error (Fmix) are models trained with spacing, speed, speed difference
and the status of the traffic light, with only 17.5%. Figure 6.5 depicts several randomly picked
trajectories of this GPR model. It can be observed how sometimes GPR models present col-
lisions. The best model according to the number of collisions is a GPR model trained with
spacing, speed and speed difference as explanatory variables, with 177 collisions out of 2790
trajectories (6%). Therefore, we can conclude that by fixing the basis function we improve the
performance of the GPR model, but still collisions occur.

6.1.3. Results without Basis Function

Results with optimised basis function and without a basis function are quite similar. The main
reason is that, as explained previously, the optimal basis functions resulted from the optimi-
sation procedure predominately tend to zero mean, which equals the structure of the GPR
without a basis function, where β= 0. This can be observed by comparing Figure 6.6 and Fig-
ure 6.1. Both models acceleration predictions far apart from the training set space regions are
approximately zero. Again, GPR models without a basis function and trained with speed and
spacing are not capable to predict accurate accelerations.

Nonetheless, deriving models without a basis function give us much freedom as there
are no variables requirements from the basis function. In total, 31 models are trained, with
combinations of 1 to 5 variables. Results show that the mixed error, Fmix, ranges from 22 to
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Figure 6.6: Predicted mean acceleration of a GPR model trained with spacing and speed as predictor variables
and without basis function. Red line shows the speed-spacing combinations where acceleration is zero mean.

542%. Speed difference definitely is the most significant variable. A GPR trained only with this
variable achieves a mixed error of only 31% and 394 collisions. By adding speed, the model
slightly reduces its mixed error to 28% and 340 collisions. Figure 6.7 depicts the predicted ac-
celeration according to speed and speed difference between the driver and its predecessor as
an example of an intermediate performing model. On one hand, when drivers are slower than
the car in-front (negative speed difference) and their speed is low, the predicted acceleration
is obviously positive. On the other hand, higher speed and positive speed difference leads
to drivers deceleration. Hence, results are reasonable leading to a favourable model. Note
that there exist two isolated regions in the model: 1. combinations of high positive speed
difference and nearly 0 speed values; 2. combinations of high speed and small speed differ-
ence values-.The acceleration prediction in those regions is zero as no training data is found.
Thus, the model behaves as expected. Generally speaking, results without basis function are
promising. No traffic underlying equation is set to the model. Instead, independent measure-
ments are given to the GPR, which learns the underlying behaviour of the data. Therefore, it
is necessary to highlight the good results of the GPR model such as the model derived with
spacing, speed, speed difference and the status of the traffic, which achieves a mixed error of
24 % and 177 collisions out of 2790 (6%).
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Figure 6.7: Predicted mean acceleration of a GPR model trained with speed and speed difference between
preceding vehicles as predictor variables and without OVM basis function. Red line shows the speed-speed

difference between preceding vehicles combinations where acceleration is zero mean.
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6.2. Model Completeness

In this section we are going to briefly evaluate the completeness of models in simulated real
urban signalised intersection. One of the main reasons to incorporate a basis function into the
formulation, was to ensure that the model could deal with inexperienced situation, i.e. situ-
ations not found in the training set. Therefore, we should assess the so-called completeness
of each model. A simple signalised intersection simulation has been built in Matlab software,
where the leader is always simulated using IDM and the following vehicles using the selected
GPR model. The assessment is simply being carried out visually. Best models according to the
mixed error, Fmix, of each GPR family have been picked and simulated. The following figures
give an insight of how the three types of models behave in a real simulator.

Figure 6.8 depicts a simulation using GPR model with an optimised basis function.
Overall, its performance seems reasonable. However, some collisions can be observed, partic-
ularly when small spacing are registered. Then, the model seems not capable to brake on time
to avoid a collisions. Overall, as explained in previous section, the main purpose of a basis
function is not fully achieved.
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Figure 6.8: Assessment of GPR model with optimised basis function completeness

Figure 6.9 depicts a simulation using GPR model with fixed basis function. In this case,
better performance can be observed. Simulated vehicle trajectories seem reasonable. How-
ever, occasionally collisions can be observed if the simulation is repeated several times, prov-
ing that the model is not unfortunately free of collisions even if the basis function is fixed.

Figure 6.10 depicts a simulation using GPR model without basis function. This model
was learned without any basic traffic equation. Therefore results show what machine learn-
ing can achieve in the microscopic traffic field. Once a collision is occasioned, differently to
GPR models with fixed basis function, the model do not how to react and zero acceleration is
predicted (constant speed).
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Figure 6.9: Assessment of GPR model without basis function completeness
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Figure 6.10: Assessment of GPR model without basis function completeness

No empirical conclusions can be derived from this section. For instance, trajectories are
initialised randomly, which might affect the driver behaviour predicted by the GPR. However,
this section gives a visual insight on how GPR models rely and learn from experience data,
but at the same time can present underlying traffic equation to guarantee appropriate traffic
behaviour when there are no measurements. Thus, the section visually proves that the three
different types of models behave according to what we were expecting while enumerating its
formulation.
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6.3. Model Comparison

This sections compares the main findings of this thesis to current practice. This is carried
out by contrasting the GPR models results to the OVM parametric model. In other words, we
analyse if there is an improvement by applying GPR formulation to turn a parametric model
into an hybrid model. First, this section explains the traditional calibration procedure and
results of the OVM model given the same dataset of this thesis. Finally, the results are analysed
and compared to the GPR results.

6.3.1. Traditional Calibration Results

The OVM has been traditionally calibrated using the reduce dataset described in Section 5.3,
which was also used for training GPR models in the second model derivation scheme. Tradi-
tional calibrations techniques consist on finding an optimal parameter set according to the
OVM car-following parametric formulation that best fit the dataset. This is done by means
of a nonlinear optimization problem and using a classic optimisation algorithm, i.e. interior
point. Initial parameters in the optimisation were set to the values in Table 5.1 and parame-
ters constraints were set according to (Treiber et al., 2000). The mixed error, Fmix, is used as an
objective function (minimisation of the mixed error). Similarly to model derivation scheme 2,
this calibration scheme also involves the simulation of all trajectories in every iteration of the
optimisation and thus requires a reduce dataset. In order to fairly compare these models with
the GPR models, once the optimal parameters were found, OVM has also been validated with
the same large validation dataset that was used to validate the GPR models. Table 6.2 depicts
the calibration results.

Table 6.2: OVM Calibration Results

Dataset Optimisation Set Validation Set

KPI Fmix[ssim] Fmix[ssim] Collisions

Results 19.4% 18.6% 0

Optimal model parameters found in the optimisation are illustrated in Table 6.3.

Table 6.3: Optimal OVM parameters

Parameter Value

Adaptation time τ 0.48 s
Desired speed v0 28.60 km/h
Transition width ∆s 1.56 m
Form factor β 3.67

6.3.2. Comparison

Results shows that OVM score worst than the best GPR models in terms of the mixed error,
i.e. 17.5% vs. 18.6%. Nonetheless, OVM presents no collisions while best GPR models present
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around 175 collisions out of 2790 trajectories. Figure 6.10 depicts the acceleration predicted
by the OVM given a specific spacing and speed values and using the optmimal parameters
found in the calibration and illustrated in Table 6.3.
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Figure 6.11: [Predicted acceleration of OVM using optimal parameters illustrated in Table 6.3. Red line shows the
speed-spacing combinations where acceleration is zero.

The figure clearly depicts one of the main problems of traditional optimisation tech-
niques applied to parametric models using data in relatively small space data regions: over-
fitting. According to the results, the calibrated OVM model is quite accurate in similar space
regions of the dataset and presents typical mixed error ranges found in literature (Treiber et
al., 2000). Yet, outside space regions of the dataset, the acceleration predictions are poor. This
is evident while comparing this figure to the solution shown in Figure 6.3 using other generic
parameters. In that case, the desired speed is 54 km/h. Thus, if spacing is big enough, drivers
only accelerate until achieving that specific speed value and then they keep their speed con-
stant (zero acceleration). Nonetheless, in this case, the desired speed is 28 km/h, which might
be a low value to represent desired speed in city traffic and represents wrong model estima-
tion. Overall, all the above mentioned shows the importance of the GPR hybrid formulation
to ensure a complete model and avoid overfitting issues such as this one.
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7
Discussion

In this chapter, a discussion will be presented on the content of this master thesis. Section 7.1 will first discuss

the relevancy of the results. In order to derive the proposed GPR, several assumptions, choices and simplifications

were made that led to certain implications or drawbacks. This, will be discussed in Section 7.2. Section 7.3 dis-

cusses the applicability of these kind of models to commercial software. Finally, Section 7.4 argue about the future

of these models

7.1. Discussion on the Results

In this master thesis we aimed to gain new empirical insights into longitudinal driving be-
haviour, particularly at urban signalised intersections and using traffic radar detection. This
technology represents an alternative to classic technologies to obtain massive data. However,
the radar data available for this thesis was full of errors, inconsistencies and noise as seen in
Section 3. Moreover, the dataset was limited to 80 metres of road section, which unfortunately
did not include first 15 metres in front of the traffic light due to the radar’s range. Therefore,
GPR model was thought to be the best ML technique to take profit of the large dataset avail-
able, to avoid overfitted results and to ensure a complete model outside those space regions
were no training data was found. GPR’s mathematical approach offers a combination be-
tween traditional parametric models and machine learning techniques by incorporating the
so-called basis function. Three types of conceptual GPR models have been trained in this mas-
ter. The first family of model belongs to GPR regression models fully optimised. This means
that all hyper-parameters, i.e. (β,θ,σ2), are optimised during training phase. However, results
shows that in most of the cases optimising the basis function leads to bias results. In order to
solve that, a second family has been trained by fixing the basis function. Moreover, different
optimisation procedure and objective function have been used. Finally, it was also decided
to derive models without basis function in order to see the real power of machine learning,
which can learn out of data to derive a mathematical formulation. On one hand, best models
results of each of the three family of model depicted in Section 6.1 are similar according to
both KPI: the mixed error and the number of collisions. These results depict that the core of
the GPR formulation model completely relies on the data. Consequently, no big difference is
found if there is a fix, optimised or non basis function. On the other hand, only by fixing the

75
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basis function we achieve a complete model as is it visually shown in Section 6.2. Therefore, it
is not recommended to optimise the basis function and it is better to keep the basis function
fixed according to your needs outside the training set data space regions. This implies that
the basis function do not really influence the GPR when there is correlation between the input
of the prediction and the training data. This can also be derived by the relatively high values
of the kernel optimised parameters in the optimal hyper-parameters set from the best fitted
models. Those high values forces the model to highly rely in the data when there is actually
data.

Several models with different variables combination have been trained in this master
thesis. Taking a look to variable importance, speed difference appears to be the most impor-
tant variable to describe traffic behaviour according to both KPI. One main reason to explain
the importance of this variable is that stop and go traffic conditions are frequently found in
our dataset. Therefore, speed difference between drivers and its leader becomes a relevant
variable in this kind of traffic conditions, e.g. approaching vehicle to a standstill leader. Op-
posite to OVM, GPR models are not capable to describe accurately the traffic behaviour with
only spacing and speed variables in the given dataset. The results also highlight that the status
of the traffic lights affects traffic behaviour. Generally, the most accurate models are achieved
by including spacing, speed, speed difference and the status of the traffic light. For the first
time in literature, this variable is included in the mathematical formulation to describe traf-
fic behaviour. Finally, distance to the traffic light seems not significantly affecting the results.
Hence, results do not allow us to state that drivers behaves according to their distance to the
traffic light. However, it is also worth to mention that only measurements between 15 to 80
metres to the traffic light are included into the dataset. Thus, we might miss relevant traffic
behaviour close to traffic light itself (e.g. drivers choice to accelerate or decelerate in combi-
nation of yellow traffic light and short distances).

The best GPR models achieve less than 20% of mixed error. This errors are consistent
with typical error ranges in literature (Treiber et al., 2000). Furthermore, we have calibrated
the OVM parametric model with the same radar dataset. This is carried out to analyse if there
is an improvement by applying GPR formulation to turn a parametric model into an hybrid
parametric and non parametric model. GPR model with fixed basis function scores better re-
sults than OVM in terms of mixed error (17.5% vs. 18.6%). However, still the original OVM
model ensures no collisions, while the GPR model occasionally predicts collisions. When col-
lision occur in one trajectory of the validation set, bad results of that specific trajectory are
registered, e.g >100%. Thus, this means that the model is really accurate in those trajectories
where there are no collision in order to compensate bad results in all trajectories where colli-
sions are registered. Collisions are mainly predicted by the GPR model when following drivers
are driving quite close to the leader (small spacing values). Then, when the leader stops in a
traffic light, the model is not able to predict high deceleration values and therefore vehicles
sometimes are not able to brake on time. The main hypothesis is that spacing measurements
are sometimes not reliable due to the noisy position measurements collected by the radar. In
this thesis we assumed that each measurement belonged to the front part of a vehicle. Fur-
thermore, we assumed all vehicle length of 5 metres. Therefore, to obtain the net spacing,
the length of a vehicle was subtracted to the distance measured between consecutive drivers
position measurements. However, in reality, radar might be measuring other parts of the ve-
hicle such as the side part of a vehicle instead of the front point. Moreover, by smoothing the
position measurements in the data processing section we are definitely altering the reference
point. Consequently, we might be committing a considerable error of dozens of centimetres
and even few meters. However, few dozens of centimetres in spacing are essential for any
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car-following to simulate stop and go traffic conditions and to avoid collisions. In the training
set can be sometimes observed really small spacing (i.e. smaller than 0.5 metres) with a great
variability of speeds and speed difference values, which seems quite unrealistic. This leads
to high variance and an inaccurate predicted mean acceleration when spacing are relatively
small (<2m), which are usually found in deceleration phases. Other variables such as speed
and speed difference are also derived from position measurements. Therefore, they should
also present significant errors. However, this is not the case. Position measurements are pro-
jected to a reference line after smoothing trajectories in both coordinates, and then speed is
derived. This procedure helps to reduce the noise in the speed, and consequently speed dif-
ference, in the dataset. Obviously, some errors are inherit but they are not significant given the
big range of values (e.g. no big difference in car following models between 2 or 2.5 m/s). The
fact that sometimes collisions are registered proves that one the purposes of the basis func-
tion is not achieved. Overall, the formulation of the GPR is good enough to deal with noise.
The GPR solution is the predictive mean and the variance of the acceleration. The solution is
directly derived from the hyper-parameters, which includes the noise of the measurements.
One of the benefits of the GPR formulation, is that σ (noise) can also be optimised if its value
is unknown as in this thesis. However, the noise and errors from the spacing might be too
significant to ensure a free collisions model, especially given the fact that spacing is one of
the most important variable as depicted in literature in Chapter 2, particularly in stop and go
traffic conditions.

Opposite to GPR, the OVM do not seem highly affected by the noisy spacing measure-
ments. OVM parametric formulation is simple, but at the same time robust against noisy data
in small space regions. However, traditional calibration of the OVM results in an overfitted
model. Although prediction are quite accurate in the validation set space regions, an analysis
of the results outside those space regions depicted unrealistic results (see Section 6.3.2). This
shows that traditional techniques may fall into overtitting problems if reduced space regions
are used to calibrate the model. GPR formulation do not present overfitting issues due to its
hybrid formulation.

7.2. Discussion on the Methodology

Empirical results of this master thesis are not outstanding, but they definitely give some in-
sights of new powerful mathematical techniques such as GPR that can be applied to describe
longitudinal drivers’ behaviour. Therefore, is needed an appropriate discussion on the method-
ology.

i Radar Data:
The data has great implications to GPR model. GPR predictions highly depend on ob-
servations if new inputs for prediction are correlated with training dataset. Therefore
the characteristics of the data have a great impact on the results. On one hand, in or-
der to reduce the impact of inaccurate and noisy observation, it is essential to better
understand and quantify the noise and errors. It would be necessary that the manu-
facturer could provide extra information regarding this issue and could be included in
the formulation of the GPR (e.g. fixed value of noise σ). On the other hand, a better
positioning of the radars would also help to obtain better results. For this master the-
sis, radar detection data from the PPA project in Amsterdam has been used. This data
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was not collected for the purpose of this thesis as it has been pointed out in Section 3.2.
The major drawback is that there is no data registered within 15 metres in front of the
traffic light. In order to register complete data, the radar should be placed in such a way
that the radar measures a road section of at least 100 metres, including the front and the
rear sections of the traffic light. According to the technology description described in
Section 2.2, the radar should be placed completely perpendicular to the road streams to
favour front measurements and improve spacing variable accuracy. If all these condi-
tions are not possible with just one radar, multiple coordinated radars should be used.
However, other challenges such as synchronisation will then arise.

ii Optimisation:
On one hand, Algorithm 3 was chosen according to generic Matlab standards codes for
GPR in the machine learning field. It was thought that this algorithm and its optimisa-
tion algorithm would lead to satisfactory results. The algorithm tries to overcome com-
putational time challenges by finding a subset of data that fully represents the whole
dataset. Results shows satisfactory results and variables insights but also proved that
the procedure is not fully able to describe accurate longitudinal traffic behaviour with-
out collisions. One hypothesis is that the subset of 2000 points is not enough represen-
tative. However, it is not feasible for regular computers to highly increase this number,
as in every iteration to find a new subset point, the GPR needs to be computed for all
candidates. On the other hand, a new optimisation procedure was designed explicitly
to deal longitudinal traffic behaviour, where the objective function focused on reduc-
ing the error between simulated and observed trajectories (e.g.Algorithm 4). There-
fore, measurements were not independent anymore and they belonged to a certain tra-
jectory. A smaller training set of 16.000 points (270 trajectories) was used to train the
models. However, this time no subset selection was carried out and the 16.0000 points
were directly used to built the GPR in each iteration. Results showed that even if the
mixed error was reduced in all models, still similar collisions to the previous procedure
were observed. Therefore, it is proved that the optimisation method worked in terms of
mixed error (objective function) but still failed to find an optimal solution free of colli-
sion. The reduction of the dataset to 16.000 points seems not really affecting the results
as the optimisation results are similar to the results in the large validation dataset.

iii Changes:
The methodology presented in this thesis do not ensure a collision free model. By in-
cluding the basis function, it was thought that collisions could be avoided. However,
space regions where collisions occur are too spatially close to the training set (small
spacing and low speeds). The GPR model tends to believe the training data instead of
relying into the basis function, which would predict much higher deceleration rates and
would avoid a collision. This indicates that the transition between the non parametric
model to the parametric model is not strict enough to avoid traffic physics violations.
Therefore, seems essential to modify some parts of the methodology to try to solve this
issue. One option would be to (manually) force the GPR model to rely on the basis
function whenever a collision is expected in near future time steps (really small spac-
ing registered). This could be seen as an emergency brake. Nonetheless, this measure
might lead to noncontinuous model and frequent spontaneous radical change of driver
behaviour. Alternatively, it would have been interesting to design an optimisation pro-
cedure that somehow introduces the concept of collision. This has been tried without
success. A penalty error was introduced in Algorithm 4 when a collision was registered
(e.g. a high value was given to the mixed error of that specific trajectory). However,
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result highly depended on the penalty value that was given to the trajectory.

Looking back, another way of trying to solve this issue is to focus data quality instead of
methodology itself. It is necessary further analysis of spacing in the data analysis sec-
tion in order to make correct assumptions (e.g. vehicle length). Spacing is proven from
literature to be relevant in all car-following models, but results of this thesis illustrate
that this variable do not play a major role.

7.3. Applicability of GPR models to commercial software

Calibrated parametric car-following models are widely used in commercial microscopic traffic
simulators such as VISSIM, PARAMICS or AIMSUN. Those models allow for fast acceleration
predictions of all simulated drivers in small time-steps thanks to its simplistic mathematical
formulation. GPR models, opposite to parametric models, are methods computationally ex-
pensive to make predictions as explained in chapter 4. It is true that part of its prediction for-
mulation can be carried out offline, i.e. calculation of α, but still in any prediction of a single
driver, X∗, the calculation of steps 3-4 and 6 in Algorithm 4 need to be computed. This in-
cludes the calculation of the kernel matrix K (X∗, X ), which defines how close is the new input
to the training set. Hence, depending on the size of the training set, this calculation can be re-
ally expensive in terms of computational time and memory usage. Therefore, if high accuracy
models are required, then fast online prediction become impossible in regular computers. A
possible solution to that is to perform offline the prediction of all possible combinations of
variable given a certain limits. All combination should be stored and sorted in a matrix. Then
when a prediction is needed, a search algorithms such as the one presented in (Shen, 1997)
could be applied to rapidly find the required combination and give the prediction. Obviously,
this prediction method would be still slower than traditional parametric models, but might be
a feasible solution to overcome this challenge.

7.4. Future of GPR Models

Results of this thesis proved that GPR models can improve a traditional parametric car fol-
lowing model such as OVM in terms of performance, but still they present some violations of
traffic physics (e.g. collisions) and computational times issues. The main question that arises
is if GPR can at some point be able to fully derive accurate car following models. The math-
ematical formulation of the GPR is complete and robust, and it can be applied to any field.
It is obvious that more powerful computers in the future will help to develop these kind of
techniques, but it is also true that not always are needed big datasets. Hence, two scenarios
can be differentiated. On one hand, if relatively small datasets but with few inconsistencies
and noise are found, GPR can definitely be used. Parallel to this thesis, a GPR models were
trained with a relatively small training set from simulated trajectories using other CF mod-
els and using stochastic desired speed per driver. Results were outstanding and showed that
GPR model could predict accurately the drivers trajectories and no traffic violations were reg-
istered. On the other hand, if large datasets with inconsistencies, noise and stochastic be-
haviour are found as in this thesis, GPR predictions are more accurate than traditional para-
metric models but sometimes violate traffic physics. However, the GPR formulation allows
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flexibility and it is sure that the issues described in this thesis will be overcome. Generally
speaking, the overall results are satisfactory and give a first insight of what this kind of pow-
erful mathematical models can actually do. Summarising, this project shows a new method-
ological approach of deriving mathematical hybrid models to describe any process that want
to be improved in a specific space regions by data observations.



8
Conclusion and Recommendations

This last chapter contain the conclusions and recommendation of this master thesis. First, in Section 8.1 the main

findings are presented, including the answer to the research questions of this project. Next, in Section 8.2 includes

recommendations both for practical use and for further research.

8.1. Conclusions

The goal of this research was to gain new empirical insights into longitudinal driving be-
haviour, especially at urban signalised intersections. Particularly, the goal focused on ob-
taining a calibrated car following model in stop and go urban traffic conditions which pre-
dicts acceleration of drivers. In order to overcome the challenges of the characteristics of new
datasets available, non parametric models using machine learning techniques were investi-
gated. To reach this goal, the research question was supported by a set of sub-question that
needed to be answered:

i What is the quality of preceding trajectories in the traffic radar detection data set?
Traffic radar data measurements of this thesis frequently contain errors, gaps and noise.
Therefore, an extensive data processing is carried out in order to get reliable predictors
and response variables measurements. First, the noisy data out of the range of the radar
is deleted. Then, trajectories are independently smoothed for x and y coordinates. Im-
mediately after, measurements are mapped to lanes and variables such as speed and
acceleration are computed. Later, the preceding assignment is carried out by first map-
ping all incomplete trajectories. Despite losing 2% of reliable data due to wrong estima-
tion, it is avoided that 10% of all reliable points present a wrong preceding assignment.
Finally, the distance to traffic light and its status is assigned to each measurements. It is
also worthy to mention that only measurements between 15 to 80 metres to the traffic
light are included into the data set. Thus, we might miss relevant trajectories informa-
tion and this has represented a major challenge. Data analysis of the processed dataset
depicts hundreds of thousand of leader and reliable points. Although most variable ob-
tained from data processing are accurate, spacing sometimes present extremely low val-
ues and has represented a drawback to avoid collisions. This is mainly due to inaccurate
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position measurements of the radar, which do not always guarantee the front part of a
vehicle as a reference point due to the radars location.

ii Which are the main significant dynamic variables relationship between preceding ve-
hicles?
In this thesis we have assumed that the reaction time is 3 logs, i.e. 0.7 s approximately.
That means that we assumed that acceleration depends dynamically on predictors vari-
ables of 0.7 seconds in the past. Speed difference is most important variable to describe
traffic behaviour. The main reason to explain this fact is that stop and go conditions
are frequently found in our data set. Therefore, speed difference between drivers and
its leader becomes the most relevant variable in this kind of traffic conditions, e.g. ap-
proaching vehicle to an standstill leader. Surprisingly, spacing is not a really relevant,
mainly due the errors depicted in this thesis. GPR models are not capable to accurately
describe traffic behaviour with only spacing and speed variables in the given the data
set. The results also highlight that the status of the traffic lights affects traffic behaviour.
Generally speaking, most accurate models are achieved by including spacing, speed,
speed difference and the status of the traffic light, meaning that this variable are the
main significant variables between preceding vehicles. Finally, distance to the traffic
light seems not significantly affecting the results.

iii How considerable are variable relationships that takes into account traffic light dis-
tance and status?
The most accurate models are achieved by including spacing, speed, speed difference
and the status of the traffic light. For first time in literature, this variable is included
in the mathematical formulation to describe traffic behaviour and therefore seem rele-
vant. Contrarily, distance to the traffic light seems not significantly affecting the results.
Nonetheless, it is also worthy to mention that only measurements between 15 to 80 me-
tres to the traffic light are included into the data set. Thus, we might miss relevant traffic
behaviour close to traffic light itself (e.g. drivers choice to accelerate in combination of
yellow and short distances).

iv Which Machine Learning technique should be used to fit the processed data taking
into account the data characteristics?
Gaussian Process Regression (GPR) for machine learning (ML) has been used to take ad-
vantage from the large data set available and to ensure a complete model outside those
space regions were no training data was found. GPR’s mathematical approach offers a
combination between traditional parametric models and machine learning techniques
by incorporating the so-called basis function. The basic idea is that the GPR relies on
the training data if new data input for prediction is not far apart of the training set, and
it relies on a basis function (parametric model) when no correlation between new input
and training data exist. In this project, the optimal velocity model has been chosen as
an underlying model, i.e. basis function. The prediction of the GPR model is the mean
acceleration and its variance (normal distribution).

v What is the new model accuracy terms of the selected KPI compared to existent para-
metric models?
The best GPR models achieve less than 20% of mixed error. This error is consistent
with typical error ranges in literature. Furthermore, we have calibrated the OVM para-
metric model with the same radar dataset. This is carried out to analyse if there is an
improvement by applying GPR formulation to turn a parametric model into an hybrid
parametric and non parametric model. GPR model with fixed basis function scores bet-
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ter results than OVM in terms of mixed error in the space regions of the validation set
(17.5% vs. 18.6%). Moreover, whereas OVM suffers significant overfitting issues and
predictions become unrealistic outside validation set ranges, GPR formulation guaran-
tee a complete model thanks to the fixed basis function. However, still the original OVM
model ensures no collisions, while the best GPR model occasionally predicts collisions.

Finally, the main research question can be answered:

How can the longitudinal urban driver behaviour at signalized intersections be
modelled using non parametric models and machine learning techniques?

Longitudinal urban driver behaviour at signalised intersection can be modelled using
Gaussian Process Regression models with machine learning techniques and trained by
traffic radar detection. This thesis shows a new methodological approach of deriving
mathematical hybrid models. Particularly, the thesis depicts how any process described
by a parametric model, can be improved in a specific space regions where new data
is available by using Gaussian Process Regression and machine learning techniques.
Focusing on longitudal driver behaviour, acceleration can be predicted by GPR mod-
els trained with spacing, speed, speed difference and traffic light as predictor variables.
Results of this thesis proved that GPR models can improve a traditional parametric car
following model such as OVM in terms of performance, but still they present some viola-
tions of traffic physics (e.g. collisions) and computational times issues. Spacing, which
should be one of the main variables to describe traffic behaviour in stop and go traffic
conditions, presents significant noise due to inaccurate position measurements. Com-
putational time issues in prediction can be faced by precomputing offline of all the pos-
sible model solutions so they might not represent a big challenge for its real market ap-
plication. Therefore, with a more accurate position measurement, GPR models would
not face any problem and seems a promising new methodology to derive microscopic
traffic models. Compared to parametric models, GPR formulation allows having a com-
plete model and avoids overfitted models. It also allows flexibility in its formulation and
it is sure that the listed issues will be overcome in future research. Last but not least,
few literature of machine learning techniques and car-following models is found in this
topic, proving the innovative approach of this thesis. Results are not outstanding, but
they definitely give some insights of a new powerful mathematical techniques that can
be applied to describe drivers behaviour or any modelled process.

8.2. Recommendations

While doing this project, knowledge of the field was acquired and ideas for additional working
directions arose. Thus, all these can be written as suggestions for practical use of GPR models
or for further scientific research.

Recommendations for Practice

i Use appropriate radar data: Traffic radar detection seems a feasible way to col-
lect massive microscopic traffic data for ML techniques. However, in this specific
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project, the radar data was not appropriately installed for our purpose. Hence, we
missed several essential parts of the road. If radars are installed as mentioned in
the discussions, then variables such as distance to the traffic light and others driver
behaviours such as coasting in red traffic light cycles will be easily observed.

ii Election of the Basis Function: Basis function do not play a major role in the core
of the GPR according to the results and as discussed in the previous chapter. There-
fore, the basis function and its parameters should be exclusively selected according
to the user needs outside the training dataset space regions. Furthermore, the pa-
rameters of basis function need to remain fixed while optimising the other hyper-
parameters.

iii Traffic light: Results proved that traffic light status should be included as a pre-
dictor variable to describe drivers acceleration. Nonetheless, the distance between
drivers and the traffic light seems not affecting the drivers behaviour according to
our dataset. Thus, we cannot recommend the inclusion of this explanatory variable
into the GPR model.

iv Optimisation Algorithm and Objective function: Algorithm 4 is an adequate algo-
rithm to optimise the hyper-parameters to describe longitudinal driving behaviour.
The mixed error within trajectories is a better KPI to describe longitudinal traffic
behaviour compared to the log-likehood as the whole trajectory is considered in-
stead of independent measures.

v Trade off between accuracy and training and prediction time: One of the main
drawbacks of Machine learning techniques, and particularly for the GPR, is that
training and predicting is expensive in terms of computational time and memory.
Therefore, crucial choices need to be done in order to reduce training sets which
not always can be fully empirically justify. Unfortunately, as in other fields, there
is no receipt that tells you how much you can reduce your dataset in order to still
have accurate results on a reasonable computational time. This mainly depends
on your dataset. Then, there is no other choice that to try different parameters
combinations and check its performance to determine if all the dataset is relevant
or not for your purpose.

Recommendations for Future Research

i Use simulated data as training data: the first recommendation would be to use real
observed data plus simulated data to train the GPR model. Instead of using a basis
function and an hybrid model, the idea is to simulate all missing data according to
the basis function and include this data directly into the training set. Hence, only
non parametric kernel GPR formulation is necessary. By doing so, we might elimi-
nate the issues with the transition phases between parametric and non parametric
model, but certainly will increase the workload of simulating all missing trajecto-
ries. Moreover, the completeness of the model needs to be ensured manually by
including all trajectories possible.

ii Further analysis of the GPR variance: In this master thesis, the variance did not
play any major role. Predictions are assumed the mean of the GPR. Therefore, a
suggestion is to explore the how the variance can be incorporated in the predictions
of trajectories to incorporate drivers stochastic behaviour.
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iii Use different hyper-parameters per variable: Another relevant change that would
presumably increase the model accuracy is the inclusion of different kernel func-
tion parameters for each predictor variable. This might increase the optimisation
complexity, but in the other hand would help to easily interpret variables impor-
tance and could finally lead to more accurate results. Similarly, the noise could also
differ per explanatory variable, i.e. higher noise in spacing measurements com-
pared to speed measurements.

iv Evaluate and analyse different driver behaviour: Another way to directly anal-
yse different driver behaviour and at the same time benefit from large data set,
could be training several models. First, the data could be clustered according us-
ing other machine learning techniques such as neural networks. Then a different
set of models could be trained from the different subset of data. Hence, every in-
dividual model depending the clustered objective, could depict different traffic be-
haviour according to the driver characteristics, meteorological conditions, or day
type among others.

v Analysis of the drivers reaction time: In thesis, we did not explore the effects of the
reaction time and it was assumed to by of 3 consecutive measurements. Therefore,
given the amount of data available, seems reasonable to research how the reaction
time differs among drivers and even if that depends on other factors related to traf-
fic characteristics, e.g. stop and go conditions, or meteorological conditions, e.g.
rainy vs. sunny day, among others.

vi Macroscopic Relations: another recommendation is to analyse the macroscopic
implication of the GPR models. Using micro-macro relation between spacing-density
and headway-flow, the fundamental diagram (FD) could be derived. From this dia-
gram, the model consistency and robustness could also be analysed.
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