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Abstract

Many fields need high performance time measurements, including particle detection,
time-resolved imaging, transducer array channel multiplexing and other time-of-flight
systems. These measurements are often performed by means of time-to-digital
converters(TDCs), that for these applications, require high resolution, accuracy, and
throughput. This is often accomplished using conventional custom circuitry, which
entails low performance and low flexibility. High performance and low cost TDC

architectures have been studied to meet the demands of time measurement.

This thesis presents a new pipelined TDC with 6.4ps resolution, 1.5LSB integral non-
linearity, and a throughput of 200MS/s. A characterization of the TDC is executed and
many influences on performance are described, including transistor distortions,
temperature effects and process variation. Some directions for future work are
presented, with the possibility to improve pipeline TDCs even more. The results show
that pipeline TDC shows the standout Figure of Merit(FOM) of 0.01, and can be used
in a wide range of applications requiring high throughput and accurate time

measurement.
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Introduction

A thousand miles begins with a single step.

Laozi

In this introductory chapter, a brief overview of an TDC applications is given,
followed by the goal and motivation of the thesis. Finally, the organization
of the thesis is presented.



2 1. Introduction

1.1. Moving From Voltage Domain to Time Domain

The analog signal, which has a continuous-time and continuous-amplitude value,
is the most common signal in the real world. To process the analog signal by digi-
tal computers, the digital signal, which has a discrete-time and discrete-amplitude
value, has been proposed and adopted by scientists and engineers.

The two main components used for connecting between the analog and digi-
tal domain are Analog-to-Digital Converter (ADC) and Digital to Analog Converter
(DAC). For an ADC, there are two steps should be conducted when converting the
information from an analog value to a digital value. The first step is a sampling
process, which can be seen as the discretization in the time domain and is realized
by a sample and holds circuit. The second step is a quantization process, which
is commonly accomplished by comparators, discretizing the sampled information in
the amplitude domain. Once the quantization process is finished, the sampled-data
signal is converted to the digital domain. After the analog signal is digitized, the
digital signal processing (DSP) processor will calculating the digital data further to
obtain the desired results. Finally, an DAC converts the fruit of a DSP processor
back to the analog domain.

As a main contributor in many applications, high performance ADCs is required
to enhance the overall performance of the system. The old technologies with ADCs
take advantage of a large supply voltage. However, for applications in a deep-
submicron CMOS process with low supply voltage, the available voltage headroom
is quite small. Therefore, a signal representation in the time domain will be more
impressive. Furthermore, in a deep-submicron CMOS process, the time-domain
resolution of a digital signal edge transition is superior to the voltage resolution of
an analog signal [1].

Similar with ADC in many aspects, Time to digital converter (TDC) is one of the
fundamental elements to measure the time interval and then transfer it to a digital
signal. The TDC output consists of a stream of binary code, which can only take on
two abstract values, ‘zero’ and ‘one’ are easy to be processed by microcontrollers
and processors. which has been widely used was first used in nuclear science in
1970s [2] [3], then extended to the application of digital storage oscillators [4] [5],
laser range finders [6] and digital frequency synthesizers [7]. A brief introduction
of some applications is given in the next section.

1.2. The TDC Applications

1.2.1. Particle Detector
A particle detector, also known as a radiation detector, is a device used to detect,
track, and identify ionizing particles in experimental and applied particle physics,
nuclear physics, and nuclear engineering [8]. The TDC based particle detectors
typically consisting of a photodiode, front-end electronics including a preamplifier,
a shaper, a discriminator, followed by a charge-to-time converter and a TDC [9].
Figure 1.1 shows the readout data processed by flash ADC (a) and TDC (b) with
the same analog input, indicating the working principle of the TDC based particle
detector. After the input processed by the front-end electronics, instead of collecting
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Figure 1.1: Readout Data (a) with flash-ADC (b) with TDC based electronic [10].

information on many data samples as a flash-ADC does, in the TDC based readout
electronics one needs to record only two values: the arrival time of the signal and
the output pulse duration of the charge-to-time converter [10]. The duration of
a pulse on a digital output of the charge-to-time converter represents, with some
accuracy, charge of the signal on the analog input.

1.2.2. Time-Resolved Imaging

Time-resolved imaging has been a rapidly growing field of investigation in recent
years as it offers several advantages over traditional intensity imaging. In machine
vision, time-resolved imaging allows constructing the depth map of a scene [11].
In life sciences, time-resolved imaging has enabled the emergence of fluorescence
lifetime imaging, a quantitative imaging method to locally probe the chemical envi-
ronment of a fluorophore in living cells [12].

Over the different approaches to time-resolved imaging, the use of Single-
Photon Avalanche Diodes (SPAD) emerges as a feasible alternative for applications
in low light conditions [13]. Figure 1.2 shows a typical arrangement for depth
map estimation using SPADs by sensing a pulsed modulated light. This approach
is based on the measurement of the time required by a photon to travel from the
transmitter towards a target and back to the detector, realized by TDC measuring
the time position of Ty, and Tggy¢

1.2.3. Channel Multiplexing in the Ultrasound System
Ultrasound refers to the frequencies that are greater than 20kHz, which is the upper
limit the human ear can hear. Medical ultrasound system typically operates in the
2 MHz to 20 MHz frequency range. By sending the sound wave to the target area,
then receiving and processing the echo signal, the ultrasound system can observe
the things inside the object.

In the real-time catheter-based 3-D ultrasound imaging applications, which have
the strict restriction to the catheter diameter as well as the cable count, gathering
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Figure 1.2: Principle of the ToF Measurement Based on Pulsed Modulation [10].

data from the transducer array by direct connection is difficult, especially in the
case of small-sized catheters for intracardiac echography (ICE). Channel multiplex-
ing is one of the solutions to decrease the cable count and maintain the signal
integrity; the digital output is less prone to noise than transmitting the observed
echo responses directly from each channel [14]. Channel multiplexing has been
realized by several approaches, such as delay-sum beamforming (u-beamforming)
[15—-17], which apply an analog delay chain in the transducer to reduce the ca-
ble number; frequency division multiplexing (FDM), which uses analog modulation
(AM) to multiplex multiple signals onto each cable and allowing all of the raw data
to be transferred by making better use of the channel bandwidth [18], and time
division multiplexing (TDM) [14].
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Figure 1.3: Analog TDM Scheme. [14]

A typical structure of a system using TDM is shown in Figure 1.3. The analog
front end (AFE) of the receiver consists primarily of a low-noise amplifier (LNA);
an anti-aliasing filter (AAF); a time-gain compensation (TGC) Amplifier, which com-
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pensates for attenuation of the return signal by body tissues as a function of time
(as a proxy for depth), followed by sample and hold (S/H) logic and multiplexer
(Mux). After the acquired signal going through the TGC, S/H logics would sample
the signal in each channel sequentially and multiplex into one channel by the MUX.
The output of the MUX is further amplified, digitized, then reconstructed by the
FPGA. Finally, the image is formed.

The multiplexing is controlled by digital circuitry: counter (TDC) and subsequent
sequencing logic, which generates the sample clocks for each channel and control
signals for the multiplexer. Instead of generating binary code, the counter pro-
duces gray code to prevent spurious output from electromechanical switches. The
gray code is sent to sequencing logic to select the input channel and enable the
corresponding S/H logic. Once the signal has been sampled, it is transmitted to the
multiplexer, then goes through a coax cable for further signal processing.

With the help of the TDM architecture, the signal in each channel is discretized
by the counter (TDC), the power consumption is decreased dramatically by using a
single ADC; at the same time, the size of the transducer is reduced because of the
fewer implementation of the components in each channel. However, the conversion
rate per stage is limited by the external clock frequency (250MHz in [14]).

1.3. Motivation and Objectives

The discussion on the different applications indicates the widespread use of TDC.
The motivation of this work is the need for a high conversion rate, high precision,
and low power TDC as one of the major contributors to the specific system.

In this thesis, a 14-bit high-performance time-to-digital converter with pipeline
architecture is carried out to meet the requirements of a particular application, and
the following design steps have been followed:

* An extensive literature survey of the existing work on TDC;

» Understand the requirements and find out the suitable type of TDC;
» System and circuit Level Implementation;

* Design verification.

1.4. Main Contributions
This thesis has the following contributions:

» Introduce a new type of the pipeline TDC;

» Build a low cost and low power TDC system to achieve the required effective
number of bits (ENOB) larger than 10bits with a resolution lower than 10ps;

» Present the detailed analysis of TDC as one of the major contributors to the
specific system.
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n 1.5. Outline
The thesis will be organized as follows.

Chapter 1 introduces the background knowledge, shows the motivation be-
hind this thesis work, related work, main contributions, and outline.

Chapter 2 evaluates the specifications of the TDC, demonstrates the overview
of the TDC architectures.

Chapter 3 discusses the architectures and algorithm of the developed pipeline
TDC, explain how various error sources aspect TDC's static and dynamic per-
formance.

Chapter 4 introduces the building blocks of the developed TDC, which includes
ring oscillator, selector, time amplifier and encoder.

Chapter 5 shows simulation results and TDC performance.

Chapter 6 concludes the thesis and identifies future work.
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TDC Fundamental

Learning without thought is labor lost;
Thought without learning is perilous.

Confucius

In this chapter, the static and dynamic parameters of TDC are given, followed
by TDC architecture overview.
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Before beginning to analyse the TDC architectures, some critical parameters are
introduced for further evaluation proposes. Similar to the ADCs, the specifications of
the TDCs are quantified by resolution, dynamic measured range, non-linearity, and
conversion rate. For the overall performances, power dissipation, effective number
of bits (ENOB) and figure-of-merit (FOM) should also be taken into account.

2.1. Specifications

2.1.1. Resolution

The resolution of a TDC is equal to the minimum time interval a TDC can represent.
In a real circuit design, the resolution is dependent on the circuit characteristics and
noise performance. Assuming the measured time range is T, and the number of
bits is N, the resolution is given as:

T,
Tysp = 2—2- (2.1)

2.1.2. Non-linearity: DNL: Differential, INL: Integral

In an ideal world, all TDC output codes would have an equal width, but in practice
vary, as shown in Figure 2.1. Differential non-linearity DNL(i) is a vector that
quantifies the deviation of each code i from the "average” width (step size), it is a
measure of uniformity and does not depend on gain and offset errors. Scaling and
shifting a transfer characteristic does not alter its homogeneity and hence DNL(i).

M1 — — — ldeal 5
Mon-ideal
110 -

101 ,
100 —+ //
4

011 -

010

DNL(4)—

001

000

Figure 2.1: Transfer function of TDC with DNL. [1]

DNL(i) euqals to:

Tout(i + 1) - Tout(i) _

DNL(i) = T

1, (2.2)
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where T,,,.(i + 1) and T,,,. (i) represent the width of the i‘h and i + 1th step in the
real transfer curve respectively.
DNL has some special characteristics which are as follows:

Positive/negative DNL implies wide/narrow code, respectively;

DNL = -1 LSB implies missing code;

Impossible to have DNL < -1 LSB for an TDC. But possible to have DNL > +1
LSB;

If DNL>1LSB, then there is possibility of the non-monotonic of the transfer
curve.

INL can be defined as the deviation of the entire transfer function from the ideal
function, which is shown in Figure 2.2. It could also be expressed as the summation
of all the DNL, as given by:

-1
INL(i) = z DNL(D). (2.3)
0
A
- = = ldeal
111 Man-Ideal s
AL
110 - —td *
101 —
ddz=21
100 L)
011 e mid
010
001
e i S S -

Figure 2.2: Transfer function of TDC with INL. [1]

2.1.3. Conversion Time
For high-speed applications, the conversion time is an essential parameter to eval-
uate the performance of a TDC; it equals to the maximum time consumption for
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the TDC to convert a single time interval to digital. If a TDC is driven by an external
clock which frequency f;, the conversion time could be calculated by:

1
ConversionTime = — (2.4)

A

2.1.4. FSR: Full Scale Range

The full scale range (FSR) is another parameter to estimate the performance of a
TDC, which determines the maximum time interval one TDC can measure. If the
number of the bits is N, the full scale range of the TDC is equal to:

FSR = TLSB . ZN, (2.5)

where T, s is the resolution of the TDC and N represents the number of the bits.

2.1.5. ENOB: Effective Number of Bit
In the ideal case, the ENOB is equal to the output bit of the TDC. However, all the
real TDC implementations introduce noise and distortion which would affect the
TDC resolution. ENOB here represents the effective resolution of the TDC [2], and
is defined by:

ENOB = N —log,(INL + 1). (2.6)

where N is the number of the bits, INL can be calculated by Equation (2.3) It is
evident that ENOB is equaled to N only if a circuit has no noise, perfect clock and
transfer function with zero INL and DNL, ; Any non-linearity can degrade the ENOB
as well as the performance of TDC.

2.1.6. FOM: Figure of Merit

The figure of merit is a parameter used to measure the power effectiveness of a
TDC [3]. Usually, publications or data-sheets use different definitions of the FOM.
The basis of all these definitions is in Equation (2.7) referred to as the Walden,
where smaller FOM means higher performance.

PowerDissipation

FOM = - 2ENOE [p]/step]. (2.7)

2.2. TDC Architectures Overview

There are several approaches to measure the time, from analog to digital, from
single stage to multiple stages. Different architectures have their advantages and
disadvantages. In this section, some modern TDC architectures are described and
analyzed.

2.2.1. Analog TDC

The earliest time-to-digital converters had a close relation with the analog-to-digital
converters (ADCs) and were introduced by Tanaka et al. (1991); Bigongiari et al.
(1999); Napolitano et al. (2010). The TDC function is realized by first using a
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time to amplitude converter (TAC) converting time into a voltage, then digitizing
the voltage by the utilization of an ADC. Figure 2.3 shows the basic block diagram
of an analog TDC.

TAC Sample & Hold
lep pomseesssssscscsee
Start UP ' ' —L
— > Time [—* L ' / : Time
Interval v : ADC ' words
Stop Laaic Down ' i '
q o ! ot —
£ 5 sh :
' i

Charge Pump

Figure 2.3: Block and signal diagram of basic analog time-to-digital converter. [4]

Assuming the input time interval is T;,, to be measured, the current supplied by
the charge pump is I.,, and the corresponding capacitor is C., the voltage (V;4¢)

generated by the TAC is:

1
Vrac = % Tin. (2.8)
C

Subsequently, V4, is digitized by an ADC. Assuming the resolution of ADC is
V.55, then V4 can be expressed by:

n-1

Viac = Viss ) Dic- 2%, (29)
k=0

where D, is the digital output k of the ADC. Combining Equation (2.8) and
Equation (2.9), we get:

n-—1
T, = IVLSB Z D, - 2. (2.10)
k=0

In Equation (2.10), the accuracy of TDC is mainly dependent on the resolution
of the ADC. Generally, with a high-resolution ADC, high-precision TDCs can be ob-
tained. However, the TAC and the ADC are mainly implemented by analog circuits
which are not suitable for technology scaling [4]; The design of high-performance
analog and mixed-signal circuits is relatively complicated; moreover, the analog
circuit dissipates large static power consumption.

2.2.2. Digital TDCs

Counter-Based TDCs

A counter-based TDC is the simplest digital TDC architecture. By measuring the
number of clock pulses, the digital output could be generated synchronously. The
basic architecture is shown in Figure 2.4.




14 2. TDC Fundamental
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Figure 2.4: Counter-Based TDC Architecture. [5]

An SR latch is used to generate the pulse which could enable the counter. When
the output of the SR latch is high, the counter starts counting the clock pulse num-
ber. The clock frequency determines the resolution of the counter-based TDC.
Assuming the counter has N bits, and the clock frequency is f;, the full scale range
(FSR) is given by:

1
FSR = 7 2N, (2.11)
c

From Equation (2.11), the resolution is defined by %, higher clock frequency

mains higher resolution, a high conversion rate could also be expected because of
the simple logic. Furthermore, a wide FSR could be achieved by adding more bits
to the counter. However, the counter-based TDC can not meet the requirement
for the high resolution, if a picosecond resolution is required, the clock frequency
would be hundred of gigahertz, which is hard to realize.

Delay-Line Based TDCs

The delay-line based TDC is also known as the flash TDC. Since it consists of digital
gates which are easy to implement, this type of TDCs becomes one of the most
commonly used digital TDC architectures. The TDC architecture is shown in Figure
2.5, the start signal propagates through a delay line and changes the input states
of the flip-flops. Once the stop signal comes, the input states are stored by the
flip-flops and sent to its output.

Although the external clock is not implemented in the flash TDC, the resolution
is restricted by the delay time of the single delay cell. In the meantime, the FSR,
which equals to the delay time of the delay line, is considerably less compared to
the counter-based TDC.
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Figure 2.5: Delay-line based TDC.

2.2.3. Further Development: Resolution
There are several architectures for increasing the resolution. The vernier delay line
TDC, pulse shrinking TDC and time amplifier (TA) are introduced in this section.

Veriner Delay Line TDC
The idea of the vernier delay line TDC comes from vernier caliper, shown in Figure
2.6 (a). By introducing small mismatch into two scales, the measured result be-
comes more precise. The vernier delay line TDC is shown in Figure 2.6 (b), which
consists of two mismatched delay lines with the delay time of T, and T, for the each
delay cell. The start signal propagates through the delay cells with a long delay time
T, while the stop signal goes into the short one T,. Every time the start and stop
signal propagates through one delay cell, the time difference between these two
signals decreases by (T1 — T2). Once the stop signal catches the start signal, the
input state of the flip-flops is held and the digital output is generated.

Given the working principle of the vernier delay line TDC, the resolution (T;s5)
equals to the time mismatch between two gates and is given by:

TLSB == Tl - Tz. (2.12)
If each delay line has N gates, the full scale range (FSR) is:
FSR == TLSB . N (2.13)

From Equation (2.12) and Equation (2.13), the sub-gate resolution (the resolution
smaller than the gate delay time) can be realized by vernier delay line TDC (5.7ps in
[6]). However, the full scale range would decrease when the resolution increases;
furthermore, as the conversion rate is equal to the resolution in this architecture, a
higher resolution means a lower conversion rate.

Pulse Shrinking TDC

Th pulse shrinking TDC is similar to the veriner delay line TDC in some aspects,
a simplified architecture of the pulse shrinking TDC is shown in Figure 2.7. By
carefully designing the aspect ratio W/L of each CMOS delay element, the rise
and fall times can be altered to differ from all others in the chain, and offer an
incremental reduction in pulse width [7]. The width of the input pulse T;,, decreases
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Figure 2.6: Concept of Vernier Delay line TDC. [5]

whenever it propagates through one gate by AT, the SR latches record the state
of the each gate. When the pulse width is 0 or not detectable by the latch, the

conversion process is finished.

RESET |_R (= —1R |‘R

Figure 2.7: Concept of Pulse Shrinking TDC. [8]

The resolution is determined by the decreased value AT. Similar to the vernier
delay line TDC, pulse shrinking TDC can achieve sub-gate delay resolution, but
dynamic range and conversion rate are sacrificed.

Time Amplification

Similar to a voltage amplifier, a time amplifier amplifies the input time interval. A
simplified pulse-train time amplifier is shown in Figure 2.8. Input time interval is
delayed in each branch with different delay time, the delayed pulses are accumu-
lated together by an OR gate and forms a pulse train. The gain of the time amplifier
is defined by the output time divided by the input time. For the pulse-train time
amplifier, since the input has one pulse and output has four pulses, the gain of the

time amplifier is 4.



2.2. TDC Architectures Overview 17

JL

In

Out

™
L

NV

Figure 2.8: Pulse-Train Time Amplifer.

Assuming there is an input time interval with 0.9T, ;5 width, which is smaller
than T, sz and thus can not be measured by the TDC. With the time amplifier with
the gain of 4, the input time interval is multiplied by 4, which is 3.6T; ;5 at the output
and becomes measurable. The function of the time amplifier can be expressed by
Equation (2.14).

Tout - Tln * A, (2.14)

where T,,,; and T;,, are the output and input time respectively, and A represents the
gain of the time amplifier.

Time amplifier is used in applications such as the precision measurement of
the width of a narrow pulse which is too small to be quantized accurately [9], and
widely implemented in multistage TDCs to increase the resolution. For high-speed
digitization, the bandwidth of the time amplifier is also taken into consideration,
which is discussed in charpter 4.

2.2.4. Further Development: Dynamic Range

Multistage TDC

A multistage TDC is the combination of two or more TDCs sequentially, which could
be implemented with an arbitrary number of stages in theory. A multistage TDC
consists of two parts: a coarse TDC which determines the dynamic range, mea-
sures the large time interval, and a fine TDC which determines the resolution, and
measures the small time residue comes from the coarse TDC.

For instance, as is mentioned in Section 2.2.2, the counter-based TDC has a wide
dynamic range, which is determined by the counter bits. To increase the dynamic
range, a counter based TDC could be the first stage to measure the rough time,
followed by a fine TDC with higher resolution to measure the time residue. Figure
2.9 shows a simple TDC signal for T,,qrse @nd Tfipe.

The coarse TDC would count the number of rising edges that equals to T,, e,
then the fine TDC measures Ty;,, Which equals the time from the start signal to
the next rising edge of the clock plus the duration of one clock cycle [10]. Tfip,
is relatively short, ranging from one clock cycle to two clock cycles, therefore, the
high resolution, low conversion rate TDC mentioned in the last section would be a
good choice for the fine TDC.
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Figure 2.9: TDC signals for time interval measurement [10]

Another way to implement a multistage TDC is shown in Figure 2.10 [11]. The
delay units with different capacitor produce the delay times with different range.
Comparing the initial input time interval with a phrase generated by 16C, 8C, 4C, 2C
and C sequentially, a fine resolution digital output can be produced.
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Figure 2.10: Two Steps TDC with Fine TDC Controlled by Capacitors. [11]
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Assuming an unknown time interval is measured by a TDC which is smaller than
the fixed delay time generated by capacitors 16C and 8C. The time interval is then
fed into 4C, subtracted by the 4C delay time. The produced residue time is sent to
2C. The unit of 2C generates the a residue time again, which is finally fed to C.
The last residue time from the C will be sent to the flash TDC which has the same
time range as the delay time of ¢ and produces the digital output. The flash TDC
determines the resolution of the whole TDC; the maximum time range is defined
by the delay time of 16C.
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Ring-Oscillator Based TDC

Instead of using an external clock for to measure the time, a TDC could generate
its own clock by using a ring oscillator, shown in Figure 2.11. By using the odd
numbers of the inverters, the oscillator is continuously changing its output state,
the oscillation frequency is determined by the delay time of the ring.

|—I>:;—l>>—|>:>r Output

Figure 2.11: Ring Oscillator Principle.

Assuming the delay time for a single inverter is T,;, the oscillating frequency f, .
for a three stage ring oscillator is:

1
fosc = F (2.15)

d

Gated ring oscillator (GRO), similar to a ring oscillator, is developed for higher
resolution as well as lower quantization noise. Compared with its counterpart,
a GRO only operates when the ‘enable signal’ (refers to the ‘measurement time
interval” in Figure 2.12) is high and stops when it is low. In the meantime, the
residue occurring at the end of a given measurement interval, T, [k —1], is stored
in the GRO, which can be transferred to the next measurement interval, Tg:q,¢[k]
[12], which is expressed by Equation (2.16).

Measurement
Interval Tj,[k]
l' 'l l' .l 1

Gated Ring Enable I
Enable Oscillator _! I_I I_I_

| Oscillator i \_/ /S
Reset —y——3%— Y Phases ||~ | ' !
'_Gvéou:teriﬁv PN N
] Towplhed] | ToelK]
Count  count f + +Ta
> Register | T _"777° . . '
Tetartlk-1]1  Tetaitlkl = Tstart[k+1]

l QOut Out : ﬁ " : T ] 1

Figure 2.12: Concept of the gated ring oscillator TDC [12].

Tstop [k — 1] = Tstarelk]- (2.16)
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This feature can be utilized for continuous time interval measurements; the
followed measurement starts at where it stopped in the previous measurement.
The overall quantization error of the time interval measurement is given by:

Terror = stop [k] = Tstare[k] = Tstop [k] — Tstop [k —1], (217)

where T o and T, represent the start time and the stop time intervals,
respectively. k is the measurements number. From Equation 2.17, the quantization
error from the previous measurement is transferred to the next measurement, this
characteristic is referred as first order noise shaping [5].

The resolution of the GRO could be smaller than 1ps with relatively lower power
dissipation; first-order noise shaping characteristic provides the possibility of the
further residue measurement. Therefore, GRO based TDC is widely used in high
precision TDC architectures. However, metastability and jitters are the main issues
for ring-oscillator based structures.

2.3. Summary

In this chapter, the static specifications (resolution, INL, DNL, conversion time) and
dynamic specification (FSR, ENOB, FOM) has been introduced; an overview of TDC
architecture has been presented.

The performances of the TDC architectures discussed in this chapter have been
compared via the qualitative analysis. The results are listed in Table. 2.13. The
performances such as resolution, full-scale range (FSR), conversion rate, power dis-
sipation, nonlinearity are considered. Besides, the design complexity are analyzed.

Architecture Resolution FSR Conversion Power Nonlinearity | Complexity
Rate Dissipation

TAC+ADC ~50ps ++++ +++ 4 ++ +4+++
Counter-based ~Ns +HH++ +++ + 4 +
Delay Line ~200ps ++ ++ ++ +H+ ++

Vernier Delay Line ~10ps +* + +++ 4+ 4+

Pulse Shrinking ~10ps ++ ++ +++ o+ e+

Multistage ~1ps b+ -+ . e+ +H+++
GRO ~100fs +++ - ++ 44+ +++
Time Amplifier ~1ps + -+ ++ + 4

Figure 2.13: Overall performances comparison of the TDC architectures. [5]

From the Table, every architecture has its advantages and disadvantages. For
example, counter-based TDC has the largest FSR but lowest resolution; GRO has
the best resolution; however, the non-linearity is a big issue. To design a high-
performance TDC, it is a good option to combine different types of TDC together to
get the best result, the pipeline TDC which consists of the counter, ring oscillator,
and gated delay line is discussed in the next chapter.
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Pipeline TDC Architecture

Without compasses and angle squares,
no square or circle can ever be drawn.

Menci

In this chapter, the pipeline TDC algorithm and architecture are given, fol-
lowed by the analysis of the error source in each TDC block.

23
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3.1. From Pipeline ADC to Pipeline TDC

Resolution and conversion rate, two conflicting parameters, both are the priority in
the TDC design. In the pipeline architecture, a high resolution can be achieved by
increasing the number of stages, a high conversion rate can be realized by producing
small number of bits in each stage. Therefore, the pipeline architecture can reach
the high resolution without influencing the conversion rate, which becomes the
significant advantage compared with other structures.

The Pipeline ADCs are widely used because of their high resolution and high
conversion rate. As is shown in Figure 3.1, each pipeline stage typically consists of
three blocks: a sub-ADC, a sub-digital to analog converter (DAC) and a subtractor,
followed by a voltage amplifier.

A4 ADC | DAC H—
Stage 1 |Vest [ Stage2 |[Veew Stage k
Vi—| B, Bits ~| B,Bits B, Bits

¢ MSB...... | LSBy

Align and Combine Data

Digital Output (B+B,+... ... ... . B, ) Bits

Figure 3.1: Pipeline ADC Block Diagram.

When the input V,, is sent into the ADC, it is digitized by sub-ADC and becomes
the digital output of this stage. Sub-DAC converts the digital code from sub-ADC
back to the analog signal, compares with the original analog input by using a sub-
tractor and generates a residue voltage V..., which is amplified by an amplifier to
the full range of the sub-ADC and sent to the next stage. Assuming the input volt-
age is V;,,, the resolution for the DAC is V55 and each stage has N bits, the residue
voltage of stagei is given by:

N-1
Vresli] = Vin = Viss ) Dic- 2", (3.1)
k=0

where D, is the digital output k of the ADC

To get the benefit from the pipeline ADC structure and implement it into a TDC,
the first thing that needs to be considered is how to generate the residue time.
Unlike a voltage value that can be stored by a capacitor temporarily, time in the
voltage domain corresponds to a pulse with a specific width, which can not be held
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directly; at the same time, generating the residue time directly by the conventional
circuit is difficult. A new method is required to get the residue time, which is
introduced In Section 3.2.

3.2. Residue Time Generation

3.2.1. Operation Principle

Before introducing the method, it is essential to know where the residue time comes
from. The time interval in the voltage domain corresponds to a pulse with a specific
width; its start and stop times are represented by the rising and falling edge. For
many TDC architectures, the start time(rising edge) is the trigger signal for the TDC
to start working, thus is error free and will not introduce any residue. However,
because of the non-predictable characteristic, the falling edge, which could be any-
where in one clock cycle (counter-based TDC) or the delay time for a single delay
element (delay-line based TDC). The time from the stop time to the end of clock
cycle/delay time is called residue time (T,.s). Obviously, it is smaller than T, ¢p.

B P P

Figure 3.2: Basic Delay Line.

To make it more clear, a delay line with six delay elements is shown in Figure
3.2. Assuming the delay time of each delay element is T,;, the input time T;, is
larger than 2T, but smaller than 3T,;. When the rising edge of the input time starts
propagating through the delay line, it will propagate through the first two delay
elements, and some part of the third stage before the falling edge is detected at
the beginning of the delay line, which is shown in Figure 3.3. The activated blocks
are marked in green; the rest remain in white.

il oy o D el enln

Figure 3.3: State of Basic Delay Line After the Signal Propagation.

Since the rising edge of the T;,, has not fully propagated through the third delay
cell, the state of each delay cell in the delay line is 110000, indicating that the input
time interval is 2T,;. Therefore, the residue time T, is given by:

Tres =Tin — Ty - N, (32)

where N is the number of the delay cell the rising edge has propagated through.
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Based on Equation (3.2), the relation between T;,, and T, is shown in Figure 3.4,
it should be noted that T, in the delay line can not be acquired directly.

Figure 3.4: Transfer Curve: T;, verses Ts.

A gated delay line (GDL), whose core block is gated delay element as discussed
in Section 2.2.4, is used to acquire the residue time. The simplified architecture
is shown in Figure 3.5. Instead of propagating through the delay line directly, T;,
controls the propagation of the signal in GDL. The trigger signal, which is the signal
in the gated delay line, changes to high level when the rising edge of the T;,, is
detected, no residue is generated when the measurement begins.

Tin

o [ [ [ [ [ >

Figure 3.5: Gated Delay Line Block Diagram.

Assuming a GDL has six gated delay elements with each delay time of T,, the
dynamic range is 6T;, the input time T;,, is between 2T, and 3T,. After applying
the T;,, to GDL, the trigger signal propagates through the first two delay elements
and some part of the third delay element. The state of each gated delay element is
shown in Figure 3.6, the activated block color is marked in green; the rest remain
in white. Same as the state of the delay line in Figure 3.3, the digital output of GDL
is 110000 and corresponding residue time can be expressed by Equation (3.2).
However, since the state of T;,, change to low when the measurement is finished,
the gated delay line has held its state, thus stored the residue time. With the help
of the first order noise shaping characteristic, the residue time could be transferred
through the GDL by sending another control pulse, which has a high possibility to
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be measured.

Tin

Trigger~|>ld/\ m\ Td Td m\ %
_d L

Figure 3.6: State of GDL: T;,, Propagation

To acquire the residue time, an additional enable time interval T,,, which ends at
the moment GDL digital output becomes 111111, is applied to the GDL. As is shown
in Figure 3.7, the gated delay elements activated by T,,, are marked in green.

o > B P

Figure 3.7: State of GDL: T,,, Propagation.

The length of the time interval T,,, is:
Top = FSR — Ty, = 6T — Ty (3.3)
Applying Equation (3.2), then we can get:
Ten = (6 = N)Tg — Tres. (3.4)
Since the output of of GDL is 110000,N equals to 2, thus:
Ten = 4Tq — Tres. (3.5)

In Equation (3.5), T,,, becomes an expression of T,.,, which is complement with
T;, in the full scale range 6T}.

Tin

Triggerw » Td > ’?dVI\ ||>d/k %

Figure 3.8: State 3 of GDL.

If we subtract the redundant value 3T, from T,,,, shows in Figure 3.8, the T,,
can be expressed by:
Ten = Tq — Tres, (36)

Based on Equation (3.6), since T, is a constant, if the length of T,,, is known,
T,.s Can be acquired once T, is generated. In this case, the initial parameter of
the pipeline architecture, residue time, is generated, and the pipeline TDC can be
implemented.
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3.2.2. Example
To fully explain the residue time generation method, Figure 3.9 shows a demon-
stration of a 2-bit residue time generator.
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Figure 3.9: Error Time Generator in Principle.

The trigger signal T,,; changes from low to high and propagates through the
delay line when the input signal T;,, enables the GDL, paused when the falling edge
of T;, arrives. The clk signal triggers the D flip-flops (DFFs) and store the state
of each delay element when the measurement is ended, which output results are
D1,D2,D3 and D4, respectively.

Assuming T;,, is in the range between 2T, and 3T,, the state of the GDL at the
end of the measurement is indicated in Figure 3.10. The activated cells are marked
in green, the digital outputs of four DFFs are 1100.

Ten out
) Tsel
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Tin:D—'i L
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P P 2’ +
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Figure 3.10: Error Time Generator: T;, propagation.

The digital outputs of the DFFs control the opening/closing of the switches S1,
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S2, 83 and S4. Since the digital output is 1100, S2 is closed, the rest switches remain
open, shown in Figure 3.11. Next, GDL is enabled by T,,,; the trigger signal starts
to propagate again at the position where it stopped in the previous measurement,
passes through switch S2 and finally becomes the output of the OR gate, T,,;. The
residue time T, equals to the time difference between the rising edge of T,,,, and
T..;- All the components activated during T,,, are marked in green.

Ten Out
se
31 52 53 S4

oo Pp———
Trigge

clk

1

Figure 3.11: Error Time Generator: T,, propagation.

The example of 2-bit residue time generator presents an overview of the residue
time measurement. T;,, is first digitized after it is applied to the GDL, then produce
T,., by the time difference between T,; and T,,,. With this two-step measurement,
residue time can be generated successfully.

3.3. Pipeline TDC Algorithm

Based on the discussion in the last section, we can summarize the operation process
of residue time generator into two steps:

» During T;,,: digitize the input signal and generates the digital output;

e During T,,,: generate T;,; based on the digital output in step 1, then combines
with T,,, to produce the residue time.

The time digitization is achieved by step 1, while step 2 realizes the digital-
to-time converter (DTC) and subtractor function. To describe the workflow more
precisely, the stage architecture of pipeline TDC in the system level is shown in
Figure 3.12. The TDC first digitizes the input time interval, then sends the output
to a DTC that converts the digital input D back to time, which is subsequently
subtracted from the input time interval stored in a time register (gated delay line)
and composite the residue time. Finally, the residue time is amplified by the time
amplifier and sent to the next stage.

Assuming the quantization noise is introduced to the TDC while other compo-
nents are ideal, the stage architecture of the pipeline TDC can be modeled as shown
in Figure 3.13. The relation between T,,, and N, is given in Equation (3.7).
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Tira *

Figure 3.12: Stage Architecture.
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Figure 3.13: Pipeline TDC Stage Model with Ideal DTC.

Tout1 = Tin + qur (37)

where N, represents the quantization noise of TDC, T, is the output of ideal
DTC. The residue of the pipeline TDC T, is given by Equation (3.8).

Tres1 = —G - Ng1, (3.8)

where G is the gain of time amplifier.

To model the overall pipeline TDC algorithm, as is shown in Figure 3.14, a back
end TDC and DTC is added to constitute a two-stage TDC. The residue time T4,
from the previous stage is sent to the following TDC with the quantization noise
N4, whose digital output passes through an ideal DTC with the bit weight of G,
and recovers back to the time. Equation (3.9) illustrates the expression of the
two-stage pipeline DTC output.

-G - Tresl + qu

Tout = Tout1 + G, )

(3.9)
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Figure 3.14: Two-Stage TDC model with a single stage and a single backend TDC.

From equations (3.7) and (3.8), T,,: can also be expressed by:

Tout = Tin + (1 — GE) : qu + %: (310)

From Equation (3.10), if the gain of the time amplifier G equals to the bit weight

of DTC G,,, which indicates the back end TDC works in full scale range, the overall

TDC quantization noise equals to the backend TDC divided by the DTC bit weight,
shown in Equation (3.11).

Nqz
G’
Figure 3.15 shows the pipeline TDC architecture with an arbitrary number of

stages. Using the same equation mentioned above, the final output value can be
calculated as follows:

Tout = Tin + (3.11)

Figure 3.15: Unlimited-Stage TDC model.

G G, Ny Gn_1 Ngn-1 Nqm)
Tout =Tin+(1——=—)Nj1+(1—") —+..(1— ) ——= — .
ot m Gr T Gr2 Gy Gr(n—l) H?:lz “Gri H?:ll “Gri
(3.12)

From Equation (3.12), the quantization noise in the first stage influences the
final output more than the last stage, the stringent precision at the beginning of
the stages is required. Furthermore, the front-end stage has the highest sensitivity




32 3. Pipeline TDC Architecture

to the noise. Since the algorithm condition is that each stage operates at the same
full-scale range, the stage gain G; equals to G,;, Equation (3.12) can be simplified
to:

N
(n)
Toue = Tip + — 2 (3.13)
R § (e

Assuming all the stages have same stage gain G and same quantization error
Ny, we get:

Nq
Tout - Tin + W (314)

Based on Equation (3.14), a N-stage pipeline TDC is able to digitize the input

time with the quantization error of G’ZE —. In the meantime, output bit number N;p
can be obtained in Equation (3.15).
n
Nrpc = ) l0gsG, (3.15)
i=1

For example, for a 3-stage pipeline TDC with 2-bit resolution with a gain of 4 in
each stage, the final output aperture is N;p. = Zi3=1 log,4 = 6 bit. Assuming the
delay time of the delay cell is 30ps and the gain of time amplifier is 4, the range of
the residue time is from Ops to 120ps, four delay elements are used to match full-
scale range, and the binary output of each stage is from 00 to 11. The operation
process of the pipeline TDC is shown in Table 3.16.

Stage 1 Stage 2 Stage 3

Input Time TDC1|DTC1 Time TDC2|DTC2 Time TDC3|DTC3 Time

(ps) (Time | Digital) Amplifier 1 (Time | Digital) Amplifier 2 (Time | Digital) Amplifier 3

(ps) (ps) (ps)
30*n0<T<30 Tresl=30*( Ar'es:l:Ten'l Tre52=30*( Are_s'Z:TresZ Tres3=30*{n2+1 A1'953=T1'es3*4
*(n0+1) n0+1)'T *4 n1+1)' Aresl *4 )' AresZ

61 29 | 10 116 4111 16 14 | 00 56

62 28| 10 112 8]11 32 28| 01 112

63 27|10 108 12 |11 48 12|01 48

64 26| 10 104 16| 11 64 26| 10 104

65 25| 10 100 20| 11 80 10| 10 40

66 24| 10 96 24|11 96 24|11 96

70 20| 10 80 10| 10 40 20| 01 80

80 10| 10 40 20| 01 80 10| 10 40

89 1]10 4 26 | 00 104 16 | 11 64

91 29 |11 116 4111 16 14 | 00 56

Figure 3.16: Operation Process for a 3-Stage Pipeline TDC.

In the table above, the residue time and the corresponding digital code in each
stage have been presented. Since a 3-stage TDC contributes to a 6-bit digital
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output, the resolution can be calculated by Equation (3.14).

N, 30
T, = — =
LSB =~ cn-1 43-1

= 1.875ps, (3.16)

The final digital output of TDC from Table 3.16 proves the correctness of the
results, shown in Table 3.17. The digital output only changes when the input time
varies more than 2ps. Otherwise, it keeps the same.

Input 61ps 62ps 63ps 64ps 65ps 66ps 70ps 80ps 89ps 91ps
Time
Digital | 100000 | 100001 | 100001 | 100010 | 100010 | 100011 | 100101 | 101010 | 101111 | 110000
Output

Figure 3.17: Digital Output for a 3-Stage Pipeline TDC.

3.4. 1.5-bit Pipeline Stage and Digital Correction

In Section 3.2, an example of a 2-bit sub-TDC is given. By cascading these low-
resolution TDC stages, TDC with improved speed and accuracy can be realized.
However, the 2-bit stage is sensitive to the time offset from the delay elements,
which is usually caused by the parameter variation. Assuming the delay time of the
delay element varies from 1T, to 1.1T,, the transfer curve between T;,, and T,.., is
shown in Figure 3.18.

— [deal

= = Non-ldeal

Figure 3.18: Transfer Curve with TDC offset: T;, verses T, qs.

The transfer curve has been divided into four parts: 00, 01, 10, 11, based on
the digital output of TDC. Since the delay time of the cells becomes larger, the range
of T;, and T,.., is also increased.
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In Figure 3.18, the residue time, ranges from 1.1T,; to 0, is sent to a followed
sub-TDC. If the gain of the time amplifier is 4, and the followed sub-TDC is ideal,
the transfer curve of the second stage is shown in Figure 3.19. When T;,, is ranging
from 0 to 4T,, the transfer curves in the ideal and non-ideal situation are the same.
However, the residue time ranging from 4T, to 4.4T, exceeds the dynamic range of
followed sub-TDC, the residue output is 0 and the corresponding digital output is
11. The related linearity problem would lead to the time increasing for the digital
code 00 in the third stage, indicated in Figure 3.20.

It is evident that the non-ideal of the delay element from the previous stage
would significantly influence the linearity of the followed stage. In other words, a
small error in the decision level (determined by the delay element) would overload
the backend TDC, and finally cause the deterioration of the TDC transfer function
linearity for the 2-bit TDC stage. To compensate the offset in Figure 3.18, a 1.5-
bit/stage sub-TDC is introduced and acts as the main block of the pipeline TDC.

— |deal

= = Non-ideal

01 10

Figure 3.19: Transfer Curve in the Third Stage: T;,, verses T,.s.

A TDC stage with 1.5-bit output consists of 1 bit real code and 0.5 bit of redun-
dancy. Unlike 2-bit stage, 1.5-bit stage has three digital outputs: 00, 01 and 10.
As is shown in Figure 3.21, two decision levels, located at T;,, = 3T; and T;,, = 5T,
divide the full dynamic range into three parts with unequal time range. Assuming
the two time reference are T..r; and T,..r,, the full dynamic range is Ty, then the
transfer function of the 1.5-bit/stage can be expressed by Equation (3.17).

(Trefl + 1) = Tin, Trefl >Tin>=0
Tres = (Trefz + 1) — T, Trefz > Tip >= Trefl (317)
Tful — Tin, Tful > Tip >= Trefz

With the help of the wider input time range, a maximum of 1T,; can be tolerated
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Figure 3.20: Transfer Step in the Second Stage with DC offset.
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Figure 3.21: The Relation Between T;,, and T,.s.

without exceeding the dynamic range of the sub-TDC. In Figure 3.22, the residue
varies from 4T, to 0 in the non-ideal situation. After amplification by a factor of 2 by
the time amplifier, the residue ranges from 8T, to 0, which is still within the range
of sub-TDC. If the residue time which corresponding to digital code 10" is sent
to the followed stage, the transfer curve of this stage is indicated in Figure 3.23.
Apparently, compared with the 2-bit stage, the 1.5-bit sub-TDC have better offset
tolerance, thus relaxes the quantization accuracy specifications in the sub-TDCs.
Based on the analysis of the 1.5-bit/stage and the 2-bit/stage architectures, the
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Figure 3.23: Second stage Transfer Curve with offset: T;,, verses T,..s.

1.5-bit/stage has the advantages of:
» Higher offset tolerance due to the wide input range,
» Higher conversion rate because of the stage gain reduction from 4 to 2,
» Lower accuracy requirement because of the existence of redundancy bit.

In Figure 3.23, the redundant bit ‘10’ is generated in the non-ideal case. It
can be solved by the digital error correction [1] [2], which is realized by adding up
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the properly delayed digital outputs of each stage with one-bit overlap, the MSB of
stage i is added to the LSB of the previous stage i-1, as indicated in Figure 3.24.

D51 Dsg
D41 D40
D31 D30
D21 D20
D11 DIO
Ds D, D3 D, Dy Dy

Figure 3.24: Digital Error Correction Method.

3.5. Offset in Each Block

The pipeline TDC mainly consists of three blocks: TDC, DTC and time amplifier, the
most critical block of TDC and DTC is gated delay element. In this section, the
offset from each block are introduced.

3.5.1. TDC Offset

The performance of a low-resolution TDC is primarily limited by the accuracy of the
delay cell, and secondarily by the gating skew error, which comes from the undesired
phase shift when delay cells switch back and forth from propagation to the hold
model. Since the output nodes of gated delay cell are floating during the disable
state, the noise shaping that originates from the continuity of the phrase is rather
vulnerable to the effect of leakage of pn junctions at the output nodes and charge
redistribution during the switching of the gating transistors [3]. Furthermore, the
gated delay cell can not be started or stopped instantaneously by the gating signal,
which is another source of gating skew error.

Since the gated delay element has a simple logic, the delay time, which is the
time reference of the input time, is easily influenced by the non-ideal situations,
such as the process, voltage and temperature (PVT) variation, which would affect
the linearity of the TDC. Figure 3.18 and Figure 3.22 show the transfer curve in
both ideal and non-ideal situation due to the delay time variation. Furthermore,
as is discussed in the last section, the maximum tolerable offset for a 1.5bit/stage
TDC is 1T,. If the offset is larger than this limitation, linearity degradation would
be introduced in the overall TDC, which happens in the stage where overloading
takes place.

3.5.2. DTC Offset
The DTC in the pipeline TDC is mainly realized by D Flip-flops (DFFs) which sample
the state of the gated delay line and converts it to digital code. Since DFFs have
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its delay and the states from GDL can not be sampled instantaneously when the
sampling signal arrives, time mismatch will occur.

3.5.3. Subtractor Offset

The Subtractor compares the time difference between the original input time and
the DTC output. The signal distortion within the component will increase the residue
time and cause the gain error, which has the possibilities to exceed the maximum
time range and introduce a missing code event, shown in Figure 3.25.

Furthermore, due to the non-ideal behavior of the component, the residue time
generated by the subtractor has its minimum value instead of zero. A fixed offset
is introduced to the residue time to keep the subtractor working appropriately.

e 2
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Figure 3.25: 1.5bit/stage TDC Transfer Curve with Subtractor Offset.

3.5.4. Time Amplifier Offset
The time amplifier serves as the interconnection stage of the pipeline TDC, which
receives the residue time from the previous stage, multiplies it by a gain value and
sends it to the next stage. Similar to a voltage amplifier, the time amplifier also
suffers from the gain errors due to the component nonideality.

The time amplifier has the bandwidth limitation, where the bandwidth is the in-
put time range. Assuming an ideal time amplifier with the gain of A and a maximum
input time residue T,,,ax, then the bandwidth BW is:

1

BW = )
A- Tnax + Toverlap

(3.18)

where Tyer14p 1S the overlap time between two time residues.
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Figure 3.26: Time residue with overlapping.

As is shown in Figure 3.26, if the bandwidth limitation of time amplifier is ex-
ceeded, two residues will overlap with each other, thus causing the non-linearity
situation in the next stage.

3.6. Summary

In this chapter, the operation principle of the residue time generation has been
discussed. With the help of the gated delay line, the residue from the previous
measurement can be transferred to the beginning of the next measurement, finally
produce the residue time. Furthermore, an algorithm is introduced to analyze the
noise influence in each stage, which will degrade the linearity of the followed stage.
The delay time variation of the gated delay element also has been discussed. To
enhance the offset tolerance, the 1.5bit stage is implemented in the pipeline TDC.
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Pipeline TDC Implementation

I have nothing to offer but blood, boil, tears and sweat.

Winston Churchill

A 1.8V, 14-bit, 200Msps pipelined TDC prototype is designed in a 0.18um
CMOS technology. This chapter discusses the implementation details of the

ring oscillator, first stage DTC, time amplifier, gated delay line and corre-
sponding DTC in the rest of the stages.

41
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The overall pipeline stage mainly consists of two blocks: the first stage with a
multiplexer, a ring oscillator, a selector and coarse counter based TDC to increase
the dynamic range, and subsequent stage with gated delay lines as TDC to measure
the residue time.

4.1. First Stage

4.1.1. Multiplexer

To realize the channel multiplexing function, the multiplexer combines the signal
from multiple channels into the single channel. Figure 4.1 shows an example of
the asynchronous signal waveform from three different channels, whose pulses
occur randomly and always overlap with each other. To multiplex the signal, since
the input signal is digital signal with two levels: high and low, three values are
considered: Time point for the rising edge, time point for the falling edge and pulse
width.

Channel 1
Channel 2

Channel 3

Figure 4.1: Waveform for Each Channel.

For the reason the pulse width can be determined by the time position of rising
and falling edges, a multiplexer is used to encode the signal by detecting these
edges in different channels and generating the corresponding pulses which are
further added together to form a pulse train and becomes the trigger signal for
the the pipeline TDC, the corresponding time point will be digitized. During the
reconstruction process, the specific time of rising and falling edges can be recovered
from digital signal.

The multiplexer architecture is shown in Figure 4.2. The delay cells introduce
mismatch between the two inputs of XOR gate; when the rising/falling edge of the
input signal arrives, the XOR gates will generate pulses that width equal to the
delay time of the delay element; these pulses are sent to a four-input OR gate and
becomes the final output of the multiplexer. In this way, the signal in each channel
is multiplexed, the generated pulse train is connected to the TDC to measures the
time when the pulses arrive.

Since the multiplexer generates pulses by input mismatch of the XOR gates,
the output pulse width is constant. If the time difference of two generated pulses
is smaller than the pulse width, they will overlap with each other when added to-
gether by the OR gate. Therefore, the output pulse density, refers to the output
pulse number per second, is limited by the fixed pulse width; smaller pulse width
means higher density of the output pulse, which can also be referred as the band-
width of the multiplexer. Assuming the delay cell has the delay time of T,,;, all the
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Figure 4.2: Architecture of the Multiplexer.
components are ideal, the bandwidth BW is given by:
1
BW = . 4.1
Tger (4.1)

The output pulses would be overlapped once the bandwidth is exceeded. There-
fore, the time distance between the pulses in different channels should be larger
than T,.;, thus within the bandwidth. If the requirement is met, then the multiplexer
could work properly, as shown by the result in Figure 4.3.

Figure 4.3: Multiplexer Simulation Result.
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4.1.2. TDC: Ring Oscillator

The pulses generated by the multiplexer act as the trigger signal of the TDC. To
measure the input time and produce the residue, there are two tasks needed to be
realized when the trigger signal is detected:

1) Store the state of the ring oscillator when trigger pulse arrives and convert it
to digital code,

2) Select the followed output of the trigger pulse from the ring oscillator, combine
it with initial trigger pulse and produce the residue.

The ring oscillator acts as the TDC in the first stage to increase the dynamic
range by coupled with a coarse counter. The conventional ring oscillator uses both
rising and falling edge as its output, which increases the difficulties of processing the
signal. To simplify the circuit, a ring oscillator with a different output combination
is introduced into this design.

D D D Do e e >

Out4 Outl Out5 Out2 Outb Out3 Out7

Figure 4.4: Demonstration of Ring Oscillator.

Figure 4.4 shows the schematic of the ring oscillator that consists of seven
inverters. Compared with the conventional structure whose output nodes follow the
signal path, the ring edges are distributed uniformly with this output combination.
The resolution is determined by the delay time of two inverters.

In Figure 4.5, the waveform of each output shows the characteristic of the ring
oscillator. Assuming the delay time of the inverter is T;,,,,, the frequency of the ring
oscillator f,., is defined by:

1
fro = N2l

where N is the number of the output.

From Equation (4.2), T;,, determines the frequency of the ring oscillator as
well as the output residue range of the first stage; any variation will influence the
performance of the whole system. To deal with this problem, besides using the
1.5bit/stage TDC as the followed sub-TDC to enhance the offset tolerance; gated
delay cell, which has been used in sub-TDC to form the gated delay line, is also
implemented in the ring oscillator. By using the same types of the delay cell in every
pipeline stage, offset from the delay cell can be compensated by the followed stage,
thus reducing the influence of the delay time variation to the whole system. The
schematic is indicated in Figure 4.6, where the gated delay cell is always enabled.

(4.2)
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Figure 4.5: Waveform of Ring Oscillator.
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Figure 4.6: Schematic of the Ring Oscillator.

Assuming an offset T,,.. is introduced in each gated delay cell of the ring oscil-
lator due to the influence of PVT variation, the rest of the components are ideal.
The maximum time residue T,..;, Of the first stage is:

Tres1 = Z(Tinv + Terr)r (43)

Since the gated delay line in the followed TDC stages uses the same gated
delay cell, the same offset is introduced, and the residue time for the second stage
is given by:

Tres2 = Z(Tinv + Terr) — Tres1 =0, (44)

The offset is canceled in the second stage from Equation (4.4), therefore has no
influence on the linearity of the whole system.

4.1.3. DTC: Selector
Once the pulses from the multiplexer arrive, a selector is needed to select an output
from the ring oscillator followed by the trigger signal, then produce the residue by
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the subtractor. Figure 4.7 shows the core component of the selector. The output of
ring oscillator and the trigger signal from multiplexer are connected to the clk and
CLR of DFF respectively, which are named as In and Hit; D is always at the high
level.

1—D¥QH—— Out
In ———>
GLR‘ﬁ
Hit |

Figure 4.7: core component of the selector.

DFF is triggered by In when the Hit is high (DFF is enabled), whose output will
change from low to high, then back to low when the Hit is low. Figure 4.8 shown
the waveform of each signal. The rising edge of the out signal aligns with the rising
edge of In1 while the falling edge comes from the falling edge of the Hit signal.

Hit

In In In2 t

Ot

Figure 4.8: Waveform of Each Signal.

The function of the DFF is similar to the role of the XNOR gate which output is
high only if inputs are the same. However, the second pulse In2 from the signal
In is "filtered” by the Hit signal because DFF is disabled, only the rising edge of
the In1 becomes the rising edge of the output signal. If the output of the ring
oscillator in Figure 4.5 which has endless pulses is connected to the clk of DFF, its
rising edges can transfer to the output only if the Hit signal is high. In this case, the
output signal followed by the Hit signal is selected, and the time difference of Hit
and Out in Figure 4.7 is the residue time. Figure 4.9 shows the array of selectors,
the corresponding signal waveform is shown in Figure 4.5. The select array has
multiple outputs, and the output pulse with the earliest rising edge is selected.
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Figure 4.9: Selector Array.

The functionality and the waveform of the DFF discussed and shown above are
both in the ideal situation. In practical, DFF has its own delay time, which will add a
fixed offset to the residue. Furthermore, instead of being zero, the time difference
between the Hit signal and the In signal has its minimum value, In can only trigger
DFF after Hit is applied. Figure 4.10 indicates the relationship between T;,, — Tyi:
and the DFF delay time.
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Figure 4.10: DFF Performance.

DFF is triggered when the T;,, —Ty;; is larger than 140ps; the delay time becomes
stable when it reaches 300ps. To keep the DFF operates with a constant delay time,
a fixed offset is needed to be introduced between T;,, and Ty;;. Therefore, instead
of selecting the pulse with the earliest rising edge from selector array in Figure 4.5,
The time offset in introduced by choosing the second most initial rising edge from
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the selector output. Hence, the residue has the offset of 2T,;. The logic for the
second earliest edge selection is shown in Figure 4.11. The array of AND gates
combines each input with its neighbour to wipe out the earliest pulse; the array of
OR gate wipes out all other pulses except the second earliest one. Finally, only the
second most initial pulse remains.

slelilelele
JYVYYVY

Figure 4.11: Schematic for Second Earliest Edge Selection.

As discussed above, all the rising edges of the ring oscillator during the high
level of the Hit signal is transferred to the output of the selector array. The second
earliest output pulse is selected, combined with the proper delayed trigger signal
from the multiplexer, finally became the residue signal, and amplified by the time
amplifier which is discussed in Section 4.1.4. Meanwhile, the output pulses of the
selector array are also sent to the encoder to get the digital output code, which
architecture is covered in Section 4.1.5.

4.1.4. Time Amplifier

The time amplifier is one of the main contributor to the pipeline TDC functionality,
the noise and offset from this block would affect the overall performance dramat-
ically. Therefore, the accuracy of the time amplifier is the primary consideration
for the circuit implementation. In this design, the pulse-train architecture is used.
After careful design, the targets of a good accuracy as well as broad bandwidth are
achieved.

The conventional pulse-train time amplifier is shown in Figure 4.13. The input
pulse is delayed by the delay cells with the different amount in each branch, then
added up to a pulse train by an OR gate, the width of each pulse is the same as the
input pulse width. With the help of the pulse train output, this time amplifier has
the advantages of linear, accurate and has programmable gain for an flexible input
time range [1].

It should be noted that: the input time range of the pulse-train time amplifier
is determined by the delay time of the delay cells. Assuming the delay time is Ty,
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Figure 4.13: Conventional Pulse-Train Time Amplifier.
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branch (K) has N more delay cells than with branch (K — 1), then the input time
range TR is:

TR =Ty - N, (4.5)

The TR in Equation (4.5) indicates the maximum input time length the amplifier
can accept to keep the gain stable. For instance, assuming the gain of time amplifier
is G, when the input time is smaller than TR, the gain is the same; however, if the
TR is exceeded, the pulses within the pulse train start overlapping and the gain
of the time amplifier becomes smaller than G. Assuming the overlap time is T,,,
Equation (4.6) shows the relation between gain G and input time T;,,.

_ szﬂ”' T, =< TR (4.6)
CReee, Ty >TR '
Where
Ty =TR +T,, Tin>TR (4.7)

The gain of the time amplifier ¢ keeps the same when T;,, is smaller than TR.
If T;,, is larger than TR and goes infinity, T,, becomes infinity and the gain of the
time amplifier is close to 1. The G-TR relationship is similar to the voltage gain and
the input frequency relation of a voltage amplifier. In this case, the TR can be seen
as the bandwidth of the time amplifier.

Assuming the gain of the time amplifier is 4, bandwidth is 5ns, if the gain is
represented in dB, where G,z = 10-log,,G, the relationship between the gain and
the input time is shown in Figure 4.14. When the input time length is infinity, G4z
approaches 0dB.

The minimum input time of the time amplifier is 0 in the ideal situation. In
practical, however, delay cells have distortion due to the limitation of the rise time
and fall time, a time offset is subtracted when an ideal pulse goes through a delay
cell, similar to the pulse-shrinking TDC introduced in Chapter 2. Assuming the time
offset is T, s and all the delay cells are identical, the widths of the four pulses at
the input of the OR gate in Figure 4.13 are:

Tin = Tin;

Tin1 = Tin — Togys (4.8)
Ting = Tin — 2 - Togy;

Tins =Tin —3- Toff'

The input time should be larger than 3 - T, to overcome the delay cell off-
set. Otherwise, no pulse would appear at the output. The bandwidth of the time
amplifier can be extended by increasing the delay cell number based on Equation
(4.5). However, in Equation (4.8), the minimum input time is also increased due to
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Figure 4.14: Bandwidth of the Pulse-Tain Time amplifier.

the delay cell offset, which is proportional to the number of the delay units. Mean-
while, the pulse train with unequal pulses width would increase the offset at the
next stage. To solve the problem, the schematic of the DFF based pulse-train time
amplifier is shown in Figure 4.15. The sequence of operation is:

1 D*Q D¥Q
Hit DFF1 DFF2
oz Q ar Q Out

5]
Y

1—T—D*Q D*Q
In——"—> DFF3 DFF4
GLR@ CLRG

Figure 4.15: DFF Based Pulse-Train Time Amplifier.

» Detect the ring edges of Hit signal and In signal, produce rising edge at the
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output of DFF1 and DFF3;
» Generate time residue one by inverters (inv1) and NAND gate (NAND1);

e The outputs of DFF1 and DFF3 in 1) propagate through the delay cells del1l
and del2, then send to the input of DFF2 and DFF4;

* Generate time residue one by inverters (inv2) and NAND gate (NAND?2);
» Time residue from step 2 and 4 are sent to the AND gate to form a pulse train;

e The output in step 5 resets DFF through inverter inv3.

The bandwidth are determined by the delay cells as well as the DFFs; the gain
equals to the number of the pulses. Unlike the conventional architecture which first
generates the residue pulse and then produces the pulse train, shown in Figure 4.13,
Hit and In signals first propagate separately, then generate the residue pulse. In
this way, the offset from the delay cell as well as the DFF is canceled due to the
balance of the propagation line, the minimum time difference between two input
signals is decreased. Additionally, since the rising edge generated by four DFFs
have the same rise time, the signal deterioration caused by the non-ideality of the
blocks would have less influence on the residue pulse. Therefore, compared to the
conventional architecture, the offset of the residue pulse is reduced significantly.

4.1.5. Thermometer-to-Binary Encoder
Thermometer-to-Binary Encoder in the first stage is used to convert the state of the
selector to the binary code. In principle, the encoder goes through three steps:

 Store the state of the selector;
» Convert the stored code to 1-hot code;

e Convert 1-hot code to binary code.

In the digital circuits, the one-hot code is a group of bits among which the legal
combinations of values are only those with a single high (0) bit and all the others
low (0) [2]. The comparison of register output, 1-hot code and the Binary code
is shown in Figure 4.16. The selector outputs in Figure 4.12 are first stored in a
register which is triggered by the Hit signal from the selector.

The schematic in Figure 4.17 converts the register output to the 1-hot code.
It mainly focuses on the boundary of 0 and 1 from the register output; the code
combination ‘01’ is converted to 1 while the other keeps 0.

The last step is to encode the 1-hot code to binary code; the encoder schematic
is shown in Figure 4.18. By using 8 OR gates, the output of the selector is finally
transferred to binary code.

It should be noted that, since the ring oscillator has only seven outputs, the cor-
responding binary code is from 001 to 111, and the code 000 is missing. Therefore,
the binary output of the ring oscillator is 2.5bit instead of 3bit.
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Register Output 1-Hot Code Binary Code
1110000 1000000 001
0111000 0100000 010
0011100 0010000 011
0001110 0001000 100
0000111 0000100 101
1000011 0000010 110
1100001 0000001 111

Figure 4.16: Comparison of Three Types of Code.
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Figure 4.17: 1-Hot Converter.

4.2. Subsequent Stages

The first stage of the pipeline TDC mainly focuses on processing the signal from
the ring oscillator and generating the residue time. Both TDC and DTC are used to
realize the function. For the rest of the stage, the 1.5bit/stage TDC introduced in
Section 3.4 is used, followed by a DTC per stage. The time amplifier is same as the
one employed in the first stage, which is introduced in Section 4.1.4.

The gated delay line can receive the pulse train coming from the first stage by
enabling and disable the delay cells. Furthermore, as is discussed in Section 3.4,
the 1.5bit/stage TDC has better offset tolerance due to its large input time range.
In this case, the 1.5bit gated delay line is chosen as the TDC for the subsequent
stages.

The schematic of the TDC is shown in Figure 4.19. The gated delay line serves
as the TDC; DFFs store its state. The digital outputs D1, D2 and D3 control the
switches S§1, S2 and S3 respectively.
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Figure 4.18: Binary Encoder.
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Figure 4.19: Schematic of Gated Delay Line.

T;, first goes through an OR gate and begins to control the propagation of the
gated delay line. The Trigger signal becomes high when the T;,, from the previous
stage arrives. After T;, ends, the Trigger signal would be held where T;,, stopped;
the activated components during the operation mentioned above are marked in
blue, which is shown in Figure 4.20.

The Hit signal triggers the DFFs and store the states of the gated delay line.
Since D1, D2 and D3 have only three combinations: 100, 110 and 111, it can be
simply converted to the 1-hot code by the logic introduced in Section 4.1.5, which
result is 100, 010 and 001 respectively. From these three bit codes, the last two
bits are 00, 01 and 10 are the binary output of the current stage, in this case, the
block of thermometer-to-binary encoder is not necessary.

Furthermore, the 1-hot digital output could control the opening and closing of
the switches. In Figure 4.21, the DFF1 and DFF2 are activated, the corresponding
1-hot digital output is 010, therefore, switch S2 is closed.

After that, T,,, would enable the gated delay line again after T;,,. The trigger
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Figure 4.20: Schematic of Gated Delay Line: Signal Propagating Through the GDL.

signal is sent to the OR gate when it propagates through switch S2. It should be
noted that the signal needed to generate the residue is the rising edge of the trigger
signal, so the non-ideal behavior of the OR gates to the pulse width of the trigger
signal has no influence on the time accuracy.

Hit

Figure 4.21: Schematic of Gated Delay Line and Selector: Select the Signal.

Hit and T, signals are sent to the time amplifier of Figure 4.15, the time differ-
ence between these two signals is the time residue for this stage. As is discussed
before, the position of the DFFs and switches is not equally distributed in gated
delay line to enhance the offset tolerance of the TDC. Furthermore, a delay cell is
added at the beginning of the gated delay line to cancel the offset from the previous
stage.

4.3. Summary

The architectures of the first and remaining stages have been discussed in Sec-
tion.4.1 and Section 4.2. The system overview is shown in Figure 4.22 and Figure
4.23.

The multiplexer converts the rising and falling edges in each channel to pulses
and becomes the trigger signal of the selector which stores the current state of
each output of the ring oscillator, and sends to the encoder to generate the binary
output. One signal is chosen as the selected signal Sel from the selector, combined
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Figure 4.22: System Level: First Stage.

with the proper delayed Hit and sent to the time amplifier which generates the
pulse train of the residue signal for the next stage.

In the first stage, a ring oscillator acts as the TDC to extend the full-scale range.
However, the characteristics of continuous running and complicated output signal
demand several additional blocks to track and process the output signal. Therefore,
the first stage is more complicated than the following stage.

Hit (n-1)
Resid Gated el Resid
esiaue ale g ime esiaue
Time (n-1) | Delay Line Selector | Amplifier Time (n)
|
_ Digital
" OQutput (n)

Figure 4.23: System Level: Stage N.

In the second stage, a simple architecture can realize all the needed functions in
the first stage such as generating the residue signal and the binary output. The Hit
signal from the previous stage will store the state of the gated delay line after the
residue time transfer ends. The enable signal enables the gated delay line again;
the sel signal is also generated while the enable signal is ‘1". Finally, similar to the
first stage, the Sel and Hit signals are sent to the time amplifier which generates
the residue time for next stage.

The schematic of the pipeline TDC is shown in Figure 4.24, the whole architec-
ture consists of six stages. The first stage (master stage) contributes the majority
of bits, followed by five stages (slave stage) to increase the resolution of the master
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stage, with 1.5bit in each stage. The combined digital output is processed by the
digital error correction logic to generate the correct binary code.

Channel |: Master Slave Slave Slave Slave Slave
1,23..N Stage Stage 1 Stage 2 Stage 3 Stage 4 Stage 5

Digital Error Correction

Figure 4.24: System Level: Pipeline TDC.

As all of the circuit blocks have been introduced, in the next chapter, the dynamic
performance of the entire TDC would be given.
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TDC’s Simulation Result

Faith will move mountains.

Anonym

In this chapter, the performance and robustness of the TDC implementation
are examined. The simulated performance is related to the specification and

compared to state-of-the-art ADCs. An estimation of the power distribution
is also performed.
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5.1. Simulation Result

5.1.1. Gated Delay Element Mismatch

The size of the gated delay element identifies the driving capability and is also de-
termined by the scale of the input capacitance. The trade-off between propagation
delay and power consumption needs to be considered. The delay element mis-
match can be obtained by running a Monte Carlo simulation within the Cadence
environment.

In order to test the mismatch of the gated delay element by the influences of
process variation and interconnection mismatch, the dummy gated delay elements
are added before and after the measured delay element; the supply voltage V,, is
1.8V. As depicted in Figure 5.1, it produces a propagation delay of 191.59ps and
around 1.53ps of standard deviation with 500 samples. The delay mismatch can
be reduced by increasing the transistor size. However, the power consumption of
the gated delay element is the limitation.
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Figure 5.1: Monte Carlo Simulation for Delay Element Mismatch.

5.1.2. Time Amplifier Mismatch

Since the time amplifier is non-ideal, it has the internal mismatch refers to the its
gain in different conditions. This is caused by two non-idealities. First, it is due to
imperfect replicas generated by the delay lines. This duplication error is caused by
rise or fall time mismatch of the inverters in the delay cells. Another source of error
is the AND gate which merges the replicas and produces the train of pulses. In
the AND gate, mismatch of among NMOSs and PMOSs changes the transition point
of the pulses, resulting in pulse-width error. For example, an NMOS with low V;;,
is turned on early and turned off late which results in wider pulse-width compared
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to the case when is normal. Therefore, even if the AND gate receives N perfect
replica pulses, error is created and thus the gain is not exactly N.

A detailed view of accuracy and linearity of the proposed time amplifier is shown
in Figure 5.2, the mismatch of the gain is obtained by keeping the input time interval
the same and measuring the output time interval. After running the Monte Carlo
simulation with 218 samples, it shows that the gain of the time amplifer is 1.99956
and around 0.077 of standard deviation.
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Figure 5.2: Monte Carlo Simulation for Gain Mismatch of Time Amplifier.

The relation between the gain offset and the input time interval is shown in
Figure 5.3. The gain offset reaches the maximum of 2.2 percentage at the input
time interval of 400ps, which is still within the maximum offset tolerance (191.59ps)
of the sub-TDC.

5.2. TDC Performance

5.2.1. Resolution

Figure 5.4 shows the resolution of TDC at 1.8 V of power supply, but at different
corners and temperatures. The designed TDC is intended to operate between -40°C
to +80°C. Ata typical corner and at room temperature, the TDC resolution is around
6.44 ps while under the worst case condition it is around 8.28 ps. Furthermore, the
TDC resolution is reduced by increasing the power supply.The simulation results are
shown Figure 5.5.
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Figure 5.4: Average TDC delay resolution vs. operating temperature.

5.2.2. Linearity

The linearity of the TDC has been measured in terms of differential-non-linearity
(DNL) and integral-non-linearity (INL). The measured INL and the DNL were ob-
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Figure 5.5: The TDC Resolution vs. Supply Voltage.

tained from the circuit simulation of Cadence. This simulation took a long time in
transient analysis by introducing a small mismatch between the ring oscillator fre-
quency and the input pulse frequency. Figure 5.6 shows the results of both DNL
and INL with the values below 1.5 least significant bit (LSB). Furthermore, the cal-
culated linearity performance at fin=185 MHz is INL,,,, = 1.5LSB, equivalent to
ENOB = 12.67 based on Equation 2.6.

5.2.3. Accuracy

The accuracy of the TDC has been measured by keeping input time the same while
introducing mismatch into each sub-TDC blocks. By simulating the circuit in Monte-
Carlo for multiple times and comparing the digital output, the accuracy of the TDC
can be evaluated.

Figure 5.7 indicates the digital output distribution which input time is 300ps, the
digital output concentrate on 46, the appearance of digital code of 45, 47 and 48
primarily attribute to the mismatch of the time amplifier, and variation of the gated
delay element in some aspects.

5.2.4. Power Consumption
The power consumption of the design was estimated in normal operation with
200MHz input frequency, the power consumed in themaster stage (first stage) and
the slave stage (followed stage) in Table 5.1.

Since the slave stage 5 (last sub-TDC stage) is only a flash TDC without time
amplifier, it consumes less power compared with other slave stages.
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Figure 5.6: Simulated INL and DNL at 185 MHz.

Figure 5.7: Simulated INL and DNL at 185 MHz.

The relation between the power consumption and the input pulse frequency
(the number of pulses sent to the TDC per second) is presented in Table 5.2. The
power consumption increases when the input pulse density rises.
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Master | Slave 1-4 | Slave 5 | Other Logic | Total
Power[mW] | 5.415 1.375 1.185 1.80 13.90

Table 5.1: Power Distribution in Each Block

Frequency[MHz] 20 50 100 150 200
Power[mW] 1.932 | 2.987 | 4.228 | 9.374 | 13.90

Table 5.2: The Relation Between Power Dissipation and Input Frequency

5.2.5. Robustness

In the previous sections, the performance has been verified at the operating point
the TDC was designed for the real data converters need to be robust, meaning that
they are able to withstand some variations in the operating conditions. This section
describes this additional testing of the design.

Temperature

The effect of extreme temperatures on the pipeline TDC performance was investi-
gated. The simulated INL for -40°C, the room temperature and 80°C are listed in
Table 5.3.

Temperature[°C] | DNL[LSB] | INL[LSB]
-40 0.72 1.2
27 0.85 1.5
80 0.73 2.4

Table 5.3: The Effects of Temperature Variations on Performance.

The linearity performance is degraded as the temperature increases, partly be-
cause of the increase of the offset in the gated delay line. We can also expect the
resolution becomes lower as the temperature increases

Supply Voltage

The sensitivity to variations in supply voltage was also investigated, see Table 5.4.
As the conductance of transistors depends on the voltage driving them the perfor-
mance is degraded as V,;,; is reduced. Similarly, the performance is improved for
an increased supply voltage.

Supply Voltage[V] | DNL[LSB] | INL[LSB]
1.7 0.58 2.2
1.8 0.85 1.5
1.9 0.92 1.4

Table 5.4: Effects of Supply Voltage Variations on Performance.
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Process Corners

Circuits implementing by the MOS transistors may run faster or slower depending on
variations in the fabrication process. The process corners represent the extremes
of these variations. A commonly used convention for naming process corners is
to denote the mobility of NMOS and PMOS transistors respectively. The mobility
of these two transistors can be either higher (fast corner) or lower (slow corner)
than the nominal case (typical corner). The results of simulating five corners can
be seen in Table 5.5 representing the scenarios where the NMOS and PMOS are
fast or slow.

Process Corners | DNL[LSB] | INL[LSB]
fast-fast 0.61 2.2
fast-slow 0.81 2.1

typical 0.85 1.5
slow-fast 1.3 2.6
slow-slow 0.61 2.2

Table 5.5: Effects of Process Corner on Performance.



Conclusion

All things come to those who wait.

Anonym

In this chapter, the conclusion of the TDC achitecture is given. An estimation
of the future work is also performed.
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6.1. Conclusion

In the presented work a 14-bit Pipeline TDC for the transducer array channel multi-
plexing for ultrasound imaging system has been successfully designed. The perfor-
mance satisfies the given requirements. The concept of the proposed time register
technique has been proved.

The new pipeline TDC architecture introduced by this paper has two main func-
tions: time subtraction and time amplification, whiwch are realized by specific cir-
cuits. The resolution of 6.44ps is achieved by five 1.5-bit sub-TDCs, with no sacrifice
towards the convention rate (200MS/s).

As a pipeline TDC, the first TDC stage provides the most of the bits, and are more
complex than other sub-TDC. Since the offset from the first stage would overload
the followed stages, the 1.5bit sub-TDC, which has 0.5bit of redundancy, has been
introduced to enhance the offset tolerance.

In the middle between different TDC stages, the time amplifier amplifies the
time residue time from the pervious TDC stage and sends to the next stage. The
conventional pulse-train time amplifier has the drawback of low accuracy due to the
signal distortion when propagating through the the delay element. In this design,
the DFFs, together with delay elements, are used as the delay line to regenerate
the input signal and keep the accuracy of the residue output.

The power efficiency of the TDC is comparable with the state-of-the-art. More-
over, for a given sampling frequency, the result shows the standout FOM (0.01),
at least 40 times better than its counterparts.

6.2. Comparison with state-of-the-art TDCs

To evaluate the performance of the design compares to state-of-the-art TDCs, this
work was simulated with an input signal at the frequency of 200 MHz. The resulting
INL equals 1.5LSB and the total power consumption was 13.90 mW. FOMS was
calculated to 0.01pJ/step.

VLSI ‘07 [1] | CICC 09 [2] | JSSC 12 [3] | JSSC 13 [4] | This Work
Technology 90nm 65nm 130nm 65nm 180nm
Resolution 1.25ps 4.8ps 1.25ps 3.75ps 6.44ps
Bits 9 7 8 7 14
Conversion Rate 10MS/s 50MS/s 50MS/s 200MS/s 200MS/s
DNL 0.8LSB 1LSB 0.7LSB 0.9LSB 0.85LSB
INL 3LSB 3.3LSB 3LSB 2.3LSB 1.5LSB
ENOB 7.00 4.9 6.00 5.28 12.68
Power 3mW 1.7mW 4.3mW 3.6mW 13.90mW
FOM 2.344 1.139 1.344 0.463 0.01

Table 6.1: Comparison with state-of-the art TDCs.

The simulated performance of the designed TDC is summarized and compared
to other similar TDCs in Table 6.1. It should be noted that the converters used for
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comparison present measured data while this work present simulated data. This
design shows the standout FOM in this category at the cost of relatively higher
power consumption; the high conversion rate and high resolution were both realized
with the help of the pipeline architecture.

6.3. Future Work

With the development of speed and portable of the products, high speed and low
power TDCs are indispensable; low supply voltage and power are the directions of
design. There are mainly three aspects which can be further improved.

The ring oscillator in first stage can be well designed by implementing the con-
trol block such as DLL, to keep the output frequency and time interval stable, which
can improve the linearity of the TDC significantly. Meanwhile, the conversion rate
the mainly limited by the first stage, and the 1.5bit sub-TDC can reach the con-
version rate at approximately 500MS/s, this design has large space in improving its
conversion rate.

The power disspation of this work can also be reduced. Since the sub-TDC has
large offset tolerance, the supply voltage can be reduced to save the power in this
design. Better state-of-art technology will also lead to the better performance of
this work.
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