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Abstract

Visual Analysis for Narcolepsy
by

Priyanka Bhaskar

Narcolepsy is a chronic neurological condition that results from the dysregulation of
the sleep-wake cycle occurring in an early stage, specifically in adolescence. Patients
with narcolepsy experience excessive daytime sleepiness, cataplexy, hypnagogic halluci-
nations, sleep paralysis and disturbed nocturnal sleep and these symptoms together form
the narcolepsy symptom pentad. However, the symptoms related to narcolepsy are not
limited to the pentad and cover a broad range of other symptoms, some of which are not
directly related to sleep, like, increase in weight, binge eating, anxiety, agitation. There-
fore, researchers from sleep medicine center, Kempenhaeghe wanted to understand how
a selected set of 20 symptoms are related to narcolepsy.

In this thesis we present a visual analytics framework to help the researchers under-
stand these symptoms in relation to narcolepsy and identify patterns among them. Using
relevant attributes interesting population subsets are formed and the results are compared.
The thesis comprises of three main tasks, the first being visualizing the distribution of in-
dividual attributes of patients in which a symptom is present and not present and for
severity level. Then, pairs of symptoms are visualized based on their agreement and
association to identify groups of related symptoms and trends present. Lastly, multiple
symptoms are visualized to identify patterns amongst them.

The visual analytics framework was implemented and evaluated through a user study.
The study showed that the visualization developed was useful in gaining new insights to
form interesting hypothesis along with possible extensions for future development. This
is the first step towards an extensive visual analytics framework in the study of narcolepsy
symptom spectrum.

Thesis Committee:

Prof. Dr. Anna Vilanova - TU Delft - TU Eindhoven
Dr. Willem-Paul Brinkman - TU Delft
Dr. Thomas Höllt - TU Delft



iii



iv

Acknowledgement

The thesis project has been an extremely rewarding personal journey and it has given
me the opportunity to expand my application knowledge. Working on such a complex
task wouldn’t have been possible without the support and encouragement of various
stakeholders who have helped shape my thoughts, encouraged me from time to time,
given me useful insights, and most importantly given me the freedom to stumble and
learn while working on the project. I would now like to take this opportunity to individ-
ually thank the following people for their valuable contribution and whose support has
been crucial while working on the project.

Prof. Dr. Anna Vilanova, intially when I approached her she took her valuable time out
to understand my requirements and explained to me the limited projects that she had to
offer but was kind enough to introduce me to professors at Tu Eindhoven who had projects
to my liking. She has been extremely gracious in sharing her vast experience, giving
me direction, providing technical inputs when I was in doubt and patiently providing
feedback on the various design iterations and reports. I would also like to thank her for
the personal time she set aside for our regular weekly meetings and her uncompromising
approach to bring out the best in the project.

I initially started the project under the guidance of Prof. Dr Michel Westenberg who
guided me in setting up the objectives and understanding the target users expectations.
During my interactions with Prof. Michel he gave me the freedom to explore the var-
ious choices before settling on the best course of action. He was calm with a friendly
demeanor and I thank him for the valuable time spent with me during our weekly inter-
actions.

Dr. Sebastiaan Overeem is one of the core member from the sleep medicine center,
Kempenhagen and his deep understanding of the subject and inputs have been invaluable
in shaping the project. He is very insightful, quick in his response, clear in his expecta-
tions, available for discussions on short notice and has been constructive in his feedback.
I thank him for his inputs and constant encouragement while working on the project.

Dr. Sigrid Pillen is one of the core members from the sleep medicine center, Kempen-
hagen. Her various inputs and suggestions have helped me clarify my doubts and gain
a better perspective of the subject. I thank her for participating in our discussions and
providing her valuable feedback.

Drs. Laury, who is pursuing her doctorate in psychology at the sleep medicine centre,
Kempenhagen, has been very helpful in providing me with the necessary data with regular
updates and clarifying all my doubts. I would like to thank her for participating in our
discussions and providing me with her valuable feedback.

I would like to extand my thanks to the thesis committee, Dr. Willem-Paul Brinkman
and Dr. Thomas Höllt for having taken time off their busy schedule to be a part of the
committee.

Marjo van Koppen, core member of TU Delft Introduction program. She excudes
confidence, is very jovial, and has constantly followed up on my project progress. She
has gone out of the way to provide me support for which I remain indebted. I would also
like to thank my team members from the Introduction program, for giving me the best



v

experience one could have asked for, helping me break the isolation that one encounters
and being my stress busters.

Lastly, this list wouldn’t be complete without thanking my parents for their con-
stant support, motivation and encouragement. They have played an immense role in this
project and in this entire master’s journey and without their support this wouldn’t have
been possible.



vi



Contents

List of Figures ix

List of Tables xi

1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Report Organisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2 Related Work 6

3 Domain Analysis 11

4 Task and Data Abstraction 14
4.1 Data Abstraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
4.2 Task Abstraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

5 Visual encoding and Implementation 16
5.1 Tool used for Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
5.2 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
5.3 Filtering - Subset Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

5.3.1 Filtering of records . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
5.3.2 Subset selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

5.4 Visualization of individual attributes . . . . . . . . . . . . . . . . . . . . . . . . . . 22
5.4.1 Distribution of symptoms present and not present . . . . . . . . . . . . . . 22
5.4.2 Distribution of symptom severity and identification of trends . . . . . . . . 23

5.5 Visualization of pairs of attributes . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
5.5.1 Co-occurrence of symptoms based on reporting . . . . . . . . . . . . . . . . 24
5.5.2 Relation of symptoms based on severity . . . . . . . . . . . . . . . . . . . . 25
5.5.3 Identify groups and trends . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

5.6 Visualization of multiple attributes . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
5.7 Comparison of population subsets . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

5.7.1 Comparison of individual symptoms . . . . . . . . . . . . . . . . . . . . . . 36
5.7.2 Comparison of pairs of symptoms . . . . . . . . . . . . . . . . . . . . . . . . 38
5.7.3 Comparison of multiple symptoms . . . . . . . . . . . . . . . . . . . . . . . 42

5.8 Dashboard . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
5.9 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

vii



CONTENTS viii

6 Evaluation 47
6.1 Method and participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
6.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

6.2.1 Selection mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
6.2.2 Visualizing individual symptoms . . . . . . . . . . . . . . . . . . . . . . . . 48
6.2.3 Visualizing pairs of symptoms . . . . . . . . . . . . . . . . . . . . . . . . . . 49
6.2.4 Visualizing multiple symptoms . . . . . . . . . . . . . . . . . . . . . . . . . 49
6.2.5 Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
6.2.6 Overall visualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

7 Conclusion 51
7.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
7.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

A Dashboard 53

B User Study Questionnaire 55

C Complete User Study Responses 61

Bibliography 64



List of Figures

1.1 Structure of the Mobile application . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Mobile application interfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Tamara Munzner four nested levels of visualization. (Source: Visualization Analysis

& Design, Tamara Munzner) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.1 LifeLines2 - all patients records are aligned based on the 1st reported pneumonia
and influenza on a relative scale. (Source: Aligning Temporal Data by Sentinel
Events: Discovering Patterns in Electronic Health Records) . . . . . . . . . . . . . 7

2.2 Interface of TripVista. (Source: TripVista: Triple Perspective Visual Trajectory
Analytics and Its Application on Microscopic Traffic Data at a Road Intersection) 9

3.1 Snapshot of the dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

5.1 Overview of tasks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
5.2 Filtering of records when timestamp entered is 50 hours . . . . . . . . . . . . . . . 18
5.3 Distribution of number of times reported by patients using the mobile application 19
5.4 Number of times reported among those reporting more than twice . . . . . . . . . 20
5.5 Age . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
5.6 Ullanlinna score . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
5.7 Stacked bar plot depicting the distribution of symptoms in terms of those reporting

and not reporting a symptom . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
5.8 Individual bar plots depicting the distribution of symptoms in terms of severity . . 23
5.9 Balloon plot depicting the number of patients reporting different combinations of

reporting and not reporting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
5.10 Balloon plot depicting the number of patients reporting different combinations of

symptom severity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
5.11 Toy dataset to illustrate kendall tau b for symptoms anxiety and agitation . . . . . 27
5.12 Illustration of kendall tau b for the toy dataset . . . . . . . . . . . . . . . . . . . . 27
5.13 Heatmaps for agreement and association between pairs of symptoms . . . . . . . . 28
5.14 Heatmaps ordered based on value . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
5.15 Heatmaps ordered based on cluster . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
5.16 Matrix representation of cluster formation on a toy dataset . . . . . . . . . . . . . 30
5.17 Dendrogram formed for the toy dataset . . . . . . . . . . . . . . . . . . . . . . . . 31
5.18 Parallel coordinate plot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
5.19 Parallel coordinate plot - left plot for interaction and the right plot to reflect the

result of interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5.20 Parallel coordinate plots when hovered on the plot on the left . . . . . . . . . . . . 33
5.21 Parallel coordinate plots when brushed on the plot on the left . . . . . . . . . . . . 34
5.22 Parallel coordinate plots when brushed and hovered on the plot on the left . . . . . 34
5.23 Three methods of faceting. (Source: Pep up Your Time Machine – Recommenda-

tions for the Design of Information Visualizations of Time-Dependent Data) . . . . 35
5.24 Stacked bar plots ordered based on their individual ordering . . . . . . . . . . . . . 36

ix



LIST OF FIGURES x

5.25 Stacked bar plots ordered based on the left hand side plot’s order . . . . . . . . . . 36
5.26 Stacked bar plots ordered based on the right hand side plot’s order . . . . . . . . . 37
5.27 Individual bar plots depicting the distribution of symptoms in terms of severity

with absolute scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
5.28 Individual bar plots depicting the distribution of symptoms in terms of severity

with relative scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
5.29 Individual bar plots depicting the distribution of symptoms with symptoms high-

lighted corresponding to the symptoms selected in the stacked bar plot. . . . . . . 38
5.30 Heatmaps reordered using option - Individual . . . . . . . . . . . . . . . . . . . . . 39
5.31 Heatmaps reordered using Agreement-left . . . . . . . . . . . . . . . . . . . . . . . 39
5.32 Heatmaps reordered using Association-left . . . . . . . . . . . . . . . . . . . . . . . 40
5.33 Heatmaps reordered using Agreement-right . . . . . . . . . . . . . . . . . . . . . . 40
5.34 Heatmaps reordered using Association-right . . . . . . . . . . . . . . . . . . . . . . 41
5.35 Result when hovered over the heatmaps . . . . . . . . . . . . . . . . . . . . . . . . 41
5.36 Balloon plots pertaining to two different subsets . . . . . . . . . . . . . . . . . . . 42
5.37 Parallel coordinate plots for the two different subsets selected . . . . . . . . . . . . 42
5.38 Filtering and Subset selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
5.39 Individual and multiple symptoms . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.40 Pairs of symptoms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

B.1 User study questionnaire - part 1 of 11 . . . . . . . . . . . . . . . . . . . . . . . . . 55
B.2 User study questionnaire - part 2 of 11 . . . . . . . . . . . . . . . . . . . . . . . . . 55
B.3 User study questionnaire - part 3 of 11 . . . . . . . . . . . . . . . . . . . . . . . . . 56
B.4 User study questionnaire - part 4 of 11 . . . . . . . . . . . . . . . . . . . . . . . . . 56
B.5 User study questionnaire - part 5 of 11 . . . . . . . . . . . . . . . . . . . . . . . . . 57
B.6 User study questionnaire - part 6 of 11 . . . . . . . . . . . . . . . . . . . . . . . . . 57
B.7 User study questionnaire - part 7 of 11 . . . . . . . . . . . . . . . . . . . . . . . . . 58
B.8 User study questionnaire - part 8 of 11 . . . . . . . . . . . . . . . . . . . . . . . . . 58
B.9 User study questionnaire - part 9 of 11 . . . . . . . . . . . . . . . . . . . . . . . . . 59
B.10 User study questionnaire - part 10 of 11 . . . . . . . . . . . . . . . . . . . . . . . . 59
B.11 User study questionnaire - part 11 of 11 . . . . . . . . . . . . . . . . . . . . . . . . 60

C.1 Key for user study responses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
C.2 User Study Responses - Selection Mechanism . . . . . . . . . . . . . . . . . . . . . 61
C.3 User Study Responses - Visualizing individual symptoms . . . . . . . . . . . . . . . 62
C.4 User Study Responses - Visualizing pairs of symptoms . . . . . . . . . . . . . . . . 62
C.5 User Study Responses - Visualizing multiple symptoms . . . . . . . . . . . . . . . . 62
C.6 User Study Responses - Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . 63
C.7 User Study Responses - Overall visualization . . . . . . . . . . . . . . . . . . . . . 63



List of Tables

3.1 Table depicting the list of attributes and symptoms collected via the questionnaire
interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

3.2 Table depicts the list of 20 symptoms from which patients can select and rank the
symptoms experienced. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

4.1 Table briefly depicts the attributes falling under each data type . . . . . . . . . . . 14

6.1 Color scheme used to represent the results obtained . . . . . . . . . . . . . . . . . 48
6.2 User study questions and responses for selection mechanism . . . . . . . . . . . . . 48
6.3 User study questions and responses for visualizing individual symptoms . . . . . . 48
6.4 User study questions and responses for visualizing pairs of symptoms . . . . . . . . 49
6.5 User study questions and responses for visualizing multiple symptoms. . . . . . . . 49
6.6 User study questions and responses for comparing two population subsets. . . . . . 50

xi



Acronyms

KNAVE-II Knowledge-based Navigation of Abstractions for Visualization and Exploration-II.
8

PRIMA Patient Record Intelligent Monitoring and Analysis. 6

xii



Chapter 1

Introduction

1.1 Motivation

Narcolepsy is a chronic sleep disorder with a typical onset in adolescence, characterized
by excessive daytime sleepiness and cataplexy [1][2]. Apart from experiencing daytime
sleepiness and cataplexy, patients with narcolepsy can also experience disturbed night
time sleep, sleep paralysis and hallucinations (hypnagogic or hypnopompic) [1][2]. The
five symptoms together form what is known as a narcolepsy symptom pentad. However,
the symptoms related to narcolepsy are not restricted to the symptom pentad and can
range from sleep related to non-sleep related like binge eating, agitation, increase in
weight to name a few.

Narcolepsy is said to occur 1 in 2000 people worldwide, and delay in diagnosis is
common [3]. Reasons for the delay in diagnoses include, physicians lack of familiarity
with narcolepsy, lack of access to laboratory-based sleep testing for the patients, and a
broad variety of both medical and psychiatric comorbidities associated with narcolepsy,
such as obesity, other sleep disorder, depression and anxiety [2][4][5]. In general symp-
toms develop over time and initial diagnostic tests may be falsely negative despite severe
and specific clinical symptoms and signs [6]. Patients with narcolepsy face challenges
such as social stigma, difficulty in obtaining an education and maintaining a job, reduced
quality of life and socio-economic consequences [1][6]. A few ways that will aid in
the quicker identification of the onset of narcolepsy include improving awareness about
the diagnosis and tailored therapies, initiating early medication when cataplexy is present
which is a key diagnostic marker and considering multiple concurrent medications [3][6].

Symptoms can vary amongst patients and, day to day variations are also possible.
Some of the factors that influence this variation are, medication and medication tolerance,
circumstances of daily living and variation in coping strategies. Currently, the diagnostic
tests focus on 2 core symptoms namely cataplexy and excessive day time sleepiness,
and it is found that questionnaires are unable to cover the whole symptom spectrum and
its long term day to day variability. This lead the researchers at sleep medicine centre,
Kempenhaeghe, to build a mobile application that covers all the symptoms and allows
the users to log them on a timely basis as and when they experience it.

The mobile application is available in both Android and IOS and lets users, log their
severity towards a comprehensive list of twenty symptoms for narcolepsy. This not only
lets the users keep track of their symptoms but also serves as a source of dataset that can

1
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be used for analytics purpose. The results can help doctors in gaining more insight which
aids in identifying the onset of narcolepsy.

Figure 1.1: Structure of the Mobile application

The application is structured as shown in Figure 1.1, where when a user logs in for the
first time they will have to fill in a questionnaire which helps in calculating the Ullanlinna
Score. A Ullanlinna score of 14 and above is suggestive of narcolepsy with cataplexy
[7]. After filling the questionnaire, the users get to select symptoms they are experienc-
ing and report severity. The severity of symptoms is asked instead of frequency as it is
believed that knowing the impact a symptom has on patient gives a deeper understanding
of narcolepsy. The app also provides its users with a basic visualization to review their
complete reporting. Figure 1.2a and 1.2b depicts the questionnaire interface, followed
by Figure 1.2c which depicts the interface where users can log their symptoms and the
severity level. Figure 1.2d depicts the visualization provided in the mobile application
for the users to view their reporting patterns.

(a) Questionnaire Interface - 1 (b) Questionnaire Interface - 2
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(c) Interface for patients to log symptoms
and its severity

(d) Visualization provided to the patients to see their
reporting patterns

Figure 1.2: Mobile application interfaces

1.2 Problem Statement

From the data collected through the mobile application which comprises of personal, de-
mographic and clinical symptoms with severity levels, there are two main focus areas.
One is to understand the symptom spectrum better and the other is to understand indi-
vidual patients reporting in detail. Time aspect of the dataset plays a crucial role when
the focus is on individual patients, when the focus is on the overall symptom spectrum
the time component can be ignored as here we are primarily focusing on the relations be-
tween the symptoms and not with respect to a time stamp. After having detailed discus-
sions with the researches from the sleep medicine center, Kempenhaeghe it was decided
that this project will focus on understanding the symptom spectrum. This knowledge will
help when reviewing the records of individual patients to understand the reporting pattern
better and to give a personalized treatment.

The goal of this project is to help the researches get an understanding of the dataset
population using patients personal details and reporting patterns. It enables to identify
patterns present among the symptoms and the relations to narcolepsy to facilitate the
formulation of hypothesis.

In order to explore this growing dataset, as existing and new patients keep reporting the
symptoms experienced and the associated severity, there is a need to effectively present
this data. This can be achieved with the help of visualization to depict information which
can be grasped quickly when compared to manual data search or use of tables. Since,
there is no clear model defined using appropriate visualization helps in easily identifying
relationships and patterns if present and also helps compare the visualizations for differ-
ent subsets of the dataset population effectively. Visualization also supports analysis at
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various levels of details. Further humans can process visual information better than data
presented in other forms.

To implement the visual analytics framework for this project, the commonly used tools
have limitations when used in as is condition, thus posing a set of challenges. There is
a need for integrated statistical computation of ordinal datatype and generation of plots
which is not supported by these tools. Moreover, these tools do not support customization
of plots like encoding, splitting of views for comparison and grid layouts. In some of
these tool, the required plots are not available and the interactions available are limited,
justifying the need to build a customized dashboard.

1.3 Contribution

A visual analytics tool was developed based on Tamara Munzner four nested levels of
visualization as shown in Figure 1.3 according to the needs of the researchers. The im-
plementation lets the target users select two different population subsets of their choice
and compare them to identify the similarities and differences. The visualizations devel-
oped consists of three parts based on the discussion with the researchers, the first focuses
on visualizing individual symptoms to depict the distribution based on their occurrence
in patients and severity. The second focuses on visualizing pairs of symptoms occurring
simultaneously to identify groups and trends and the last focuses on visualizing multiple
symptoms to identify patterns.

The implementation has been evaluated by conducting a user study and it was found
that overall, the visualization helped in gaining new insights which is otherwise not pos-
sible due to the limited clinical knowledge in developing new hypothesis.

Figure 1.3: Tamara Munzner four nested levels of visualization. (Source: Visualization Analysis
& Design, Tamara Munzner)
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1.4 Report Organisation

Chapter 2 discusses literature in the line of visualizing patients medical records and Chap-
ter 3 covers domain analysis. Chapter 4 discusses task and data abstraction, followed by
Chapter 5 that discusses visual encoding, interaction and implementation details. Chap-
ter 6 talks about evaluating the implementation. Chapter 7 concludes the work done and
discusses potential future work.

5



Chapter 2

Related Work

When it comes to examining patients’ medical records, in terms of visual analytics there
are two focus areas according to literature [8]. There are visual analytics tools focusing
on presenting medical information for individual patients and there are visual analytics
tools presenting multiple patient records in parallel to help identify trends and patterns
by clinicians [8]. Considering the focus of this project we focus on the later, and the
literature that fall under this category are as follows.

Patient Record Intelligent Monitoring and Analysis (PRIMA), is an application that
helps in visualizing and understanding patient record data [9]. It comprises of three views
namely aggregate table, histogram stack and Kaplan-Meier survivability curve. These
views are designed for specific data types and in case an appropriate data is not avail-
able for a view it is not displayed. The aggregate table view, shows the proportion of
patients in each category for a particular variable selected and is suitable for categori-
cal variables. The next view is called a histogram stack, which comprises of histogram
for a set of selected variables and is suitable for numerical data. The last view is called
the Kaplan-Meier survivability curve, which represents the probability of survival of po-
tentially incomplete data through a process called censoring [9]. PRIMA contributes to
the thesis by highlighting the visualizations possible with numerical and categorical data
and how multiple views and interactive visualization can be used to identify patterns and
relationships. However, the drawbacks with this visualization is that the different views
are not linked, in the sense every plot has got its own selection mechanism and it is not
possible to see how having a common selection mechanism will affect the visualization
in different views.

InfoZoom, is a novel technique to display database contents in the form of extremely
compressed tables, that ensures the size of the dataset does not lead to loss of information
while visualizing due to screen size issues. Moreover, the tables not only serve visualiza-
tion purpose but also lets the user perform database queries by direct manipulation of the
presented information [10]. InfoZoom starts with a compact representation of the dataset
and for each attribute it is possible to see the values and frequencies, and the same infor-
mation is used to find the correlation between attributes. Therefore, it focuses on letting
the user explore the data themselves to know the information contained in the dataset
instead of using algorithms to depict information, along with how visualization can be
performed on a large dataset and detect interesting knowledge without any loss of infor-
mation due to screen size issues. The drawbacks associated with this visualization is that

6
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while it lets the user filter data and see how the visualization changes, it does not support
comparison of different subsets of the dataset. Further, correlation is with regard to the
different levels present in the attribute and does not represent the correlation between two
attributes to understand the relation between them.

Lifeline2 helps in visualizing categorical temporal data by letting users of the appli-
cation select records from multiple patients in the form of a query [11][12]. Each record
occupies a row and is identified by its id on an absolute timescale and every medical con-
dition has a color associated with it. Lifeline2 also lets the user to align, rank and filter
the display wherein it is believed that with alignment it is easier to explore the data for
potential temporal patterns across the multiple records selected. Moreover, alignment lets
to compare relative timestamps easily and ranking and filtering tend to compliment align-
ment by reordering and narrowing the set of records interactively to suit a user’s needs
as shown in Figure. 2.1. This makes identifying precursor, aftereffects and co-occurring
events a smooth process and serves as a good example to show how order plays an impor-
tant role in visualization which has been incorporated in this thesis. This tool misses the
correlation between the different medical conditions and filtering is possible only based
on the presence of medical conditions. It does not help compare the results for differ-
ent subsets of the dataset based on population details like age, gender and also does not
give the opportunity to see how the results vary when aligned based on different medical
conditions simultaneously.

Figure 2.1: LifeLines2 - all patients records are aligned based on the 1st reported pneumonia and
influenza on a relative scale. (Source: Aligning Temporal Data by Sentinel Events: Discovering
Patterns in Electronic Health Records)
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Outflow is a novel visual design that combines multiple patient records into a graph
based visual representation [13]. It helps in analyzing how diseases evolve over time and
connect the pathways to the outcomes of the corresponding patients to help clinicians
understand how certain pathways lead to certain outcomes. In outflow, first an alignment
point is selected and a directed acyclic graph is formed using all the records that satisfy
the alignment point. Each edge captures symptom transition and is annotated with ag-
gregate patient statistics. Moreover, the aggregate information affects the graphs edge
width there by making it easier to understand the population contributing to each edge.
This graph, captures event paths that lead to the alignment point and all event paths that
occur after the alignment point [13]. Outflow, differs from the other literature’s by con-
sidering a set of events that are of interest using an alignment condition and then sees
how the events that occur after the alignment condition are related to the ones that meet
the alignment condition, which helps in identifying trends. Similar to the visual analytics
framework proposed for the thesis, in outflow the focus is on the visualization of mul-
tiple symptoms and gives its users the possibility to filter data. Here, the focus is only
on multiple symptoms and does not look into the symptom spectrum in finer levels like
individual and pairs of symptoms. While it is possible to filter the data, forming multiple
subsets and comparison is not possible and this shortcoming has been addressed in the
thesis.

Knowledge-based Navigation of Abstractions for Visualization and Exploration-II
(KNAVE-II) is a knowledge based computational framework used to visualize, interpret
and explore time based clinical data [8][14][15]. It supports the formulation of tempo-
ral queries, using medical domain ontology and lets users to interactively explore the
results [8][14]. The interface gives user the flexibility to either visualize single patient’s
record or records of multiple patients [8][14][15]. The user interface consists of a domain
knowledge browser on the left hand side, wherein the user can enter a query. The search
table on the bottom left hand side helps find all related concepts and on the right side,
raw data and their abstractions are displayed [14][15][16][17]. KNAVE-II also lets its
user select their preferred temporal granularity [14][15][16][17]. KNAVE-II contributes
to the thesis by showing how one can filter the desired data and have an overview of each
attribute. This does not help in forming and comparing the results for different subsets
nor does it help in seeing the correlation between attributes and patterns if present.

Sonja Zillner, Tamás Hauer, Dmitry Rogulin, Alexey Tsymbal, Martin Huber and
Tony Solomondies propose a semantic visualization of patient information where, pa-
tient data is mapped to relevant fragments of ontologies and inferred ontologies in or-
der to provide improved visualizations [18]. The visualization used are called semantic
facet browser and semantic treemap visualization. Ontology based facet browsing en-
ables browsing over the set of patient records and helps identify similar patient records
with regard to a specific set of attributes. Treemaps on the otherhand help in identifying
correlations among clinical attributes and each rectangle in the treemap corresponds to
a patient [18]. Therefore, this paper helps in understanding as to how comparison and
correlation play an important role in understanding the data in hand better and has been
incorporated in the thesis. It is also seen that correlation helps in testing hypothesis in an
efficient manner. However, the short comings associated are as follows, semantic facet
browser displays the information in tabular format which makes it difficult to identify the
differences. Similarly, treemaps are used for correlation and as the number of records
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increase, it will be difficult to infer from the treemap as it gets cluttered.
Lifeflow is a novel interactive visual overview of event sequences, that is scalable

and can summarize all possible sequences. It also represents the temporal spacing of the
events within sequences and is an extension of the Lifeline2 [11][12]. The working of
Lifeflow is as follows, raw data is represented as colored triangles on a horizontal timeline
and each row represents a record. The records are aggregated by sequence into a data
structure called tree of sequences. The tree of sequences is then converted into a Lifeflow
visualization. Each tree node is represented with an event bar, where the height of the
bar is proportional to the number of records and the horizontal position is determined by
the average time between events [19]. Lifeflow, highlights the importance of depicting
overview information as it lets you see the trends specific to the entire dataset easily and
this concept is applied in this thesis for visualizing an overview of relevant attributes.
Similar to Lifeline2, it does not help compare the results for different subsets of the
dataset based on population details like age, gender and also does not give the opportunity
to see how the results vary when aligned based on different values simultaneously.

There are other domains that have similar structure of dataset in comparison to the
patient record dataset. An example of such a domain is traffic data, which is tempo-
ral in nature and involves different types of data like spatial, numerical and categorical
[20][21]. TripVista, is a visual analytics tool built to visualize traffic data and it consists
of a spatial view for depicting geometrical trajectory information, a temporal view of the-
meriver and scatterplots [21]. The next view involves a parallel coordinate plot to depict
information from multiple attributes, a time slider to select a two-level time range selec-
tion and lastly a control panel for system parameter settings and data classification [21].
As shown in Figure. 2.2 the visualization has three views namely the spatial, temporal
and multidimensional. This visualization helps in understanding how to place different
views, provide interactions and system parameter selection like rendering transparency,
scale of histogram along with showing how multidimensional data are used which is of
particular interest. The user is not given the option to select different subsets of data and
considers only multiple attributes when individual and pairs of attributes could also be
considered, which has been addressed in this thesis.

Figure 2.2: Interface of TripVista. (Source: TripVista: Triple Perspective Visual Trajectory
Analytics and Its Application on Microscopic Traffic Data at a Road Intersection)

From the above literature review the following conclusions can be drawn, majority
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of the visualizations focus on depicting the data on a timeline based on which trends
and patterns are identified. Interaction is used to zoom in on a particular portion of the
timeline or used to display patient details like age, gender when opposed to interacting
with a plot and reflecting the changes in the other plots present or to make selections.
Apart from timeline, other visualizations involve aggregation and correlation using the
data as such without using any correlation techniques. This direct method of identifying
correlation is not an ideal way, as when the dataset grows in size it gets difficult to infer.
Overall, it can be seen that the above literature’s do not focus on showing the distribu-
tions of attributes, correlation between them using computational methods, identifying
relationships, finding patterns, clusters and to compare all the results for different subsets
in a single visual analytics tool.
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Chapter 3

Domain Analysis

The project has got a narrow target group, comprising of researches from the sleep
medicine center, Kempenhaeghe. Narcolepsy is a chronic sleep disorder, that is currently
identified and treated by a set of few symptoms. It is known that the symptom spectrum
is not limited to the few commonly occurring set of symptoms. Hence, the researches
at sleep medicine center, Kempenhaeghe decided to analyze a list of twenty symptoms
related to narcolepsy with the help of the data collected through a mobile application.

After a series of discussions with the researchers, it was understood that their intention
behind building the mobile application involves two goals. The first is, understanding
the symptom spectrum on the whole and the second is, to give personalized treatment
to patients based on their reporting and medical history. The data collected has a time
component associated with it, since a user can log symptoms multiple number of times
both within a day and in the subsequent days.

It was mutually agreed with the researchers that this project would focus on build-
ing visualization to understand the population and in identifying relationships between
symptoms for different population subsets independent of time.

The dataset at hand is collected through the mobile application built and consists of a
questionnaire followed by an interface that allows the user to select the symptoms they
experience and rank them according to the severity level at the time of reporting.

The questionnaire is filled by patients only once when they first log into the applica-
tion and, includes questions related to general information about the patient along with
questions related to how often they experience a few symptoms. The exact attributes in-
volved with the questionnaire are shown in Table 3.1. The primary reason behind asking
the users to report how often they experience these symptoms is to compute the Ullan-
linna score as a score of 14 and above is representative of narcolepsy. To compute this
score the symptoms need to be reported based on frequency and not severity.
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General Attributes Symptoms
Patient Id Knees unlocking
Name Mouth Opening
Age Head nodding
Gender Falling down
Diagnosed by physician How fast the patient usually falls asleep in the

evening
Country How often do they sleep during the day
Email Do they fall asleep while reading
Education completed Do they fall asleep while travelling
Employment status Do they fall asleep while standing

Do they fall asleep while eating
Do they fall asleep in unusual situations

Table 3.1: Table depicting the list of attributes and symptoms collected via the questionnaire
interface

The patients then get to report the symptoms they are experiencing and rank them for
severity. A symptom severity can be ranked from 0 to 4 where 0 means the symptom
is mild and 4 represents the symptom is extremely severe. The twenty symptoms from
which the user can choose and rank are shown in Table 3.2.

Symptoms
agitation cataplexy lack of energy problems work
anxiety panic difficulty achieving lifelike dreams sadness
automatism difficulty concentrating problems libido sleep paralysis
awake at night difficulty memory problems relationship sleepiness day
binge eating increase weight problems school social contact

Table 3.2: Table depicts the list of 20 symptoms from which patients can select and rank the
symptoms experienced.

Figure 3.1 gives a snapshot of patients reporting with regard to symptoms agitation,
anxiety panic, automatism, awake at night, binge eating and cataplexy.

Figure 3.1: Snapshot of the dataset
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Every time a patient reports, the date and time of reporting along with the medication
taken and any specific note left by the patient is made available through the dataset. As
can be seen from Figure. 3.1, the blanks represents symptoms not reported and should not
be misinterpreted as a missing value. Therefore, when visualizing only records reported
by patients are taken into consideration.

After discussions with the users, the attributes not taken into consideration are name,
country, email, education completed, employment status and medication. Name and
email are patient specific information and do not contribute towards forming interesting
subsets. Since the project looks at the symptom spectrum irrespective of location, edu-
cation and employment, the corresponding attributes are not taken into account. Lastly,
medication varies with the reporting of patients which is dependent on time and hence it
is not considered.

The attributes considered are, age, gender, diagnosed by physician, symptoms re-
ported by the patients and, the date and time reported. To avoid over representation of
specific situation and patients, the records need to have a certain time between them.

With the domain interest and data in hand, the tasks for exploration and analysis of
the data are the following,

1. Filter records and select interesting subsets of the dataset based on relevant attributes
like age, gender and diagnosed by physician.

2. Analyze and explore distribution of individual symptom -

(a) Distribution of occurrence of symptoms on population subset.
(b) Distribution and trends on severity of individual symptoms reported.

3. Analyze and explore relation between pair of symptoms -

(a) Are there two symptoms that are similar to each other based on whether they
occur simultaneously?

(b) Identify trends and groups between pairs of symptoms.

4. Analyse and explore relationships between multiple symptoms -

(a) Identify patterns involving multiple symptoms at a time.

5. Be able to compare symptom characteristics based on subsets of the dataset using
relevant attributes like age, gender and diagnosed by physician.
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Chapter 4

Task and Data Abstraction

4.1 Data Abstraction

The dataset at hand is in the form of a flat table where each row represents an item of the
data and each column represents an attribute.

The dataset used for the visualization is available all at once and is a static dataset
file. Information required is downloaded from the mobile application server and new
information cannot flow during the course of visualization.

The data types involved in this dataset are categorical, date time, identifiers and or-
dered. Under ordered both ordinal and quantitative data types are present. Table. 4.1
gives an overview of the attributes falling under each data type.

Categorical Date time Identifier Ordinal Quantitative
Gender
Diagnosed by
physician

data and time Patient id Symptoms in-
cluding those
in the question-
naire and the 20
symptoms for
which patients
report severity

Age

Table 4.1: Table briefly depicts the attributes falling under each data type

Ordered data are generally associated with a direction and in this case the ordering
direction is from 0 to 4 representing mild to extremely severe. Our focus is on these
ordinal attributes.

4.2 Task Abstraction

After having looked into the domain analysis, the task abstraction for the project is as
follows,

Tamara Munzner has defined 3 levels of actions that helps define user goals and they
are explained below.
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• The project focuses on helping the target users consume information by letting them
discover and analyze new information.

• The project helps explore trends, relations and groups.

• The project focuses on comparing the results obtained for different targets. Target
corresponds to the aspects of data that is of interest to the users.

As shown in the domain task specification in Chapter 3 it would be of interest to look
into one, two and multiple attributes at a time. This implies that the targets here are
attributes and the abstract tasks that need to be carried out are,

1. Filtering and selection.

2. When considering individual attributes -

(a) The task is to identify distribution of categorical attributes.
(b) The task is to identify distribution of ordinal attributes and trends.

3. When considering two attributes at a time -

(a) The task is to be able to identify pairs of attributes that occurs simultaneously.
In order to achieve the same, association and agreement between every pair of
attributes needs to be computed.

(b) Identifying groups and trends in two attributes.

4. When considering multiple attributes at a time -

(a) The task is to be able to identify patterns between multiple attributes.

5. Compare results for different selections made.
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Chapter 5

Visual encoding and Implementation

This chapter introduces visual encoding and interactions designed from the task analysis.
We also present the tool used for implementation and present the potential limitations.

5.1 Tool used for Implementation

This project is implemented using R which is an open source programming language
widely used for statistical computing and graphics 1. The primary reason of opting for
R over other programming tools is due to the fact the project required a tool capable of
supporting statistical computation like association and to build an interactive visualiza-
tion dashboard. R is supported by a number of operating systems including UNIX-like,
Windows and MacOS.

The functionalities of R can be extended with the help of packages and this project
makes use of two main packages namely ggplot2 2 and shiny 3 for plotting the visualiza-
tion and for interaction respectively.

5.2 Overview

Figure. 5.1 gives an overview of the tasks, details of visual encoding and interactions
which are covered in detail in the following sections.

1https://www.r-project.org/about.html
2https://ggplot2.tidyverse.org/
3https://shiny.rstudio.com/
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Figure 5.1: Overview of tasks

5.3 Filtering - Subset Selection

This section corresponds to task 1 in Chapter 4 and it involves two steps. The first is
filtering of records to avoid data bias (Subsection 5.3.1) and the second is definition of
population subsets for further analysis (Subsection 5.3.2).

5.3.1 Filtering of records

Here we focus on the relation between symptoms independent of the time component.
However, a patient can report multiple times both within a day and on different days, in
such a case the records considered might bias the analysis. Hence the users were given
the option to either select the first record reported by every patient or to select the first
record reported by every patient along with records which are at least certain timestamp
apart with regard to the previous record. To avoid over representation of a patient, we
allow the user to select the required time between records ensuring only one record per
day is selected.

This is illustrated as shown in Figure. 5.2 for a patient when the timestamp chosen
between records is 50 hours.
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Figure 5.2: Filtering of records when timestamp entered is 50 hours

5.3.2 Subset selection

The filtering mechanism provided to the target users to form interesting population subset
is as follows. The first attribute used to form population subset is diagnosed by physician
followed by gender. Under diagnosed by physician, the target user can select based on
whether a patient is diagnosed or not. A similar selection option is available for gender.

Another attribute for selection is the number of times a patient has reported. This
attribute gives the target users a clear picture as to how often the users of the dataset are
actually using the app.

To visually depict the distribution of patient reporting we use bar plots as shown in
Figure. 5.3. Bar plots are known to be the most accurate to visualize two attributes which
are ordered and quantitative [22].

The selection is effective by clicking on the bars. As can be seen from Figure. 5.3 the
selection made is printed in a textbox and the frequency of each category is printed on
top of the corresponding bars.
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Figure 5.3: Distribution of number of times reported by patients using the mobile application

For more detailed information it is also possible to use a histogram to depict the differ-
ent number of times patients report among those reporting more than twice. Since there
are 2 continuous attributes and the goal here is to look into the distribution a histogram is
used as shown in Figure. 5.4a with a bin width of 5 [22].

As can be seen from Figure. 5.4a value is printed above each bin and the target user
can select the preferred range by brushing the histogram as shown in Figure. 5.4b. A text
box is used to display information like the mean, median, minimum value, maximum
value, quantile, IQR and the number of records involved in the selection.
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(a) Distribution plot (b) Interaction - brushing

Figure 5.4: Number of times reported among those reporting more than twice

The next attribute given to the target user to select the population subset of interest is
age. Here again a histogram is used as shown in Figure. 5.5a with interaction provided
in the form of brushing as shown in Figure. 5.5b.
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(a) Distribution plot (b) Interaction - brushing

Figure 5.5: Age

The last attribute given to the target users to form a population subset of their choice is
Ullanlinna score. This score is computed for each patient by assigning points for every
symptom in the questionnaire [7]. The points assigned are then added and the value
obtained is the Ullanlinna score.

Here again a histogram is used as shown in Figure. 5.6a and interaction is provided in
the form of brushing as shown in Figure. 5.6b
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(a) Distribution plot (b) Interaction - brushing

Figure 5.6: Ullanlinna score

This selection mechanism apart from helping in forming interesting subsets also serves
as a means to understand the dataset population better.

5.4 Visualization of individual attributes

In this section we cover two subtasks related to visualizing individual attributes. The first
is visualizing the distribution of symptoms present and not present (Subsection. 5.4.1).
The second is visualizing distribution of symptom severity and identifying trends (Sub-
section. 5.4.2).

5.4.1 Distribution of symptoms present and not present

In this subsection we look into the distribution of individual symptoms present and not
present. This corresponds to task 2(a) in Chapter 4. A stacked bar is used as shown in
Figure. 5.7 as it is more appropriate in understanding the presence or absence of symptom
with respect to the total number of records in the population subset [22].

Color is selected based on Colorbrewer 4 for categorical attribute with two categories
namely present and not present.

4https://colorbrewer2.org
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Figure 5.7: Stacked bar plot depicting the distribution of symptoms in terms of those reporting
and not reporting a symptom

Since seeing the patients in whom a symptom is present is of importance, the same
is chosen to order the stacked bar plot. Ordering the stacked bar plot helps in seeing
patterns better [22]. In every stack the exact frequency value is printed.

5.4.2 Distribution of symptom severity and identification of trends

The next task is to visualize the distribution of symptoms based on severity. This cor-
responds to task 2(b) in Chapter 4. A bar plot is used as shown in Figure. 5.8 as it is
considered to be accurate in visualizing two attributes which are ordered and quantitative
[22]. The bar plots pertaining to each individual symptom are displayed all at once in a 4
cross 5 grid to enable better comparison.

Figure 5.8: Individual bar plots depicting the distribution of symptoms in terms of severity

These bar plots are ordered according to the order of their corresponding stacked bar
plot and when these are ordered, the changes are reflected on the individual bar plots.
Similar to the stacked bar plots, the frequency value of each bar is printed on top.
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5.5 Visualization of pairs of attributes

This section covers two subtasks pertaining to task 3 in Chapter 4. The first is identifying
pair of attributes that occur simultaneously based on reporting and severity (Subsection
5.5.1, Subsection 5.5.2). The second is identifying groups and trends (Subsection 5.5.3).

5.5.1 Co-occurrence of symptoms based on reporting

In this section, we cover visualization of two symptoms that occur simultaneously based
on reported and not reported. This corresponds to task 3(a) in Chapter 4. A contingency
table which shows the relationship between two categorical attribute is used for this pur-
pose 5. This is visually represented using a balloon plot as shown in Figure. 5.9.

Figure 5.9: Balloon plot depicting the number of patients reporting different combinations of
reporting and not reporting

The diagonal in Figure. 5.9 represents the agreement between two symptoms. Agree-
ment is defined as the relation between pair of symptoms based on whether they are
reported or not and is computed as follows,

A = N1 +N2 (5.1)

where,

A = agreement
N1 = number of patients reporting both the symptoms
N2 = number of patients not reporting both the symptoms

5https://en.wikipedia.org/wiki/Confusionmatrix
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5.5.2 Relation of symptoms based on severity

In this section, we cover visualization of two attributes at time to identify symptoms oc-
curring simultaneously based on severity and this also corresponds to task 3(a) in Chapter
4. Here again, contingency table is used to represent the number of times patients report
the different combinations of severity present in a pair of symptoms. This is visually
represented using a balloon plot as shown in Figure. 5.10.

Figure 5.10: Balloon plot depicting the number of patients reporting different combinations of
symptom severity

The balloon plot as shown in Figure. 5.10 helps in seeing the association based on the
frequency distribution of severity levels. Association refers to the relation between pair
of symptoms based on severity and can also be computed directly as follows,

Unlike quantitative variables or categorical variables with two categories, in this project
we are dealing with ordinal attributes with 5 levels due to which commonly used corre-
lation methods like Pearson’s correlation coefficient is not an appropriate choice. More-
over, Pearson’s correlation is suitable when dealing with normalized data and when look-
ing for linear relationships. Therefore, the choice of correlation should be distribution
free and should be based on ranking of symptom severity. There are two common meth-
ods that can be used namely spearman’s rank correlation and Kendall’s rank correlation.

In general, the spearman’s correlation is considered the non-parametric counterpart
of the Pearson’s correlation whereas Kendall rank correlation computes the correlation
based on concordant and discordant pairs. However, both spearman and Kendall are
suitable for the given dataset as we are computing the association between two ordinal
attributes, but in general spearman’s correlation is found to be sensitive to error and is
more suitable for ordinal attributes with more than six levels [23], hence Kendall rank
correlation is used to find the association between pairs of symptoms.

The Kendall rank correlation is computed as follows,

τ =
(number of concordant pairs)− (number ofdiscordant pairs)

n(n− 1)/2
(5.2)
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where,

n = number of records

For example let us consider patient A and patient B, each representing an item. Now
if we are looking at the association between two symptoms namely agitation and anxiety
the concordant and discordant pairs are defined as follows,

Concordant pairs:

PatientA >agitation PatientB

PatientA >anxiety PatientB

Discordant pairs:

PatientA >agitation PatientB

PatientA <anxiety PatientB

When two patients report the same severity level of a symptom it is called a tie. Equa-
tion 5.2 is not suitable when ties are present in the dataset. When a tie is present the
two records which are being compared have the same value and cannot be ranked due to
which it does not contribute to the ranked correlation. Hence, Equation 5.2 is modified
as follows and is called the Kendall tau – b rank correlation 6.

τb =
(number of concordant pairs)− (number ofdiscordant pairs)√

N1 ×
√
N2

(5.3)

where,

N1 = number of pairs with different severity levels for symptom 1
N2 = number of pairs with different severity levels for symptom 2

Association can range from -1 to 1 and the following is an illustration of the kendall
tau-b for two symptoms, anxiety and agitation with levels 1 to 5. Figure. 5.11 is the
toy dataset used and Figure. 5.12 illustrates the formation of concordant and discordant
pairs.

6https://www.r-tutor.com/gpu-computing/correlation/kendall-tau-b
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Figure 5.11: Toy dataset to illustrate kendall tau b for symptoms anxiety and agitation

Figure 5.12: Illustration of kendall tau b for the toy dataset

Pairs with ties are eliminated and the kendall tau-b rank correlation according to Equa-
tion 5.3 is,

τb =
6− 1√
9×
√
8
= 0.58

5.5.3 Identify groups and trends

The balloon plots helps in seeing the agreement and association between a pair of symp-
toms based on reporting and severity respectively. However, it is of interest to see the
agreement and association between every pair of symptoms all at once for which a
heatmap is used as shown in Figure. 5.13. The agreement and association values com-
puted using Equations 5.1 and 5.3 is used to generate the heatmap.

Heatmap is a two dimensional matrix representation of the information and an alter-
native to the heatmap is a network visualization consisting of nodes and edges. Heatmaps
rely on colors to distinguish and interpret the information, making it easier to grasp the
key insights and they also help in seeing an overview of the information [24]7. They are
suitable for large datasets, clutter free and help identify patterns and relationships making
it an ideal choice.

7https://www.dundas.com/resources/blogs/when-and-why-to-use-heat-maps
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Figure 5.13: Heatmaps for agreement and association between pairs of symptoms

The views corresponding to the two population subsets selected are further split so
that the association and agreement heatmap are adjacent to each other.

The color is selected using Colorbrewer 8 and as can be seen from Figure. 5.13 a
diverging color palette is used. For agreement the values range between 0 to 1 as it is
represented in percentage and association ranges from -1 to 1. The negative values are in
the shades of orange, values close to zero are in the shades of white and positive values
are in the shades of violet. In the association heatmap when only one record is available
for a pair of symptom then not available (NA) is returned by kendall tau-b function and
grey color is used to represent the same.

In Figure. 5.13 the circles represent the number of records used to compute the as-
sociation as not all patients would have reported the different combination of pairs of
symptoms. How this affects the association is important to understand and the user is
given the flexibility to decide if they want to encode the heatmap with this information or
not. To ensure that this does not distract the user’s attention from the underlying heatmap
the saturation has been reduced.

In Figure. 5.13 it is hard to infer patterns and ordering the rows and columns of the
heatmap based on symptoms related to each other help identify trends and groups as per
task 3(b) in Chapter 4 [24]9. To help provide a deeper exploration of the data at hand the
target users are given the choice to select the order of the heatmap based on name, value
and cluster. Figure. 5.13 shows the heatmap generated when name is chosen.

Ordering the heatmap based on value takes the average of every row and column and
arranges them in ascending order as shown in Figure. 5.14 . This lets the target user see
symptoms that have a low or high agreement and association.

8http://colorbrewer2.org/
9https://bost.ocks.org/mike/miserables/
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Figure 5.14: Heatmaps ordered based on value

Clustering lets the target users see if there are symptoms that can be grouped and those
that form a square around the diagonal can be grouped together. For example in Figure.
5.15 in the agreement heatmap, one such cluster is sleepiness day, difficulty achieving,
lack of energy, difficulty concentrating and difficulty memory.

Figure 5.15: Heatmaps ordered based on cluster

Identifying groups of symptoms which are similar to each other based on reporting
and severity experienced helps in forming new hypothesis which aids in better diagnosis.

Hierarchical clustering is used where clusters are formed hierarchically using symp-
tom similarities. It is preferred as the results obtained are reproducible, that is every time
the program is run for the given dataset the clusters obtained are the same 10. Moreover,
the number of clusters required need not be known before hand. The method used to form

10https://www.analyticsvidhya.com/blog/2016/11/an-introduction-to-clustering-and-different-methods-of-
clustering/
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the clusters is called agglomerative where a bottom-up approach is used. Each symptom
is considered to be an independent cluster and these clusters are grouped by merging the
clusters which are similar to each other. Complete linkage is the criteria used as the dis-
tance between clusters should be maximum. The reason being similar symptoms should
be in a cluster and symptoms which are not similar should be far apart.

Similarity between symptoms which in this case is agreement and association are used
as the distance measure directly. In doing so symptoms with smaller distance are clus-
tered together, that is symptoms with low similarity between them are grouped. However,
it is desired that symptoms with higher similarities are grouped together and for this pur-
pose the similarity needs to be inverted. Agreement ranges from 0 to 1 and to invert we
have to take 1 – the agreement value. Association ranges from -1 to 1 and we invert it
such that the scale ranges from 0 to 1. It is inverted using the formula 1 – ((association
+ 1)/2). The inverted agreement and association values are used to form a tree structure
called dendrogram representing the hierarchy. The order of the dendrogram is used to
order the axis of the heatmaps.

Figure. 5.16 represent the clustering algorithm used in a matrix format on a toy dataset
formed for the purpose of this illustration. Figure. 5.17 represents the dendrogram
formed for this toy dataset.

Figure 5.16: Matrix representation of cluster formation on a toy dataset
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Figure 5.17: Dendrogram formed for the toy dataset

Figure 5.16 represents the distance matrix for the toy dataset and initially every symp-
tom is an individual cluster. The minimum distance is taken to cluster symptoms and
after forming a cluster the distance matrix is updated by taking the maximum distance
between each element of the previous symptoms clustered. The above process is repeated
until all symptoms belong to a cluster forming a dendrogram. The same logic has been
used to form the dendrogram for the dataset at hand. From the dendrogram in Figure.
5.17 the clusters formed are energy, eating and anxiety, agitation, automatism. Clusters
identified on the dendrogram can be identified on the heatmap with the help of squares
on the diagonal.

The heatmaps help in understanding the relation between symptoms along with iden-
tifying groups, patterns and highlights the importance of symptom order.

5.6 Visualization of multiple attributes

This section covers visualization of multiple symptoms to identify patterns between them
which corresponds to task 4(a) in Chapter 4.

To find patterns between symptoms, one possibility is to use balloon plots for visu-
alizing pairs of symptoms among the selected multiple symptoms. However, in such a
case it gets difficult to identify relations beyond two symptoms as the target user’s need
to look at multiple plots. As, the goal is to visualize all the symptoms at a time, a parallel
coordinate is used [22].

Parallel coordinate plot as shown in Figure. 5.18 is generated by selecting symptoms
on the stacked bar plot as shown in Figure. 5.7. It helps to simultaneously visualize all
selected symptoms. Every symptom is represented by a vertical line and the values on
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each line represent the severity levels. Although the levels present in the ordinal attribute
range from 0 to 4, it is of interest to include the symptoms not reported by a patient and
hence -1 is used to represent the same.

Figure 5.18: Parallel coordinate plot

As can be seen from Figure. 5.18, color has been set to the viridis color palette. Each
level from -1 to 4 has a separate color with respect to the first symptom selected. Al-
though we are dealing with ordinal attribute, R considers it to be ordinal numeric due to
which a continuous color scale is used which does not affect the results. Using colors
to distinguish the different levels with respect to the starting point helps in differenti-
ating them quickly when compared to using a single color. Since multiple patients are
involved in a line segment, transparency is used to distinguish the line segments having
fewer number of patients and those with more patients.

The target users can interact with the parallel coordinate in two ways, via hovering
and brushing which helps in reducing clutter. In R it is not possible to interact and show
the changes in the same plot and hence a view, is further split, as shown in Figure. 5.19.
The plot on the left is where the target user will interact with the parallel coordinate
and the result of the interaction is depicted on the right hand plot due to which color
differentiation is not used.
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Figure 5.19: Parallel coordinate plot - left plot for interaction and the right plot to reflect the
result of interaction

When the target user hovers on the y axis, the lines passing through that symptom
and that particular severity level is highlighted as shown in Figure. 5.20. Due to the
limitations of R, the target user has to hover exactly over the corresponding symptom and
severity level in order to highlight the lines passing through the desired point.

Figure 5.20: Parallel coordinate plots when hovered on the plot on the left

The target user can brush on the parallel coordinate in order to focus on lines passing
through the brushed severity levels of a symptom. Figure. 5.21 shows an example of
brushing in the parallel coordinate plot. A limitation associated with brushing is that at
a time the user can brush over only one symptom and when they brush the next time,
results are shown according to the new symptom and severity levels brushed overwriting
the previous selection.
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Figure 5.21: Parallel coordinate plots when brushed on the plot on the left

Figure. 5.22 shows the possibility to highlight the desired brushed values.

Figure 5.22: Parallel coordinate plots when brushed and hovered on the plot on the left

Parallel coordinate also lets the target user understand how the order in which the
symptoms are selected affect the results.

5.7 Comparison of population subsets

This section corresponds to task 5 in Chapter 4 where the task involved is to be able to
compare the results obtained through different population subsets with ease. In order to
achieve the same, we need to facet the data, meaning we need to split the display. It can
either be done by splitting into multiple views or into layers. There are three approaches
to faceting and they are superimposition, juxtaposition and explicit encoding as shown in
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Figure. 5.23 [25][26].

(a) Superimposition (b) Juxtaposition (c) Explicit encoding

Figure 5.23: Three methods of faceting. (Source: Pep up Your Time Machine – Recommendations
for the Design of Information Visualizations of Time-Dependent Data)

Superimposition refers to layering the visualization one on top of the other, whereas
juxtaposition refers to displaying the visualizations side by side. Explicit encoding refers
to directly visualizing the difference between time points, for example using animation
[25].

Superimposition is not a suitable option as layering the visualizations for different
population subsets will not help distinguish the differences and similarities easily. More-
over, as the number of layers increases it causes visual clutter. Similarly, explicit en-
coding does not help as changing views, make it difficult for the users to compare the
population subsets and requires the user to recall from memory. Another drawback, is
change blindness, wherein users focus on one change and becomes oblivious to the other
changes leading to loss of information [22][25].

For the visualization tasks at hand, among the three options, juxtaposition is preferred
as it helps in direct comparison letting the users see the differences and similarities be-
tween the population subsets clearly. However, it comes with a few drawbacks, like
depending on the display area for multiple views and difficulty in comparing visualiza-
tions which are far apart. Despite these drawback juxtaposition is more suitable for the
project due to the reason mentioned above.

In this project, at a time two different population subsets can be compared due to the
display space available. If more than two views are included it would get cluttered making
the visualization incomprehensible. According to Tamara Munzner, we are using small
multiples as the views for the two population subsets share a common visual encoding
while the dataset used are different.

There are comparisons being carried out at the levels of individual, pairs and multiple
symptoms for the two population subsets which are explained in subsections 5.7.1, 5.7.2
and 5.7.3.
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5.7.1 Comparison of individual symptoms

Distribution of symptoms present and not present

Although the stacked bar plots are ordered in descending order of the lower stacks fre-
quency, when it comes to comparing the two stacked plots it is difficult to map a bar on
the left to its corresponding bar on the right and vice-versa. To enable better comparison,
the target user is given three options namely individual, left and right to order the stacked
bar chart. Figure. 5.24 represents the stacked bar plots when the order selected is indi-
vidual, it can be seen that the plots retain their original order of being in descending order
based on the lower stack frequency.

Figure 5.24: Stacked bar plots ordered based on their individual ordering

The other two options available are left and right, option left implies that the left
stacked bars order is used to order both the stacked bar plots as shown in Figure. 5.25
and the right option implies that both the stacked bar plots are ordered using the order of
the right stacked bar plot Figure. 5.26.

Figure 5.25: Stacked bar plots ordered based on the left hand side plot’s order
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Figure 5.26: Stacked bar plots ordered based on the right hand side plot’s order

As can be seen from Figures. 5.24 5.25 5.26, in order to help make better comparison
the scales are kept constant, in both the stacked bar plots. The maximum of the total for
a bar is taken from either side and is used as the maximum value for the y axis.

Distribution of symptom severity

Figure. 5.27 represents the distribution of symptoms based on severity for two population
subsets selected. In order to enable better comparison of the individual bar plots on either
side, two scale options are given and they are absolute and relative.

When absolute scale is chosen the max height of a bar among all the plots for the
two population subsets is taken as the maximum y axis value as shown in Figure. 5.27.
Whereas, when relative is chosen, the maximum height of a bar among the plots on their
corresponding population subset is taken and set as the maximum y axis value for the
respective population subsets as shown in Figure. 5.28.

Figure 5.27: Individual bar plots depicting the distribution of symptoms in terms of severity with
absolute scale
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Figure 5.28: Individual bar plots depicting the distribution of symptoms in terms of severity with
relative scale

When a symptom is clicked on the stacked bar plot, the corresponding symptom is
highlighted on both the population subsets as shown in Figure. 5.29. The highlighting is
achieved by reducing the saturation of plots corresponding to symptoms not selected.

Figure 5.29: Individual bar plots depicting the distribution of symptoms with symptoms high-
lighted corresponding to the symptoms selected in the stacked bar plot.

5.7.2 Comparison of pairs of symptoms

It would be useful if the target users can compare the results for the two population sub-
sets with ease. Hence, similar to the stacked bar plots, the user can rearrange the x and
y axis of the heatmaps based on individual, agreement-left, association-left, agreement-
right and association-right. The following paragraph explains each of these options for
two different population subsets when the order of heatmap is set to value.

Since, the range can vary for different subsets of the dataset, the agreement is reported
in terms of percentage where agreement between every pair of symptom is divided by
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the maximum agreement. This step aids in the comparison process between two different
subsets of the data.

Individual refers to the original ordering of the heatmaps and Figure. 5.30 represents
the same.

Figure 5.30: Heatmaps reordered using option - Individual

Agreement-left, takes the order of the agreement heatmap on the left and reorders the
other heatmaps accordingly, Figure. 5.31 gives an example of agreement-left.

Figure 5.31: Heatmaps reordered using Agreement-left
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Association-left, takes the order of the association plot on the left hand side and uses
it to reorder all other heatmaps as shown in Figure. 5.32.

Figure 5.32: Heatmaps reordered using Association-left
.

Agreement-right, uses the order of the agreement plot on the right hand side and re-
orders the rest of the heatmaps accordingly as shown in Figure. 5.33.

Figure 5.33: Heatmaps reordered using Agreement-right

Lastly, association-right, takes the order from the association heatmap on the right and
reorders the other heatmaps accordingly as shown in Figure. 5.34.
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Figure 5.34: Heatmaps reordered using Association-right

The interactions possible with the heatmap include hovering and clicking. When the
target user hovers over any tile on the heatmap, the corresponding symptoms should be
ideally highlighted on the axis. As it is not possible in R to access a single axis label,
the corresponding information is provided in a text box. For the other heatmaps the
corresponding information pertaining to the respective heatmap is printed as shown in
Figure. 5.35.

Figure 5.35: Result when hovered over the heatmaps

The concept of detail on demand is used when the target user clicks on the heatmap
[22]. When clicked the balloon plots are displayed for the two symptoms selected. Unlike
hovering, in this case all the plots are displayed for the symptoms that is being clicked, as
the goal is to enable comparison. Figure. 5.36 depicts the balloon plots for two different
population subsets for the symptoms increase in weight and problems school.
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Figure 5.36: Balloon plots pertaining to two different subsets

5.7.3 Comparison of multiple symptoms

Figure. 5.37 depicts the parallel coordinate plots for two population subsets selected.
Although the interactions, brushing and highlighting is done on the plot corresponding to
one population subset, the results are reflected on the plots for both the population sub-
sets. Similarly, when selecting symptoms for the parallel coordinate plot on the stacked
bar plot, the same symptoms are used for both the population subsets to enable better
comparison.

Figure 5.37: Parallel coordinate plots for the two different subsets selected
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5.8 Dashboard

This section depicts the dashboards developed. For a summary of the dashboard details
please refer to Appendix A.

Figure. 5.38 depicts the visualization developed for filtering records and selecting
population subsets.

Figure 5.38: Filtering and Subset selection
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Figure. 5.39 depicts the visualization developed for individual and multiple symp-
toms.

Figure 5.39: Individual and multiple symptoms
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Figure. 5.40 represents the visualization developed for pairs of symptoms.

Figure 5.40: Pairs of symptoms

5.9 Implementation

In this section we cover the algorithm level, primarily focusing on efficiently handling
the visual encoding and interactions. The algorithm level concerns the computational
issues when compared to the visual encoding and interaction level, where the concern is
with regard to human perception [22]. In this level the focus is on the correctness of the
algorithm and its speed.

The choice of visual encoding and interaction discussed in detail in this chapter is
evaluated and the results of the evaluation in discussed in Chapter 6. Therefore, this
section discusses the performance of the visualization in terms of speed.

When the target user interacts with the visualization, the primary goal is to ensure that
the interactions are smooth and do not take a lot of time to reflect. However, in this case
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it takes a few seconds when compared to taking a few milliseconds. The primary reason
behind the delay is due to the choice of implementation, which is R in this case. In R,
when we feed in the data, it goes through all the records, picks the relevant records for a
particular task and then generates the visualization and hence the delay.

In this project ggplot2 11 package is used for the plots and using shiny 12 package,
interactions are made possible on the plots. However, when alternatives to ggplot2 like
plotly are considered they provide interactions only with respect to viewing information
on the plot and do not work well with shiny to make selections such that other plots can
be modified. Therefore, when an interaction is performed, R first needs to understand
the location, find the symptoms and values involved to make the required changes which
is done programmatically. The associated actions with regard to an interaction are also
programmed and not automated, causing delays.

11https://ggplot2.tidyverse.org/
12https://shiny.rstudio.com/
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Evaluation

In order to evaluate the visual analytics framework discussed in Chapter 5, a user study
was conducted and this chapter explains the design of the study, the participants involved
and the results obtained.

6.1 Method and participants

The user study was conducted with three participants from the sleep medicine center,
Kempenhaeghe who’s brief profile is as follows,

1. User 1 - somnologist, coordinator scientific research

2. User 2 - child neurologist, somnologist

3. User 3 - psychologist, somnologist and PhD candidate

The visualization was evaluated with the researchers who were lead through all the
features and interactions available in the tool to measure, the perceived usefulness and
ease of use.

During the user study, the participants were given a questionnaire which consisted of
questions in the form of statements. The responses were recorded using a likert scale
ranging from 1 to 5, where 1 stands for strongly disagree and 5 stands for strongly agree.
It also contained a few open ended questions. The questionnaire aimed to check what
features were useful, what was missing and if the tool was suitable for wide adoption.

The questions were designed in google form and was given to the users prior to com-
mencement of the user study. The code was shared with the users on 10th July 2020
with an installation guide. Two of the users had the program installed in their system.
The user study was conducted online on 23rd July 2020 which went on for about 2 hours
and was recorded. The dataset was well known to the users. The study was conducted
simultaneously with all the three participants and one of them was interacting with the
visualization and all the queries raised were resolved. While interacting with the visual-
ization, corresponding sections of the questionnaire were filled.

47



CHAPTER 6. EVALUATION

6.2 Results

This section discusses the results obtained through the user study, for the exact question-
naire and response received refer to Appendix B and Appendix C respectively. Table. 6.1
represents the color scheme used to depict the results.

1 2 3 4 5

Table 6.1: Color scheme used to represent the results obtained

6.2.1 Selection mechanism

Table. 6.2 lists the questions and responses received under selection mechanism pertain-
ing to task 1 in Chapter 4.

Question User 1 User 2 User 3
Required attributes are covered. 2 3 4
Interactions are clear. 4 4 4
The visualization helps in understanding the population better. 5 4 4

Table 6.2: User study questions and responses for selection mechanism

From Table. 6.2 is can be seen that the interactions and distribution plots were clear
and served useful in understanding the dataset population better. To an open ended ques-
tion on what attributes they found missing in the selection mechanism, users 1 and 2
stated they missed selection of records based on symptoms and hence the reason for a
low score.

6.2.2 Visualizing individual symptoms

Table. 6.3 represents the questions and the response received under visualizing individual
symptoms pertaining to tasks 2(a) and 2(b) from Chapter 4.

Question User 1 User 2 User 3
Stacked bar plot helps in seeing the distribution clearly. 5 5 5
Visualizing all individual symptoms at a time is useful. 4 4 5
Identifying trends in severity distribution is straightforward. 4 4 4
Ordering individual bar plots according to stacked bar is useful. 5 4 5
Distribution plots aid in selection of multiple symptoms. 4 4 5

Table 6.3: User study questions and responses for visualizing individual symptoms

From Table. 6.3 it can be concluded that the plots help to see the distribution clearly
and infer new knowledge which helps in taking further decisions. The choice to align the
stacked bar plot and the individual bar plots were found beneficial. When an ended ques-
tion was asked as to how the distribution plots help in the selection of multiple symptoms,
they responded saying "The exploritary function is very helpfulll. The insight definetely
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helps to make further decisions.", "clinically we only have a very rough idea, based on
presence or absence of a small number of symptoms. All the visualisation info is new;
e.g. the distribution of burden; but also the relevance of certain symptoms.".

6.2.3 Visualizing pairs of symptoms

Table. 6.4 depicts the questions and responses received under visualizing pairs of symp-
toms pertaining to tasks 3(a) and 3(b) in Chapter 4.

Question User 1 User 2 User 3
Heatmaps help in identifying groups of related symptoms. 4 4 4
Heatmaps help in identifying symptoms with low and high
association. 4 4 5

Option to encode number of records used for
association heatmap is useful. 4 4 4

Table 6.4: User study questions and responses for visualizing pairs of symptoms

From Table. 6.4 it can be concluded that the heatmap helped in identifying groups and
trends while the option to encode the association heatmap with the number of records
helped in interpreting the reliability of association which was the goal. However, it was
suggested that the option to encode the number of records used to compute association
could have been given in a simpler form like "show number of records: yes/no".

6.2.4 Visualizing multiple symptoms

Table. 6.4 gives an overview of the questions and responses received under visualizing
multiple symptoms pertaining to task 4(a) in Chapter 4.

Question User 1 User 2 User 3
Visualization helps in identifying patterns. 4 2 2
Highlighting helps in identifying patterns. 2 2 3
Brushing helps in identifying patterns. 2 2 4

Table 6.5: User study questions and responses for visualizing multiple symptoms.

As can be seen from the responses in Table. 6.5 identifying patters when visualizing
multiple symptoms at a time has got mixed response. Overall, it can be concluded that
the visualization for multiple symptoms needs to be improved to help identify patterns.

The users missed seeing patterns as the number of records per line segment was not
available during interaction. This is not possible in R as the width cannot be set for each
line segment based on number of records involved. Similarly, when hovering on the line
segment, R returns a point and it is not possible to trace the beginning and ending of
the line segment to compute the number of records. Another reason, is the familiarity
with interpreting parallel coordinates and it could be the case where a learning curve is
required.
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6.2.5 Comparison

Table. 6.6 represents the questions and response received under comparing the two pop-
ulation subsets with regard to task 5 in Chapter 4.

Question User 1 User 2 User 3
Identify differences between two population subsets in
individual symptoms. 5 4 5

Identify differences between two population subsets in
pairs of symptoms. 4 4 4

Helps in comparing groups of symptoms. 4 4 3

Table 6.6: User study questions and responses for comparing two population subsets.

The users were asked an open ended question as to why comparing groups of symp-
toms was useful or not to which they responded saying, "we do not know much about
interactions of symptoms; clusters etc. So everything is new /useful", "The function of
exploration is very useful to gain new hypothesis", "The possibility to see the graphs next
to each other is helpful to get an overview over correlations and percentage of symptoms.
The associations between symptoms is more difficult to grab in one glance as these are
complex data, so also when two subsets are visible.".

From Table. 6.6 it can be concluded that the visualization helped compare the two
population subsets which was the goal.

6.2.6 Overall visualization

In this section, the evaluation comprised of two open ended questions, one what the
participants liked about the visualization and the other was what could be improved in
the visualization.

In response to what they liked about the visualization they said, they found it to give
inspiration, ideas and new insights which helps in forming new hypothesis. Other points
include the ability to look at the data in one glance and being able to compare the two
subsets easily.

In response to what could be improved, they commented, the overall speed of the pro-
gram is slow. Further they expressed their desired to have a pre-selection of attributes to
eliminate records not of interest. One of the users wished to have an absolute and relative
scale in the stacked bar plot. In parallel coordinate plot the lines colored yellow were
not clearly visible and needed to be improved. In heatmaps it was found that identifying
symptoms with low association was difficult due to the choice of color used.
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Conclusion

This project aimed at building a visual analytics tool to understand the symptoms re-
lated to narcolepsy a sleep disorder. This project was done in collaboration with re-
searchers from sleep medicine center, Kempenhaeghe. It was mutually agreed with the
researchers the study would focus on the symptom spectrum to understand its influence
on narcolepsy.

7.1 Summary

The goal here is to identify and establish relations between symptoms independent of the
temporal aspects and each record is treated as an independent item. This project follows
the Tamara Munzners 4 nested levels of visualization consisting of domain, task, visual
encoding and algorithm.

Primarily the focus of the visualization is to form interesting population subsets. Sub-
sequently, the visualization tasks were further broken down to analyse distribution of in-
dividual symptoms, establish relations between pairs of symptoms based on occurrence,
look for patterns among multiple symptoms and lastly compare the population subsets to
identify similarities and differences.

The visualization was implemented using R programming language and a customized
interactive dashboard was built. The key features of this tool include design of different
plots, giving suitable options to scale, ordering of plots to identify groups and trends and
developing simultaneous views to facilitate comparison.

The visualization tool has been initially evaluated by three researchers through a user
study to check if the tool helps in gaining new insights and forming hypothesis. The
evaluation covered five sections and the conclusions are briefly described as follows, se-
lection mechanism overall met the user expectation but they wished to see more selection
options. Visualization of individual and pair of symptoms were found extremely use-
ful to find new insights. Visualization of multiple symptoms received mixed response
and improvements are required to help identify patterns. Lastly, comparison of popula-
tion subsets was considered useful. It can be concluded that the project was successful
in achieving majority of the tasks in the exploration and formation of hypothesis in the
study of narcolepsy.
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7.2 Future work

This project is the first step towards developing an extensive visual analytics framework
for narcolepsy with a specific focus to gain a broader understanding of the symptom
spectrum. While this project focused on visualizing the symptom spectrum on the whole,
it can be further extended to visualize individual patient records to give personalized
treatment. Currently, the project was evaluated by three researchers, however over time
as more researchers use the visualization tool, new perspective will evolve for further
developments like including pre-selection and improving the visualization for multiple
symptoms. The parallel plots can be improved further by adding a feature to indicate
number of records in each line segment using width or printing them.
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Dashboard

All the visualizations developed for the tasks needs to be in one interactive interface for
which a dashboard is developed. The dashboard consists of three tabs, one for selecting
the records to be considered and forming the population subsets of choice, second for
visualizing individual symptoms along with multiple symptoms and lastly the third tab
for visualizing pairs of symptoms. The visualization included in each tab is as follows,

Tab 1 is called Filtering + Subset formation, which lets the target users select the
records they want to consider followed by subset selection. Under subset selection the
target user can form two interesting population subsets of choice using the attributes,
diagnosed by physician, gender, number of times reported, number of time reported when
reporting more than twice, age and ullanlinna score.

Therefore, this tab covers the task to form interesting population subsets based on rel-
evant attributes and also helps the target users understand the population better, by letting
them compare different groups of the dataset population.

Tab 2 is called Dashboard1 - Individual and N symptoms which focuses on visualiz-
ing individual and multiple symptoms. Stacked bar plot is used to depict the distribution
of symptoms present and not present and, the individual bar plots represent the distribu-
tion of symptom severity. These individual bar plots are ordered according to the order of
their corresponding stacked bar plot and when the order of the stacked bar plot is changed
it is reflected on these individual bar plots as well. In order to select symptoms for the
parallel coordinate plots, the target user can click on either of the stacked bar plot and the
parallel coordinate plots are displayed for both the subsets.

Therefore, visualization in this tab help answer the tasks, distribution of individual at-
tributes based on symptoms present and not present, and symptom severity. It also gives
the users the flexibility to choose any symptoms of their choice and visualize the selected
symptoms to identify patterns, along with highlighting the importance of order.

Tab 3 is called Dashboard2 – Pairs of symptoms - this focuses on visualizing two
attributes. The visualization shows the relationship among pairs of symptoms in terms of
agreement and association and help identify interesting trends and groups highlighting the
importance of order. The options available to interact with the heatmaps are applicable to
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both the population subsets. When the target user clicks on the heatmaps, corresponding
balloon plots are displayed for the two population subsets.
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User Study Questionnaire

Figure B.1: User study questionnaire - part 1 of 11

Figure B.2: User study questionnaire - part 2 of 11

55



APPENDIX B. USER STUDY QUESTIONNAIRE

Figure B.3: User study questionnaire - part 3 of 11

Figure B.4: User study questionnaire - part 4 of 11
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Figure B.5: User study questionnaire - part 5 of 11

Figure B.6: User study questionnaire - part 6 of 11
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Figure B.7: User study questionnaire - part 7 of 11

Figure B.8: User study questionnaire - part 8 of 11
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Figure B.9: User study questionnaire - part 9 of 11

Figure B.10: User study questionnaire - part 10 of 11
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Figure B.11: User study questionnaire - part 11 of 11
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Complete User Study Responses

Figure C.1: Key for user study responses

Figure C.2: User Study Responses - Selection Mechanism
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Figure C.3: User Study Responses - Visualizing individual symptoms

Figure C.4: User Study Responses - Visualizing pairs of symptoms

Figure C.5: User Study Responses - Visualizing multiple symptoms
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Figure C.6: User Study Responses - Comparison

Figure C.7: User Study Responses - Overall visualization
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