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Enhanced spatio-temporal electric load 
forecasts using less data with active deep 
learning

Arsam Aryandoust    1 , Anthony Patt1 & Stefan Pfenninger1,2

An effective way to mitigate climate change is to electrify most of our energy 
demand and supply the necessary electricity from renewable wind and 
solar power plants. Spatio-temporal predictions of electric load become 
increasingly important for planning this transition, while deep learning 
prediction models provide increasingly accurate predictions for it. The 
data that are used for training deep learning models, however, are usually 
collected at random using a passive learning approach. This naturally results 
in a large demand for data and associated costs for sensors such as smart 
meters, posing a large barrier for electric utilities when decarbonizing their 
grids. Here we investigate whether electric utilities can use active learning 
to collect a more informative subset of data by leveraging additional 
computation for better distributing smart meters. We predict ground-truth 
electric load profiles for single buildings using only remotely sensed data 
from aerial imagery of these buildings and meteorological conditions in 
the area of these buildings at different times. We find that active learning 
can enable 26–81% more accurate predictions using 29–46% less data at the 
price of 4–11 times more computation compared with passive learning.

An effective way to mitigate climate change is to electrify our energy 
sectors and supply their electricity from renewable wind and solar, 
which are highly fluctuating and uncertain sources of energy1–3. Plan-
ning and operating electricity grids under these uncertainties increas-
ingly requires fine-grained and accurate predictions of electric load 
across very short to long time windows4,5. Among the different types 
of electric load forecasts that are performed6,7, spatio-temporal pre-
dictions have gained increasing importance8–10. They predict load for 
times and places for which we do not have detailed information about 
electric load profiles in our grids, and operate these as black boxes11.

While remotely sensed data such as meteorological condi-
tions or satellite imagery are increasingly easy to access for making 
spatio-temporal predictions12,13, ground-truth electric load data remain 
difficult and expensive to collect14. One reason for this is that electric 
utilities can be limited in the number of physical sensors such as smart 
meters that they can place to collect load data owing to technical, 

financial and social barriers15,16. Another reason is that utilities can 
further be limited in the amount of data they can query from each meter 
in real time by constraints such as data communication band widths 
and privacy concerns of consumers, which is known as the velocity 
constraint of data17,18.

Figure 1 shows the state of global smart meter adoption. In regions 
of the world with medium to high adoption of smart meters, we want 
to know when to query data from which meter so as to best utilize 
our measured data for making accurate predictions of load without 
exceeding our data velocity constraints. In regions of the world with 
a yet low adoption of smart meters, we further want to know where to 
install new meters first so as to make the best possible predictions of 
load for the parts of our grids that remain unmeasured.

Artificial intelligence (AI) and machine learning (ML) are increas-
ingly used to tackle such climate change-related prediction prob-
lems19,20. For example, AI is used in 90% of recently proposed load 
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useful data only and reduce our overall demand for data and sensors. 
Supplementary Note 1 provides more detail on how AI, ML and DL 
encompass each other and how active learning has emerged to solve 
problems associated with passive learning.

Although the advantage of active deep learning (ADL) over pas-
sive deep learning (PDL) is well studied across many theoretical use 
cases and domains, its application for solving important real-world 
problems such as collecting data for spatio-temporal predictions of 
electric load remains poorly explored. As one of the first applications of 

forecasting algorithms, where deep learning (DL) models make up 
the largest share with 28% (ref. 7). The default method of choice for 
training these DL models is passive learning. In passive learning, the 
data used for training a prediction model are collected at random 
from a large pool of candidate data points, which naturally results in a 
large demand for data and sensors in remote sensing applications. In 
contrast, an increasingly emerging approach, known as active learning, 
leverages additional computation to assess the information content of 
data points before collecting these, such that we can collect the most 
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Fig. 1 | The current state of global smart meter adoption. a–c, Smart meter adoption worldwide (a) and in Europe (b) and Asia (c). A diverging colour spectrum is 
chosen to better contrast the difference between neighbours. d, The distribution of adoption by country for Africa, Latin America, Asia and Europe.

http://www.nature.com/natmachintell


Nature Machine Intelligence | Volume 4 | November 2022 | 977–991 979

Article https://doi.org/10.1038/s42256-022-00552-x

ADL in a related problem domain, Kuo et al. reduced the computational 
complexity of predicting electricity prices by sampling a smaller, more 
informative subset of training data from a large pool of candidate data 
points using Gaussian processes21. Wang et al. increased their model 
accuracy for time series predictions of electric load compared with 
existing DL models by using a selector–predictor framework in which 
the selector samples a subset of similar and correlating load segments 
from the past to be used as training data by a distinct and continuously 
updated predictor that consists of an ensemble of DL models22. Zhang 
et al. reduced their dataset bias and thus also their overall generaliza-
tion errors for time series predictions of electric load by sampling a 
training subset from a candidate data pool of past consumption data 
that is more representative of the entire data population based on 
reducing an expected error metric23.

Here, we investigate (1) how a dataset of the same size picked 
using ADL impacts the informativeness of training data and gener-
alization performance compared with when using PDL, (2) how much 
data and how many sensors we can save when using ADL while making 
as accurate predictions as when using PDL, (3) how much additional 
computation is required when using ADL as compared with when 
using PDL and (4) how the sequence of training data picked with ADL 
impacts the generalization performance. In the following, we provide 
an overview of our prediction task and ADL method, before presenting 
and discussing our results.

Prediction task and ADL method
Predictions of electric load at different spatio-temporal resolutions are 
useful for planning and operating active distribution grids that will not 
only consume but also produce electricity through the integration of 
higher shares of wind and solar power throughout our energy transi-
tion24,25. Here, we exemplarily perform spatio-temporal predictions of 
load at the scale of entire buildings. This allows utilities to study how 
load profiles change when electrifying additional energy demands such 
as heating and mobility, how much of a building’s electricity demand 
can be covered from roof-top and nearby wind and solar power, and 
how large resulting residual loads and bi-directional power flows in 
active distribution grids can be.

Given the aerial image of a building, the meteorological condi-
tions in the region of that building and a time stamp as our features, 
we want to predict the electric load profile of a building for the next 
24 h in 15 min steps as our labels. Our features (inputs) are all remotely 
sensed and assumed to be available for every building and point in time 
at no cost. For every new load profile (output or label) that we collect, 
we experience some cost and are constrained in the total number of 
profiles that we can collect by some budget nbudget. We start with a 
prediction model that has learnt this relationship for a few buildings 
and times. Our goal is to collect further ground-truth data, that is, the 
electric load profiles at different times and buildings, so as to make the 
best possible predictions for buildings and times for which we do not 
have load profiles available, without exceeding nbudget. Supplementary 
Note 2 explains the implications of choosing our data in this constel-
lation in more detail. We run experiments on two different datasets: 
one containing load profiles from 100, and one from 400 residen-
tial, commercial and industrial buildings in Switzerland with diverse 
sizes, shapes, occupancy and consumption. For each experiment, 
we randomly select load profiles from 800 (for the dataset with 100 
buildings) and 200 (for the dataset with 400 buildings) time stamps in 
2014 to create a candidate data pool that is of about the same size for 
each dataset. Figure 2 shows the modular DL model which contains a 
novel architecture that we propose for solving this task. We call this a 
spatio-temporal embedding network.

In each iteration of the ADL algorithm that we apply, we query 
a batch of candidate data points. First, we encode the features of 
candidate data points into an embedded vector space using our 
spatio-temporal embedding network (Fig. 2) that is trained on initially 

available random data points. We then cluster candidate data points 
based on their vector distances from each other in this encoded space, 
with the number of clusters being equal to our query batch size. Next, 
we calculate the distance of the vector of each encoded data point to 
its cluster centre and query one data point per cluster based on these 
distances. We test our ADL method for randomized, minimized, maxi-
mized and averaged distances of embedded data points to their cluster 
centres in every queried data batch. We refer to these as our ADL vari-
ants. A number of alternative active learning methods exist that we can 
apply to our data selection task. Supplementary Note 3 describes these 
in further detail and explains the advantage and potential disadvantage 
of using the active learning method we propose over existing ones.

Figure 3 visualizes the difference between data queries with each 
of our ADL variants. In a first variant, we randomly select data points 
from each embedded cluster of candidates (Fig. 3a). In a second vari-
ant, we query candidate data points whose embedded feature vectors 
are furthest away from their cluster centres (Fig. 3b). We expect to 
be more uncertain about these points, as they are more likely to be 
true members of another cluster. We likely explore the data that are 
close to our decision boundaries, if not outliers, and expect a larger 
surprise or learning experience from querying labels for these data 
points. In a third variant, we query labels of data points that are close 
to their cluster centres, which we expect to be more representative of 
their clusters and respectively our entire data population (Fig. 3c). In 
a fourth variant, we query data points that have the largest distance to 
the average of distances to cluster centres among all points of the same 
cluster, which results in a combination of queries changing between 
uncertain and representative data points (Fig. 3d). Each of these ADL 
variants tries to select a subset of data points from the candidate data 
pool with a different policy that is more informative compared with 
when selecting these uniformly at random using PDL. The distance of 
candidate data points to their cluster centres in an embedded vector 
space is a new metric of informativeness that we propose. We call it the 
embedding uncertainty.

We evaluate the performance of our ADL and PDL algorithms for 
spatial, temporal and spatio-temporal predictions compared with a 
random forest (RF) benchmark as a common reference. In this context, 
temporal predictions mean that we predict load profiles for buildings 
in which a smart meter is placed, but for a time period into the past or 
future for which we do not have measured data available. This allows 
us to compare the prediction performance against a distribution shift 
of our data in time only. Spatial predictions mean that we predict load 
profiles for buildings in which a smart meter is not placed but for a time 
period in which we have load profiles available for other buildings. This 
allows us to compare the prediction performance against a distribution 
shift of our data in space only. Spatio-temporal predictions are the most 
difficult problem of predicting load profiles for times and buildings 
for which we do not have any load profiles available at all. This allows 
us to compare the prediction performance against a distribution shift 
of our data in both time and space. We refer to these as the different 
prediction types that we evaluate.

For each prediction type that we evaluate, we further distinguish 
between the type of features that we can encode for querying candidate 
data points. We distinguish between features that are variant in time 
xt (time stamp), space xs (building image) and both time and space xst 
(meteorological data), as well as the entire feature vector xt,s which is 
concatenated from these three vectors. As the predicted output of our 
network ŷt,s represents a vector, that is, the electric consumption of a 
building for the next 24 h in 15 min steps (96 values), we can also use 
this vector as an embedding of our entire feature vector xt,s. In a further 
test, we hypothetically use our true labels yt,s for querying candidate 
data points in order to see how our proposed metric and ADL variants 
perform with knowledge about the true distances or similarities of 
labels that we try to otherwise infer from our features only. We refer to 
these as our ADL variables.
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Fig. 2 | Overview of the spatio-temporal embedding network architecture. 
The structure is based on densely connected neural network (ANN), 
convolutional neural network (CNN), recurrent neural network (RNN) and 
convolutional and recurrent neural network (CRNN) architectures. The inputs 

or features in this prediction task consist of a time stamp, an aerial image of a 
building and nine meteorological conditions from the region of that building at 
a given time and place. The output or label is the electric consumption of that 
building at that given time for the next 24 h in 15-min steps (96 values).
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In all experiments, we remove queried data from the candidate 
data pool at a rate of δ ∈ [0, 1], and test this for the two extreme cases 
of δ = 0 and δ = 1. Removing all queried data from the candidate pool 
(δ = 1) forces us to exploit our entire data budget and allows us to  
test how the same number of new data points picked with ADL impacts 
the prediction accuracy compared with when using PDL, and answer 
our first research question. Keeping all queried data in the candidate 
pool (δ = 0) allows our ADL and PDL algorithms to query a multiset  
from our candidate pool and achieve data and sensor savings. This  
lets us test how much data and how many sensors we can save with  
ADL while making as accurate a prediction as when using PDL, and 
answer our second research question. We further subsample the  
candidate data pool, reduce the number of clusters in the candidate 
data pool and query candidates by their spatial coordinate embedding 
only to evaluate how our computational complexity can be decreased, 
to better answer our third research question. Our fourth research  
question is answered by randomizing the sequence of our ADL  
sample set and comparing the results against our original sampling 
sequences.

Results
When removing queried data from our candidate data pool such that 
our entire data budget is used (δ = 1), our prediction accuracy increases 
up to 36–74%, using 4–8 times more computation, with ADL compared 
with when using PDL. When keeping queried data points in the candi-
date data pool instead (δ = 0), our demand for data reduces by up to 
29–46% while achieving up to 26–81% higher prediction accuracy using 
4–11 times more computation. Our demand for sensors can be reduced 
by up to 24% with an increase in prediction accuracy of up to 35%.

Table 1 presents the numerical results for each prediction type, ADL 
variable and ADL variant on a dataset with 400 buildings. Supplemen-
tary Table 1 further contains the numerical results for the experiments 
on a dataset with 100 buildings. We can observe a correlation between 
the leveraged computation and the increased prediction accuracy and 
data savings. Figure 4 shows the training and validation losses for the 
main experiments that we run to answer research questions 1 and 2.  
Figure 5 contains only the validation losses for the additional experi-
ments that we run to answer research questions 3 and 4. In the following, 
we describe each experiment and their key observations in detail.

a b

c d

Cluster centre

Queried candidate
Embedded candidate

Fig. 3 | Overview of ADL variants. a–d, The plot shows exemplary data points 
embedded into a two-dimensional vector space for visualization. The entries 
of the embedded data vectors are represented on each axes. Dots of the same 
colour represent embedded data points that are classified into the same cluster. 

Variants when randomizing (a), maximizing (b), minimizing (c) and averaging 
(d) the embedding uncertainty of a queried data batch in one iteration of our 
algorithm (in d, only one point is queried per cluster).
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Table 1 | Numerical results for each prediction type, ADL variable and ADL variant with experiments on the dataset with 400 
buildings

Removing queried data (δ = 1) Keeping queried data (δ = 0)

Prediction type Variable Variant Compute Data Sensors Accuracy Compute Data Sensors Accuracy

Spatial xst rnd dc,st 3.2× 100% 100% 43% 3.3× 70% 100% 33%

min dc,st 3.3× 100% 100% 46% 3.4× 57% 99% 24%

max dc,st 3.3× 100% 95% 22% 3.4× 27% 55% 0%

avg dc,st 3.4× 100% 95% 26% 3.4× 28% 54% 20%

xt,s rnd dc,(t, s) 3.9× 100% 100% 75% 4.1× 75% 100% 68%

min dc,(t, s) 4.1× 100% 100% 71% 4.2× 75% 100% 56%

max dc,(t, s) 4.2× 100% 100% 73% 4.2× 54% 91% 59%

avg dc,(t, s) 4.3× 100% 100% 79% 4.4× 62% 100% 64%

ŷt,s rnd dc,(t, s) 4.4× 100% 100% 86% 5.0× 48% 97% 80%

min dc,(t, s) 4.6× 100% 99% 83% 5.0× 50% 95% 80%

max dc,(t, s) 4.5× 100% 100% 70% 4.9× 34% 76% 71%

avg dc,(t, s) 4.8× 100% 98% 75% 4.7× 41% 92% 79%

yt,s rnd dc,(t, s) 4.3× 100% 98% 87% 4.6× 42% 92% 63%

min dc,(t, s) 4.1× 100% 96% 86% 4.8× 28% 64% 47%

max dc,(t, s) 4.3× 100% 95% 85% 4.8× 23% 55% 10%

avg dc,(t, s) 4.2× 100% 94% 85% 4.7× 27% 66% 37%

PDL benchmark 1.0× 100% 100% 50% 1.0× 80% 100% 36%

Temporal xst rnd dc,st 3.2× 100% 0% 12% 4.7× 76% 0% 15%

min dc,st 3.3× 100% 0% 6% 4.8× 53% 0% 0%

max dc,st 3.2× 100% 0% 0% 4.7× 33% 0% 0%

avg dc,st 3.3× 100% 0% 0% 5.1× 38% 0% 0%

xt,s rnd dc,(t, s) 3.4× 100% 0% 29% 6.8× 75% 0% 25%

min dc,(t, s) 4.0× 100% 0% 39% 7.0× 70% 0% 31%

max dc,(t, s) 3.9× 100% 0% 32% 6.9× 55% 0% 16%

avg dc,(t, s) 3.8× 100% 0% 34% 6.8× 63% 0% 28%

ŷt,s rnd dc,(t, s) 4.0× 100% 0% 81% 6.8× 51% 0% 49%

min dc,(t, s) 4.0× 100% 0% 81% 6.8× 52% 0% 46%

max dc,(t, s) 4.2× 100% 0% 83% 7.3× 40% 0% 38%

avg dc,(t, s) 4.2× 100% 0% 83% 7.0× 44% 0% 44%

yt,s rnd dc,(t, s) 4.1× 100% 0% 77% 7.4× 45% 0% 22%

min dc,(t, s) 3.9× 100% 0% 73% 7.2× 33% 0% 3%

max dc,(t, s) 3.9× 100% 0% 78% 7.1× 26% 0% 0%

avg dc,(t, s) 4.3× 100% 0% 73% 7.3× 31% 0% 0%

PDL benchmark 1.0× 100% 0% 9% 1.0× 80% 0% 9%

Spatio-temporal xst rnd dc,st 5.5× 100% 100% 34% 6.7× 70% 100% 42%

min dc,st 5.5× 100% 100% 36% 6.9× 63% 100% 43%

max dc,st 5.7× 100% 97% 16% 6.9× 35% 75% 8%

avg dc,st 5.6× 100% 98% 21% 7.0× 31% 62% 4%

xt,s rnd dc,(t, s) 7.1× 100% 100% 63% 9.0× 77% 100% 57%
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Training and validation losses when removing all 
queried data (δ = 1)
We validate predictions on unqueried data points during training and 
remove all queried data points from the candidate data pool (Fig. 4a,b). 
Training (Fig. 4a) and validation (Fig. 4b) losses are visualized for all 
ADL variants of an exemplar ADL variable compared with PDL (dashed 
blue line). With each newly queried batch, we can observe that training 
losses leap up (Fig. 4a) while validation losses drop (Fig. 4b). We can 
further observe that a correlation exists between the magnitude of 
leaps in training loss and drops in validation loss, which are generally 
larger for ADL than for PDL. Large leaps in training loss indicate that 
we query data points that are diverse and ‘hard to fit to’. We implicitly 
regularize our prediction model by not overfitting to ‘easy to learn’ 
patterns in the queried data batch, which lets us generalize better on 
our unqueried data population.

Training and validation losses when keeping all 
queried data (δ = 0)
Next, we validate predictions on unqueried data points during training 
and keep queried data points in the candidate data pool (Fig. 4c,d). 
Training (Fig. 4c) and validation (Fig. 4d) losses are visualized for all 
ADL variants of an exemplar ADL variable compared with PDL (dashed 
blue line). Unlike in the case of removing all queried candidates, training 
losses converge to a value that is higher than for PDL (Fig. 4c). The gap 
between ADL and PDL validation losses (Fig. 4d) is smaller compared 
with when removing queried data from the candidate data pool. This 
indicates a stronger weight regularization as compared with when 
removing queried data. We achieve data savings at simultaneously 
higher prediction accuracy.

Validation losses against queried and unqueried 
candidates
We validate the prediction accuracy for queried and unqueried data 
(Fig. 4e–h) to see how introducing a sampling bias through values of 
0 < δ ≤ 1 impacts the prediction accuracy on our entire data popula-
tion. With δ = 1 (Fig. 4e,f), we create a tendency to forget previously 

learnt information upon learning new information, which results in 
better predictions on remaining candidates and less accurate pre-
dictions on already queried candidates. This is seen from the lower 
testing losses compared with δ = 0 and an increase of validation losses 
towards the final iterations. With δ = 0 (Fig. 4g,h), our model remains 
resilient against such tendencies. We observe higher testing losses on 
yet unqueried candidates. We conclude that values of δ → 1 implicitly 
cause ‘catastrophic inference’ or ‘forgetting’ upon learning new infor-
mation, which increases the prediction accuracy on our unqueried 
data population, while values of δ → 0 allow ‘incremental learning’ with 
better predictions on the total data population.

Computational complexity
We reduce the candidate pool size, number of clusters or number of 
embedded coordinates to achieve faster computation (Fig. 5a–f). 
Subsampling the candidate pool (Fig. 5a,b) and reducing the number 
of clusters in the pool (Fig. 5c,d) by up to 75% both reduce our com-
putational complexity by a factor of 2–3 times with only a slight or no 
decrease in prediction accuracy and data savings, but with a higher 
‘regret’. When querying candidates by their embedded spatial coordi-
nates (Fig. 5e,f), we observe only 10–90% additional computation com-
pared with PDL. When removing queried data from the candidate pool 
(Fig. 5e), we can achieve about a 20% increase in prediction accuracy 
using the same amount of data, with about half the number of sensors. 
When keeping queried data in the candidate pool (Fig. 5f), we query 
too few data points and sensors to make better predictions than PDL.

Importance of ADL query sequence
We compare validation losses during ADL with the case in which we 
randomize the sequence of queries with the same (multi)set of data dur-
ing training (Fig. 5g,h). With δ = 1 (Fig. 5g), the original ADL sequences 
converge faster to their final generalization errors than when querying 
the same data in a random sequence. With δ = 0 (Fig. 5h), our predic-
tion model mostly remains invariant towards the query sequence of 
candidates. We therefore observe that values of δ → 1 achieve a lower 
online learning ‘regret’ than values of δ → 0.

Removing queried data (δ = 1) Keeping queried data (δ = 0)

Prediction type Variable Variant Compute Data Sensors Accuracy Compute Data Sensors Accuracy

min dc,(t, s) 7.2× 100% 100% 49% 8.7× 74% 100% 60%

max dc,(t, s) 7.0× 100% 100% 67% 9.4× 59% 100% 49%

avg dc,(t, s) 7.1× 100% 100% 71% 9.3× 65% 100% 50%

ŷt,s rnd dc,(t, s) 8.5× 100% 100% 88% 10.7× 46% 100% 73%

min dc,(t, s) 8.5× 100% 100% 87% 10.6× 49% 100% 71%

max dc,(t, s) 8.3× 100% 100% 88% 10.5× 40% 97% 68%

avg dc,(t, s) 8.2× 100% 100% 88% 10.2× 40% 100% 69%

yt,s rnd dc,(t, s) 7.8× 100% 100% 85% 10.3× 36% 98% 59%

min dc,(t, s) 8.1× 100% 96% 79% 10.3× 27% 73% 10%

max dc,(t, s) 7.6× 100% 91% 84% 10.2× 23% 49% 0%

avg dc,(t, s) 7.9× 100% 95% 82% 10.3× 26% 66% 0%

PDL benchmark 1.0× 100% 100% 40% 1.0× 80% 100% 43%

The ‘compute’ columns present the factor for additional computation performed. The ‘data’ columns present what percentage of the data budget was used. The ‘sensors’ columns state what 
percentage of sensors was used from the new sensors initially available in the candidate data pool. The ‘accuracy’ is calculated as 1−min (1, PDL loss

RF loss
) and 1−min (1, ADL loss

RF loss
). The variants 

represent data queries with random (rnd), minimized (min), maximized (max) and average (avg) embedding uncertainty.

Table 1 (continued) | Numerical results for each prediction type, ADL variable and ADL variant with experiments on the 
dataset with 400 buildings

http://www.nature.com/natmachintell


Nature Machine Intelligence | Volume 4 | November 2022 | 977–991 984

Article https://doi.org/10.1038/s42256-022-00552-x

a b

c d

e f

g h

6

L2
 lo

ss
L2

 lo
ss

L2
 lo

ss
L2

 lo
ss

5

4

3

2

1

0

0 25 50 75 100 125 150 175 0 25 50 75 100 125 150 175

0 25 50 75 100 125 150 175 0 25 50 75 100 125 150 175

0 25 50 75 100

Epoch Epoch
125 150 175 200 0 25 50 75 100 125 150 175 200

0 20 40 60 80 100 120 140 0 20 40 60 80 100 120 140

7

1.50

1.25

1.00

0.75

0.50

0.25

0

1.75

0.9

0.8

0.7

0.6

0.5

0.4

0.2

0.3

1.0

2.5

2.0

1.5

1.0

0

0.5

3.0

2.5

2.0

1.5

1.0

0

0.5

3.0

1.8

1.6

1.4

1.2

0.6

0.4

0.8

1.0

2.0

6

5

4

2

3

0

1

7

6

5

4

2

3

0

1

7

ADL with random dc
ADL with minimized dc

ADL with average dc

PDL baseline

ADL with maximized dc

ADL with random dc
ADL with minimized dc

ADL with average dc

PDL baseline

ADL with maximized dc

ADL with random dc
ADL with minimized dc

ADL with average dc

PDL baseline

ADL with maximized dc

ADL with random dc
ADL with minimized dc

ADL with average dc

PDL baseline

ADL with maximized dc

ADL with random dc

PDL baseline

ADL with minimized dc

ADL with average dc

ADL with maximized dc

ADL with random dc

PDL baseline

ADL with minimized dc

ADL with average dc

ADL with maximized dc

ADL with random dc

PDL baseline

ADL with minimized dc

ADL with average dc

ADL with maximized dc

ADL with random dc

PDL baseline

ADL with minimized dc

ADL with average dc

ADL with maximized dc

Fig. 4 | Exemplar results for spatio-temporal predictions and ADL variable ŷt,s. a–h, Training losses (a,c,e,g) and validation losses (b,d,f,h) against remaining 
candidates with δ = 1 (a,b) or δ = 0 (c,d) and against entire data population with δ = 1 (e,f) or δ = 0 (g,h).
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Fig. 5 | Exemplar results for reducing computational time and testing query sequence. a–h, Reductions achieved by subsampling candidate data (a,b), reducing 
the number of clusters (c,d), querying candidates on the basis of spatial coordinate embedding (e,f), and evaluating the sequence importance of queries (g,h), 
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Discussion
We investigate (1) how a dataset of the same size picked with ADL 
impacts the informativeness of training data and generalization per-
formance compared with when using PDL, (2) how much data and how 
many sensors we can save when using ADL while making as accurate 
predictions as when using PDL, (3) how much additional computation 
we require when using ADL as compared with when using PDL and (4) 
whether the sequence of training data picked with ADL has an impact 
on the generalization performance, for predicting electric load profiles 
of single buildings in time and space. Surprisingly, we find that we can 
achieve an even higher prediction accuracy with significantly less data 
when leveraging additional computation for selecting a more informa-
tive data subset with ADL.

We increase the prediction accuracy by up to 36–74% when using 
our entire data budget (question 1). Our demand for data reduces by  
up to 29–46% while achieving an up to 26–81% higher prediction  
accuracy, and our demand for smart meters can be reduced by up  
to 24% with an up to 35% higher prediction accuracy (question 2).  
We achieve these improvements at the cost of about 4–11 times  
more computation for assessing the informativeness of each can-
didate data point. We can reduce this complexity by a factor of  
2–3 by subsampling our candidate pool or reducing the number  
of clusters, at the price of a higher online learning regret. When  
querying candidates by the embedding of spatial coordinates, we 
still achieve about 20% accuracy improvements over PDL, but with  
only 10% more computation (question 3). We find that the sequence  
in which data are selected for ADL is further meaningful. Training  
models with data selected in a sequence picked by our ADL method 
creates a lower online learning regret compared with when  
randomizing the sequence of the same set of data during training  
(question 4).

Our findings can have important implications for the clean energy 
transition and for mitigating climate change. We show that electric 
utilities around the world can use ADL instead of PDL to make more 
accurate predictions of load by distributing new smart meters and 
streaming their data more effectively. For the general reliability and 
applicability of our findings, our proposed ADL method must be tested 
on a larger variety of datasets and prediction tasks and be compared 
against alternative ADL methods. Further research can explore how 
contrastive learning26 and domain adaptation27–29 can further reduce 
data and sensor demand while increasing prediction accuracy before 
applying ADL, and how ADL can be used for spatio-temporal predic-
tions with graph neural networks30 to better consider distribution 
shifts in space–time.

Methods
The spatio-temporal prediction problem
Given a map of the Earth, we want to predict some value of interest 
yt,s ∈ ℝDy of dimension Dy ∈ ℤ+ in time t ∈ ℕ and space s ∈ ℝ2 such that 
s = (lat, long), with lat ∈ [−90, 90] and long ∈ [−180, 180]. The ranges 
of the variables lat and long refer to the possible values of geographic 
latitudinal and longitudinal coordinates. Hereby, the starting point in 
time and the accuracy in both time and space are application dependent 
and can be chosen arbitrarily. The set of all yt,s, hereafter called labels, 
is referred to as 𝒴𝒴. Each label is hence a vector

yt,s =
⎛
⎜
⎜
⎝

yt,s,1

⋮

yt,s,Dy

⎞
⎟
⎟
⎠

.

Given the features xt,s ∈ ℝDx of dimension Dx ∈ ℤ+ for each label, we want 
to predict labels for particular points of interest in time and space. We 
refer to the set of all features as 𝒳𝒳. Each label hence has a corresponding 
feature vector

xt,s =
⎛
⎜
⎜
⎝

xt,s,1

⋮

xt,s,Dx

⎞
⎟
⎟
⎠

.

We can further classify the single entries of xt,s as space, time and space–
time variant features. Features that are constant in time t but variant 
in space s are referred to as space-variant features xs ∈ ℝDs of dimension 
Ds ∈ ℕ such that Ds ≤ Dx:

xs =
⎛
⎜
⎜
⎝

xt,s,1

⋮

xt,s,Ds

⎞
⎟
⎟
⎠

=
⎛
⎜
⎜
⎝

xt+ ̂t,s,1

⋮

xt+ ̂t,s,Ds

⎞
⎟
⎟
⎠

∀ ̂t ∈ ℤ ∶ 0 ≤ t + ̂t.

Features that are constant in space s but variant in time t are referred 
to as time-variant features xt ∈ ℝDt of dimension Dt ∈ ℕ such that Dt ≤ Dx:

xt =
⎛
⎜
⎜
⎝

xt,s,Ds+1

⋮

xt,s,Ds+Dt

⎞
⎟
⎟
⎠

=
⎛
⎜
⎜
⎝

xt,s+ŝ,Ds+1

⋮

xt,s+ŝ,Ds+Dt

⎞
⎟
⎟
⎠

∀ŝ ∈ ℝ2 ∶ lat + ̂lat ∈ [−90,90] ∧ long + ̂long ∈ [−180, 180]

.

Features that are variant in both time t and space s are referred to as 
space–time variant features xst ∈ ℝDst of dimension Dst ∈ ℕ such that 
Dst ≤ Dx:

xst =
⎛
⎜
⎜
⎝

xt,s,Ds+Dt+1

⋮

xt,s,Ds+Dt+Dst

⎞
⎟
⎟
⎠

≠
⎛
⎜
⎜
⎝

xt+ ̂t,s+ŝ,Ds+Dt+1

⋮

xt+ ̂t,s+ŝ,Ds+Dt+Dst

⎞
⎟
⎟
⎠

∀ ̂t ∈ ℤ, ŝ ∈ ℝ2 ∶ 0 ≤ t + ̂t ∧ lat + ̂lat ∈ [−90,90] ∧ long + ̂long ∈ [−180, 180]

.

For the above to be valid, it further has to hold that

Ds + Dt + Dst = Dx

and

xt,s = concat(xt,xs,xst).

We can further distinguish the type of predictions that we make in the 
same fashion. Let 𝒴𝒴avail ⊂ 𝒴𝒴 be a subset of all labels that are available to 
us, that is, the ground-truth values that we have already measured. 
Then, for a given point s in space, if we use any knowledge about yt1 ,s 
such that t1 is represented in elements of 𝒴𝒴avail to make predictions about 
any yt2 ,s such that t2 is not represented by elements of 𝒴𝒴avail, we call this 
a temporal prediction. Similarly, for a given point t in time, if we use 
any knowledge about yt,s1 such that s1 is represented by elements of 𝒴𝒴avail 
to make predictions about any yt,s2 such that s2 is not represented by 
elements of 𝒴𝒴avail, we call this a spatial prediction. If we make predictions 
about any yt,s such that (t, s) is not represented by elements of 𝒴𝒴avail, we 
call this a spatio-temporal prediction.

Furthermore, let 𝒳𝒳avail be the set of features that are comple ment 
to each element of 𝒴𝒴avail. Then, we let 𝒟𝒟 = (𝒳𝒳, 𝒴𝒴)  be the dataset  
that consists of all feature–label pairs that exist and let 
𝒟𝒟avail = (𝒳𝒳avail, 𝒴𝒴avail) ⊂ 𝒟𝒟 be a subset that is available to us.

Spatio-temporal embedding networks
Assuming that our dataset 𝒟𝒟avail is representative for all values of inter-
est yt,s, that is, that samples from 𝒟𝒟avail are identically and independently 
distributed with some probability distribution P(xt,s, yt,s), allows us  
to learn a functional relationship f ∶ 𝒳𝒳 𝒳 𝒴𝒴 using gradient descent 
algorithms. Our goal is then to generalize as well as possible on data 
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points that are not in 𝒟𝒟avail. That is, we want to perform well on spatial, 
temporal and spatio-temporal prediction tasks. In practice, however, 
this is often an invalid assumption as our data distribution P(xt,s, yt,s) 
can be variant across both space and time. To use the prediction power 
of DL models and the efficiency of stochastic gradient descent algo-
rithms for training these, we have to design a learning method that is 
able to tackle such distribution shifts. Here, we consider modular neural 
network prediction models. For each individual application and its 
feature types, a large variety of architectures can be sensible. The 
architectures that we consider require a multi-input structure with at 
least one separate input for each feature type xt, xs and xst, and at least 
one being available for the given prediction task.

Figure 2 shows the general architecture of this type that we introduce 
as a spatio-temporal embedding network. Modules of this embedding 
network can be used to shape encoders that embed features into a vector 
space of arbitrary dimension. The last layer of each encoder is referred 
to as an embedding layer. Let N(e) ∈ ℤ+ with (e) ∈ {t, s, st, x} be the dimen-
sion of the vectors into which xt,s can be embedded, that is, the number 
of nodes of each embedding layer, and 𝒰𝒰(i) be the sets of all embedded 
vectors in their respective vector spaces with (i) ∈ {time, space, space–
time, joint}. With the proposed network architecture, we can then define 
the prediction model fNN and its feature encoders enc(i) as functions

fNN ∶ 𝒳𝒳 𝒳 𝒴𝒴

enc(i) ∶ 𝒳𝒳 𝒳 𝒰𝒰(i)

The data selection problem
Given 𝒟𝒟avail, there usually exists a much larger set of data points that are 
not available to us. We refer to these as the candidate features 𝒳𝒳cand and 
their complement labels 𝒴𝒴cand which together shape the set of candidate 
data points 𝒟𝒟cand = (𝒳𝒳cand, 𝒴𝒴cand). Our goal is to choose the most informa-
tive subset of labels 𝒴𝒴choice(∗) from the large pool of candidate labels 𝒴𝒴cand 
such that our overall generalization error decreases the most, without 
exceeding a given number of labels, which we refer to as our data budget 
nbudget. During the data selection process, we assume that we have com-
plete access to all existing features 𝒳𝒳, the available labels 𝒴𝒴avail, but not 
to any labels from 𝒴𝒴cand. It hence has to hold that

(𝒟𝒟avail ∪ 𝒟𝒟cand) ⊆ 𝒟𝒟,

𝒟𝒟avail ∩ 𝒟𝒟cand = ∅,

𝒴𝒴choice(∗) ⊂ 𝒴𝒴cand.

The subset of labels that we eventually query without prior information 
about their values is likely to deviate from the optimal subset 𝒴𝒴choice(∗). 
We refer to the actually queried subset of labels with 𝒴𝒴choice. The fea-
ture–label pairs of queried data points are respectively referred to as 
𝒟𝒟choice = (𝒳𝒳choice, 𝒴𝒴choice). One way to query labels is to do so one by one. 
Another, computationally more efficient way to do this is to use batches 
of data queries, particularly because we also train our neural network 
models with batches of data points between each ADL iteration. We 
define the batch size, or number of labels, that are queried in each step 
of an ADL process as nbatch ∈ ℤ+ and the total number of data selection 
steps as niter ∈ ℤ+. It hence has to hold that

niternbatch ≤ nbudget.

Embedded feature vectors
Given any of the encoders enc(i) that fNN incorporates, we can encode 
each feature vector xt,s, and single parts of it (xt, xs or xst), into their 

embedded vector spaces. We expect the distances of these vectors to 
each other to become increasingly meaningful in the context of our 
overarching prediction task as we train the actual prediction model 
fNN (refs. 31–35). As our encoders are modules of our prediction model, 
they are automatically trained each time we apply backpropagation on 
fNN through stochastic gradient descent. Mutual information between 
parts of our feature vector can propagate back into each encoder, such 
that encoded parts of our feature vector can preserve information 
about all features. As a result, our method becomes sparse. For every 
feature vector xt,s and (i) ∈ {time, space, space–time, joint}, we can write

∀xt,s =
⎛
⎜
⎜
⎝

xt

xs

xst

⎞
⎟
⎟
⎠

∈ 𝒳𝒳𝒳𝒳x̂(j) = enc(i)(x(j))}(j)={(t,s),t,s,st}.

We refer to predicted labels of data points as

ŷt,s = fNN(xt,s).

Clusters of embedded feature vectors
Given a set of vectors of the same dimension, we can calculate clusters 
based on the distances of these vectors to each other using algorithms 
such as K-means or affinity propagation. To execute most clustering 
algorithms, we need to determine the number of desired clusters or 
a minimum distance of members beforehand. To avoid assumptions 
regarding common distances in the embedded vector spaces, we only 
consider clustering methods that require a definition of the number 
of clusters beforehand. We refer to the number of clusters that we 
set for performing any of these clustering methods with nclusters. For a 
clustering of embedded vectors to be valid, it hence has to hold that

nclusters < |𝒰𝒰(i)|,

and for data queries to be sensible furthermore that

nclusters ≪ |𝒰𝒰(i)|.

After clustering the elements of any embedded vector set 𝒰𝒰(i) with 
(i) ∈ {time, space, space–time, joint}, we get a first set of vectors c(i)l  
which describe the centre of each cluster with l = 1…nclusters, and a set of 
values m(i)

k  which describe the cluster membership identifiers (IDs) 
through an integer number for each clustered data point with

k = 1...|𝒰𝒰(i)|.

Embedding uncertainty: distance of features to cluster 
centres
The distance between any two vectors of the same dimension can be 
calculated using inner products through, for example, kernel functions 
or other distance measures such as the cosine similarity. Using any of 
these measures, we can calculate the distance dc,(j) of every embedded 
vector x̂(j) to its corresponding cluster centre c(i)

m(i)
k

 with 

(i) ∈ {time, space, space–time, joint}, (j) ∈ {t, s, st, (t, s)} and k = 1, ..., |𝒰𝒰(i)| 
being the element ID that corresponds to the point (t, s). We use this 
distance as a metric of uncertainty, called the embedding uncertainty 
of our ADL method. Alternatively, we can also use a Gaussian mixture 
model to cluster embedded feature vectors and express uncertainties 
in a single step.

The distance metric we use for both clustering candidates and 
computing their embedding uncertainty depends on both the embed-
ding dimensions that we choose and the ratio between our query batch 
size and the size of our candidate dataset. With larger embedding 
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dimensions, the volume and as a result also the sparsity of our vector 
space increase quickly. This requires an increasing candidate data vol-
ume compared with the number of data points we choose in each ADL 
iteration to make informative queries. Further, the relative contrast, 
that is, the maximum distance between embedded vectors, becomes 
smaller in higher dimensions, which must be accounted for with higher 
numerical accuracy. We can, for instance, assume that fractional dis-
tance metrics increase the relative contrast of our embedding space 
and therefore lead to more stable data queries.

Batch ADL algorithm
Given our spatio-temporal embedding network and our embedding 
uncertainty dc,(j), we create a pool-based ADL method that queries a 
batch of labels yt,s ∈ 𝒴𝒴cand from the candidate data pool in each iteration. 
Algorithm 1 provides the pseudo-code for this method, which we go 
through in more detail next.

Starting with a DL model fNN that is trained on randomly chosen 
initial data (step 1), we can choose which feature type and correspond-
ing encoder we want to use for querying candidate data points  
(step 2). Given some data budget nbudget and a maximum number of 
iterations niter, we create a data counter cbudget and an iteration counter 
citer that we set to zero and leave the set of queried data points empty 
before performing ADL (step 3). We start our ADL iterations by encod-
ing each candidate data point (step 4.1). If the set of candidate data 
points is too large for this to be computationally feasible, we can sample 
a subset of candidate data points at random. Next, we cluster all embed-
ded feature vectors with the number of clusters being equal to the 
number of candidates that we want to query (step 4.2). We can instead 
reduce the number of clusters and query more than one point per 
cluster to reduce the computational complexity. We then compute the 
distances to their respective cluster centres (step 4.3). We can then 
pick the most informative data point from each cluster using one of 
our ADL variants (step 4.4). The chosen subset of data points is then 
used for training our prediction model fNN (step 4.5). Here, arbitrary 
techniques such as weight regularization, early stopping and adaptive 
learning rates can be used to enhance training. Next, we remove queried 
data points from the candidate data pool at a rate δ ∈ ℝ with 0 ≤ δ ≤ 1 
(step 4.6). Here, the rate δ is the probability with which we remove a 
queried data point. A value of δ = 1 means that all queried data points 
are removed, while a value of δ = 0 means that all queried data points 
are kept. Before we continue with the next iteration, we update the set 
of queried candidates (step 4.7) and increment our data point counter 
by the number of newly queried labels among the chosen data points 
(step 4.8) and our iteration counter by one (step 4.9).

We can highlight two major differences from existing ADL meth-
ods. First, we remove queried data points from the candidate dataset at 
some rate δ. This allows us to re-use data points so as to explicitly reduce 
(δ → 1) or increase (δ → 0) a bias towards already queried data points. 
Second, we set the number of clusters of our candidates equal to the 
batch size of data points that we want to query in each iteration. This 
allows us to implicitly sample more points by building more clusters 
where data points are densely populated, hence having a sufficiently 
representative sample of our entire data population. Simultaneously, 
this allows us to cope with imbalanced data as we also create clusters 
where data are located in isolation and are available in small amounts 
in the encoded space.

The memory and time complexity of our algorithm depend on the 
size of the candidate data pool |𝒟𝒟cand|. They can hence be reduced at 
the cost of less informative data queries by down-sampling the candi-
date data pool, or by querying more than one data point per cluster in 
each iteration. Another useful heuristic is to query candidates on the 
basis of embedded coordinates in time through the ADL variable xt or 
in space through the ADL variable xs. This reduces the number of can-
didates in the embedded vector space by a factor equal to the respective 
complementary coordinate as compared with using any other ADL 

variable that encodes features into unique coordinates in space–time. 
The time complexity of our algorithm further depends on the method 
we use to cluster embedded feature vectors (step 4.2), the method we 
use to compute the distance of candidate data to cluster centres (step 
4.3) and the complexity of training our DL model (step 4.5). For most 
prediction tasks, it is realistic to assume that the complexity of step 4.5 
is smaller than that of steps 4.2 and 4.3. If we, for instance, use the 
K-means++ algorithm to cluster embedded feature vectors and calcu-
late the Manhattan distance between embedded vectors and their 
cluster centre, it holds that

𝒪𝒪 (|𝒟𝒟cand|N(e)log (N(e))) < 𝒪𝒪 (|𝒟𝒟cand|N(e)nbatch)) .

The computational complexity of our algorithm then breaks down to 
that of our clustering method (step 4.2), if we further make the realistic 
assumption that

log(N(e)) ≪ nbatch.

Algorithm 1. A pseudo-code of the proposed batch ADL method. 

Datasets
We are given the electric consumption measurements of 100 and  
400 buildings in Switzerland in 15 min steps from local distribution 
system operators. Using the geographic coordinates of these buildings, 
we further collect aerial imagery of each building with a resolution  
of 25 cm per pixel36. We then cluster all buildings that are in a distance 
of at most 1 km to each other. For each cluster of buildings, we calcu-
late the cluster centres and collect a total of nine meteorological time  
series measurements from reanalysis data for each of these clusters 
with 1 h accuracy37,38. The meteorological values that we use consist of 
air density in kg m−3, cloud cover, precipitation in mm h−1, ground-level 
solar irradiance in W m−2, top of atmosphere solar irradiance W m−2, 
air temperature in °C, snowfall in mm h−1, snow mass in kg m−2 and  
wind speed.

We predict the next 24 h of electricity consumption. For each of the 
nine meteorological conditions, we consider a historical time window 
of 24 h at the same time which results in a dimension of 216 (nine times 
24) for space-time variant features. Time stamps are ordinal encoded 
and contain information about the month, day, hour and quarter-hour 
in which the corresponding electricity consumption of a building 
occurs. We encode each element of our time stamps separately,  
which gives us a time-variant feature dimension of four. Images of 
buildings are processed using histograms of their pixel values with 
100 bins for each image channel (red, green and blue) which results 
in a dimension of 300. We use histograms instead of original images 
in order to preserve the privacy of our data sources and experimen-
tally find that 100 bins preserve sufficient information from the  
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original images. These choices can, however, be improved through 
hyperparameter optimization. We can hence set the dimensions of 
the feature and label vectors to

Dt = 4,

Ds = 300,

Dst = 216,

Dx = Dt + Ds + Dst = 520,

Dy = 96.

Training, validation and testing data
Given a number of data points that are available to us, we create train-
ing, validation and testing data for our hypothesis test. The training 
data are used to fit our prediction model before performing ADL. The 
validation data are used to avoid overfitting our model to the training 
data through early stopping. The testing data are used as the candidate 
data pool on which we perform ADL to train our prediction model.  
We separate our testing data into spatial, temporal and spatio-temporal 
prediction tests. We use 4.5% of our data for initial training, 4.5%  
for validation and 91% for testing. We further split our testing data  
such that 23% of them represent spatial predictions, another 23%  
temporal predictions and 54% spatio-temporal predictions. In the fol-
lowing, we refer to training, validation and testing data with 𝒟𝒟train, 𝒟𝒟val 
and 𝒟𝒟test.

Prediction model and feature encoders
We construct our DL model from multiple subnetworks. The network 
which processes meteorological data consists of a one-dimensional 
convolutional neural network layer with 16 filters. The networks which 
process time stamp data and the histograms of building image pixels 
each contain one densely connected hidden layer with 1,000 nodes. 
The joint encoder concatenates the outputs of each of these networks 
and adds another densely connected hidden layer with 1,000 nodes. 
All embedding layers consist of 100 nodes. We experimentally find that 
embedding dimensions of 10–100 work well for our candidate data size 
and the distance metrics we use. The prediction model then takes the 
output of the joint encoder and adds another layer of 1,000 densely 
connected nodes before mapping the joint inputs to the desired out-
put with 96 densely connected nodes. Our model contains 10,744,600 
trainable and 0 non-trainable parameters. These choices can, however, 
be improved through neural architecture search. For the encoder 
outputs of all (e) ∈ {t, s, st, x}, we can write

N(e) = 100.

Loss function
We use the mean squared error, also known as the L2 loss, between 
predicted labels ŷt,s and true labels yt,s as our loss L(ŷt,s, yt,s). One can 
equivalently use the mean absolute error, also known as the L1 loss, or 
variations from these with minor impacts on the empirical results. In 
each epoch of training and validation, as well as for each test, we cal-
culate the total loss function loss(𝒟𝒟(d)) as the average loss of all data 
points in the respective datasets D(d), where (d) ∈ {train, val, test}. With 
j = 1, ..., |𝒟𝒟(d)| being the jth element that corresponds to the point (t, s) 

in 𝒟𝒟(d), we can write for all pairs of (ŷj, yj) ∈ 𝒟𝒟(d) that

L(ŷt,s, yt,s) =
∑Dy
k=1 (yt,s,k − ̂yt,s,k)

2

Dy

and

loss(𝒟𝒟(d)) =
∑|𝒟𝒟(d)|
j=1 L(ŷj, yj)
|𝒟𝒟(d)| .

Experiments
We assume our data budget to be 50% of the size of our candidate data 
pool. That is, we want to choose the more informative half of candi-
date data points. We perform ten iterations of the above Algorithm 1 
where we query 10% of our data budget in each iteration. We train our 
prediction model for 30 epochs and use an early stopping patience of 
10 epochs when training our prediction model on the initially available 
data and in each iteration of Algorithm 1. We can write

nbudget = 0.5|𝒟𝒟cand|,

niter = 10,

nclusters = nbatch = 0.1nbudget = 0.05|𝒟𝒟cand|.

We use the K-means++ algorithm to cluster embedded feature vectors, 
and the Laplacian kernel to calculate the distance between each embed-
ded feature vector and its cluster centre. Given the embedded vector 
set 𝒰𝒰(i) with (i) ∈ {time, space, space–time, joint}, the vectors that 
describe the centre of each cluster c(i)l  with l = 1…nclusters and a cluster 
membership number m(i)

k  for each embedded feature k = 1...|𝒰𝒰(i)|, we 
calculate the distance dc,(j) for every feature type (j) ∈ {t, s, st, (t, s)}, 
corresponding encoder outputs (e) ∈ {t, s, st, x} and point in time–space 
(t, s) as

dc,(j) = exp
⎛
⎜⎜
⎝
−
||x̂(j) − c(i)

m(i)
k

||1

N(e)

⎞
⎟⎟
⎠
.

We test Algorithm 1 for every partial feature vector, and the entire 
feature vector separately. Since our labels have a similar dimension 
(Dy = 96) to our embedded features (N(e) = 100), we use the predicted 
labels (ŷt,s) as our jointly embedded feature vectors (xt,s). We can also 
design our joint feature encoder to contain all layers of our DL predic-
tion model except for the output layer. This is proposed in ref. 39 and 
represents a special case of the method we propose. We also evaluate 
a scenario in which we query candidate data points on the basis of the 
distance of their true labels yt,s. We conduct our tests for the two cases 
that we mainly distinguish: first, we remove each queried point from 
the candidate data pool at the end of each ADL iteration (δ = 1); second, 
we keep queried data points in the candidate pool throughout all ADL 
iterations (δ = 0). We conduct additional experiments for reducing the 
time complexity of Algorithm 1. We subsample our candidate data pool 
to up to 25% or reduce the number of clusters to up to 25% of our queried 
batch size in each iteration. Furthermore, we query candidates on the 
basis of their embedded spatial features/coordinate only.

Compute environment
Each experiment is run with a dedicated graphical processing unit. We 
further use two central processing units with 64 cores each, mainly for 
calculating clusters in our candidate data pool in parallel. The compute 
time for assessing the informativeness of each candidate data point can 
hence be reduced when increasing the number of central processing 
unit cores in each experiment.

Data availability
All of our data and results can be accessed on the Harvard Dataverse under 
a CC0 1.0 license (https://doi.org/10.7910/DVN/3VYYET). For privacy  
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maintenance, we only provide load profiles that are sampled from the 
original data and histograms of pixel values of building images, which 
can be used to reproduce all the elements of our original experiments.

Code availability
All results, figures and tables can be reproduced using step-by-step 
instructions in Jupyter notebook sessions that we provide in a public 
Github repository (https://github.com/ArsamAryandoust/DataSelec-
tionMaps). We further maintain a Python package (https://pypi.org/
project/altility) and a Docker container (https://hub.docker.com/r/
aryandoustarsam/altility) implementation of our algorithm. All code 
is available under an MIT license.
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